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Preface

The Third Edition of The Origins and Development of the English Language
was begun in collaboration with Thomas Pyles, but his death brought to an
end a collaboration that was a source of great satisfaction to me. I have,
however, tried to complete this revision as I think Thomas Pyles would have
wanted it.

The changes in the Third Edition are considerably greater than those in
the Second. Some material has been reordered, both within and among
chapters. New material has been added as needed for fuller explanation or to
bring a discussion up to date. Some old material has been reluctantly omitted
to keep the book’s length within reasonable bounds and to simplify the
presentation for students, who often feel lost among the many factual details
that make up the history of English. Parts of many chapters have undergone
extensive rewriting, and new subheadings and tabular matter have been added
to guide students in their reading. The use of footnotes has been radically
abridged; references are generally made within the text by the author’s name
and the date of publication, with full information given in the Selected
Bibliography at the back of the book. The suggested readings at the end of
each chapter are also keyed to the bibliography.

An aim of this new edition is to make the text more accessible to students
who have had no prior study of linguistics or of languages. As in earlier
editions, the treatment is descriptive and traditional. Experience has shown
that students find it difficult to learn both linguistic theory and the history
of English simultaneously. Therefore, although this edition makes some
references to work in current linguistics, it devotes less space to discussion
of recent theoretical studies than does the Second Edition. The focus through-
out remains on the internal history of English. Theoretical implications and
purely external history, which are admirably treated in other books, are
purposely kept to a minimum.



Vi

Preface

I have tried to preserve the emphasis that Thomas Pyles placed on the
treatment of writing, on the similarities and differences between British and
American English, on early Modern English, and on the vocabulary as both
lexis and morphology. A somewhat fuller treatment of syntax has been added.
The tone and style of the book, which were characteristic of everything Pyles
wrote, have been preserved as much as possible, although changing times and
sensibilities inevitably call for some adjustments.

The debts that Thomas Pyles acknowledged in the earlier editions are
matters of record that are still owing. In the preparation of the Third Edition
I am indebted to the extensive critiques made by Samuel C. Monson,
Brigham Young University, and E. J. Murphy, California State University,
Hayward. I am grateful also for suggestions, corrections, help, or encourage-
ment from many persons, including Robert K. Barnhart of Clarence L.
Barnhart, Inc.; William T. Burke, Winston-Salem State University; Thomas
L. Clark and his students at the University of Nevada, Las Vegas, from whose
reactions I have benefited at every turn; Virginia P. Clark, University of
Vermont; DuSan GabrovSek, University of Ljubljana; Ruth P. M. Lehmann,
University of Texas at Austin; Jean Lorrah, Murray State University;
Rupert Palmer, Vanderbilt University; Lee Pederson, Emory University;
Ralph L. Ward, Hunter College; and Jacqueline de Weever, Brooklyn College.
For their scholarly and personal example, I owe much to Harold B. Allen,
Frederic G. Cassidy, Raven I. McDavid, Jr., James B. McMillan, and
I. Willis Russell. My colleagues at the University of Georgia have been a
continual source of stimulation. I am indebted to Edward A. Stephenson,
Jared Klein (who also made a detailed critique of chapter 4), Charles C.
Doyle, Jane Appleby, and Betty Jean Irwin for advice and conversation.
For expert assistance in preparing the manuscript of this edition, I am
grateful to Kathryn N. Howell and Katherine Postero. A special word of
appreciation is due to Becky Pyles for her friendship and support. Finally
and most important, my wife, Adele Algeo, has helped in every stage of
the revision; without her it would not have been. After so much help and
good counsel, whatever shortcomings remain are, as Thomas Pyles said about
the Second Edition, my own unhappy responsibility.

JA.
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1 Language
and
Languages

An Introduction

Our language is inextricably bound up with our humanity. To be
human is to use language, and to talk is to be a person. As biologist and
author Lewis Thomas remarks in The Lives of a Cell (1974, p. 89):

The gift of language is the single human trait that marks us all
genetically, setting us apart from the rest of life. Language is, like
nest-building or hive-making, the universal and biologically specific
activity of human beings. We engage in it communally, compulsively,
and automatically. We cannot be human without it; if we were to be
separated from it our minds would die, as surely as bees lost from the
hive.

The contemporary scientific view of language as essential to our human nature
agrees with the view expressed in the Book of Genesis, where the first action
we see human beings engaged in is talking. In chapter 2 of that book it is
said that God brought all the creatures of the earth before Adam to see



2 what he would call them, and whatever Adam called the creatures, so were
they named. Those two statements—that of the modern biologist and that
of the ancient prophet—however different they are in style and imagery, are
saying the same thing: to be human is to have and use language.

The language that is innate in us is, of course, no particular form of
speech and need not, in fact, even be speech, that is, sounds produced orally
by which language is expressed. When we say “‘Bread is the staff of life,” we
do not mean any particular kind of bread—whether whole wheat, rye,
pumpernickel, French, matzo, pita, or whatever sort; rather we are talking
about the kind of thing bread is, that which all bread has in common. So
also, when we say that language is the basis of our humanity, we do not
mean any particular kind of language—whether English, Spanish, Chinese,
Swahili, Hopi, or Ameslan (the sign language of the deaf). Rather we mean
the ability to learn and use such particular language systems, which is shared
by all human beings. That ability is language in the abstract, as distinct from
individual languages like those just named.

Why Study the History of English?

Language is an ability, inherent in us. Languages such as English are
particular systems that are developments of that ability. We can know the
underlying ability only through studying the actual languages that are its
expressions. Thus one of the best reasons for studying languages is to find out
about ourselves, about what makes us persons. And the best place to start
such study is with our own language, the one that has nurtured our minds
and formed our view of the world, although any language can be useful for
the purpose. A good approach to studying languages is the historical one.
To understand how things are, it is often helpful and sometimes essential to
know how they got to be that way. If we are psychologists who want to
understand a person’s behavior, we must know something about that person’s
origins and development. The same is true of a language.

There are also other, more concrete reasons for studying about the history
of English. One is that many of the irregularities of our language today are
the remnants of earlier, quite regular patterns. For example, the highly
irregular plurals of nouns like man-men, mouse-mice, goose-geese, and
ox-oxen can be explained historically. So can the spelling of Modern English,
which may seem chaotic, or at least unruly, to anyone who has had to struggle
with it. The orthographic joke attributed to George Bernard Shaw, that in
English fish might be spelled ghoti (gh as in enough, o as in women, and ti
as in nation), has been repeated often, but the only way to understand the
anomalies of our spelling is to study the history of our language. The fact
that the present-day pronunciation and meaning of cupboard do not much
suggest a board for cups is also something we need history to explain. Why
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do we talk about withstanding a thing when we mean that we stand in 3
opposition to it, rather than in company with it? If people are unkempt, can
they also be kempt, and what does kempt mean? Is something wrong with the
position of secretly in “She wanted to secretly finish writing her novel”? Is
there any connection between heal, whole, healthy, hale, and holy? Knowing
about the history of the language can help us to understand and to answer
these and many similar questions. Knowledge of the history of English is no
nostrum or panacea for curing all our linguistic ills (why do we call some
medicines by those names?), but it can at least alleviate some of the symptoms.

Another reason for studying the history of English is that even a little
knowledge about it can help to clarify the literature written in earlier periods,
and some written rather recently. In “The Eve of St. Agnes,” John Keats
describes the sculptured effigies on the tombs of a chapel on a cold winter
evening:

The sculptur’d dead, on each side, seemed to freeze,
Emprison’d in black, purgatorial rails.

What image should Keats’s description evoke with its reference to rails?
Many a modern reader, taking a cue from the word emprison’d, has thought
of the rails as railings or bars, perhaps a fence around the statues. But rails
here is from an Old English word that meant ‘garments’ and refers to the
shrouds or funeral garments in which the stone figures are clothed. Unless
we are aware of such older usage, we are likely to be led badly astray in the
picture we conjure up for these lines. In the General Prologue to his
Canterbury Tales, Geoffrey Chaucer, in describing an ideal knight, says:
““His hors weren goode.” Did the knight have one horse, or more than one?
Hors seems to be singular, but the verb weren looks like a plural. The knight
did indeed have several horses; in Chaucer’s day hors was a word like deer
or sheep that had a plural identical in form with its singular. It is a small
point, but unless we know what a text means literally, we cannot appreciate
it as literature.

A Definition of Language

For our purposes, a language will be defined as a system of conventional
vocal signs by means of which human beings communicate. There are six
important terms in this definition, each of which is examined in some detail
in the remainder of this chapter. The terms are system, signs, vocal, conven-
tional, human, and communicate. On the following pages we examine what
these words mean and, often just as important, what they imply about the
nature of language.

A Definition of Language



4 Language as System

Perhaps the most important word in our definition is system. We speak
in patterns. A language is not just a collection of words, such as we find in a
dictionary. It is also the rules or patterns that relate the words to one another.

Every language has two levels to its system—a characteristic that is called
duality of patterning. One of these levels consists of meaningful units—for
example, the words and word parts Adam, like, -d, apple, and -s in the
sentence ““Adam liked apples.” The other level consists of units that have no
meaning in themselves, although they serve as components of the meaningful
units—for example, the sounds represented by the letters a, d, and m in the
word Adam.

The distinction between a meaningful word (Adam) and its meaningless
parts (a, d, and m) is important. Without that distinction, language as we
know it would be impossible. If every meaning had to be represented by a
unique, unanalyzable sound, only a few such meanings could be expressed.
We have only about 35 basic sounds in English; we have hundreds of
thousands of words. Duality of patterning lets people build an immensely
large number of meaningful words out of only a handful of meaningless
sounds. It is perhaps the chief characteristic that distinguishes true human
language from the simpler communication systems of all nonhuman animals. |

The meaningless components of a language make up its sound system, or
phonology. The meaningful units are part of its grammatical system. Both |
have patterning. Thus, according to the sound system of Modern English, |
the consonant combination mb never occurs at the beginning or at the end
of any word. As a matter of fact, it did occur in final position in earlier |
stages of our language, which is why it was necessary in the preceding state- |
ment to specify “Modern English.” Despite its complete absence in this |
position in the sound system of English for at least 600 years, we still insist— |
such is the conservatism of writing habits—that the b be written in lamb,
climb, tomb, dumb, and a number of other words. But this same combination,
which now occurs only medially in English (as in tremble), may well occur in
final or even in initial position in the sound systems of other languages.
Initial mb is indeed a part of the systems of certain African languages, as in
Efik and Ibibio mbakara ‘white man,” which in the speech of the Gullahs—
black Americans living along the coastal region of Georgia and South
Carolina who have preserved a number of words and structural features
that their ancestors brought from Africa—has become buckra. It is notable
that the Gullahs have simplified the initial consonant combination of this
African word to conform to the pattern of English speech.

The sounds of a language recur again and again according to a well-
defined system, not haphazardly; for without system, communication would
be impossible. The same is true of all linguistic features, not sound alone.
Thus, according to the grammatical system of English, a very large number
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of words take a suffix written -s to indicate plurality or possession (in which 5
case it is a comparatively recent convention of writing to add an apostrophe).
This suffix is variously pronounced. Duck, for instance, adds the sound that
is usually indicated by s; dog adds the sound that is usually indicated by z;
and horse adds a syllable consisting of a vowel sound plus the z sound.

Words that can be thus modified in form are nouns. They fit into certain
definite patterns in English utterances. Alcoholic, for instance, fits into the
system of English in the same way as duck, dog, and horse: ““Alcoholics need
understanding” (compare ‘“‘Ducks need water”), ““An alcoholic’s perceptions
are faulty” (compare “A dog’s perceptions are keen”), and the like. But it
may also modify a noun and be modified by an adverb: an alcoholic drink,
a somewhat alcoholic taste, and the like; and words that operate in this way
are called adjectives. Alcoholic is thus both adjective and noun, depending
on the way it functions in the system of English. Such an utterance as
“Alcoholic worries” is ambiguous because our system, like all linguistic
systems, is not completely foolproof. It might be either a noun followed by
a verb (as in a newspaper headline) or an adjective followed by a noun. To
know which interpretation is correct, we need a context in which to place
the expression. That is, we need to relate it to a larger system.

GRAMMATICAL SIGNALS

The grammatical system of any language has various techniques for
relating words to one another and for signaling the structure of the sentences
that words make up. Six kinds of signals are especially important.

1. Words can be put in various categories called parts of speech, of which
there are four major ones in English: nouns, verbs, adjectives, and adverbs.
Some words belong primarily or solely to one part of speech: child is a noun,
seek is a verb, tall is an adjective, and anymore is an adverb. Other words can
function as more than one part of speech; in various meanings, fast can be
any of the four major parts. English speakers move words about pretty
freely from one part of speech to another, as when we call a book that is
enjoyable to read ‘““a good read,” making a noun out of a verb. Part of
knowing English is knowing how words can be shifted about in that way and
what the limits are to such shifting.

2. A word’s part of speech is sometimes signaled by its form, specifically
by the affixes—the beginnings or endings—used with it. The prefix en- at
the beginning of a word, as in encipher, enrage, enthrone, entomb, entwine,
and enwrap, marks the word as a verb. The suffix -ist at the end, as in dentist,
geologist, motorist, and violinist, marks the word as a noun. English also has
a small number of inflectional suffixes (endings that mark distinctions of
number, case, person, tense, mood, and comparison). They include the plural
-s and the possessive ’s used with nouns (girls, girl’s); the third person singular
present tense -s, the past tense and past participle -ed, and the present participle
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-ing used with verbs (aids, aided, aiding); and the comparative -er and
superlative -est used with some adjectives and adverbs (slower, slowest).
Inflection (change in the form of a word to mark such distinctions) may also
involve internal change, as in the singular and plural noun forms man and
men or the present and past verb forms sing and sang. A language that
depends heavily on the use of inflections, either internal or suffixed, is said to
be synthetic; English used to be far more synthetic than it now is.

3. When a language uses inflections, they are often interconnected by
concord, or agreement. Thus in “The bird sings’” and “The birds sing” there
is subject-verb concord (it being merely coincidental that the signal for
plural in nouns happens to be identical in form with the signal for singular
in third person present tense verbs). Similarly, in this day both words are
singular, and in these days both are plural; some languages, such as Spanish,
require that all modifiers agree with the nouns they modify in number, but
in English only this and that change their form to show such agreement.
Synthetic languages, such as Latin, usually have a great deal of concord;
thus Latin adjectives agree with the nouns they modify in number (bonus vir
‘good man,” boni viri ‘good men’), in gender (bona femina ‘good woman’),
and in case (bonae feminae ‘good woman’s’). English used to have more such
concord than it now does.

4. Word order is a grammatical signal in all languages, though some
languages, like English, depend more heavily on it than do others. “The
man finished the job’” and “The job finished the man’ are sharply different
in meaning, as are ‘“‘He died happily” and “Happily he died.”

5. Minor parts of speech, also called function words (for example, articles,
auxiliaries, conjunctions, prepositions, pronouns, ¢1d certain adverbial
particles), are a kind of grammatical signal used witk word order to serve
some of the same functions as inflections. For exaiiiple, in English the
indirect object of a verb can be shown by either word order (“I gave the dog
a bone”) or a function word (‘I gave a bone fo the dog’’); in Latin it is shown
by inflection (canis ‘the dog,” Cani os dedi, literally ‘To-the-dog a-bone I
gave’). A language like English whose grammar depends heavily on the use
of word order and function words is said to be analytic.

6. Prosodic signals, such as pitch, stress, and tempo, can indicate gram-
matical meaning. The difference between the statement ‘““He’s here”” and the
question “He’s here?” is the pitch used at the end of the sentence. The chief
difference between the verb conduct and the noun conduct is that the verb
has a stronger stress on its second syllable and the noun on its first syllable.
The tempo of the last two words makes an important difference of meaning
between ““He died happily”’ and ‘“He died, happily.”

All languages have these six kinds of grammatical signals available to
them, but languages differ greatly in the use they make of the various signals.
Even a single language may change its use over time, as English has done.
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FOR DIFFERENT LANGUAGES, DIFFERENT SYSTEMS 7

It is obvious that every language must have its own system, though it
may share certain features with other languages. What has been said of the
capacity of the typical English noun to add -s for pluralizing or indicating
possession is, for instance, not at all true of the typical Modern French noun,
which has no possessive form and which in isolation remains unchanged in
the pronunciation of its plural. The fact that singular ami and plural amis
are written differently is merely a historical feature of the French writing
system. The two forms are actually identical in speech except when amis is
“in liaison,” that is, followed by a word beginning with a vowel sound, in
which case the normally “silent’ -s is pronounced. The French noun, then,
would require a definition different in some of its details from that of the
English noun.

Pidgin English and other languages spoken by technologically primitive
peoples are just as systematic as English, or as Classical Latin for that matter
(Hall 1955). Since system in languages is grammar in its widest sense, it is
obviously impossible for there to be a grammarless language. When the
eighteenth-century lexicographer Dr. Samuel Johnson remarked that English
had no grammar, he was thinking of the complicated system of word endings
of Latin as constituting grammar. It would have been remarkable if anyone
had thought otherwise in his day. But the fact is that English “The fire cooks
the meat,” Melanesian Pidgin “Fire i-cookim abus,” and Latin “Ignis
carnem coquit” all have grammar. The systems are, of course, different,
but no one system can be said to be superior to another. In the sentence from
Pidgin, for instance, the ending -im of the verb indicates that a direct object
follows; in “The meat cooks,”” no such ending would be used: “Abus i-cook.”
This ending is a systematic grammatical device indicating the same gram-
matical relationship as the accusative ending -em (with which it has no
connection) of the Latin noun. In the system of English, the position of meat
in the sentence indicates the same grammatical relationship. Position is,
however, relatively unimportant in Latin: “Carnem ignis coquit” means the
same thing as “‘Ignis carnem coquit,” inasmuch as the direct object is clearly
labeled by the ending. To reverse the meaning (with nonsensical effect) one
would have to change only the form of the words, as follows: “Caro ignem
coquit.” The order of the words makes no difference. In English (as also in
Pidgin), the same reversal in meaning is accomplished without change of
form, but of word order only: “The meat cooks the fire.”

Language Signs

In language, what the system organizes are signs. A sign is merely some-
thing that stands for something else—for example, a word like apple, which
stands for the familiar fruit. But linguistic signs are not words alone; they
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8 may also be either smaller or larger than whole words. The smallest linguistic
sign is the morpheme, which is a meaningful form that cannot be divided into
smaller meaningful parts. The word apple is a single morpheme; the word
applejack consists of two morphemes (each of which can also function
independently as a word); the word apples also consists of two morphemes,
one of which (-s) can occur only as part of a word. Morphemes that can be
used alone as words (such as apple and jack) are called free morphemes;
those that must be combined with other morphemes to make a word (such
as -s) are bound morphemes. The word reactivation has five morphemes in it
(one free and four bound), as can be seen by analyzing it step by step:

re-activation
activate-ion
active-ate
act-ive

Thus the morphemes of this word are free act and bound re-, -ive, -ate, and
-ion.

A morpheme may have more than one pronunciation. For example, the
noun plural ending spelled -s has, as noted above, three variations: an s-sound
as in backs, a z-sound as in bags, and a vowel plus z-sound as in badges.
Each of these variations is called an allomorph of the plural morpheme.
Similarly, when the morpheme -ate has added to it the morpheme -ion (as
in activate-ion), the ¢ of -ate combines with the i of -ion to become a sh-sound
(so that we might spell the word ““activashon’). Such allomorphic variation
is typical of the morphemes of English, even though it is often not represented
by the spelling.

Morphemes can also be divided into base morphemes and affixes. An
affix is a bound morpheme that is added to a base morpheme. An affix may
be either a prefix, which comes before its base (such as re-), or a suffix, which
comes after its base (such as -s, -ive, -ate, and -ion). Most base morphemes are
free (such as apple and act), but some are bound (such as the insul- of insulate).
A word that has two or more bases (such as applejack) is called a compound.

In addition to being of word size (free morphemes) or smaller (bound
morphemes), linguistic signs may also be larger than words. A combination
of words whose meaning cannot be predicted from those of its constituent
parts is an idiom. One kind of idiom that English has come to use extensively
is the combination of a verb with an adverb, a preposition, or both—for
instance, turn on (a light), call up (on the telephone), put over (a joke), ask
for (a job), come down with (an illness), and go back on (a promise). From
the standpoint of meaning, such an expression can be regarded as a single
unit: to go back on is to ‘abandon’ a promise. But from the standpoint of
grammar, it consists of several independent words.

Some of the richness of the system of language is due to the variety of
its signs, which has been only hinted at in this brief discussion.
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Langﬁage as Speech 9

Language is a system that can be expressed in many ways—by the marks
on paper that we call writing, by hand signals and gestures as in sign language,
by colored lights or moving flags as in semiphore, and by electronic clicks
as in telégraphy. However, the signs of language—its words and morphemes—
are basically oral-aural, sounds produced by the mouth and received by the
ear. If human communication had developed primarily as a system of gestures
(like the American Sign Language of the deaf), it would have been quite
different from what it is. Because sounds follow one another sequentially in
time, language has a one-dimensional quality (like the lines of type we use
to represent it in printing); gestures can fill the three dimensions of space
as well as the fourth of time. The ears can hear sounds coming from any
direction; the eyes can see only those gestures made in front of them. The
ears can hear through physical barriers, such as walls, which the eyes cannot
see through. Speech has both advantages and disadvantages in comparison
with gestures; but on the whole, it is undoubtedly superior, as its evolutionary
survival demonstrates.

WRITING AND SPEECH

Because writing has become so important in our culture, we sometimes
think of it as more real than speech. A little thought, however, will show
why speech is primary and writing secondary to language. Human beings
have been writing (as far as we can tell from the surviving evidence) for at
least 5000 years; but they have been talking for much longer, doubtless ever
since there have been human beings. When writing did develop, it was
derived from and represented speech, albeit imperfectly, as we shall see in
chapter 3. Even today there are spoken languages that have no written form.
Furthermore, we all learn to talk well before we learn to write; any human
child who is not severely handicapped physically or mentally will learn to
talk: a normal human being cannot be prevented from doing so. It is as
though we were “programmed” to acquire language in the form of speech.
On the other hand, it takes a special effort to learn to write; in the past many
intelligent and useful members of society did not acquire the skill, and even
today many who speak languages with writing systems never learn to read
or write, while some who learn the rudiments of those skills do so only
imperfectly.

To affirm the primacy of speech over writing is not, however, to disparage
the latter. If speaking makes us human, writing makes us civilized. Writing
has some advantages over speech. For example, it is more permanent, thus
making possible the records that any civilization must have. Writing is also
capable of easily making some distinctions that speech can make only with
difficulty. We can, for example, indicate certain types of pauses more clearly
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by the spaces that we leave between words when we write than we ordinarily
are able to do when we speak. Grade A may well be heard as gray day, but
there is no mistaking the one phrase for the other in writing.

Similarly, the comma distinguishes ““a pretty, hot day” from ‘“a pretty
hot day” more clearly than these are often distinguished in actual speech.
But the question mark does not disiinguish between “Why did you do it?”
(I didn’t hear you the first time you told me), with rising pitch at the end, and
“Why did you do it?” (You didn’t tell me), with falling terminal pitch. Nor
can we show in writing the very apparent difference between sound quality
‘tone’ and sound quality ‘good grade’ (as in “The sound quality of the
recording was excellent” and “The materials were of sound quality”)—a
difference that we show very easily in speech by strongly stressing sound in
the first sentence and the first syllable of quality in the second. Incense
‘enrage’ and incense ‘aromatic substance for burning’ are likewise sharply
differentiated in speech by the position of the stress, as sewer ‘conduit’ and
sewer ‘one who sews’ are differentiated by vowel quality. But in writing we
can distinguish these words only in context, as we must do with words both
written and pronounced identically, like bear ‘carry’ and bear ‘animal.’” On
the other hand, some words pronounced alike are distinguished from each
other in writing; bare is thus distinguished from the words cited in the pre-
ceding sentence, as weak is distinguished from week. Here the written forms
rule out the slight possibility of ambiguity inherent in such phrases as “a
bear behind” and ““a week back” when these are spoken. Homonyms! make
up the very stuff and substance of much nursery humor, as in the examples
just cited, but William Shakespeare was by no means averse to this sort of
thing: puns involving fale and tail, whole and hole, hoar and whore, and a
good many other homonyms (some, like stale and steal, are homonyms no
longer) are of rather frequent occurrence in the writings of our greatest poet.

The conventions of writing differ somewhat, but not really very much,
from those of ordinary speech. For instance, we ordinarily write was not, do
not, would not, although we usually say wasn’t, don’t, wouldn’t. Furthermore,
our choice of words is likely to differ occasionally and to be made with
somewhat more care in writing than in ordinary, everyday speech. But these
are stylistic matters, as is also the fact that writing tends to be somewhat
more conservative than speech.

The effort to represent the sounds of one language by the spellings of
another may lead to a confusion of transliteration, the interpretation of one
writing system by another, with translation, the interpretation of one language
by another. Greek nvp can be transliterated pyr, as in pyromaniac, or trans-

1 Such words as have been discussed here are usually called homonyms. The overlapping
terms homograph ‘a word written like another word of different meaning that may or may
not be pronounced like it’ and homophone ‘a word pronounced like another word of different
meaning that may or may not be written like it> may also be used, depending on one’s
concern with one or the other, writing or pronunciation.
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lated fire, as in firebug. The name of a great Russian writer whom English- 11
speaking people know as Chekhov is written in other spelling systems
according to the various ways of transliterating Russian, which uses the
Cyrillic rather than the Roman alphabet: the French write Tchékhov; the
Czechs, Cechov; the Germans, Tschechow; the Swedes, Tjechov; and the
Spanish, Tchejoff, Tchekov, or Chejov. The fact that these variant writings
give a fairly close approximation of the Russian pronunciation to one familiar
with the phonetic and orthographic systems of the languages cited is all that
is really important. The writer himself wrote his name Yexos, which, despite
its strangeness to our eyes, does not indicate that Russian is an uncommonly
difficult language or that, in the interests of international ““‘understanding,”
the Russians ought to adopt our way of writing—or, for that matter, that
we ought to adopt theirs. Names, like all other words, were in existence
long before anybody ever wrote them, and the way one writes them is purely
and simply a matter of tradition. Had the Russians long ago settled on
Chinese ideograms as the basis of their writing system, their language would
have had precisely the same development that it has had, and the great
writer would have had the same name as that under which he is known to us.
When the president of Turkey, Mustafa Kemal Pasha (later Kemal Atatiirk),
in 1928 substituted the Roman alphabet for the Arabic in writing Turkish,
the Turkish language changed no more than time changed when he introduced
the Gregorian calendar in his country.

GESTURES AND SPEECH

Such specialized gestures as the indifferent shrug of the shoulders, the
admonitory shaking of the finger, the lifting up of the hand in greeting and the
waving of it in parting, the widening of the eyes in astonishment, the scornful
lifting of the brows, the approving nod, and the disapproving sideways
shaking of the head—all these need not accompany speech at all; they may
of themselves be communicative. Indeed, there is some reason to think that
gestures are older than spoken language and are the matrix out of which it
developed. When gestures accompany speech, they may be more or less
unconscious, like the postures assumed by persons talking together, indi-
cating their sympathy (or lack of it) with each other’s ideas. The study of
such communicative body movements is known as kinesics.

The different tones of voice that we employ optionally in speaking—the
drawl, the sneer, the shout, the whimper, the simper, and the like—also play
a part in communication (which we recognize when we say, “I didn’t mind
what he said, I just didn’t like his tone of voice™). But they and the gestures
that accompany speech are not language, but rather parallel systems of com-
munication called paralanguage. Other vocalizations that are communicative,
like laughing, crying, groaning, and yelping, usually do not accompany speech
as tones of voice do, though they may come before or after it.
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Language as Convention

Writing is obviously a convention because we can represent the same
language by more than one writing system. Japanese, for example, is written
with kanji (ideographs representing whole words), with either of two
syllabaries (writing systems that present each syllable with a separate symbol),
or with the letters of the Roman alphabet. Similarly, we could by general
agreement reform English spelling (soe dhat, for egzammpul, wee spelt it
liek dhis). We can change the conventions of our writing system merely by
agreeing to do so.

Although it is not so obvious, language itself—that is, speech—is also
conventional. No one would deny, of course, that there are features shared by
all languages—features that must be regarded as natural, inherent, or uni-
versal. Thus the human vocal apparatus (lips, teeth, tongue, and so forth)
makes it inevitable that human languages will have only a limited range of
sounds. Likewise, since all of us live in the same universe and perceive it
through the same senses with more or less the same basic mental equipment,
it is hardly surprising that we should find it necessary to talk about more or
less the same things in more or less similar ways.

Nevertheless, the systems that operate in the world’s many languages are
conventional and generally arbitrary; that is to say, there is usually no con-
nection between the sounds we make and the phenomena of life. There are a
comparatively small number of echoic words, like bow-wow, which seems to
those of us who speak English as our native language to be a fairly accurate
imitation of the sounds made by a dog and therefore not to be wholly
arbitrary, but it is highly doubtful that a dog would agree, particularly a
French dog, which says gnaf-gnaf, or a German one, which says wau-wau,
or a Japanese one, which says wung-wung.?

Most people think unquestioningly that their language is the best—and
so it is for them, inasmuch as they mastered it well enough for their own
purposes so long ago that they cannot remember when. It seems to them
more logical, more sensible, more right—in short, more ratural—than the
way foreigners talk. But there is nothing really natural about any language,
since all these highly systematized and conventionalized methods of human
communication must be acquired. There is, for instance, nothing natural in
our use of is in such a sentence as “The woman is busy.”” The utterance can
be made just as effectively without the meaningless verb form, which is

2 The reader interested in the sounds made by foreign animals will do well to look into
Noel Perrin’s instructive and highly amusing “Old Macberlitz Had a Farm” (New Yorker,
27 January 1962, pp. 28-29), and the erudite comments by the ambassador from Norway,
Paul Koht (in a letter to the editor of the New Yorker, 24 February 1962, p. 125), from
which he may acquire from a native speaker valuable information about the sounds uttered
by Norwegian cows (mmmooo), sheep (mz), pigs (nofi-noff), and other creatures. Norwegian
hens very sensibly say klukk-klukk, though doubtless with a heavy Norwegian accent.
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conventional in standard English, and some languages do get along perfectly 13
well without it. This use of is (and other forms of the verb fo be) was, as a

matter of fact, late in developing and has never developed in Russian and

some other languages of the Balto-Slavic group.

To the speaker of Russian it is thus more “‘natural” to say ‘“Zhenshchina
zanyata’—literally “Woman busy”’—which sounds to our ears so much like
baby talk that the unsophisticated speaker of English might well (though
quite wrongly) conclude that Russian is a childish tongue. The system of
Russian also manages to struggle along without the definite article. As a
matter of fact, the speaker of Russian never misses it—nor should we if its
use had not become conventional with us.

To a naive English-speaking person, calling the organ of sight eye will
seem to be perfectly natural and right, and those who call it anything else—
like the Germans, who call it Auge, the Russians, who call it glaz, or the
Japanese, who call it me—are likely to be regarded as either perverse or
simply unfortunate because they do not speak languages in which things are
properly designated. The fact is, however, that eye, which we pronounce
exactly like the nominative form of the first person singular pronoun (a fact
that might be cited against it by a foreign speaker), is the name of the organ
in question only in our present English linguistic system. It has not always
been so. Londoners at the time of the accession of King Edward III in 1327
pronounced the word with two syllables, the vowel of the first syllable being
that which we pronounce nowadays in see and the second like the -a in /da.
If we chose to go back to King Alfred’s day in the late ninth century, we
should find yet another pronunciation and, in addition, a different way of
writing the word from which Modern English eye has developed. When a
Scottish plowboy says ‘“ee”” for eye,® he is not being quaint, whimsical,
perverse, or stupid. He is merely using a variant form of the word—a perfectly
“legitimate” pronunciation that happens not to occur in standard Modern
English. Knowledge of such changes within a single language should be
sufficient to dissipate the notion that any one word or any one form of a
word is more appropriate except in a purely chronological and social sense
than any other word or form.

LANGUAGE CHANGE

Change is the normal state of language. Every language is constantly
turning into something different, and when we hear a new word or a new
pronunciation of an old word or a novel use of a word, we may be catching
the early stages of a change. Change is natural because a language system is

3 As in Robert Burns’s “To a Mouse™:
Still thou art blest, compared wi’ me!
The present only toucheth thee:

But och! I backward cast my e’e,
On prospects drear!
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culturally transm :ted. Like other conventional matters—such as fashions of
clothing, cooking, entertainment, means of livelihood, and government—
language is undergoing revision constantly; with language such revision is
slower than with some other cultural activities, but it is happening nonetheless.

There are three general causes of language change. First, words and sounds
may affect neighboring words and sounds. For example, sandwiches is often
pronounced, not as the spelling suggests, but in ways that might be repre-
sented as sanwiches, sanwiges, samwiges, or even sammiges. Such spellings
look illiterate, but they represent perfectly normal, though informal, pro-
nunciations that result from the influence of one sound on another within
the word. When nearby elements thus influence one another, the result is
called syntagmatic change. Second, words and sounds may be affected by
others that are not immediately present but with which they are associated.
For example, the side of a ship on which it was laden (that is, loaded) was
called the ladeboard, but its opposite, starboard, influenced a change in
pronunciation to larboard. Then, because larboard was likely to be confused
with starboard through their great similarity of sound, it was generally
replaced by port. Such change is called paradigmatic or associative change.
Third, a language may change because of the influence of external events.
New inventions like holography and new theoretical entities like the gluons
and quarks of subatomic physics require new words. In addition, new con-
tacts with persons who use speechways different from our own may affect
pronunciation, vocabulary, and even grammar. Social change thus modifies
speech.

The documented history of the English language begins about aA.D. 700,
with the oldest written records. We can reconstruct some of the prehistory
before that time, to as early as about 4000 B.c., but the farther back in time
we go, the less certain we can be about what the language was like. The
history of our language is traditionally divided into three periods: Old
English, from the earliest records (or the Anglo-Saxon settlement of England
around A.D. 450) to about 1100; Middle English, approximately 1100 to
1500; and Modern English, since about 1500. The lines dividing the three
periods are based on significant changes in the language that happened about
those times, but there were also major cultural changes around 1100 and
1500 that contribute to our sense of new beginnings. These matters are
treated in detail in chapters 5 through 8.

THE NOTION OF LINGUISTIC CORRUPTION

A widely held notion resulting from a misunderstanding of change is that
there are ideal forms of languages, thought of as “pure,” and that existing
languages represent corruptions of these. Thus, the Greek spoken today is
supposed to be a degraded form of Classical Greek rather than what it really
is, a development of it. Since the Romance languages are developments of
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Latin, it would follow from this point of view that they also are corrupt, 15
although this assumption is not usually made. Those who admire or profess
to admire Latin literature sometimes suppose that a stage of perfection had
been reached in Classical Latin and that every divergent development in
Latin was indicative of steady and irreparable deterioration. From this point
of view the late development of Latin spoken in the early Middle Ages
(sometimes called Vulgar, or popular, Latin) is ““bad” Latin, which, strange
as it may seem, was ultimately to become “good” Italian, French, Spanish,
and so on.

It is obvious that such notions, despite their tenacity, are completely
invalid. They are based to some extent on yet another notion—that synthetic
languages, which make use of complicated systems of endings for case, tense,
mood, gender, and the like, are superior (““more expressive of fine shades of
meaning” is a frequent description) to analytical languages, like English and
French, which do not. Latin pater Caroli ‘Charles’s father,” for instance,
came to be expressed in French, Spanish, and Italian, respectively, by /e pére
de Charles, el padre de Carlos, and il padre di Carlo ‘the father of Charles.’
The Latin genitive has been completely lost in the languages derived from
Latin, its function being performed by a preposition meaning ‘of.” (English,
which has never lost the genitive inflection, can use either construction.)
This loss of the genitive in the Romance languages is doubtless considered
degenerative by those who believe in linguistic corruption. Such persons are
also likely to regard English, which, though it has retained its genitive, has
lost most of its other inflectional devices in the course of its development,
as crude and barbarous.

Indo-European, the origin of practically all the languages of Europe as
well as some Asiatic ones, was even more complex in its inflections than the
classical languages. In addition to the case forms found in most Latin nouns,
for instance, the Indo-European noun had also an instrumental, a locative,
and a vocative form, the last two of which survive only very rarely in Latin.
Now, carrying to its logical conclusion the point of view cited, we would
have to regard Greek and Latin as corrupt developments of Indo-European.
But such notions of corruption result from ill-founded prejudice only.

Because we hear so much about “pure” English, it is perhaps well that
we examine this particular notion. When Captain Frederick Marryat, an
English novelist, visited the United States in 1837-38, he thought it “‘remark-
able how very debased the language has become in a short period in America,”
adding that ““if their lower classes are more intelligible than ours, it is equally
true that the higher classes do not speak the language so purely or so classically
" as it is spoken among the well-educated English.” Both statements are non-
sense. The first is based on the captain’s apparent notion that the English
language had reached a stage of perfection at the time America was first
settled by English-speaking people, after which, presumably because of the
innate depravity of those English settlers who brought their language to the
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New World, it had taken a steadily downward course, whatever that ma
mean. One wonders also precisely how Marryat knew what constituted
“classical’”” or “pure” English. It is probable that he was merely attributing
certain superior qualities to that type of English that he was accustomed to
hear from persons of good social standing in the land of his birth and that
he himself spoke. Any divergence was “debased’’: “My speech is pure; thine,
wherein it differs from mine, is corrupt.”

THE QUESTION OF USAGE

The concept of an absolute and unwavering, presumably God-given
standard of linguistic correctness (sometimes confused with “purity”’) is so
widespread, even among the educated, as to merit some attention here. Those
who subscribe to this notion become greatly exercised over such matters as
the split infinitive, the “incorrect’” position of only, and the preposition
ending a sentence. All these supposed ‘‘errors” have been committed time
and again by eminent writers and speakers, so that one wonders how those
who condemn them know that they are bad. Robert Lowth, who wrote one
of the most influential English grammars of the eighteenth century (4 Short
Introduction to English Grammar, 1762), was praised by one of his admirers
for showing “‘the grammatic inaccuracies that have escaped the pens of our
most distinguished writers.”

One would suppose that the usage of ““our most distinguished writers”
would be good usage. But Lowth and his followers knew, or thought they
knew, better; and their attitude survives to this day. This is not, of course,
to deny that there are standards of usage, but only to suggest that even in the
reputedly democratic society in which we live any set of standards that is
to have validity must be based on the usage of speakers and writers of gen-
erally acknowledged excellence. They would include nowadays almost in-
evitably persons of education, though it has not always been so; other ages
have not placed so high a premium on mere literacy as our own. What we
think of as “good” English has grown out of the usage of generations of
well-born and well-bred persons, many of whom could neither read nor
write. In the late fifteenth century, William Caxton, obviously a highly
literate man, used to submit his work to the Duchess of Burgundy (an English
lady despite her French title), who “oversawe and corrected” it. We have no
information as to the speed and ease with which the Duchess read, but it is
highly likely that she was considerably less literate than was Caxton himself.
Yet to Caxton the ‘‘correctness” of the usage of a lady of the court was
unassailable, whereas he would seem to have had little faith in what came
naturally to him, a brilliant son of the bourgeoisie. His standard of excellence
was the usage of persons of good position—quite a different thing from our
own subservience to the mandates of badly informed “‘authorities” who are
guided by their own prejudices rather than by a study of actual usage.
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Linguistic commentators with a heavily authoritative air about matters
of usage are usually to be distrusted when their pronouncements deny social
acceptability to locutions that we have read in reputable books and heard
from the lips of reputable speakers. Thus, when the writer of a syndicated
newspaper column solemnly informs his linguistically insecure readers that
it is incorrect to say ‘“There were 400 people present” because one should
never use people after a number, but only persons, we are quite justified in
asking how he knows this. And, inasmuch as there could not possibly be any
way of knowing other than by divine inspiration, we are equally justified in
assuming that the current preference of a large majority of educated speakers
for people in such a construction is sufficient to establish it as “‘correct,” that
is, in good usage. Likewise, when we come upon lists of words that practically
everyone is supposed to mispronounce, we are surely justified in asking our-
selves how the compilers of such lists know how the words ought to be pro-
nounced, unless they too are divinely inspired by a linguistic Jehovah who
watches over the destiny of the English language.

Language as Human

As noted at the beginning of this chapter, language is a specifically human
activity. That statement, however, raises several questions. When and how
did human beings acquire language? Is language innate, or is it something
we learn? How does human language differ from the communication systems
of other creatures? We will look briefly at each of those questions.

THEORIES OF THE ORIGIN OF LANGUAGE

We shall not here speculate overmuch on the ultimate origins of language,
since we have no real information on the subject. The earliest languages of
which we have any records are already in a high stage of development. The
same is true of languages spoken by technologically primitive peoples. The
problem of how language began has naturally tantalized philosophical minds,
and many theories have been advanced, to which waggish scholars have
given such fancifully descriptive names as the pooh-pooh theory, the bow-
wow theory, the ding-dong theory, and the yo-he-ho theory. The nicknames
indicate how seriously the theories need be taken: they are based, respectively,
on the notions that language was in the beginning ejaculatory, echoic
(onomatopoeic), characterized by a mystic appropriateness of sound to sense
in contrast to being merely imitative, or made up of grunts and groans
emitted in the course of group actions and coming in time to be associated
with those actions.

According to one theory, the early prelanguage of human beings was a
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mixture of gestures and sounds in which the gestures carried most of the
meaning and the sounds were used chiefly to “punctuate” or amplify the
gestures—just the reverse of our use of speech and hand signals. Then, about
50,000 years ago, there were a number of related changes in human physiology
and behavior. The human brain, which had been expanding in size, lateralized
—that is, each half came to specialize in certain activities, and language
ability was localized in the left hemisphere of most persons. As a consequence,
“handedness” developed (right-handedness for those with left-hemisphere
dominance), and there was greater manual specialization. As people had
more things to do with their hands, they could use them less for communi-
cation and had to rely more on sounds. Therefore, increasingly complex
forms of oral signals developed, and language as we know it evolved. The
fact that we human beings alone have vocal language but share with our
closest animal kin (the apes) an ability to learn complex gesture systems
suggests that manual signs may have preceded language as a form of com-
munication.

We cannot know how language really began; we can be sure only of its
immense antiquity. However human beings started to talk, they did so a
breathtakingly long time ago, and it was not until much later that they devised
a system of making marks in or on wood, stone, and the like to represent
what they said. Compared with language, writing is a newfangled invention,
although certainly none the less brilliant for being so.

INNATE LANGUAGE ABILITY

The acquisition of language—that is, the mastery of one of the compli-
cated linguistic systems by which human beings, and they alone, communi-
cate—would seem to be an arduous task. But it is a task that normal children
all over the world seem not to mind in the least. Even children in daily contact
with a language other than their “home” language—the native language of
their parents—readily acquire that second language, even to the extent of
speaking it with a native accent.

Noam Chomsky (1959, p. 42) has pointed out what should be apparent
to all, that “‘a young child of immigrant parents may learn a second language
in the streets, from other children, with amazing rapidity . . . while the
subtleties that become second nature to the child may elude his parents despite
high motivation and continued practice.” After childhood, most minds
undergo a kind of ‘“‘hardening’ in this respect, perhaps in the late teens.
But children seem to be genetically equipped with some sort of built-in
“‘device” that makes the acquisition of languages possible.

It is not, of course, claimed that children of five or so have acquired all
of the words they will need to know as they grow up or all of the grammatical
constructions available to them. What is true is that they have rather fully
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mastered the system by means of which they will speak of many things for
the rest of their lives. The immensity of the accomplishment can be ap-
preciated by anyone who has learned a second language as an adult. It is
clear that, although every particular language has to be learned, the ability
to acquire and use language is a part of our genetic inheritance.

DO BIRDS AND BEASTS REALLY TALK?

Although language is an exclusively human phenomenon, many of the
lower animals are physically just about as well equipped as human beings
to produce speech sounds, and some—certain birds, for instance-—have in
fact been taught to do so. What we call our speech organs are actually organs
with primary functions quite different from the production of speech sounds,
functions such as the ingestion and mastication of food. But no other species
makes use of a system of sounds even remotely resembling human language,
despite a belief that appeals to the popular imagination, but is as yet unsub-
stantiated by any truly scientific evidence, that porpoises thus ‘“talk” to one
another.

Since the late 1960s, a trio of fetching chimpanzees, Sarah, Lana, and
Washoe, have greatly modified our ideas about the linguistic abilities of our
closest relatives in the animal kingdom. After several efforts to teach chimps
to talk had ended in almost total failure (one animal having learned to say
cup and papa in passable fashion), it was generally concluded that apes lack
the cognitive ability to learn language. Some psychologists reasoned, how-
ever, that the main problem might be a simple anatomical limitation: human
vocal organs are so different from the corresponding ones in apes that the
animals cannot produce the sounds of human speech. If they have the mental,
but not the physical, ability to talk, then they should be able to learn a
language using a medium other than sound.

Sarah was taught to communicate by arranging plastic tokens of arbitrary
color and shape into groups. Each of the tokens, which were metal-backed
and placed on a magnetized board, represented a word in the system, and
groups of tokens corresponded to sentences. Sarah learned over a hundred
tokens and could manage sentences of the complexity of “Sarah take banana
if-then Mary no give chocolate Sarah” (that is, ‘If Sarah takes a banana,
Mary won’t give Sarah any chocolate’).

Lana also used word symbols, but hers were on a typewriter connected
to a computer. She communicated with the computer and through it with
people, and they communicated with her in a similar way. The typed-out
messages appeared on a screen and had to conform exactly to the rules of
“word” order of the system Lana had been taught if she was to get what she
asked for (food, drink, companionship, and the like).

Washoe, in the most interesting of these efforts to teach animals a
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language, was schooled in the gesture language used by the deaf, Ameslan.
Her remarkable success in learning to communicate with this quite natural
and adaptable system has resulted in a number of other chimpanzees and
even gorillas being taught some of the sign language. The apes learn signs,
use them appropriately, combine them meaningfully, and when occasion
requires even invent new signs or combinations. For example, one of the
chimps, Lucy, made up the terms “candydrink’ and ““drinkfruit” to converse
about watermelons. There is even some evidence of one ape learning signs
from another.

Work with Sarah, Lana, and especially Washoe and her compeers has
taught us that our simian kin are able to acquire and use languagelike
systems to an extent hitherto not believed possible. Their accomplishments
suggest that interspecies communication may be feasible and that further
research along these lines may produce new ideas about the nature of human
language and its evolutionary development. The linguistic accomplishment
of these apes is remarkable; nevertheless, it is a far cry from the fullness of
a human language. The number of signs or tokens the ape learns, the com-
plexity of the syntax with which they are combined, and the breadth of ideas
that they represent are all far more restricted than in any human language.
Moreover, human linguistic systems have been fundamentally shaped by the
fact that they are expressed in sound. Vocalness of language is no mere
incidental characteristic but rather is central to the nature of language. We
must still say that only human beings have language in the full sense of that
term. However, we can expect to learn a great deal more about the question
during the coming years.

There is also ample evidence that in the wild certain animals communicate
with others of their kind in an elementary and nonlinguistic fashion. Leaving
sexual posturings and similar kinesic phenomena out of the question, it has
in fact been established that gibbons do so in a very limited way by a system
of differentiated vocal noises—warning calls, calls having to do with the
search for food, and the like. This is the nearest we get to human language
among the lower animals when they are in a natural state. As Charles
Hockett suggests (1973, pp. 381-82), language may well have developed out
of blendings of such calls, whereby in the course of heaven only knows how
many scores of millennia a closed and nonproductive system of nine or ten
calls became an open and productive system making possible the production
of an infinite number of different sentences. Or it may be that a sudden
mutation endowed the human species with the genetic ability to acquire a
language system that bears little similarity to the vocalizations of the apes.
However it came about, it would seem that only people have developed such
a system; human beings alone can talk about the manifold things that con-
cern them, ranging all the way from food, shelter, and sex—the most drastic
concerns of our remotest ancestors—to transubstantiation, relativity, and
transformational-generative grammar.

Language and Languages: An Introduction



Language as Communication 21

The purpose of language is to communicate, whether with others by
talking and writing or with ourselves by thinking. The relationship of
language to thought has generated a great deal of speculation. At one extreme
are those who believe language is merely a clothing for thought, which is
quite independent of the form we use to express it. At the other extreme are
those who believe that thought is merely suppressed language and that when
we are thinking we are just talking under our breath. The truth is probably
somewhere between those two extremes. Some, though not all, of the mental
activities we identify as “‘thought’ are linguistic in nature. It is certainly true
that until we put our ideas into words they are likely to remain vague,
inchoate, and uncertain. We may all from time to time feel like the little girl
who, on being told to express her thoughts clearly, replied, “How can I know
what I think until I see what I say.”

If we think—at least some of the time—in language, then presumably the
language we speak must influence the way we think about the world and
perhaps even the way we perceive it. The idea that language has that kind of
influence and thus importance is called the Sapir-Whorf hypothesis, after two
American linguists, Edward Sapir and Benjamin Lee Whorf. Efforts have
been made to test the hypothesis—for example, by giving to persons who
spoke quite different languages a large number of chips, each of a different
color. Those tested were told to sort the chips into piles so that each pile
contained chips of similar color. Each person was allowed to make any
number of piles. As might be predicted, the number of piles tended to corre-
spond with the number of basic color terms in the language spoken by the
sorter. In English we have eleven basic color terms (red, pink, orange, brown,
yellow, green, blue, purple, black, gray, and white), so English speakers tend
to sort color chips into eleven piles. If a language has only six basic color
terms (corresponding, say, to our red, yellow, green, blue, black, and white),
speakers of that language will tend to cancel their perception of all other
differences and sort color chips into those six piles. Pink is only a tint or
light version of red. Because we have different basic terms for those two
colors, however, they seem to us to be quite distinct colors; light blue, green,
and yellow, on the other hand, are just insignificant versions of the darker
colors because we have no basic terms for them. Thus how we think about and
respond to colors is a function of how our language classifies them.

Though a relatively trivial matter, color terms illustrate that the way we
respond to the world corresponds to the way our language categorizes it.
More complex and important is the question of how many of our assumptions
about things are just reflexes of our language. In English, as in many other
languages, we often use masculine forms (such as pronouns) when we talk
about persons of either sex, as in “Everyone has to do his best.” Does such
masculine language influence our attitudes toward the equality of the sexes
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22 in other regards? In English every regular sentence has to have a subject and
a verb; so we say things like “It’s raining” and “It’s time to go,” with the
word it serving as subject, even though the meaning of that it is difficult to
specify. Does the linguistic requirement for a subject and verb lead us to
expect an actor or agent in every action, even though some things may happen
without anyone making them happen? The implications of the Sapir-Whorf
hypothesis are far-reaching and of considerable philosophical importance,
even though no way of confidently testing those implications seems possible.

An idea about the ability of various languages to communicate that has
vitiated much of our thinking about language is the notion that certain
languages are more “‘expressive” than others. Now the fact is that all languages
are about equally expressive, if by the term we mean ‘efficient for purposes
of communication.” It is obvious that members of one linguistic community
will not need or want to express all that the members of another community
might consider important. In short, Eskimos feel no need to discuss Zen
Buddhism, the quantum theory, or urban renewal. But they can talk about
what is important to their own culture, and doubtless with greater efficiency
in some instances than can the anthropologist who must describe that culture
in, say, English—a language that might well impress Eskimos as being quite
“primitive”” because it has only one widely used word for the frozen vapor
that falls in white flakes (snow), whereas their language has many words for
many different kinds of snow. Furthermore, they can make a good many
grammatical distinctions in their language that we are not in the least con-
cerned with making in ours. These distinctions also doubtless seem so essential
to them that, if they ever gave the matter a thought, they might well regard
English as sadly deficient in its grammar as well as in its word stock.

An important aspect of language systems is that they are “open.”” That is,
a language is not a finite set of messages from which the speaker must choose.
Instead, any speaker can use the resources of the language—its vocabulary
and grammatical patterns—to make up new messages, sentences that no one
has ever said before. Because a language is an open system, it can always be
used to talk about new things. Bees have a remarkable system of com-
munication, using a sort of “dance” in the air, in which the patterns of a |
bee’s flight tell other members of the hive about food sources. However, all .
bees can communicate about is a nectar supply—its direction, distance, and
abundance. As a consequence, a bee would make a very dull conversationalist,
at least in human terms. |

Another aspect of the communicative function of language is that it can
be displaced. That is, we can talk about things not present—about rain when
the weather is dry, about taxes even when they are not being collected, and
about a yeti even if no such creature exists. The characteristic of displacement
means that human beings can abstract, can lie, and can talk about talk itself.
It allows us to use language as a vehicle of memory and of imagination. A bee
communicates with other bees about a nectar source only when it has just

:
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found such a source. Bees do not celebrate the delights of nectar by dancing 23
for sheer pleasure. Human beings use language for many purposes quite
unconnected with their immediate environment. Indeed, most language use
is probably thus displaced.

One of the most important tenets of the lay person’s linguistic creed is that
all thoughtful, well-educated individuals, no matter what their special training
may have been, are competent to make authoritative pronouncements about
the language they speak or, for that matter, about any language with which
they have a passing acquaintance. Leonard Bloomfield (1944, p. 49), an
authority on American Indian languages, tells of being informed by a
physician that Chippewa has only a few hundred words—a patently fantastic
statement to make concerning any language. Says Bloomfield, “When I tried
to state the diagnostic setting, the physician, our host, briefly and with signs
of displeasure repeated his statement, and then turned his back to me.” This
was a more or less typical (to adopt Bloomfield’s term) “‘tertiary response to
language”—a response that seems to be practically inevitable when one has
tried to enlighten someone else who has made a statement about language
(a “‘secondary response’) that is open to question. As we proceed, we hope
it will become increasingly obvious that the study of language, like language
itself, has order, discipline, and system, and that consequently the lay person’s
opinions about language are no more reliable than his or her opinions about
medicine, physics, or engineering.

In the remainder of this book, we will be concerned with some of what is
known about the origins and the development of the English language.
Chapter 2 examines the sound system of present-day English, a necessary
preliminary to the later discussion of the many phonological changes that
have affected our language during its history. Chapter 3 looks at the develop-
ment of writing and at the orthographic conventions of present-day English.
These preliminary matters out of the way, chapters 4 through 9 trace the
history of our language from prehistoric times, through the three periods
mentioned above, to the present day. Finally, chapters 10 through 12 examine
the vocabulary of Modern English, its sources and its changes.
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2 The Sounds
and

Spelling of Current
English

The Roman alphabet has always been inadequate for the phonetic
representation of the English language, most strikingly so for Modern English.
We have, for example, only five vowel symbols, a, e, i, 0, and u; that this
number is wholly inadequate is indicated by the fact that the first of these
alone may have as many as six different sound values, as in cat, came, calm,
any, call, and was (riming with fuzz). In our treatment of English sounds we
shall use a way of writing in which the same symbols consistently represent
the same sounds, rather than using the awkward expedient of riming words
or of referring to the initial consonant of|, say, thy in order to distinguish this
sound from the phonetically different though identically written consonant
of thigh.

We have just mentioned ‘“‘same sounds,” and it thus becomes necessary
to point out that what are commonly regarded as the same sounds may vary
from language to language. In English, for instance, the vowel sound of sit
and the vowel sound of sear are distinctive. Many pairs of words, called
contrastive pairs, differ solely in the distinctive quality that these sounds have
for us: bit-beat, mill-meal, fist—feast, lick—leak are a few such pairs. But in
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Spanish this difference, so important in English, is of no significance at all;
there are no such contrastive pairs, and hence the two vowels in question are
felt, not as distinctive sounds, but as one and the same. Native speakers of
Spanish, when they learn English, are as likely as not to say I seat in the sit”
for “I sit in the seat”—a mistake that would be impossible, except as a slip
of the tongue, for native speakers of English.

The Phoneme

What in any language is regarded as the ‘““same sound” is actually a class
of similar sounds that make up what is known as a phoneme. A phoneme is
thus the smallest distinctive unit of speech; it consists of a number of
allophones, that is, similar sounds that are not distinctive. Thus, speakers of
English regard as the “same sound” the sound spelled 7 in tone and stone,
though actually a different sound is symbolized by the letter ¢ in each of these
words: in tone the initial consonant is aspirated, that is, followed by a breath
puff, which may be clearly felt if one holds one’s hand before one’s lips when
pronouncing the word; in sfone, this aspiration is lacking. Nevertheless, both
sounds belong to, or are allophones of, the English 7 phoneme, which differs
according to the phonetic environment in which it occurs. To put it in another
way, the allophones occur in what is called complementary distribution: that
is to say, each occurs in a specific environment—in this instance, the un-
aspirated ¢ occurring only after s, a position never occupied by the aspirated
sound, so that there is no overlapping of these two allophones. In other
positions, such as at the end of a word like fight, aspirated and unaspirated ¢
are in free variation: either may occur, depending on the style of speaking.

To put it in yet another way, in English there are no pairs of words
whose members are distinguished solely by the presence or absence of
aspiration of a ¢ sound; hence, from a phonemic point of view, the two ¢
sounds in English are the same because they are nondistinctive. They merely
occur in different environments, one initially, the other after s. But the two
sounds are phonemic in other languages: in Chinese, for instance, the differ-
ence between aspirated and unaspirated ¢ is quite significant, and the aspir-
ation or the lack of it distinguishes between words otherwise identical, just
as r and p in English tone and pone do. Classical Greek had different symbols
for these sounds, ® and T, and carefully differentiated them, whereas the
Romans had only the unaspirated sound represented by Greek T—that which
is preceded in English by s. It was not until the classical period that they
transliterated © by TH and presumably tried to pronounce theta in loanwords
as an aspirate, that is, as ¢ plus A.

There are other allophones of the phoneme written ¢. For instance, in
some varieties of American English the ¢ sound that appears medially in
words like item, little, and matter is very like a d, and in other varieties it
has become completely identical with the sound represented by d in that
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position. In a certain type of New York City speech, it is a glottal stop, that At
is, a ‘“‘catch” in the throat, as in battle and bottle. In a word like outcome, it

may be unreleased: we pronounce the first part of the ¢ and then go directly

to the k sound that begins come.

It is usual to write phonemes within slanting lines, or virgules (also called
slashes), thus /t/. In this book we shall ordinarily use a broad phonetic
transcription enclosed in square brackets, showing only the gross character-
istics of speech and for the most part ignoring allophonic features such as
the allophones of /t/ that have just been described. Such allophonic detail
can be recorded in a narrow tramscription, using special symbols such as
[t"] for the 7 of tone and [{] for the 7 of item. Such detail is necessary, however,
only for special purposes. Although broad phonetic transcriptions of speech
are not in principle the same as phonemic transcriptions, in actual practice
they do not differ much. In other words, nonsignificant features will not as
a rule concern us any more than if the transcriptions were labeled as
phonemic by putting them within slanting lines. But, since we shall have
occasion to use some symbols for sounds that are not really distinctive, we
shall, to avoid confusion, hereafter use only square brackets for transcriptions.
Dwight Bolinger (1975, pp. 60-66) discusses phonemes and phonemic theory
in a clear and concise way.

The Organs of Speech

The diagrammatic cross section of a head reproduced on p. 28 shows
the principal organs by which speech is produced. As has been pointed out
in chapter 1, none of these originally had any such function; all have been
adapted to the articulation of speech sounds. Reference to the diagram will
clarify such terms as labial, alveolar, and velar used in describing the place
of articulation of English consonants.

The Consonants of English

Consonants are classified according to their place of articulation (that is,
as labial, alveolar, and so on), their manner of articulation (that is, stop,
fricative, affricate, and so on), and whether or not voice (vibration of the
vocal cords) is a component of their articulation. The chart on p. 29 exempli-
fies such a classification for the consonants of Modern English; illustrative
words are supplied only for symbols not occurring in conventional writing.

Referring to the chart, we see that [p], [t], and [k] (as in pup, tat, and
kick) are voiceless stops (also called plosives and explosives), so designated
because in their production an actual stoppage is made at a given point in
the mouth and is then broken down by an explosion of breath with no
accompanying vibration of the vocal cords. But, if vibration (as in bub, dad,
and gig) is added to the articulations necessary to make these sounds, the
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THE ORGANS OF SPEECH

1. Nasal cavity 7. Uvula 13. Epiglottis
2. Lips 8. Tip of tongue 14. Larynx

3. Teeth 9. Front of tongue 15. Vocal cords
4. Alveolar ridge 10. Back of tongue and glottis
5. Hard palate 11. Oral cavity 16. Trachea

6. Velum 12. Pharynx 17. Esophagus

resulting sounds are voiced stops, [b], [d], and [g]. With stoppage at the lips,
the result is [p] or [b]; hence these are called, respectively, the voiceless and
voiced bilabial stops. With stoppage made by the tongue against the gums
above the teeth (the alveolar ridge), the result is [t] or [d]; hence these sounds
are called, respectively, the voiceless and voiced alveolar stops. With stoppage
made against the velum, or soft palate, which may be discerned by running
the tongue back along the roof of the mouth until it reaches that part which
is soft and spongy, the result is [k] or [g]; hence these sounds are called,
respectively, the voiceless and voiced velar stops. Both [k] and [g] have palatal
(more forward) varieties, depending on contiguous vowels, as in kin con-
trasted with calm and give contrasted with gone, but these allophonic differ-
ences will be ignored where we are dealing with Modern English: one symbol
for each is sufficient. ;

For those sounds called fricatives'(or spirants), a narrow opening is made
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somewhere in the mouth, so that the air must “rub” (Lat. fricare) its way
through instead of breaking down a complete obstruction as with the stops.
The fricatives of present-day English include the voiceless and voiced
labiodental [f] and [v] (as in fife and viva), interdental [0] and [3] (as in thigh
and thy), alveolar [s] and [z] (as in sass and zoos), and alveolopalatal [§] and
[Z] (as in the middle sounds of fission and vision). Velar fricatives were current
in Old and Middle English, as they still are in German—for example, German
Nacht ‘night.” They had palatal allophones, occurring when the contiguous
vowel was front, as in German nicht ‘not.” The symbols for writing these
fricatives are [x] and {¢], but we need not be concerned with them now. The
voiceless fricative [h] (as in soe) can probably best be described as a breathing.
Although for the sake of convenience it is classified in the chart above as a
glottal fricative, it has, as Hans Kurath (1964, p. 66) points out, ““as many
positional allophones as the number of vowels and semivowels that can
follow it.”

The voiced and voiceless affricates begin with articulation as if, respec-
tively, for the stops [d] and [t], followed by, respectively, the fricatives [Z] and
[§]. Some analysts in fact write them [dZ] and [t§], but it is now more usual
to regard them as unitary phonemes and write the first [j] and the second [¢].
They are the initial and final sounds of judge and church, respectively.

Those consonants articulated by obstructing the oral passage and letting
the breath and voice flow through the nose are called nasals. They include
the bilabial [m] (as in mum), with lips completely closed; the alveolar [n] (as
in nun), with stoppage made at the gum line; and the velar [p] (as at the end
of sung), with stoppage made at the velum. The nasals may by themselves
form syllables, as in open [-pm] (where the labial [m] is the result of assimi-
lation to the preceding labial [p]), rotten [-tn], and bacon [-kp] (where the
velar [p] is the result of assimilation to the preceding velar [k]). Since such
words may be, and sometimes are, pronounced with an unstressed vowel
sound written [2] (for which see below), we may write the final syllables as
[-pan], [-tan], and [-kan]. But it should be remembered that the intervening
[9] is often, and in some words usually, nonexistent.

The sounds [1] (as in /ull) and [r] (as in roar) are called liquids and, like
the nasals, may be syllabic, as in ripple [-pl] and matter [-tr]. As with the
syllabic nasals, we shall henceforth write such syllabic liquids [-o1] and [-ar].
The similarity in the articulation of [1] and [r] is indicated by their historical
alternation, as in Sarah~Sally, Katherine—Kathleen, and in the related words
stella (Latin), astér (Greek), and steorra (Old English) ‘star.” The liquid [I]
is called a lateral because the breath flows around the sides of the tongue in
its production. Its principal allophones are the palatal or clear / of /lean as
contrasted with the velar or dark / of kneel. Among the allophones of [r] are
the fricative sound heard after [t], [d], and [6], as in true, drew, and threw,
and the tongue-flap occurring between vowels in standard British English,
as in America, worry, and very (sometimes spelled “veddy” in caricatures of
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British speech). The usual description of [r] as retroflex (‘bent back’) refers
to the position sometimes assumed by the tongue in its articulation.

Standard British English has no [r] before a consonant sound (as in farm,
far distances) or in final position in an utterance (as in “The distance is far’);
to put it in another way, in this type of speech [r] is pronounced only when a
vowel follows in the same word (as in daring) or in one immediately following
(the linking r, as in there is and far away). This loss of [r], stemming from the
folk speech of the eastern counties north of the Thames, occurs also in the
speech of eastern New England, New York City, and much of the American
coastal South. The speech of the last-named region lacks linking r as well.
Other varieties of American speech, however, preserve the sound under most
conditions, as does the regional speech of the south and the west of England.

Failure to understand that [r] is lacking before a consonant or in final
position in standard British English has led to American misunderstanding
of such British spellings as ’arf (for Cockney half), cokernut (for coconut),
and Eeyore, Christopher Robin’s donkey companion. Eeyore, which A. A.
Milne, creator of Christopher Robin and Winnie-the-Pooh, could just as
well have spelled Eeyaw, is what Cockney donkeys presumably say instead of
hee-haw. Similarly, the New England loss of [r] motivates the spelling
marmee of Louisa May Alcott’s Little Women, a spelling that represents
the same pronunciation most Americans would represent as mommy.

An intrusive r occurs in the usage of a goodly percentage of the speakers
of standard British English, as in law[r] enforcement and the idealr] of it.
Analogical with the etymological [r] that is retained before a word beginning
with a vowel (linking r), this intrusive [r] is also common in eastern New
England and New York City, but not in the South, where linking r is rare.
An intrusive preconsonantal [r] occurs in the speech of some Americans in
wash and Washington.

Because of their vocalic quality, [w] and [y] (as in woo and you) are called
semivowels. In their manner of production, they are indeed like vowels (which
are described below), the palatal semivowel [y] being like a high front vowel
({i] or [1]) and the velar semivowel [w] being like a high back vowel (fu] or
[u]). In historical and comparative studies, the palatal semivowel is often
represented by the symbol [j], but we will follow the common American
practice of using [y] for this sound.

The Vowels of English

Vowels are the principal sounds of syllables. In the chart that follows,
the vowels are shown according to the position of the tongue relative to the
roof of the mouth (high, mid, low) and to the position of the highest part of
the tongue (front, central, back). The chart may be taken to represent a cross
section of the oral cavity, facing left.
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FRONT CENTRAL BACK
i (peat) u (pooh)
HIGH
1 (pir) U (put)
e (pate) 3 (putt, pert, o (Poe)
MID sofa)
€ (pet)
& (pat) 3 (paw)
LOW
a (pot)

Some of the tongue positions cited for vowels are only approximate; in
particular, there is a range between back and central for some of the nonfront
vowels. In considering vowels, it is well to have in mind the words of the
great British phonetician Daniel Jones (1967, p. 18):

It is difficult, though not impossible to describe a vowel-sound in
writing in such a manner as to give a reader an idea of what it sounds
like. The only way of doing this is to relate the unknown vowels to
vowels already known to him. . . . People’s vowels vary greatly, and a
description based on the vowels presumed to be used in particular
words may be correct for one reader, but is sure to be misleading for
many others.

For the reader not familiar with phonetic or phonemic transcription, it
will be helpful to remember that some of the vowel symbols, specifically
[al, [e], and [i], do not represent the various sounds that they usually have in
current English spelling but rather approximately those sounds that they
represent in languages other than English using the Roman alphabet (for
instance, French, Italian, and German). That is to say, in transcribing Modern
English words, we use [i] for the sound that is written / in other languages
but that, except for words recently borrowed by English from these other
languages (for example, police), is most frequently written e, ee, ea, ie, and ei
in Modern English. We use [e] for that sound usually written a (followed by a
consonant plus “silent e”’) or @i in Modern English (as in bate, bait). English o
and u frequently correspond to the o and u of other languages, in which case
they are transcribed [o] and [u], as in ro/l [rol] and rule [rul]. 4 with its
“Italian” value often occurs in the,spelling of English words before r and /m
(as in far and calm); in father, mama, papa, and a few other words like spa;
and in certain types of American English after w (as in watch). Its most usual
spelling in American English is o, as in pot and top.

Of the vowels listed in the chart, [i], [1], [¢], [€], and [&], because of the posi-
tions assumed by the tongue in their articulation, are classified as front vowels,
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and [u], [uU], [0], [2], and [a] as back vowels. Both series have been given in 33
descending order, that is, in relation to the height of the tongue as indicated

by the downward movement of the lower jaw in their articulation: thus [i] is

the highest front vowel and [&] the lowest, as [u] is the highest back vowel

and [a] the lowest. All the back vowels save [a] are pronounced with some

degree of rounding and protrusion of the lips and hence are called rounded

vowels. Vowels without lip rounding are called unrounded or spread vowels.

As regards the position of the body of the tongue, [3] is central. The
symbol, called schwa, is here used to represent the stressed central vowel of
putt and pert as well as the unstressed central vowel of tuba and lunar. Some
styles of transcription use [2] only for the unstressed central vowel of tuba,
representing the unstressed vowel before r (as in /unar) by [&], the stressed
vowel by [A] when no r follows (as in puft) and the stressed vowel before r
(as in pert) by [3]. The four sounds are quite distinct from one another and
so in a narrow transcription would be written with distinct symbols. However,
because they are in complementary distribution, we can use a single symbol
for all four sounds in transcribing them broadly. Thus, we will write the
words in question as [pat], [part], [tubs], and [lunar] (rather than the narrower
[pat], [p3t], [tubs], and [luna]).

Not charted is [a], the vowel sound sometimes heard in eastern New
England speech in ask, half, laugh, path, and in some varieties of Southern
speech in bye, might, tired, and the like. It is intermediate between [a] and
[2], and is usually the first element of the diphthongs in right and rout, which
we shall write, respectively, as [al] and [au]. We shall have occasion to refer
to it later as a phoneme of late Middle English.

Other vowels that are not charted and about which we will have little to
say are [&], [i], [e], and [p]. Along the East Coast roughly between New York
City and Philadelphia as well as in a number of other metropolitan centers,
some speakers use clearly different vowels in cap and cab, bat and bad, lack
and /ag. In the first word of each of these and many other such pairs, they
pronounce the sound represented by [@]; but in the second word, they use a
higher vowel that we may represent as [&]. Some speakers have minimal
pairs for these sounds in save and halve and in can ‘be able’ and can ‘preserve
in tins.” Some Americans pronounce the adverb just (as in “They’ve just
left””) with a different vowel from that in the adjective (“‘a just person’ with
[3]) or from those in words like gist (with [1]) and jest (with [g]); this vowel,
written [i], may also appear in children, would, and various other words. In
eastern New England, some speakers, especially of the older generation, use
a vowel in whole that differs from the one in /ole. This “New England short
0" is symbolized by [e] and is found also in road, stone, and other words;
it is rare and is becoming more so. British English has a lightly rounded
vowel symbolized by [o] in pot, top, rod, con, and other words in which
Americans use the sound [a] for the spelling 0. Those who do not have these
vowel sounds in their pronunciation obviously do not need the symbols to
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represent their own speech. It is wise, however, to remember that even in
English there are sounds one does not use oneself.

Some Americans, especially in western Pennsylvania, in Kansas, and in
the Southwest, lack a phonemic contrast between [5] and [a]. For them,
caught and cot are homophones, as are taught and tot, dawn and don, gaud
and God, pawed and pod, walk and wok, and maul and moll. They pronounce
all such words with either [5] or [a] or with a vowel that is intermediate
between those two, namely the [p] mentioned in the preceding paragraph.
Other Americans lack a phonemic contrast between two sounds only in a
particular environment. For example, in the South, the vowels [i] and [g],
although distinguished in most environments (such as pit and pet), have
merged before nasals. Thus pin and pen are homophones for many
Southerners, as are tin and ten, Jim and gem, and ping and the first syllable
of penguin. The sound used in the nasal environment is usually [1], though
before [n] it may approach [i].

Vowels can be classified not only by their height and their frontness (as
in the vowel chart) but also by their tenseness. A tense vowel is typically
longer in duration than the closest lax vowel and also higher and less central
(that is, further front if it is a front vowel and further back if a back one).
Tense vowels are [i], [e], [u], and [0]; the corresponding lax vowels for the
first three are-[1], [€], and [u]. The “New England short 0’ is a lax vowel
corresponding to tense [0]. For most Americans, the low and the central
vowels do not enter into a tense-lax contrast. However, for those who have it,
[&] (in cab, halve, bag) is tense, and the corresponding [&] (in cap, have, back)
is lax. Similarly, in standard British English, [2] (in caught, dawn, wars) is
tense, and the corresponding [p] (in cot, don, and was) is lax. In earlier times
(as we shall see in chapters 5 and 6), English vowels were either long or short;
today that difference in duration has generally become a difference in
tenseness.

In most types of current English, vowel length is hardly ever a distinguishing
factor. Most of us distinguish, for example, bad from bat, bag from back,
and /ab from lap not by the longer vowel in the first of each pair, but by the
final consonants. Some speakers, as we have seen, do indeed distinguish can
‘preserve in tins’ from can ‘be able,” halve from have, and similarly ba/m from
bomb and vary from very by length in the vowel of the first of each pair.
In the southeastern American English described by James Sledd (1959, p. 51),
bulb (with no [1}) is thus distinguished from bub, and similarly burred (no [r])
from bud, stirred (no [r]) from stud. In r-less speech, when [a] occurs before
etymological r, length may likewise be a distinguishing factor, as in part
[pat] and pot [pat]. The length mark, or macron, can be used to write vowel
length when it is necessary to do so. Such distinctions need not concern most
of us except for Old, Middle, and early Modern English, when vowel quantity
was of considerably more importance.

A diphthong is a sequence of two vowels in the same syllable. Many
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English vowel sounds tend to have diphthongal pronunciation, most notably
[e] and [o], as in bay and toe, which are usually pronounced in a way that
might be written [e1] and [oU] in narrow transcription. In parts of the United
States, most vowels are sometimes diphthongized; thus bed may have a
centralized off-glide (or secondary vowel): [bead]. In keeping with our practice
of using broad transcription, however, we will ignore all such diphthongal
glides, writing as diphthongs only the [aI] and [au] mentioned on p. 33
and the [o1] in joy and coin. Words like few and cube may be pronounced
with a semivowel before the vowel, [fyu] and [kyub], or with a diphthong,
[fru] and [krub]. The first pronunciation is more common.

In all three of the diphthongs [a1], [au], and [51], the tongue moves from
the position for the first vowel to that for the second, and the direction of
movement is more important than the exact starting and ending points.
Consequently, the diphthongs we write [a1] and [au] may actually begin with
vowels that are more like [a], [&], or even [2]. Similarly, [o1] may begin with
[p] or [o0] as well as [5]. The ending points are equally variable. The off-glide
in [a1] and [01] may actually be as high as [i] or as low as [g] (and for [ai]
may disappear altogether, being replaced by a lengthening of the first vowel);
and similarly the off-glide in [au] may be as high as [u] or as low as [0]. Thus
it is best to understand [a1] as a symbol for a diphthong that begins with a
relatively low unrounded vowel and moves toward a higher front position,
[au] as representing a diphthong that begins the same way but moves toward
a higher back rounded position, and [51] as representing a diphthong that
begins with a relatively l1ow back rounded vowel and moves toward a higher
front position. In a narrow transcription, these differences would be repre-
sented, for example, in the words hide or white as [ag], [a], [si], or various
other possibilities. In a broad transcription, however, we can write [al] and
understand that digraph as representing whatever sound we use in words like
hide and white.

VOWELS BEFORE |[r]

The sound [r] modifies the quality of a preceding vowel so that the vowel
is somewhat different from the same phoneme in other environments. We
have already noted that [9] before [r], as in curt or burst, is different from [2]
in any other position, as in cut or bust. Similarly the [0] in mourn is not quite
the same as that in moan, or the [a] in farther quite the same as that in father.
Such allophonic differences can be ignored, however, in a broad transcription
such as we are using.

Fewer distinctive vowels occur before [r] than elsewhere. In particular,
for many speakers tenseness is not distinctive before [r]. Thus nearer and
mirror may rime, with a vowel in the first syllables that is close to either [i]
or [1], the latter being more frequent. Similarly fairy and ferry may rime, with
a first vowel like either [e] or [€], and tour may be pronounced with either
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[u] or [u]. In all these variations, the lax vowel occurs more frequently. For
an increasing number of Americans, hoarse and horse are homophones. In
their traditional pronunciation, hoarse has [o] and horse [0]; the same differ-
ence of vowels was once made by most speakers in mourning and morning,
borne and born, four and for, oar and or, and many other words. Today [o]
and [0] are apparently merging before [r]. In some American speech, especially
of the lower Mississippi Valley and the West, there is no difference in
pronunciation between form and farm, or and are, born and barn, or lord
and lard. Some persons have [0] and others [a] in all such words. There is
much variation among speakers from different regions in the vowel allo-
phones used before [r].

When [r] follows a vowel in the same syllable, a schwa glide may intrude,
as in near [nir] or [n1ar]. The schwa glide is especially likely when the sentence
stress and consequently a change of pitch fall on the syllable, as in “The time
drew néar” with the glide versus “The time dréw near’ without it.

UNSTRESSED VOWELS

Although any vowel can be pronounced without stress, three are fre-
quently so used: [i], {1], and [3]. There is a great deal of variation between
[i] and [1] in final position (as in lucky, happy, city, and seedy) and before
another vowel (as in the second syllables of various, curiosity, oriel, and
carion). Conservative pronunciation along the Eastern Coast uses [1] in these
positions, but the most common pronunciation in the United States has [i].

There is also a great deal of variation between (9] and [i] before a con-
sonant. In the traditional pronunciation still used in British English, in some
regions of the United States, and by linguistically conservative speakers
generally, [1] occurs in the final unstressed syllable of words like bucket and
college, and in the initial unstressed syllable of words like elude and illumine.
Increasingly large numbers of Americans, however, use either [d] or [i]
variably in such words, depending in part on the surrounding sounds, though
with a strong preference for [0]. A new rule of pronunciation seems to be
emerging that favors unstressed [1] only before velar consonants (as in the
first syllable of ignore and the final syllable of comic or hoping) and [9] else-
where. Thus, whereas the traditional pronunciation has [3] in the second syl-
lable of stomach and [1] in the first syllable of mysterious, many speakers now
reverse the vowels in those words, ending stomach like comic and beginning
mysterious like mosquito. Those who use the traditional pronunciation may
regard the new distribution of sounds as substandard; those who use the
new distribution will find the traditional distinction bewilderingly arbitrary.
Such variation of pronunciation and attitude is to be expected when a change
of sound is in progress.

The final and preconsonantal [r] of most Americans is replaced by [9] in
r-less speech after [1] as in ear, beard; after [€] or [#] as in their, cairn; after
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[0] as in for, form; after [o] (for those who have this vowel in some words 37
before [r]) as in four, force; after [U] as in tour, bourse and [yu] as in pure,
cured; after [al] as in ire, tired; after [aU] as in our, scoured; and sometimes
after [a] as in far, farm.

An intrusive [2] sometimes occurs between consonants in certain words—
for instance, between [1] and [m] in e/m, film, [n] and [r] in Henry, [r] and [m]
in alarum (an archaic variant of alarm), [s] and [m] in Smyrna (in the usual
local pronunciation of New Smyrna Beach, Florida), [6] and [r] in arthritis,
and [0] and [l] in athlete. The name of this phenomenon is svarabhakti (from
Sanskrit), and such a vowel is called a svarabhakti vowel. If, however, one
does not care to use so flamboyant a word, one can always fall back on
epenthesis (epenthetic) or anaptyxis (anaptyctic). Perhaps it is just as well to
say intrusive schwa.

Stress

In the occasional transcription of words in the following chapters, primary
stress will be indicated (as it has already been indicated in a few instances)
by an acute accent mark (‘) over the appropriate vowel symbols; the same
mark will be used for conventionally spelled words when stress is involved:
thus, [so6fs] or sdfa, [abaut] or absut. For syllables bearing secondary stress,
a grave accent mark (‘) will be used: thus, [émonet] or émanate. What we
shall call unstressed syllables (which are sometimes said to carry “weak
stress’’) will not be marked in any way.

For our limited purposes in discussing stress on words, the two degrees
mentioned above are adequate. In considering the stress in sentences, how-
ever, we need to recognize at least one more degree. Thus, in “Hé ran about
the so6fa,” ran has a stronger stress than either /e or about but a weaker stress
than sofa. The inherent stress in isolated words is modified when they are
combined into a sentence. We shall have no need to consider further these
complications.

Kinds of Sound Change

The words of English, as we have already had several occasions to
observe, may vary in their pronunciation, in part because sounds do not
always change in the same way among different groups. Thus at one time
all speakers of English distinguished the members of pairs like horse-hoarse,
morning—mourning, and for-four; nowadays most probably do not. Because
this change has not proceeded uniformly, the pronunciation of such words
is now varied.

Some changes of sound are profound and highly systematic but of un-
known cause—for example, the ancient change of consonants that relates

Kinds of Sound Change



38

English brother and Latin frater (the First Sound Shift, pp. 89-94) and the
comparatively more recent change of vowels that accounts for the disparity
between English fine [fain] and French fine [fin] (the Great Vowel Shift,
pp- 172-75). The first of those changes took place perhaps 2000 years ago,
and the second about 400 or 500 years ago. Other changes are going on
today. In this section we will examine some kinds of sound change that any
English speaker can hear.

ASSIMILATION

The most common sound change is assimilation, by which one sound
becomes more like a neighboring sound. If pancake is pronounced carefully,
as its parts would be when they are independent words, it is [pan kek].
However, [n] is an alveolar sound, whereas [k] is a velar; consequently,
speakers often anticipate the place of articulation of the [k] and pronounce
the word [pepkek] with the velar nasal. In addition to such partial assimi-
lation, by which sounds become more alike while remaining distinct, assimi-
lation may be total; that is, the sounds may become completely identical,
as when spaceship changes in pronunciation from [spes $ip] to [spes$ Sip]. In
such cases it is usual for the identical sounds to combine by the omission of
one of them, as in [speSip]; a much older example is cupboard, in which the
medial [p b] has become a single [b]. In speech with a moderately fast tempo,
assimilation is quite common. Thus, an andante pronunciation of “What is
your name?”’ as [wat 1z yur nem] in allegro tempo might become [wats yar
nem], and in presto tempo [walor nem], the latter two suggested by the
spellings “What’s yer name?” and ‘“Whatcher name?”” Such pronunciations,
unlike the impressionistic spellings that represent them, are not careless or
sloppy (much less substandard) but merely variants we use in speech that is
more rapid and less formal than that which requires the unassimilated form.
If we never used such assimilated forms in talking, we would sound very
stilted indeed.

ELLIPSIS OF UNSTRESSED SOUNDS

The sentence used as an example in the preceding paragraph also exem-
plifies another kind of sound change: loss of sounds (ellipsis) due to lack of
stress. The verb is usually has no stress and thus is regularly contracted with
a preceding word by the ellipsis of its vowel. Vowels may also be lost without
the contraction of words. An initial unstressed vowel is lost when about is
pronounced ’bout in a process known as aphesis. It is a specialized variety
of a more general process, apheresis, which is the loss of any sounds (not
just an unstressed vowel) from the beginning of a word, as in the pronunci-
ation of almost in “’Most everybody knows that.” Loss of sounds from the
end of a word is known as apocope, as in the pronunciation of child as chile.
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The most common type of ellipsis in present-day English is syncope—loss
of a weakly stressed syllable from the middle of a word, as in the usual
pronunciation of family as fam’ly. Indeed many words sound artificial when
they are given a full, unsyncopated pronunciation. Like assimilation, syncope
is a normal process.

DISSIMILATION

The opposite of assimilation is dissimilation, a process by which neighbor-
ing sounds become less like one another. In the word diphthong, the sequence
of two voiceless fricatives [fO] symbolized by the medial phth requires an
effort to enunciate. Consequently, many speakers pronounce medial [p6],
replacing fricative [f] with stop [p]—that is, as though the word were spelled
dipthong. A fair number of them do indeed spell the word in that way.

Another example of dissimilation is the substandard pronunciation of
chimney as chimley, with the second of two nasals changed to an [l]. The
ultimate dissimilation is the complete loss of one sound because of its
proximity to another similar sound. A frequent example of such ellipsis in
present-day English is the omission of one of two [r] sounds from words like
cate(r)pillar, Cante(r)bury, rese(r)voir, terrest(r)ial, southe(r)ner, barbitu(r)ate,
gove(r)nor, and su(r)prised.

INTRUSION

The opposite of ellipsis is the intrusion of sounds, a process already noted
in words like fil(e)m and ath(e)lete (p. 37). Consonants may also be intrusive;
for example, a [p] in warmth, so that it sounds as if spelled warmpth; a [t]
in sense, so it is homophonous with cents; and a [k] in length, so that it sounds
as if spelled lenkth. These three words end in a nasal [m, n, ] followed by a
voiceless fricative [0, s]; between the nasal and the fricative, many speakers
intrude a stop [p, t, k] that is voiceless like the fricative but has the same place
of articulation as the nasal (that is, the stop is homorganic in place with the
nasal and in voicing with the fricative). There is a simple physiological
explanation for such intrusion. To move directly from nasal to voiceless
fricative, it is necessary simultaneously to release the stoppage and to cease
the vibration of vocal cords. If those two vocal activities are not perfectly
synchronized, the effect will be to create a new sound between the two
original ones; in the examples under discussion, the vocal vibration is ceased
an instant before the stoppage is released, and consequently a voiceless stop
is created. Chimney, cited in the preceding paragraph as an example of dis-
similation, has two other substandard variants with intrusion. The two nasals
may be separated by an intrusive vowel (as though chiminey) or a consonant
may intrude between the first nasal and the dissimilated [1] (as though
chimbley).
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METATHESIS

The order of sounds can be changed in a process called metathesis. Tax
and rask are variant developments of a single form, with the [ks] represented
by x metathesized in the second word to [sk]. In present-day English [r] fre-
quently metathesizes with an unstressed vowel; thus the initial [pra] of
produce may become [por] and the opposite reordering can be heard in
perform. The metathesis of a sound and a syllable boundary in the word
another leads to the reinterpretation of original an other as a nother, especially
in the expression “a whole nother thing.”

THE CAUSES OF SOUND CHANGE

The causes of change of sound are often unknown. Some of the major
changes that we will take up in more detail in later chapters, such as the
First Sound Shift and the Great Vowel Shift, are particularly mysterious.
Various causes have been suggested for sound change—for example, that
when people speaking different languages come into contact, one group
learns the other’s language but does so imperfectly, carrying over native
habits of pronunciation into the language of the other group. This explanation
is known as the substratum or superstratum theory (depending on whether it
is the language of the dominant group or that of the dominated group that
is influenced).

A quite different sort of explanation is that languages tend to develop a
balanced sound system—that is, to make sounds as different from one another
as possible by distributing them evenly in phonological space. Thus, it is
common for languages to have two front vowels [i, e] and three back ones
[u, 0, a]; it would be very strange if a language had five front vowels and no
back ones at all, because such an unbalanced system would make poor use
of its available resources. If, for some reason, a language loses some of its
sounds—say, its high vowels—there would be intrasystemic pressure to fill
in the gap by changing some of the remaining sounds (for example, by making
mid vowels higher in their articulation).

Changes like assimilation, dissimilation, ellipsis, and intrusion are often
explained as increasing the ease of articulation: some sounds can be pro-
nounced together more smoothly if they are alike, others if they are different.
Ellipsis and assimilation both quicken the rate of speech, so the desire or
need to talk at “fast” tempo (although more than speed is implied by tempo)
would encourage both those processes. Intrusion can also help to make
articulation easier. It and metathesis may result from our brains’ working
faster than our vocal organs; consequently the nerve impulses that direct
the movement of those organs sometimes get out of synch, resulting in slips
of the tongue.

In addition to such mechanical explanations, some sound changes imply
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at least partial awareness by the speaker. The remodeling of chaise longue as 41
chaise lounge because one uses it for lounging is folk etymology (pp. 281-84).
The sounding of comptroller (originally a fancy, and mistaken, spelling for
controller) with internal [mptr] is a spelling pronunciation (pp. 60-62). These
are matters that we will consider in more detail later. Hypercorrection results
from an effort to “improve’” one’s speech on the basis of too little information.
For example, having been told that it is incorrect to “drop your g’s’’ as in
talkin® and somethin’, the earnest but ill-informed self-improver has been
known to “‘correct” chicken to chicking and Virgin Islands to Virging Islands.
Similarly, one impressed with the elegance of a Bostonian or British pro-
nunciation of aunt and can’t as something like “ahnt’ and “cahnt” may be
misled into talking about how dogs “pahnt,” a pronunciation of pant that
will amuse any proper Bostonian or Britisher. Speakers have a natural
tendency to generalize rules—to apply them in as many circumstances as
possible—so in learning a new rule, we must also learn what limitations there
are on its application. Another example of such overgeneralization is the use
of the fricative [Z]. Although it is the most recent and most restricted of the
English consonants, it seems to have acquired associations of exotic elegance
and is now often used in words where it does not belong historically—for
example, rajah, cashmere, and kosher.

As speakers use the language, they ofter change it, whether mechanically
or deliberately. Those changes become for the next generation just a part of
the inherited system, available to use or again to change. And so a language
varies over the years and centuries and may, like English, eventually become
quite a different system from what it was earlier.

Other Kinds of Transcription

The kind of phonetic transcription used in this chapter is not the only
one for English, although it or slight variations of it are widely used. Another
frequently used style of transcription (Trager and Smith 1951) differs from
the present one chiefly in writing the tense vowels as sequences of vowels
followed by semivowels functioning as off-glides. Thus, whereas we have
represented the vowels of meet, mate, moot, and mote as, respectively, [i], [e],
[u], and [o] (that is, as unitary segments), this other style of transcription
writes the same sounds as binary sequences: /iy/, /ey/, /uw/, and Jow/. It is
then free to represent the lax vowels of mitt, met, and foot as [i/, [e/, and Ju/
in place of our symbols [1], [€], and [uU].

Some analysts, mostly British, follow the example of Daniel Jones (1960,
1967) in writing [i:] for our [i], the colon signifying length, and [i] for our [1].
Similarly, they use [u:] for our [u] and [u] for our [U]. For the mid vowels,
they write either [e:] or [e1] for our [e], and [0:] or [oU] for our [0]; con-
sequently, they also use [e] for our [g].
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The fact is that the tense vowels differ from the corresponding lax ones
in a number of ways: they are longer, more diphthongal, and of different
quality because they are higher and less central. The British style of writing
[i:] and [u:] emphasizes the comparative length of those sounds. The binary
style of writing /iy/, /ey/, /[uw/, and /ow/ emphasizes the diphthongal off-glides.
The style of transcription used in this book, namely [i], [e], [u], and [o],
emphasizes the difference in quality—that is, of tongue height and frontness.
The choice among these or other possible systems of transcription is more a
question of convenience in representing the facts than of what the facts are.

It is sometimes convenient to consider sounds, not as whole segments
like [b] and [i], but rather as combinations of distinctive features. In the latter
case [i], for example, might be described as a vowel that is [+ high, —back,
+tense]. In treating sounds in this way, phonologists seek to identify the
smallest set of features that is adequate to describe any human language.
There is so far no agreement about the features that are necessary to describe
speech in this way, but one set for English is discussed in John Algeo’s
Problems (1982, exercise 2.26). The traditional articulatory charts for con-
sonants and vowels (as on pp. 29 and 32) imply another set.

Some analysts who use a theory known as Generative Phonology seek
rules to relate the stressed vowels of word pairs like define-definitive,
seréne—serénity, grdteful-gratitude, céne—cdnic, asstime-assumption, and
profound-profundity. To relate the members of these pairs to one another,
they postulate highly abstract underlying sounds called systematic phonemes;
for example, they derive the surface vowels [au] and [9] in the last pair from
an underlying vowel /ii/. Other generative phonologists, however, object that
such abstract sounds are psychologically unreal and therefore ought not to
be postulated. These analysts, who practice what is called Natural Generative
Phonology, want to keep underlying forms and all of phonological description
as close as possible to actual pronunciation. Because there is such disagree-
ment among the learned about these abstruse matters, we will consider them
no further.
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3 Letters and Sounds
A Brief History of Writing

Writing is a product of comparatively recent times. With it, history
begins; without it, we must depend on the archaeologist. The entire period
during which people have been making conventionalized markings on stone,
wood, clay, metal, parchment, paper, or any other surface to symbolize their
speech is really no more than a moment in the vast period during which they
have been combining vocal noises systematically for the purpose of com-
municating with each other.

Ideographic and Syllabic Writing

There can be no doubt that writing grew out of drawing, the wordless
comic-strip type of drawing done by primitive peoples. The American
Indians made many such drawings. It is not surprising that certain con-
ventions should have developed in them, such as horizontal and vertical lines
on a chief’s gravestone to indicate, respectively, the number of his campaigns
and the number of wounds he received in the course of those campaigns
(Pedersen 1962, p. 143); the lines rising from an eagle’s head were another
convention indicating that the figure was the chief of the eagle totem, this
in a “letter” from the chief to the president of the United States, represented
as a white-faced man in a white house (Sturtevant 1947, p. 20; Gelb 1963,
ch. 2). But such drawings, communicative as they may be once one under-
stands their conventions, give no idea of actual words. Any identity of
wording in their interpretation would be purely coincidental. No line, no



element, even remotely suggests speech sounds or word order, and hence such 4 5
drawings tell us nothing of the language of those who made them.

When such use of symbols standing for ideas that can be pictured—rather
than for the sounds that make up words—reaches a more or less wholly
conventional stage and each word is represented by a separate symbol, it
becomes ideographic, or logographic. In Chinese writing, every word originally
had a symbol based not on the phonetic structure of the word but on its
meaning.

Another method, fundamentally different, probably grew out of ideo-
graphic writing: the use of the phonogram, which is concerned with sound
rather than with meaning. Ultimately, by a sort of punning process, pictures
came to be used as in a rebus—that is, as if we were to draw a picture of a
tie to represent the first syllable of the word zycoon and of a coon to represent
the second. In such a method we may see the beginnings of a syllabary, in
which symbols, in time becoming so conventionalized as to be unrecognizable
as actual pictures, are used to represent syllables.

From Semitic Writing to Greek Alphabet

Semitic writing, the basis of our own and indeed of all alphabetic writing,
usually represented consonants only. For that reason it is sometimes called
a syllabary, in this case, a system in which each symbol represents a con-
sonant plus an unspecified vowel. It is perhaps simpler to call it an alphabet
that wrote consonants but usually not vowels. There were ways of indicating
specific vowels, but such devices were used sparingly. Since Semitic had
certain consonantal sounds not found in other languages, the symbols for
these sounds were readily available for use as vowel symbols by the Greeks
when they adopted for their own use the Semitic writing system, which they
called Phoenician. (To the Greeks, all eastern non-Greeks were Phoenices,
just as to the Anglo-Saxons all Scandinavians were Dene ‘Danes.”) The Greeks
even used the Semitic names of the symbols, which they adapted to Greek
phonetic patterns: thus aleph ‘ox’ and beth ‘house’ became alpha and beta
because words ending in consonants (other than n, r, and §) are not in accord
with Greek patterns. The fact that the Greeks used the Semitic names, which
had no other meaning for them, is powerful evidence that the Greeks did
indeed acquire their writing from the Semites, as they freely acknowledged
having done. The order of the letters and their highly similar forms are
additional evidence of this fact.

The symbol A indicated in Semitic a glottal consonant that did not exist
in Greek. Its Semitic name was ’aleph, the initial apostrophe here indicating
the consonant in question; and, because the name means ‘ox,’ it has been
thought to represent an ox’s head, though interpreting many of the Semitic
signs as pictorial characters presents as yet insuperable difficulties (Gelb
1963, pp. 140-41). By ignoring the initial Semitic consonant of the letter’s
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name, the Greeks adapted this symbol as a vowel, which they called alpha.
Beth was ultimately somewhat modified in form to B by the Greeks, who
wrote it and other reversible letters facing in either direction; in the early
days of writing they wrote from right to left, as the Semitic peoples usually
did and as Hebrew is still written.! From the Greek modifications of the
Semitic names of the first two letters, the word alphabet is ultimately derived.

The Greek Vowel and Consonant Symbols

The brilliant Greek notion (conceived by the eighth century B.c. or some-
what earlier) of using as vowel symbols those Semitic consonant symbols that
did not exist in Greek gave the Greeks an alphabet in the modern sense of the
word. Thus Semitic yod became iota (I) and was used for the Greek vowel i;
at the time the symbol was taken over, Greek had no need for the corre-
sponding semivowel [y], with which the Semitic word yod began. Just as they
had changed aleph into a vowel symbol by dropping the initial Semitic
consonant, so also the Greeks dropped the consonant of Semitic se and
called it epsilon (E), that is, e psilon ‘e simple, or e without the aspirate.’
Semitic ayin, symbolizing a syllable beginning with a voiced pharyngeal
fricative nonexistent in Greek, became for the Greeks omicron (O), that is,
o mikron ‘o little.” Semitic seth was at first used as a consonant and called
heta, but the “rough breathing” sound that it symbolized was lost in several
Greek dialects, notably the Ionic of Asia Minor, where the symbol was called
eta (H) and used for long [e]. The vowel symbol omega (Q2), that is, o mega
‘o big,” was a Greek innovation, as was also upsilon (Y), that is, u psilon
‘u simple.” Upsilon was born of the need for a symbol for a vowel sound
corresponding to the Semitic semivowel waw. The sound [w], which waw
represented, was lost in Ionic, as also in other dialects, and waw, which came
to be called digamma because it looked like one gamma on top of another
(F), ceased to be used except as a numeral—but not before the Romans had
taken it over and assigned a different value to it.

Practically all of the remaining Semitic symbols were used for the Greek
consonants, with the Semitic values of their first elements for the most part
unchanged. Their graphic forms were also recognizably the same after they
had been adopted by the Greeks. Gimel became gamma (I'), daleth became
delta (A), and so on. The early Greek alphabet ended with rau (T). The

! Sometimes the early Greeks would change direction in alternate lines, starting, for
instance, at the right, then changing direction at the end of the line and going from left to
right, and continuing this change of direction throughout. Solon’s laws were so written.
The Greeks had a word for the fashion—boustrophedon ‘as the ox turns in plowing,” a
wondrous word indeed, which may even be used in English if one is skillful enough to
steer conversation in such a way as to make occasion for its use. Those who are fortunate
enough to find such occasion stress the first and third syllables (respectively, [bu] or [bau]
and [fi]).
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consonant symbols phi (®), chi (X), and psi (‘) were later Greek additions. 47
A good idea of the shapes of the letters and the very slight modifications

made by the early Greeks may be obtained from the charts provided by

Ignace Gelb (1963, p. :77) and Holger Pedersen (1962, p. 179). Gelb also

gives the Latin forms, aad Pedersen the highly similar Indian ones, Indian
writings from the third century B.c. onward being inscribed in an alphabet
adapted from the Semitic.

The Romans Adopt the Greek Alphabet

The Ionic alphabet, adopted at Athens, became the standard for the
writing of Greek, but it was the somewhat different Western form of the
alphabet that the Romans, perhaps by way of the Etruscans, were to adopt
for their own use. The Romans used a curved form of gamma (C), the third
letter, which at first had for them the same value [g] as for the Greeks but in
time came to be used for [k]. Another symbol was thus needed for the [g]
sound. This need was remedied in time by a simple modification in the shape
of C, resulting in G: thus C and G are both derived from Greek I'. The C
was, however, sometimes used for both [g] and [k], a custom that survived
in later times in such abbreviations as C. for Gaius and Cn. for Gnaeus.

Rounded forms of delta (D), pi (P), and sigma (S), as well as of gamma,
were used by the Romans. They were not Roman innovations; all of them
occur in Greek also, though the more familiar Greek literary forms are angular
(A, I, and X). The occurrence of such rounded forms was doubtless due in
early times to the use of pen and ink; the angular forms reflect the use of
cutting tool on stone.

Epsilon (E) was adopted without change. The sixth position was filled
by F, the Greek digamma (earlier waw). The Romans gave this symbol the
value [f]. Following it came the modified gamma, G. H was used as a con-
sonant, as in Semitic and also in Western Greek at the time the Romans
adopted it.

The Roman gain in having a symbol for [h] was slight, for the aspirate
was almost as unstable a sound in Latin as it is in Cockney English; ulti-
mately, as in Greek, it was lost completely. Among the Romance languages—
those derived from Latin, such as Italian, French, Spanish, and Portuguese—
there is no need for the symbol, since there is no trace of the sound, though
it may be retained in spelling because of conservatism, as in some French
and Spanish words—for example, French Aeure and Spanish hora ‘hour’ (but
compare Fr. avoir with Sp. haber ‘to have’).

Iota (I) was for the Romans both semivowel and vowel, as illustrated,
respectively, by the two i’s in iudices ‘judges,” the first syllable of which is
like English you.? The lengthened form of this letter, that is, j, did not appear

2 Because of our primary concern with writing in this chapter, editorial macrons (as
for the long « in this word) will not be used in any cited words.
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until medieval times, when the minuscule form of writing developed, which
used small letters exclusively. (In ancient writing only majuscules, that is,
capital letters, were used.) The majuscule form of this newly shaped i/, that is,
J, is a product of modern times. Kappa (K) was used in only a few words by
the Romans, who, as we have seen, used C to represent the same sound.
Next came the Western Greek form of lambda, L, corresponding to Ionic A.
M and N, from mu and nu, require no comment. Xi (£), with the value [ks],
following Greek nu, was not taken over into Latin; thus in the Roman
alphabet O immediately followed N. Pi (IT) having been adopted in its
rounded form P, it was necessary for the Romans to use a tailed form of
rho (P), as the early Greeks also had sometimes done, and thus create R. The
symbol Q (koppa) stood for a sound that had dropped out of Greek, though
the symbol continued to be used as a numeral in that language. The Romans
used it as a variant of C in one position only, preceding V; thus the sequence
[kw] was written QV—the gu of printed texts. Sigma in its rounded form S
was adopted unchanged. Tau (T) was likewise unchanged. Upsilon was
adopted in the form V and used for both consonant ([w], later [v]) and vowel
([u], [vD.

The symbol Z (Greek zeta), which had occupied seventh place in the early
Roman alphabet but had become quite useless in Latin because the sound it
represented was not a separate phoneme, was reintroduced and placed at the
end of the alphabet in the time of Cicero, when a number of Greek words
were coming to be used in Latin. Another form of upsilon, Y, was used in
such words to indicate the Greek vowel sound, which was like French « and
German . Chi (X) was used with the Western Greek value [ks], the sound of
Tonic X being represented in Classical Latin by CH, just as TH and PH were
used to represent Greek theta (©) and phi (D) respectively. Actually these
were accurate enough representations of the Classical Greek sounds, which
most scholars agree were similar to the aspirated initial sounds of English
kin, tin, and pin. The Romans in their transcriptions very sensibly symbolized
the aspiration, or breath-puff, by H. The sounds symbolized in Latin by C,
T, and P apparently lacked such aspiration, as &, ¢, and p do in English when
preceded by s—for example, skin, sting, and spin.

Later Developments of the Roman
and Greek Alphabets

Even though it lacked a good many symbols for sounds in the modern
languages of Europe, the Roman alphabet was taken over by the various
European peoples, though not by those Slavic peoples who in the ninth
century got their alphabet, called Cyrillic from the Greek missionary leader
Cyril, directly from the Greek. The Greek missionaries, sent out from
Byzantium, added a number of symbols for sounds that were not in Greek—
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for example, LI for [3]. B was used for [v], which was the sound the symbol 49
also stood for in some positions in Greek; a modification, B, was used for

[b]. Sigma was written C in later Greek, and C has thus the value [s] in the

writing of those Slavic peoples—the Russians, the Bulgarians, and the Serbs—

who use this alphabet. Those Slavs whose Christianity stems from Rome—the

Poles, the Czechs, the Slovaks, the Croats, and the Slovenians—use the
Roman alphabet, adapted by diacritical markings (for example, Polish ¢ and

Czech ¢) and by combinations of letters (for example, Polish cz, sz) to
symbolize sounds for which the Roman alphabet made no provision.

In various ways the Roman alphabet has been eked out by those who
have adopted it. Such un-Latin sounds as the o-umlaut and the w-umlaut of
German are written ¢ and #. The superposed pair of dots, called an umlaut
or dieresis, is used in many other languages also to indicate vowel quality and
in old-fashioned English spellings like preéminent to indicate that two adjacent
vowel symbols represent separate sounds. Other diacritical marks that have
been used to eke out the resources of the Latin alphabet are accents—the
acute, grave, and circumflex (as, respectively, in French résumé, a la mode,
and rdle). The wedge is used in Czech and is illustrated by the Czech name
for the diacritic, hacek. The tilde is used, for example, in cafion, borrowed
from Spanish, and in Portuguese to indicate nasalized vowels, as in Sd@o Paulo.
The cedilla is familiar in a French loanword like facade. Other, less familiar,
diacritical markings include the bar of Polish # the circle of Swedish and
Norwegian d, and the hook of Polish ¢.

The Use of Digraphs

Digraphs (pairs of letters to represent single sounds), or even longer
sequences like the German trigraph sch, have also been made use of to indicate
un-Latin sounds, such as those that we spell sk, ch, th, and dg. In gu, as in
guest and guilt, the u has the sole function of indicating that the g stands for
the [g] of go rather than the [j] that we might expect it to represent before
e or I, as in gesture and gibe. The h of gh performs a similar useful function
in Ghent, but not in ghost and ghastly. English makes no use of diacritical
marks save for the rare dieresis, preferring other devices such as the afore-
mentioned use of digraphs and of entirely different symbols: for example,
English writes man, men; compare the German method of indicating the same
vowel change in Mann, Mdnner.

Additional Symbols

Other symbols have sometimes been added to the Roman alphabet by
those who adopted it. For example, the runic p (called thorn) and p(called
wynn) were used by the early English, along with their modification of 4 as d
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(called eth), all now abandoned as far as English writing is concerned. The p
and the o were also adopted by the Scandinavians, who got the alphabet
from the English, and are still used in writing Icelandic.

The ligature @ (combining o and e), which indicated a single vowel sound
in post-Classical Latin, was used in early Old English for the o-umlaut
sound (as in German schdn). When this sound was later unrounded, there
was no further need for @ in English. It was, however, taken over by the
Scandinavians, who have long since given up the symbol, the Danes having
devised o and the Swedes using 0. It has been used in English in a few classical
loanwords—for instance, ameba and cenobite, more recently written with
unligatured oe in British English. (American usage has simple e in these
words.)

For the vowel sound of cat, the English used the digraph ae, later written
prevailingly as a ligature—that is, as @, the symbol used for the same sound
in the alphabet of the International Phonetic Association. This digraph they
also got from Latin, in which the classical value (as in German Kaiser, from
Caesar) had long before shifted to a vowel sound roughly similar in value
to that which the English ascribed to it. The @ was called @sc ‘ash,’ the name
of the runic symbol that represented the same sound, though it in no way
resembled the Latin-English digraph. In Middle English times, beginning
around 1100, the symbol went out of use. Today # is used in Danish,
Norwegian, and Icelandic. It occurs occasionally, with a quite different value,
in loanwords of classical origin, like encyclopaxdia and anzmia, spelled
encyclopedia and anemia in current American usage. (British English now
usually has unligatured ae in such words.)

The Germanic Runes

In the early Middle Ages various script styles—the “‘national hands”—
developed in those lands that had been provinces of the Roman Empire.
But Latin writing, as well as the Latin tongue, all but disappeared in the
Roman colony of Britannia, which the Romans had perforce practically
abandoned even before the arrival of the English. These Germanic invaders
of a land whose population was predominantly Celtic had available to them
when they wished to write, which was certainly not very often, the twenty-
four runes, to which they added six. These runes, in the beginning associated
with pagan mysteries—the word rune means ‘secret’—were angular letters
intended originally to be cut or scratched in wood and, though perhaps ill
adapted to any sustained composition, served well enough for inscriptions,
charms, and the like.

The order of the symbols is quite different from that of the Roman
alphabet. As modified by the English, the first group of letters consists of
characters corresponding to f, u, p, o, r, ¢, g, and w. The English runic
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“alphabet” is sometimes called futhorc from the first six of these. Despite the 51
differences in the order of the letters, their close similarities to both Greek
and Latin symbols make it obvious that they are derived from the Roman
alphabet, with which the Germanic peoples could easily have acquired
familiarity, or from some early Italic alphabet akin to the Roman alphabet.

The Earliest English Writing

Although St. Augustine and his Roman missionaries, who converted the
English, must have written the sixth-century Italian script, this hand never
established itself in England. The script used in the Old English manuscripts
is based on the Irish modification of the Roman alphabet. This so-called
Insular hand was used for English writings until the Norman Conquest.> It is
generally accepted that the Irish, whose conversion to Christianity antedated
that of the English, taught the English how to write. The Insular hand is still
used in the writing of Irish Gaelic.

To read Old English in the Insular hand of the manuscripts requires little
adjustment for modern students, once they become accustomed to the
aforementioned #sc, the peculiar forms of f, g, and r, the eth, the runes called
thorn and wynn, and the three forms of s, one of which, called long s, looks
very much like an fin modern typography except that the horizontal stroke
does not go through to the right of the letter. This particular variant of s (f)
was used until the end of the eighteenth century save in final position,
printers following what was the general practice of the manuscripts.

Later History of English Writing

When the Normans conquered England in 1066, they introduced a num-
ber of Norman-French customs, including their own style of writing. The
alphabet itself has remained fairly stable. We have lost a few special letters
used in the Insular hand—thorn, eth, and ®sc—as well as some special
shapes like wynn for w and the long s described above. We have also dis-
tinguished 7 from j and « from v, shapes that were earlier just variants of one
another.

When the prolonged and curved i—that is, the j—came into being, it was
used merely as a variant of - in final position, especially when preceded by
another 7, as in'Latin fi/ii. S .ce English scribes used y for i in final position
(compare marry with marries and married, holy day with holiday), the use of j
in English was long more or less confined to the representation of numerals—
for instance, iij for three and vij for seven. The dot, incidentally, was not

3 The Insular hand is illustrated in Problems in the Origins and Development of the
English Language (Algeo 1982, exercise 3.12).
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originally part of minuscule i, but is a development of the faint sloping line
that came to be put above this insignificant letter to distinguish it from the
strokes of contiguous letters such as m, n, and u, as well as to distinguish
double i from u. It was later extended by analogy to the j, where, because of
the different shape of the letter, it performed no useful purpose.

The history of the curved and angular forms of v—that is, ¥ and v—was
similar to that of i and j. Although consonantal and vocalic » in Latin had
come to be sharply differentiated in sound early in the Christian era, when
consonantal u, hitherto pronounced [w], became [v], the two symbols v and v
continued to be used more or less interchangeably for either vowel or con-
sonant. The later history of these letters will be treated in the chapters on
Middle and early Modern English.

CONSONANT DIGRAPHS

After the Norman Conquest, a number of digraphs were introduced, or
reintroduced, into English writing. Th gradually replaced thorn and eth in a
change that made our orthography less efficient rather than more so. The
th digraph was used to write both the voiceless and the voiced interdental
fricatives (as in thin and then) and to transcribe theta in words ultimately of
Greek origin.

Ph, according to Latin custom, was used in a good many English words
of Greek origin to indicate the post-Classical value of ¢ in Greek, and, in
addition, it replaced f in a few words not from Greek—for instance, the
proper name Ralph, previously and still to a large extent in England pro-
nounced to rime with safe or waif.* (The / is also mere window dressing from
a historical point of view.) Ordinarily, however, ph indicates genuine Greek
origin.

Ch was a transliteration of Greek chi (X), pronounced [k] in chorus,
machination, and the like, and was sometimes inserted under classical influence
in words where it did not belong. Schism, though ultimately Greek, was
taken from Old French cisme, the spelling of which was in the sixteenth
century made to conform to the Greek original. The word is, however, still
pronounced with initial [s] by those most familiar with it, but pronunciation
with [sk] also is frequently heard nowadays.

Gh was used in words like night and though to write a sound that has been
completely lost from standard English. It also came to be used—or rather
misused from a purely rational point of view—after 1400 to indicate [g] in
some words, the practice surviving in aghast, ghastly, and ghost (earlier gost).

4 As in act 2 of W. S. Gilbert’s H.M.S. Pinafore:
In time each little waif
Forsook his foster-mother,
The well-born babe was Ralph—
Your captain was the other!!!
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It occurs as well in words of exotic origin as a transliteration of non-Roman 53
symbols indicating non-Roman sounds—for instance, ghazi and ghoul, and

in Ghent and gherkin, where it performs the genuinely useful purpose of
indicating that these words are not to be pronounced like gent and jerkin.

Sh was introdu. ed as a spelling for the sibilant [§], which Old English
scribes wrote as s. The digraph sc thus occurs after the Old English period
only in borrowed words. In those ultimately Latin or Greek, regardless of
their immediate source as far as English is concerned, sc may indicate either
[s] or [sk], depending on the following sound—for example, [s] in scene,
science, scion, and [sk] in scandal, scorpion, scripture, sculpture. English words
of Scandinavian origin use sc¢ for [sk] before a, o, u, and r, as in scant, scowl,
scurf, and scrape, though sk may also occur before the cited vowels, as in
skald, skoal, and skull. In scent and scythe the c is a late and an etymologically
altogether unjustifiable insertion; in the latter word, as well as in scissors
(OF cisoires), there has been confusion with Latin scindere ‘to cut’ (past
participle scissum).

For a large part of the English-speaking world the 4 in the graphic
sequence wh, save for the exceptions noted in the last sentence of this para-
graph, has no phonetic significance; it is, however, significant as far as the
speech of northern England, Scotland, Ireland, and parts of the United States
is concerned. Spoken differentiation of such pairs as whale-wail, when—wen,
and which-witch in American English is doubtless attributable largely to the
influence of those Ulster Scots, or Scotch-Irish as they are sometimes called,
who began arriving in America in large numbers around the end of the first
quarter of the eighteenth century and who settled first the Pennsylvania back
country and subsequently a large part of the country away from the Atlantic
Coast. In whole (OE hal) and whore (OE hore), the w indicates what was a
dialect pronunciation that seems to have been fairly common in the sixteenth
century; the unwritten [w] of one and once is of the same dialect origin. In
who, whom, whose there has been loss of earlier [w].

Ck is usual for [k] after short vowels, but the earlier ending -ick has been
simplified to -ic in critic, music, physic, and the like. In recent loans, with
final stress, the French spelling is used, as in critique and physique, which are
regarded as different words from critic and physic.

THE VALUES OF VOWEL SYMBOLS

Our knowledge of the scholarly pronunciation of Latin in the early
Middle Ages is obviously an important basis for our reconstruction of the
pronunciation of English in its earlier periods. The vowel symbols were used
in our earliest writing with the values that these symbols had in the Latin
alphabet as acquired by the English from the Irish missionaries; for instance,
a, e, and 7 were approximately as in the later English loanwords mirage (never
as in rage), café (never as in be), and machine (never as in mine). O and u
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when they symbolize long vowels have had approximately the same values
in earlier periods that they now have in rode and rude, though both letters
have symbolized other sounds as well. The other three vowel symbols, how-
ever, approximate their Latin values much more closely in other writing
systems than they do in Modern English. Because of a radical change in
English long vowels that occurred in the course of the fifteenth century (to
be discussed in chapter 7), the long sounds indicated by these symbols acquired
qualities quite different from their former ones. As a consequence of the
retention of earlier spellings for shifted sounds, the vowel symbols a, e, and i
have acquired for us values ([e], [i], [a1]) quite different from those ([a], [e],
[i]) that they have in all other languages using the Greek or Roman alphabets.
This fact is undoubtedly one of the reasons why foreigners are so often
confused by English spelling.

The Spelling of English Consonant Sounds

The illustrative words supplied below will give some idea of the variety
of ways in which our conventional spelling symbolizes the sounds of speech.
What we think of as the normal or usual spellings are given first, in the various
positions in which they occur (initially, medially, finally). Afterward in
parentheses come spellings that are relatively rare, a few of them unique.
The words cited to illustrate unusual spellings have been assembled not for
the purpose of stocking an Old Curiosity Shop of English orthography or to
encourage in any way the popular notion that our spelling is chaotic—which
it is not—but to show the diversity of English spelling, a diversity for which,
as we shall see in subsequent chapters, there are invariably historical reasons,
including the errors of the learned. A few British pronunciations that are,
or ought to be, of interest to educated Americans are included; these are
labeled BE, for British English. Characteristically American pronunciations
are labeled AE, for American English. Because there is variety in how
speakers of English pronounce the language, some of the words will not
illustrate the intended sounds for all speakers. For example, although hiccough
usually ends in [p], being merely a respelling of hiccup, some speakers now
pronounce it with final [f] under the influence of the spelling -cough.

THE STOPS
[b] bib, ruby, rabble, ebb, tribe (cupboard, bheesty)
[p] pup, stupid, apple, ripe (Lapp, grippe, Clapham, hiccough)
[d] dud, body, muddle, add, bride, seethed (bdellium, dhoti, Gandhi)
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[t] toot, booty, matter, butt, rate, hopped (cigarette, Thomas, ptomaine, 55
receipt, debt, subtle, phthisic, indict, victuals, veldt; the sequence [ts] is
written z in schizophrenia and Mozart, zz in mezzo—also pronounced
with [dz])

[g] gag, lager, laggard, egg (guess, vague, ghost, aghast, Haigh, mortgage,
blackguard; the sequence [gz] is written x in exal/t and exist, and x4 in
exhaust and exhilarate; the sequence [g7] is written x in luxurious)

[k] kit, naked, take, pick, mackerel, car, bacon, music (queer, piquet, queue,
physique, trek—k by itself in final position being rare—chukker, chasm,
machination, school, stomach, sacque, khaki; the sequence [ks] is written
x in fix and exit, xe in BE axe; the sequence [kS] is written x in /uxury,
xi in anxious, and cti in action)

THE FRICATIVES

[v] valve, over (Slav, Stephen, sometimes schwa)

[f]1 fife, if, raffle, off (soften, rough, toughen, phantom, sphinx, elephant, Ralph,
Chekhov, BE lieutenant)

[O] then, either, eth, bathe (eisteddfod, ye—pseudo archaic spelling for the)
[0] thin, ether, froth (phthalein, chthonian)

[z] zoos, fizzle, fuzz, ooze, visage, phase ( fez, possess, Quincy [Mass.], clothes,’
xylophone, raspberry, czar)

[s] sis, pervasive, vise, passive, mass, cereal, acid, vice (sword, answer, scion,
descent, evanesce, schism, psychology, Tucson, fagade, isthmus)

[Z] medially: leisure, azure, delusion, equation; initially and finally in a few
recent borrowings especially from French: genre and rouge (the sound
seems to be gaining ground, perhaps to some extent because of a
smattering of school French, though the words in which it is new in
English are not all of French provenience—for instance, adagio, rajah,
Taj Mahal, and cashmere)

[8] shush, marshal (chamois, machine, cache, martial, precious, tension, passion,
fashion, sure, ocean, luscious, nausea, crescendo, fuchsia)

[h] ha, Mohawk (who, school-Spanish Don Quixote as ‘“‘Donkey Hoty,”
recent junta, though the word had since the seventeenth century been
regarded as English and therefore pronounced with the beginning con-
sonant and vowel of junk, Mojave, gila)

5 As suggested by the rime in Ophelia’s song: ‘“Then up he rose, & don’d his clothes”
(Hamlet 4.5.52). 1t is still naturally so pronounced by many, who thus distinguish the noun
clothes from the verb. Speakers on the auditory mass media and other spelling pronouncers
say the noun and verb alike with [-6z].
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THE AFFRICATES

[j] judge, major, gem, regiment, George, surgeon, region, budget (exaggerate,
raj, educate, grandeur, soldier, spinach, congratulate—common on the
networks, but regarded by many as nonstandard)

[€] church, lecher, butcher, itch (Christian, niche, nature, cello, Czech)

THE NASALS

[m] mum, clamor, summer, time (comb, plumber, solemn, government, paradigm,
BE programme)

[n] nun, honor, dine, inn, dinner (know, gnaw, sign, mnemonic, pneumonia)

(0] sing, wringer, finger, sink (tongue, handkerchief, BE charabane, BE
restaurant, Pago Pago)

THE LIQUIDS

[l lapel, felon, fellow, fell, hole (Lloyd, kiln, Miln[e]®)

[r] rear, baron, barren, err, bare (write, rhetoric, bizarre, hemorrhage, catarrh)

THE SEMIVOWELS

[w] won, which” (languish, question, ouija, Oaxaca, huarache, AE Juan; in one,
the initial [w] is not symbolized)

[y] yet, bullion (canyon, La Jolla, BE capercailzie ‘wood grouse,” BE bouillon,
Jaeger, hallelujah, [ny] chignon, [ny] cafion)

The Spelling of English Vowel Sounds

As with the consonants, words are supplied below to illustrate the various
spellings of each vowel. There is nothing prescriptive implied in the illus-
trative words, all of which occur in standard English with the vowel sound
indicated, though some may have widespread alternative pronunciations. As
with the consonant sounds, what may be thought of as ordinary, usual, or
common spellings are cited first, and rare or unique spellings are set off by
parentheses. It will be convenient to give separate treatment to vowels
before [r] and to unstressed [i, [1], and [s].

¢ The n of kiln and Miln(e) ceased to be pronounced in Middle English times, but
pronunciation with » is common nowadays because of the spelling.
7 A fairly large, if decreasing, number of Americans have in wh-words not [w] but [hw].

Letters and Sounds: A Brief History of Writing



THE FRONT VOWELS

[i] evil, cede, meter, accretion, eel, lee, eat, sea (ceiling, lief, trio, police,
people, key, quay, Beauchamp, Aesop, Oedipus, Leigh, camellia,® BE for
the Cambridge college Caius [kiz])

[1] ir (English, sieve, renege, been, symbol, build, busy, women, old-fashioned
teat)

[e] ape, basin, faint, gray (great, emir, fey, eh, Baal, rein, reign, maelstrom,
BE gaol, gauge, weigh, BE Ralph, BE halfpenny, mesa, fete, chef d’oeuvre,
champagne, Montaigne; alone in final syllables: AE café, Iowa locally,
cachet, foyer, melee, Castlereagh)

[€] bet, threat (BE ate, again, says, many, BE Pall Mall, catch alternating
with [&], friend, heifer, Reynolds, leopard, eh, phlegm, aesthetic)

[

—_—

at (plaid, baa, ma’am, Spokane, BE The Mall, salmon, Cadmon, AE
draught, meringue)

THE CENTRAL VOWEL

[o] but (other, blood, does verb, young, was alternating with [a], pandit, uh,
ugh, twopence)

THE BACK VOWELS

[u] ooze, too, to, tomb, you, rude, rue, new (pooh, shoe, Cowper, boulevard,
through, brougham, fruit, nautical leeward, Sioux, rheumatic, lieutenant,’
bouillon, rendezvous, ragout, and alternating with [U] in reom, roof, and
other words written with 00)

Spellings other than with o, oo, and ou usually represent, or have rep-
resented, the sequence [yu], occurring after [b] (bureau, beauty), [p] (pew,
pure), [g] (gules, gewgaw), [K] (cue, queue, Kew), [v] (view), [f] (few, fuel,
feud), and [m] (music, mew). After other consonants there is considerable
variation between [u] and [yu]—after [n] as in nuclear, news, and neutral,;
after [t] as in tune and Teuton; after [d] as in dew and duty; after [0] as in
thew; after [s] as in sue and sewer; and after [z] as in resume. After [¢] and
[j], older [yu] is now quite rare. Many older-generation speakers have [yu]
after [l] as in lewd, lute. Initially and after [h], the [y] is always present in
the o-less words, as in use, Europe, ewe, hue, hew, and human. In its spelling
the Scottish surname Home [hyum] must be regarded as exceptional.

8 This word is exceptional in that the spelling e represents [i] rather than the expected
[e] before a double consonant symbol.

2 British English has [lefténant] for the army subaltern, but the naval officer is usually
a [leténant].
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[u] good, pull (wolf, could, Wodehouse, worsted ‘fabric’)

[0] go, rode, road, toe, tow, owe, oh (soul, brooch, folk, beau, chauffeur, AE
cantaloupe, picot, though, yeoman, cologne, sew, cocoa, Pharaoh, military
provost)

[0] all, law, awe, cause, gone (broad, talk, ought, aught, Omaha, Utah,
Arkansas, Mackinac, BE Marlborough [mdlb(o)ra], BE for the Oxford
college Magdalen [m3dlin),'® Gloucester, Faulkner, Maugham, Strachan)

[a] father, stop'! (solder, ah, calm,'? bureaucracy, baccarat, ennui, aunt,'
kraal)

Most of the words in which standard British English has [a] in contrast
to American English [&]—for example, calf, class, and path—are listed in
John S. Kenyon’s American Pronunciation (1950, pp. 179-80).

American English shows considerable variation between [a] and [5]; in
certain regions there may be no distinction between naughty and knotty,
auto and Otto, caller and collar. All may have [a], or all may have [2]. Most
types of American speech, however, have [0] in the first of each pair, [a] in
the second. Before [g], before [r] followed by a vowel, and after [w], [a] and
[0] vary, as Hans Kurath says, “not only regionally, but from word to word”
(1964, p. 112). A particular speaker may, for instance, have [5] in dog, fog,
and log, but [a] in bog, clog, and cog; [d] in Cloris, florid, oral, and sorority,
but [a] in Doris, Dorothy, Florida, and moral; and a similarly erratic distri-
bution in words like swamp, swan, wash, and watch. Another speaker might
have quite another distribution of the sounds in question.

THE DIPHTHONGS

[a1] ride, hie, my, style, stile, dye (buy, I, eye, ay, aye, pi, night, height, isle,
aisle, Geiger, Van Eyck, Van Dyck, kaiser, guile, maestro)

[au] how, house (bough, Macleod, sauerkraut)

[o1] oil, boy (buoy sometimes as [bui] in AE, Reuters English news agency,
Boulogne, poi)

10 The name of the Cambridge college is written Magdalene, but is pronounced exactly
the same.

11 The [a] in so-called short-o words like clock, collar, got, and stop prevails in American
English. It would seem to be gaining ground in standard British English, where the vowel
in such words used to be exclusively a slightly rounded one [p].

12 Because of the spelling, many Americans, mostly younger-generation ones, insert [1]
in this word and others spelled a/—for instance, alms, balm, palm, and psalm.

13 Pronunciation of this word with [a], though regarded by many as a mere affectation,
is by no means uncommon in American English. It is of course usual in British English.
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THE VOWELS BEFORE |[r] 59

[1] or [i] before [r]: mere, near, peer (pier, mirror, weird, lyric)

[e], [e], or [®] before [r]: bare, air, prayer, their (aeronaut)

[5] before [r]'*: urge, erg, bird, earn (word, journal, masseur, myrrh'®)
[U] or [u] before [r]: poor, sure, tour, jury, neural (Boer'®)

[5] or [o] before [r]: or, oar, ore (war, four, door, AE reservoir'”)

[a] before [r]: art (heart, sergeant, soiree [wa] as also in other recent French
loans written with 0i'®)

[a1] before [r]: fire, tyrant (choir [wai])
[au] before [r]: flour, flower (dowry, coward, sanerkraut)

[o1] before [r] (a rare combination): coir

THE UNSTRESSED VOWELS

[i] or [1] unstressed as final sound in a word: body, honey (Macaulay, specie,
Burleigh, Ralegh, BE Calais [k&l1], BE café [k#f1), recipe, guinea, coffee,
BE ballet [bzll], taxi, BE Carew, challis, chamois)

unstressed followed by another vowel: aerial, area (Israel, Ephraim,
Nausicaa)

[1] unstressed followed by a velar consonant: ignore, topic, running

[8] or [1] unstressed in final syllables followed by a consonant other than a
velar or [r]: bias, bucket, college (mischief, forfeit, biscuit, minute noun,

14 In “‘r-less” speech there would of course be no [r]; in such speech the vowel may be
transcribed [3].

15 In words that had earlier [ur] followed by a vowel, like courage, hurry, thorough,
and worry, standard British English has a syllabic division different from that of most
American English, as in [ké-r1j] in contrast to AE [kdr-1j]. The standard British English
pronunciation is also current in metropolitan New York and to a lesser extent in other
parts of the Atlantic seaboard; the noncoastal American pronunciation is also current
in British folk speech (Kurath and McDavid 1961, p. 127).

16Poor and Boer are often and sure is sometimes pronounced with the vowel [0] or [2].

17 Many persons in New England and the South, Canada, the English Midland,
northern England, and Scotland have [0] before [r] in such words as four, oar, ore, and
door. Such speakers distinguish oar and ore [or] from or [or], four and fore from for,
hoarse from horse, mourn from morn, boarder from border, and use [or] in words written
-oor (though it is of course not implied that the writing has anything to do with the matter),
as in door and floor. The distinction of [or] and [or] is a historical one, but is not maintained
in standard British English and in many types of American English, which have the same
vowel in all these words; it may be either [or] or, especially among younger-generation
Americans, [or].

18 Some Americans have [0] in all such words.
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60 marriage, portrait, palace, lettuce, tortoise, old-fashioned Calais [-1s],'®
dactyl, Tyrwhitt)
unstressed in initial syllables: illumine, elude (Aeneas, mysterious)

[2] unstressed in final syllables followed by a consonant other than [r]: bias,
melon, bonus, famous (Durham, foreign, Lincoln, Chisholm)

unstressed standing alone in final syllables: Cuba (Noah, Goethe, piano,
borough, window, bureau, Edinburgh [-bra],?° and alternating with [1] or [i]
in Cincinnati, Miami, Missouri)

unstressed in medial syllables: malady, remedy, ruminate, melody, syrupy
(Aeschylus, Renaissance, limousine)

unstressed in initial syllables: alone, molasses, sustain (authority,
blancmange)

unstressed in final syllables ending in [r]*': bursar, butter, actor (nadir,
Sfemur, glamour, Tourneur)

unstressed in final syllables with [r] plus another consonant: coward,
shepherd, Cranford, Rayburn (cupboard, Osbourne)

unstressed in medial syllables with [r] plus another consonant: gabardine,
haberdasher, importunity, bifurcate (avoirdupois)

unstressed in initial syllables with [r] plus another consonant: pervade,
pursue

Spelling Pronunciations

Regardless of the method by which they have been taught, or have taught
themselves, to read, many literate people attribute sounds to the letters of the
alphabet. This is to put the cart before the horse, for, as should be perfectly
clear by now, letters do not ‘““have” sounds, but merely symbolize them.
Nevertheless, literate people are likely to feel that they do not really know a
word until the question “How do you spell it?”” has been answered.

Such dependence on spelling is amusingly illustrated in the 1960 motion
picture version of H. G. Wells’s The Time Machine, when the Time Traveler,
projected hundreds of thousands of years into the future, asks a beautiful
blonde Eloi girl what her name is. Inasmuch as the English language has by

19 As in the name of the town in Maine. Compare Browning’s rime of malice with
Calais in *‘De Gustibus.”

20 In the last five words cited, [-o] alternates with a rounded vowel resembling [u], and
in arrow, borough, bureau, narrow, piano, widow, window, and the like—particularly in
younger-generation speech—with [o].

2! In these words and those cited in the following sections, r-less speech has [s] alone,
in contrast to the [ar] of r-ish speech.
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an unexplained miracle not changed in the least during this vast space of 61
time, the girl understands him perfectly and replies “Weena.” “How do you
spell it?” immediately asks the Time Traveler. This is too much for Weena,
who has no notion of spelling. Wrinkling his brow and taking careful thought,
the Traveler proceeds to trace the letters W, E, E, N, A in the earth, thus
making the name somehow more “real” than it had previously been for him,
and presumably for the illiterate girl as well. In justice to H. G. Wells, it
should be stated that the incident does not occur in the story as he wrote it.

A knowledge of spelling has been responsible for changing the pronunci-
ation of certain words whose written forms for one reason or another do not
indicate pronunciations that had become traditional. For instance, simply
because it occurs in writing, the 7 of often has come to be pronounced once
again, as it was in earlier days and up until well into the seventeenth century.??
The pronunciation with ¢ is sufficiently widespread that it is probably safe
to predict that in another generation or so only philologists will get the point
of the orphan—often dialogue in Gilbert and Sullivan’s The Pirates of Penzance,
culminating in Major-General Stanley’s question to the Pirate King, “When
you said ‘orphan,’ did you mean ‘orphan’—a person who has lost his parents,
or ‘often’—frequently?” This will make no sense to those who have restored
the ¢ in often; for such speakers the words are no longer homophones, or
even near-homophones as they are in American English with the r of orphan
pronounced. The Oxford English Dictionary, whose O installments were pub-
lished in the early years of the present century, records only the pronunciation
without ¢ but adds the comment that pronouncing the 7 is ““now frequent in
the south of England, and is often used in singing.”

Reanalysis of the compound forehead, with restressing of the second
element and the / pronounced, was also in the beginning due to a mistaken
notion of the relationship between writing and speech. This pronunciation is
practically universal among younger-generation speakers and is, it must be
admitted, perfectly natural with them, since they learned to pronounce the
word that way long before they knew how to spell it, the analytical pronunci-
ation having originated, though at first frowned upon, at least a generation
ago. Reanalysis of breakfast as break plus fast would be quite parallel to what
has happened in the case of forehead.

Such is the misunderstanding of writing as it is related to speech that
many people suppose that the “best” speech is that which conforms most

22 Otto Jespersen (4 Modern English Grammar on Historical Principles, 1909-49,
1: 275) is probably overstating somewhat when he says that the r seems to have been
“always” mute in the eighteenth and nineteenth centuries, for John Walker, though he
records only [8fan], states in the introduction to his Critical Pronouncing Dictionary (1791)
that in this word “the ¢ begins to be pronounced.” Though within the memory of living
persons such pronunciation has been considered affected—nouveau riche, as it were, and
hence lacking ““status”—it must now be considered both ‘“Queen’s English’” and “President’s
English.” The fact that the last two kings of England used the form with ¢ in public
addresses should be sufficient to establish the pronunciation as standard English.
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closely to the notions that they have acquired about the writing system, though
this supposition has not as yet been extended to such words as through and
night. Because of mass education, what is essentially a secondary factor—
writing—has begun to affect pronunciation more than it ever did before. This
tendency is, as we have seen, quite the reverse of what happened in earlier
times, before English spelling became fixed, when writing was made to con-
form to speech. To put it in different terms: whereas in previous periods the
purpose of writing was conceived to be the visual representation of speech,
nowadays many conceive speech—ideally, at any rate—as the oral represen-
tation of writing.

Words that we have never heard spoken we must necessarily pronounce
as their spellings seem to indicate, assuming that there is no dictionary handy.
There are no grounds for reproach if a child reads misled as if it were the
preterit of a hypothetical verb to misle. The great scholar W. W. Skeat of
Cambridge once declared that “I hold firmly to the belief . . . that no one
can tell how to pronounce an English word unless he has at some time or
other heard it,”” and refused to hazard an opinion on the pronunciation of a
number of very rare words—among them, aam, abactinal, abrus, and
acaulose—going on to say, “It would be extremely dishonest in me to pretend
to have any opinion at all as to such words as these.””?*> A number of com-
mon, everyday words that for one reason or another have become less used
than they formerly were have acquired pronunciations based on their written
forms—for instance, clapboard, pronounced like c/abbered until fairly recently,
but now usually analyzed as clap plus board; the same sort of analysis might
occur also in cupboard if houses of the future should be built without
cupboards or if builders should think up some fancy name for them, like
“food preparation equipment storage areas.”’?>* A number of generations
ago, when people made and sharpened their own tools much more commonly
than now, the word grindstone rimed with Winston.

It is similar with proper names that we have not heard spoken. Our only
guide is spelling, and no one, particularly no American, is to be much blamed
for pronouncing Daventry, Shrewsbury, and Cirencester as their spellings
seem to indicate they “should” be pronounced; as a matter of fact, many
English people treat in exactly the same way these words, whose traditional
pronunciations as [déntri], [§r6zbari], and [sisits] or [sizitor] have become
somewhat old-fashioned. A London bus conductor would be baffled at the
request to be put down at “Tibbald’s” Road; it would be necessary to pro-
nounce Theobald as spelled, for the pronunciation indicated by Alexander
Pope’s spelling “Tibbald” (in reference to the Shakespearean commentator
Lewis Theobald) is now quite old-fashioned.

23 Quoted in Funk and Wagnalls New Standard Dictionary of the English Language
(1925, p. 2762).

24 This is not outside the realm of possibility. In luxury advertisements a kitchen is
sometimes referred to as a “food preparation area.”
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Writing and History 63

Contemporary spelling is the heir of thirteen centuries of English writing
in the Latin alphabet. It is hardly surprising, therefore, that our orthography
has traces of its earlier history both in its general rules and in its anomalies.
Whenever we set pen to paper, we participate in a tradition that started with
Anglo-Saxon monks, who had learned it from Irish scribes. The tradition
progressed through such influences as the Norman Conquest, the introduction
of printing, the urge to reform spelling in various ways (including an impulse
to respell words according to their etymological sources), and the recent view
that speech should conform to spelling. Nowadays, in fact, we are likely to
forget that writing, in the history of humanity or even of a single language
like English, is relatively recent. Before writing there were no historical
records of language, but languages existed and their histories can be in some
measure reconstructed, as we shall see in the next chapter.
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4 The Backgrounds
of English

Even a casual comparison of English with some other languages
reveals degrees of similarity among them. Thus English father clearly re-
sembles German Vater (especially when one is aware that the letter v in
German represents the same sound as /), Dutch vader, Icelandic fadir, and
Norwegian, Danish, and Swedish fader. Although there is still a fair re-
semblance, the English word is not quite so similar to Latin pater, Spanish
padre, Portuguese pai, Catalan pare, and French pére. Greek patér, Sanskrit
pitar-, and Persian pedar are all strikingly like the Latin form, and (allowing
for the loss of the first consonant) Gaelic athair resembles the others as well.
It takes no great insight to recognize that those words for ‘father’ are some-
how the “same.” When such widespread similarity is reinforced by other
parallels among the languages, we are forced to look for some explanation
of the resemblances.

The explanation that was first proposed about 200 years ago and is now
well supported with evidence from many langnages is that there was once a
language (now no longer spoken) that developed in different ways in the
various parts of the world to which its speakers traveled. We give the name
Proto-Indo-European (or simply Indo-European) to that prehistoric and now
dead language because at the beginning of historical times languages that
derived from it were spoken from Europe in the west to India in the east.
Proto-Indo-European was thus the “ancestor” of most of the languages of
Europe and of many of those of south Asia. Its “descendants,”” which make



up the Indo-European family, include all of the languages mentioned in the
preceding paragraph, as well as Russian, Polish, Czech, Bulgarian, Albanian,
Armenian, Gypsy, and many others.

Language Typology and Language Families

In talking about a language family, we use metaphors like “mother’ and
“daughter” languages and speak of degrees of “relationship’ just as though
languages had offspring that could be plotted on a genealogical, or family-tree,
chart. The terms are convenient ones; but, in the discussion of so-called
linguistic families that follows, we must bear in mind that a language is not
born, nor does it put out branches like a tree—nor, for that matter, does it
die except when every single one of its speakers dies, as has happened to
Etruscan, Gothic, Cornish, and a good many other languages. We speak of
Latin as a dead language, but in fact it still lives in various developments as
Italian, French, Spanish, and the other Romance languages. In the same
way, Proto-Indo-European continues in the various present-day Indo-
European languages.

Hence the terms family, ancestor, parent, and other genealogical ex-
pressions when applied to languages must be regarded as no more than
metaphors. Languages are developments of older languages rather than
descendants in the sense in which people are descendants of their ancestors.
Thus Italian and Spanish are different developments of an earlier, more
unified language, Latin. Latin, in turn, is one of a number of developments
of a still earlier language called Italic. Italic, in its turn, is a development of
Indo-European. Whether or not Indo-European has affinities with other
languages spoken in prehistoric times, and is hence a development of an even
earlier language, no one is prepared to say with certainty; for we are quite
in the dark about how it all began.

Older scholars classified languages as isolating, agglutinative, incorporative,
and inflective, these being exemplified, respectively, by Chinese, Turkish,
Eskimo, and Latin. The isolating languages were supposed to represent the
most primitive type: they were languages in which each idea was expressed
by a separate word and in which the words tended to be monosyllabic. But
even the earliest (middle of second millennium B.c.) records of Chinese, an
isolating and monosyllabic language in its modern form, represent not a
primitive but actually a late stage in linguistic development. It obviously
cannot be inferred from such evidence as this that our prehistoric ancestors
prattled in words of one syllable each.

The older scholars also observed, quite correctly, that in certain languages,
such as Turkish and Hungarian, words were made up of parts “stuck to-
gether,” as it were; hence the term agglutinative. In such languages the el-
ements that are put together are usually whole syllables having very definite
meanings. The inflectional suffixes of the Indo-European languages were

65

Language Typology and Language Families



66

supposed likewise once to have been independent words; hence some
believed that the inflective languages had grown out of the agglutinative.
Little was known of what were called incorporative languages, in which
major sentence elements are combined into a single word.

The trouble with such a classification was that, though apparently
objective, it was not really so but was instead based on the now discarded
theory that early peoples spoke in monosyllables. Furthermore, the difference
between agglutinative and inflective was not well defined, and there was
considerable overlapping. Nevertheless, the terr~s are useful and widely used
in the description of specific languages or even zroups of languages. Modern
objective and well-informed typological classification has been especially use-
ful in showing language similarities and differences (Greenberg 1960).

From the historical point of view, however, much more satisfactory is
the genetic classification of languages, made on the basis of such correspon-
dences of sound and structure as indicate relationship through common
origin. Perhaps the greatest contribution of nineteenth-century linguistic
scholars was the painstaking investigation of those correspondences, many
of which had been noted long before.

Such investigation indicated unmistakably that practically all of the
languages of Europe (and hence of the Americas and other parts of the world
colonized by Europeans) and some of Asia have in common certain character-
istics of sound and structure and to some extent a stock of words. Thus it is
perfectly obvious that they have all developed out of a single language
spoken in prehistoric times that we call Proto-Indo-European.! What it was
called by those who spoke it we have no way of knowing, nor do we know
what they called themselves. We shall here follow the usual practice of refer-
ring to them as the Indo-Europeans, but it must always be borne in mind
that the term has no racial connotations; it refers only to a group of people
who lived in a relatively small area in early times and who spoke a more or
less unified language out of which many languages have developed in the
course of thousands of years. These languages are spoken today by approxi-
mately half of the world’s population.

The Non-Indo-European Languages

Before proceeding to a more detailed discussion of the Indo-European
group, we may perhaps best delimit it by briefly noting those languages and
groups of languages that are not Indo-European. Two important groups have
names that reflect the biblical attempt to derive all human races from the
three sons of Noah: the Semitic (from the Latin form of the name of the eldest

! The alternative term, Indo-Germanic, is not now much used. Another term, Aryan,
has been used synonymously. Originally this term referred only to the major Asiatic
languages of the group. This is still the reference that it has in learned use, where its
occurrence is now somewhat rare, Indo-Iranian being the preferred term.
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son, more correctly called Shem in English) and the Hamitic. The term
Japhetic, once used for Indo-European, has long been obsolete. On the basis
of many phonological and morphological features that they share, Semitic
and Hamitic are thought by many scholars to be related through a hypo-
thetical common ancestor, Hamito-Semitic, or Afroasiatic, as it is usually
called now; there are also those who believe in an ultimate relationship,
impossible to prove, between Semitic and Indo-European.

The Semitic group includes the following languages in three geographical
subgroups: (Eastern) Akkadian, called Assyrian in the periods of the oldest
texts, and later Babylonian; (Western) Hebrew, Aramaic (the native speech
of Jesus Christ), Phoenician, and Moabitic; (Southern) Arabic and Ethiopic.
Of these, only Arabic is spoken by large numbers of people over a widespread
area. Hebrew has been revived comparatively recently in Israel, to some extent
for nationalistic reasons.? Ethiopic survives mainly in Geez, a Christian
liturgical and learned language of Ethiopia, and in Amharic, which is used
in state documents in that country. It is interesting to note that two of the
world’s most important religious documents are written in Semitic languages
—the Old Testament in Hebrew (with large portions of the books of Ezra
and Daniel in Aramaic) and the Koran in Arabic.

To the Hamitic group belong Egyptian (called Coptic after the close of
the third century of the Christian era), the Berber dialects of North Africa,
various Cushitic dialects spoken along the upper Nile (named for Cush, a son
of Ham), and Chadic in Chad and Nigeria. Coptic is used in the liturgy of
the Coptic Christian Church in Egypt, much as Geez is used in the Ethiopian
Church and Latin in the Roman Catholic Church, but it is not spoken
elsewhere. Arabic became the national language of Egypt in the course of the
sixteenth century.

Semitic is thus essentially Asiatic, and Hamitic North African. Hamitic
is unrelated to the other languages spoken in central and southern Africa,
the vast region south of the Sahara. Those languages are usually classified
into three main groups: Nilo-Saharan, extending to the equator, a large and
highly diversified group of languages whose relationships to one another are
difficult and in some cases impossible to establish; Niger-Kordofanian, ex-
tending from the equator to the extreme south, a large group of languages
of which the most important belong to the Bantu group, including Swabhili;
and the Khoisan languages, such as Hottentot and Bushman, spoken by small
groups of people in the extreme southwestern part of Africa. Various of the
Khoisan languages use clicks—the kind of sound used by English speakers
as exclamations and conventionally represented by spellings such as tsk-tsk
and cluck-cluck, but used as regular speech sounds in Khoisan and transcribed
by slashes or exclamation points, as in the language !O'!kung, spoken in
Angola.

2 Hebrew should not be confused with Yiddish (that is, Jiidisch), a German dialect to
be further defined later. American newspapers printed in Yiddish use Hebrew characters.
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Languages belonging to the Dravidian group were once spoken throughout
India, where the earlier linguistic situation was radically affected by the
Indo-European invasion. They are the aboriginal languages of India but are
now spoken mainly in southern India.

The Sino-Tibetan group includes the various languages of China, such as
Cantonese and Mandarin, as well as Tibetan, Burmese, and others. Japanese
is unrelated to Chinese, although it has borrowed the Chinese written
characters and many Chinese words. It and Korean are sometimes thought
to be members of the Altaic family, mentioned below, but the relationship
is not certain. Ainu, the language of the aborigines of Japan, is totally
unrelated to any other language of which we have any knowledge; it is now
spoken by very few people.

A striking characteristic of the Malayo-Polynesian languages is their wide
geographical distribution in the islands of the Indian and the Pacific oceans,
stretching from Madagascar to Easter Island. The native languages of
Australia, spoken by only a few aborigines there nowadays, have no con-
nection at all with Malayo-Polynesian, nor have the more than a hundred
languages spoken in New Guinea and neighboring islands.

The American Indian languages constitute a geographic rather than a
linguistic grouping, comprising many different language groups and even
isolated languages showing very little relationship, if any, to one another.
A very important and widespread group of American Indian languages is
known as the Uto-Aztecan, which includes Nahuatl, the language spoken by
the Aztecs, and various closely related dialects. Aleut and Eskimo, which
are very similar to each other, are spoken in the Aleutians and all along the
extreme northern coast of America and north to Greenland. In the Andes
Mountains of South America, Kechumaran is a language stock that includes
Aymara and Quechua, the speech of the Incan Empire. The isolation of the
various groups, small in number to begin with and spread over so large a
territory, may account to some extent for the great diversity of American
Indian tongues.

Basque, spoken in many dialects by no more than half a million people
living in the region of the Pyrenees, has always been something of a popular
linguistic mystery. It now seems fairly certain, on the basis of coins and
scanty inscriptions of the ancient Iberians, that Basque is related to the
almost completely lost language of those people who once inhabited the
Iberian peninsula and in Neolithic times were spread over an even larger part
of Europe. Efforts to relate it to Etruscan, a language of which we know very
little, to the non-Indo-European languages spoken in the Caucasus Mountains
(not mentioned elsewhere here), and to the Hamitic languages have not been
successful. :

An important group of non-Indo-European languages spoken in Europe,
as well as in parts of Asia, is the Ural-Altaic, which falls into two subgroups:
the Ural, or Finno-Ugric, which includes Finnish, Estonian, Lappish, and
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Hungarian, among others of less importance; and the very remotely related 69
Altaic (though there are those who deny any such connection), which includes

several varieties of Turkish, such as Ottoman Turkish (Osmanli) and that

spoken in Turkestan and in the Azerbaijan Soviet Socialist Republic, as well

as Mongolian and Manchu.

The foregoing is by no means a complete survey of non-Indo-European
languages. We have merely mentioned some of the most important groups
and individual languages, along with some that are of little significance as
far as the numbers or the present importance of their speakers are concerned
but that are nevertheless interesting for one reason or another. In their
Classification and Index of the World’s Languages, C. F. and F. M. Voegelin
(1977) list about 350 major groups and subgroups of languages and over
4900 languages, of which 188 are Indo-European. One cannot have faith in
the accuracy of such counts, for reaching agreement as to what constitutes a
language is often impossible.

The line demarcating dialect and language is difficult to place, and
linguists do not always concur on where it should be drawn. The usual
distinction is that dialects are mutually comprehensible, whereas languages
are not. But chains of dialects create a problem for classification: dialect A
may be comprehensible to those who speak dialect B, which is comprehensible
to those who speak dialect C, which in turn is comprehensible to speakers of
dialect D; yet speakers of dialects A and D may not be able to comprehend
each other. That is the situation that Dutch and German speakers face; the
two standard languages are very different, but each of the local dialects from
Holland to the far side of Germany is readily understandable to the inhabi-
tants of the neighboring areas. In view of the chain of comprehensibility, the
Voegelins classify all of those dialects as one language, Netherlandic German,
including Dutch, Flemish, and all varieties of German. On the other hand,
if we think in terms of standard languages and national boundaries, there
are several languages—Dutch, Flemish, German—instead of one. Further-
more, depending largely on one’s point of view, Old English, Middle English,
and Modern English might be regarded as one, two (on the basis that the
transition from Middle English to Modern English is somewhat less well
defined than that from Old English to Middle English), or three. And there
are yet further difficulties, so that any estimate of the number of languages
that are or have been spoken in the world must be grossly imprecise.

The Main Divisions of the Indo-European Group

Of some Indo-European languages—for example, Thracian, Phrygian,
Macedonian, and Illyrian—we possess only the scantiest remains. We may
be certain that others have disappeared without leaving a trace. Members of
the following subgroups survive as living tongues: Indo-Iranian, Balto-Slavic,
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ANATOLIAN Albanian BALTO-SLAVIC INDO-IRANIAN
Hittite
IRANIC INDIC
Sanskrit
oid Avestan and
Persian Prakrits
TOCHARIAN Armenian
Modern
Persian
Tocharian A Tocharian B Hindi Romany
BALTIC SLAVIC
Bengali
old Lithuanian
Prussian
Latvian
SOUTH WEST EAST
Bulgarian Serbo- Polish Slovak Ukrainian Byelorussian
Croatian
Slovenian Czech Russian

THE INDO-EUROPEAN TREE
MAIN BRANCHES
SUB-BRANCHES

Dead languages

Living languages

The Main Divisions of the Indo-European Group



72

Hellenic, Italic, Celtic, and Germanic. Albanian and Armenian are also
Indo-European but do not fit into any of these subgroups. Anatolian and
Tocharian are no longer spoken in any form.

The Indo-European languages have been classified into satem languages
and centum languages, satem and centum being respectively the Avestan (an
ancient Iranian language) and Latin words corresponding to hundred. The
classification is based on the development, in very ancient times, of Indo-
European palatal k.

In Indo-European, palatal k& (as in *kmtém ‘hundred’) was a distinct
phoneme from velar & (as in the verbal root *kwer- ‘do, make,” which we
have in the Sanskrit loanword karma and in the name Sanskrit itself, which
means something like ‘well-made’). In the satem languages—Indo-Iranian,
Balto-Slavic, Armenian, and Albanian—the two k sounds remained separate
phonemes, and the palatal k became a sibilant—for example, Sanskrit (Indic)
Satam, Lithuanian (Baltic) sintas, Old Church Slavic siito. In the other Indo-
European languages, the two k& sounds became a single phoneme, either
remaining a k or, in the Germanic group, shifting to A4, as in Greek (Hellenic)
(he)katon, Welsh (Celtic) cant, and Old English (Germanic) sund.? In general
the centum languages tend to be spoken in the West and the sarem languages
in the East, although Tocharian, the easternmost of all Indo-European
tongues, belongs to the former group.

THE INDO-IRANIAN LANGUAGES

The Indo-Iranian group (/ranian is from the same root as the word Aryan)
is one of the oldest for which we have historical records. The Vedic hymns,
written in an early form of Sanskrit, date from about 1000 B.c. but reflect
a poetic tradition stretching back to the second millennium B.c. Classical
Sanskrit appears about 500 B.c. It is much more systematized than Vedic
Sanskrit, for it had been seized upon by early grammarians who formulated
rules for its proper use; even so, Classical Sanskrit was probably not system-
atized until it was ceasing to be widely spoken. The most remarkable of the
Indian grammarians was Panini, who, at about the same time (fourth century
B.C.) that the Greeks were indulging in fanciful speculations about language
and in fantastic etymologizing,* wrote a grammar of Sanskrit that to this
day holds the admiration of linguistic scholars. But there were yet others
whose work, motivated as was Panini’s by the importance of preserving
unchanged the language of the old sacred literature, puts much of the
grammatical writing of the Greeks and Romans to shame.

The written language was fixed by these grammarians, and Sanskrit is

3 Modern English hundred is a compound, first occurring late in the Old English
period. The -red is a development of what was once an independent word meaning ‘number.’

+ The Romans later did no better, even deriving names of things from what they were
not. Thus they fancied bellum ‘war’ was so named because it was not bellus ‘beautiful.’
The Middle Ages and the Renaissance failed to improve much on the Romans.
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still written by Indian scholars according to their rules. It is in no sense dead
as a written language; its status is roughly comparable to that of Latin in
medieval and Renaissance Europe.

Indic dialects had developed, as we might expect, long before Sanskrit
became a refined and learned language. These are known as Prakrits, and
some of them—notably Pali, the religious language of Buddhism—achieved
high literary status. From these Prakrits are indirectly derived the various
non-Dravidian languages of India, the most widely known of which are
Bengali, Hindi, Hindustani (a variety of Hindi, with mixed word stock), and
Urdu, derived from Hindustani. Gypsy, or Romany,® is also an Indic dialect,
with many loanwords from other languages acquired in the course of the
Gypsies’ wanderings. When they first appeared in Europe in the late Middle
Ages, many people supposed them to be Egyptians—whence the name given
them in English and some other languages. A long time passed before the
study of their language was to indicate unmistakably that they had come
originally from northwestern India.

Those Indo-Europeans who settled permanently in the Iranian Plateau
developed a sacred language, Avestan, preserved in the religious book the
Avesta, after which the language is named. There are no modern descendants
of Avestan, which is believed by some to be the language of the Medes,
whose name is frequently coupled with that of the Persians, most notably in
the phrase “‘the law of the Medes and Persians, which altereth not” (Daniel
6.8). Avestan was the language of the sage Zarathustra—Zoroaster
to the Greeks—many of whose followers fled to India at the time of the
Mohammedan conquest of their country in the eighth century. They are the
ancestors of the modern Parsees (that is, Persians) of Bombay. Old Persian
is a different language from Avestan; it was the language of the district known
to the Greeks as Persis, whose inhabitants under the leadership of the great
Cyrus in the sixth century B.c. became the predominant tribe.

ARMENIAN AND ALBANIAN

Armenian and Albanian, as we have seen, are independent subgroups.
The first has in its word stock so many Persian loanwords that it was once
supposed to belong to the Indo-Iranian group; there are also many borrowings
from Greek and from Arabic and Syrian.

Albanian also has a mixed vocabulary, with words from Italian, Slavic,
Turkish, and Greek. It is possibly related to the ancient language of Illyria
in an Illyrian branch of Indo-European. Evidence of the ancient language is
so meager, however, and modern Albanian has been so much influenced by
neighboring languages that it is difficult to tell much about its affinities.

SRomany has nothing to do with Rome, Romance, Romaic (Modern Greek), or
Romanian, but is derived from Gypsy rom ‘man,’ ultimately Sanskrit. Likewise the rye of
Romany rye (that is, ‘Gypsy gentlemen’) has nothing to do with the cereal crop, but is a
Gypsy word akin to Sanskrit rd@jan ‘king,” as well as to Latin réx and German Reich.
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The Tocharian languages, of which there are two, called Tocharian A and
Tocharian B, are misnamed. When the languages were discovered at the end
of the last century in some volumes of Buddhist scriptures and monastic
business accounts from central Asia, they were first thought to be forms of
Iranian and were named after an extinct Iranian people known to the ancient
Greek geographer Strabo as Tocharoi. Later it was discovered that Tocharian
is linguistically quite different from Iranian. Nevertheless, the name has
stuck; the languages themselves have long been extinct.

ANATOLIAN

Shortly after the discovery of Tocharian, another group of Indo-European
languages was identified in Asia Minor. Excavations at the capital city of the
Hittites (a people mentioned in the Old Testament and in Egyptian records
from the second millennium B.C.) uncovered the royal archives. They con-
tained works in a number of ancient languages, including one otherwise
unknown. As the writings in the unknown tongue were deciphered, it became
clear that the language, Hittite, was Indo-European, although it had been
profoundly influenced by non-Indo-European languages spoken around it.
Later scholars identified several different but related languages (Luwian,
Palaic, Lydian), and the new branch was named Anatolian, after the area
where it was spoken. One of the interesting features of Hittite is that it
preserves an Indo-European ‘‘laryngeal” sound (transliterated /) that was
lost in all of the other Indo-European languages (for example, in Hittite
pahhur ‘fire’ compared with Greek piir, Umbrian pir, Czech pyF, Tocharian
por, and Old English fjr).

THE BALTO-SLAVIC LANGUAGES

Although the oldest records of the Baltic and the Slavic languages show
them as quite different, most scholars have assumed a common ancestor
closer than Indo-European, called Balto-Slavic. The chief Baltic language is
Lithuanian; the closely related Latvian is spoken in Latvia, to the north of
Lithuania and like it now a part of the Soviet Union. Lithuanian is quite
conservative phonologically, so that one can find a number of words in it
that are very similar in form to cognate words in older Indo-European
languages—for example, Lithuanian Diévas and Sanskrit devds ‘god’ or
Lithuanian platiis and Greek platis ‘broad.’

Still another Baltic language, Old Prussian, was spoken as late as the
seventeenth century in what is now called East Prussia, which was considered
outside of Germany until the early years of the nineteenth century. Prussia in
time became the predominant state of the new German Empire. The Prussians,
like the Lithuanians and the Latvians, were heathens until the end of the
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Middle Ages, when they were converted at the point of the sword by the 75
Knights of the Teutonic Order—a military order that was an outcome of the
Crusades. The aristocracy of the region (their descendants are the Prussian
Junkers) came to be made up of members of this order, who, having saved
the souls of the heathen Balts, proceeded to take over their lands.

Slavic falls into three main subdivisions: East Slavic includes Great
Russian (or just Russian), the common and literary language of Russia;
Ukrainian (or Ruthenian), sometimes called Little Russian; and White
Russian (or Byelorussian), spoken in the region directly to the north of the
Ukraine. West Slavic includes Polish, Czech, the relatively similar Slovak,
and Sorbian (or Wendish), a language spoken by a small group of people in
East Germany; these languages have lost many of the early forms preserved
in East Slavic. The South Slavic languages include Bulgarian, Serbo-Croatian,
and Slovenian. The oldest Slavic writing we know is in Old Church Slavic
(or Old Church Slavonic), which remained a liturgical language long after
it ceased to be generally spoken.

MODERN GREEK AND THE HELLENIC DIALECTS

In ancient times there were many Hellenic dialects, among them
Mycenaean, Aeolic, Doric, and Attic-Ionic. As in the course of history
Athens came to assume tremendous prestige, its dialect, Attic—that of all the
giants of the Age of Pericles—became the basis of a standard for the entire
Greek world, a koine (that is, koiné [dialektos] ‘common [dialect]’), which
was ultimately to drive out the other Hellenic dialects. Most of the local
dialects spoken in Greece today, as well as the standard language, are thus
derived from Attic. With all their glorious ancient literature, the Greeks have
not had a modern literary language until comparatively recently. This
“purified” literary language makes considerable use of words revived from
ancient Greek, as well as a number of ancient inflectional forms; it has
become the ordinary language of the upper classes. A more natural develop-
ment of the Attic koine is spoken by the masses and hence called demotike.

THE ITALIC LANGUAGES

In ancient Italia the main Indo-European language was Latin, the speech
of Latium, whose chief city was Rome. Oscan and Umbrian have long been
thought to be sister languages of Latin within the Italic subfamily, but now
it appears they may be members of an independent branch of Indo-European
whose resemblance to Latin is due to the long period of contact between
their speakers. It is well known that languages, even unrelated ones, that
are spoken in the same area and share bilingual speakers (in an association
called a Sprachbund), will influence one another and thus grow more alike.

Whatever its relationship to Osco-Umbrian, Latin early became the most
important language of the peninsula. As Rome came to dominate the
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76 Mediterranean world, spreading its influence into Gaul, Spain, and the
Illyrian and Danubian countries (and even into Britain, where it failed to
displace Celtic), its language became a koine as the dialect of Athens had
done.

Spoken Latin, as has been noted, survives in the Romance languages. It
was quite a different thing from the more or less artificial literary language of
Cicero. All the Romance languages—such as Italian, Spanish, Catalan,
Galician, Portuguese, French, Provengal, and Romanian—are developments
of the Vulgar Latin (so called because it was the speech of the vulgus ‘com-
mon people’) spoken in various parts of the Roman Empire in the early
Middle Ages.

French dialects have included Norman, the source of the Anglo-Norman
dialect spoken in England after the Norman Conquest; Picard; and the dialect
of Paris and the surrounding regions (the Ile-de-France), which for obvious
reasons became standard French. In southern Belgium a dialect of French,
called Walloon, is spoken. The highly similar varieties of French spoken in
Quebec, Nova Scotia, New Brunswick, and Louisiana are developments of
the dialects of northern France and are no more to be regarded as ‘““corrup-
tions™ of standard (Modern) French than American English is to be regarded
as a corruption of the present British standard. The ‘‘Cajuns” (that is,
Acadians) of Louisiana are descendants of exiles from Nova Scotia, which
was earlier a French colony called Acadia.

The speech of the old kingdom of Castile, the largest and most important
part of Spain, became standard Spanish. The fact that Spanish America was
settled largely by people from Andalusia rather than from Castile accounts
for the most important differences in pronunciation between Latin American
Spanish and the standard language of Spain.

Because of the cultural preeminence of Tuscany during the Italian
Renaissance, the speech of that region—and specifically of the city of
Florence—became the standard of Italian speech. Both Dante and Petrarch
wrote in this form of Italian. Rhaeto-Romanic comprises a number of dialects
spoken in the most easterly Swiss canton called the Grisons (Ger. Graubiinden)
and in the Tyrol.

THE CELTIC LANGUAGES

Celtic shows such striking correspondences with Italic in certain parts of
its verbal system and in inflectional endings as to indicate a relationship
between them that is rather close, though not so close as that between Indic
and Iranian or Baltic and Slavic. Some scholars therefore group them together
as developments of a language that they call Italo-Celtic.

The Celts were spread over a huge territory in Europe long before the
emergence in history of the Germanic peoples. Before the beginning of the
Christian era, Celtic languages were spoken over the greater part of central
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and western Europe. By the latter part of the third century B.c. Celts had 77
spread even to Asia Minor, in the region called for them Galatia (part of
modern Turkey), to whose inhabitants Paul later addressed a famous letter.

As the fortunes and the warlike vigor of the Celts declined, their languages

were supplanted by those of their conquerors. Thus the Celtic language
spoken in Gaul (Gaulish) gave way completely to the Latin spoken by the

Roman conquerors, which was to develop into French.

Roman rule did not prevent the British Celts from using their own
language, although they borrowed a good many words from Latin. But after
the Angles, Saxons, and Jutes arrived—British (Brythonic) Celtic was more
severely threatened. It survived, however, and produced a distinguished
literature in the later Middle Ages, including the Mabinogion and many
Arthurian stories. In recent years Welsh (Cymric) has been actively promoted
for nationalistic reasons. Breton is the language of the descendants of those
Britons who, around the time of the Anglo-Saxon invasion of their island
and even somewhat before that time, crossed the Channel and settled in the
Gaulish province of Armorica, naming their new home for their old one—
Brittany. Breton is thus more closely related to Welsh than to long-extinct
Gaulish. There have been no native speakers of Cornish, another Brythonic
language, since the early nineteenth century. Efforts have been made to revive
it: church services are sometimes conducted in Cornish, and the language is
used in antiquarian re-creations of the Celtic Midsummer Eve rituals—but
such efforts seem more sentimental than practical.

It is not known whether Pictish, preserved in a few glosses and place-name
elements, was a Celtic language. It was spoken by the Picts in the north-
western part of Britain, where many Gaelic Celts also settled. These settlers
from Ireland, who were called Scots (Scotti), named their new home Scotia,
or Scotland. The Celtic language that spread from Ireland, called Gaelic or
Goidelic, was of a type somewhat different from that of the Britons. It
survives in Scots Gaelic, sometimes called Erse, a word that is simply a
variant of Irish. Gaelic is spoken in the remoter parts of the Scottish high-
lands and the Outer Hebrides and in Nova Scotia; in a somewhat different
development it survived until recently on the Isle of Man (where it was called
Mankx).

In Ireland, which was little affected by either the Roman or the later
Anglo-Saxon invasions, Irish Gaelic was gradually replaced by English.
It has survived in some of the western counties, though most of its speakers
are now bilingual. Efforts have been made to revive the language for national-
istic reasons in Eire, and it is taught in schools throughout the land; but this
resuscitation, less successful than that of Hebrew in modern Israel, cannot
be regarded as in any sense a natural development. In striking contrast to
their wide distribution in earlier times, today the Celtic languages are re-
stricted to a few relatively small areas dotting the Atlantic Ocean on the
northwest coast of Europe.

The Main Divisions of the Indo-European Group



78

THE GERMANIC LANGUAGES

The Germanic group merits a somewhat fuller treatment than has been
given to any of the other groups because English belongs to it. In the course
of many centuries certain radical developments occurred in the more or less
unified language spoken by those Indo-European peoples living in Denmark
and the regions thereabout. The period during which these developments
were occurring we may refer to as Pre-Germanic. Proto-Germanic (or simply
Germanic) is the usual term for the relatively unified language—distinctive in
many of its sounds, its inflections, its accentual system, and its word stock—
which resulted from these developments.

Unfortunately for us, those who spoke this particular development of
Indo-European did not write. Proto-Germanic is to German, Dutch, the
Scandinavian languages, and English as Latin is to Italian, French, and
Spanish. But Proto-Germanic, which was probably being spoken shortly
before the beginning of the Christian era, must be reconstructed just like
Indo-European, whereas Latin is amply recorded.

Spread over a large area as Germanic in time came to be, it was inevitable
that more and more marked dialectal differences should have occurred,
leading to a division into North Germanic, West Germanic, and East
Germanic. The North Germanic languages are Danish, Swedish, Norwegian,
Icelandic, and Faeroese, the last named highly similar to Icelandic and
spoken in the Faeroe Islands, located in the North Atlantic about midway
between Iceland and Great Britain. The West Germanic languages are High
German, Low German (Plattdeutsch), Dutch (and the practically identical
Flemish), Frisian, and English. Yiddish (Judeo-German) is a development
of a number of medieval High German dialects, with many words from
Hebrew and Slavic. Before World War II, it was a sort of international
language of the Jews, with a literature of high quality. Since that time it has
declined greatly in use, with most Jews adopting the language of the country
in which they live. The decline of Yiddish has doubtless been accelerated by
the revival of Hebrew in Israel. Afrikaans is a development of seventeenth-
century Dutch spoken in South Africa.

The only East Germanic language of which we have any detailed knowledge
is Gothic. The earliest records in any Germanic language, aside from a few
proper names recorded by classical authors, a few loanwords in Finnish, and
some runic inscriptions found in Scandinavia, are those of Gothic.® For
almost all our knowledge of Gothic we are indebted to a translation of parts
of the New Testament made in the fourth century by Wulfila (Ulfilas to the
Greeks), bishop of the Visigoths, those Goths who lived north of the Danube.

6 Gothic was in the seventeenth and eighteenth centuries extended to mean ‘Germanic,’
even in the linguistic sense, but this meaning is now obsolete. It also came to mean
‘romantically medieval’—a meaning that survives in the name of a fictional genre (Gothic
novel) and of a style of architecture.
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There are also small fragments of two other books of the Bible and of a 79
commentary on the Gospel of John. Late as they are in comparison with the
literary records of Sanskrit, Iranian, Greek, and Latin, these remains of
Gothic provide us with a clear picture of a Germanic language in an early
stage of development and hence are of tremendous importance to the student
of Germanic languages. Etymological dictionaries of English cite Gothic
cognates of English words (for instance, light-leihts, find—finpan) when the
related Gothic form occurs in the literature cited above. Gothic as a spoken
tongue disappeared a long time ago without leaving a trace. No modern
Germanic languages are derived from it, nor are there any Gothic loanwords
in any of the Germanic languages. Vandalic and Burgundian were apparently
also East Germanic in structure, but we know little more of them at first
hand than a few proper names.

Cognate Words in the Indo-European Languages

Words of similar structure and of similar or in many instances identical
meanings in the various languages of the Indo-European group may be
recognized as cognate—that is, of common origin (Lat. co- and grnatus ‘born
together’), once one knows what to expect in the way of sound shifting. Thus
the verb roots meaning ‘bear, carry’ in Sanskrit (bhar-), Greek (pher-), Latin
(fer-), Gothic (bair-), and Old English (ber-) are of common origin, all being
developments of Indo-European *bker-.” Cognate words do not necessarily
look much alike: their resemblance may be disguised by sound shifts that
have occurred in the various languages of the Indo-European group. (These
languages may also be referred to as cognate.) English work and Greek ergon,
for example, are superficially unlike, but they are both developments of
Indo-European *wergom and therefore are cognates. Sometimes, however,
there is greater similarity—for example, between Latin ignis and Sanskrit
agnis from Indo-European *egnis ‘fire.’

The most frequently cited cognate words are those that have been pre-
served in a large number of Indo-European languages; some have in fact
been preserved in all. These common related words include the numerals
from one to ten; the word meaning the sum of ten tens (cent-, sat-, hund-) in
various quite dissimilar-looking but nonetheless quite regular developments;

7 An asterisk before a form indicates that it is a reconstruction of what can be assumed
to have existed on the basis of comparative study. Since Indo-European was spoken only
in prehistoric times, all forms cited as existing in that language are necessarily reconstructions;
the same is true of cited forms of any language in a prehistoric stage—for instance,
Germanic and very early Old English. The asterisk is also placed before a form assumed
to have been current during the historical period though not actually recorded. Square
brackets are unnecessary in the discussion of prehistoric sound changes, since it is obvious
that the letters under these circumstances are used exclusively as phonetic symbols.
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words for certain bodily parts (related, for example, to heart, lung, head, foot);
words for certain natural phenomena (related, for example, to air, night,
star, snow, sun, moon, wind); certain plant and animal names (related, for
example, to beech, corn, wolf, bear); and certain cultural terms (related, for
example, to yoke, mead, weave, sew). It is interesting to note in passing that
cognates of practically all of our taboo words—those monosyllables that
pertain to sex and excretion and that seem to cause great pain to many
people—are to be found in other Indo-European languages. Historically, if
not socially, those ancient words are just as legitimate as any other words.

One needs no special training to perceive the correspondences between
the following words:

LATIN GREEK WELSH ENGLISH  ICELANDIC DUTCH
finus oing® un one einn een
duo duo dau two tveir twee
tres treis tri three prir drie

Comparison of the forms designating the second digit indicates that non-
Germanic 4 (as in the Latin, Greek, and Welsh forms) corresponds to
Germanic ¢ (English, Icelandic, and Dutch). A similar comparison of the
forms for the third digit indicates that non-Germanic ¢ corresponds to
Germanic 6, the initial sound of three and prir in English and Icelandic.
Allowing for later changes—as in the case of 0, which became d in Dutch,
as also in German (drei ‘three’), and ¢ in Danish, Norwegian, and Swedish
(tre)—these same correspondences are perfectly regular in other cognates in
which the consonants in question appear. We may safely assume that the
non-Germanic consonants are older than the Germanic ones. Hence we may
accept with confidence (assuming a similar comparison of the vowel systems)
the reconstructions *oinos, *dwé, *treyes as accurately representing the Indo-
European forms from which the existing forms have developed. The com-
parative linguists, of course, have used all the Indo-European languages as a
basis for their conclusions regarding correspondences, not just a few such as
are cited here.

Inflection in the Indo-European Languages

All the Indo-European languages are inflective—that is, all are character-
ized by a grammatical system based on modifications in the form of words,
by means of inflections (that is, endings and vowel changes), to indicate such

8 ‘One-spot on a die.’
% As in Modern English boy-boys; who-whom-whose; walk-walks-walked-walking;
man-man’s-men—men’s, sing—sings—-sang-singing.
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grammatical functions as case, number, tense, person, mood, aspect, and the
like. The older inflectional system is very imperfectly represented in most
modern languages: English, French, and Spanish, for instance, have lost
much of the inflectional complexity that was once characteristic of them;
German retains considerably more, with its various forms of the noun and
the article and its strong adjective declension. Sanskrit is notable for the
remarkably clear picture it gives us of the older Indo-European inflectional
system; it retains much that has been lost or changed in the other Indo-
European languages, so that its forms show us, even better than Greek or
Latin can, what the system of Indo-European must have been.

SOME VERB INFLECTIONS

Once one understands and makes allowances for the regularly occurring
sound changes, the relationship of the personal endings of the verb in the
various Indo-European languages becomes clear. For example, the present
indicative of the Sanskrit verb corresponding to English z0 bear runs as
follows:

SANSKRIT

bhara-mi ‘I bear’
bhara-si ‘thou bearest’
bhara-ti ‘he beareth’
bhara-mas ‘we bear’
bhara-tha ‘you bear’
bhara-nti ‘they bear’

The only irregularity here is the occurrence of -mi in the first person singular,
as against -0 in the Greek and Latin forms to be cited immediately below.
It was a peculiarity of Sanskrit to extend -mi, the regular first person ending
of verbs that had no vowel affixed to their roots, to those that did have such
a vowel.'®

Leaving out of consideration for the moment differences in vowels and
in initial consonants, compare now the present indicative forms as they have
developed from Indo-European into Greek and Latin, with special regard to
the personal endings:

10 This vowel (for example, the -a suffixed to the root bhar- of the Sanskrit word cited)
is called the thematic vowel. The root of a word plus such a suffix is called the stem. To
these stems are added endings. The comparatively few verbs lacking such a vowel in
Indo-European are called athematic. The m in English am is a remnant of the Indo-
European ending of such athematic verbs.
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82 GREEK LATIN

pherd!! fero!'!
pherei-s fer-s'?
pherei'? fer-t
phero-mes (Doric) feri-mus
phere-te fer-tis
phero-nti (Doric) feru-nt

Comparison of the personal endings of the verbs in these and other
languages leads to the conclusion that the Indo-European endings were as
follows (the Indo-European reconstruction of the entire word is given in

parentheses):
-0, -mi (*bherd)
-si (*bheresi)
-ti (*bhereti)
-mes, -mos (*bheromes)
-te (*bherete)
-nti (*bheronti)

Note now in Gothic and early Old English the Germanic development of
these personal endings:

GOTHIC EARLY OLD ENGLISH
bair-a ber-u, -0

bairi-s biri-s

bairi-p biri-p

baira-m bera-p!*

bairi-p bera-p

baira-nd bera-p

Germanic p (that is, [0]) corresponds as a rule to Proto-Indo-European ¢
(see p. 91). Leaving out of consideration such details as the -nd (instead of

11 In Indo-European thematic verbs the first person singular present indicative had no
ending at all, but only a lengthening of the thematic vowel.

2 The expected form would be phere-ti. The ending -1i, however, does occur elsewhere
in the third person singular—for instance, in Doric didoti ‘he gives.’

13 In this verb the lack of the thematic vowel is exceptional. The expected forms would
be feri-s, feri-t, feri-tis in the second and third persons singular and the second person
plural, respectively.

14 From the oldest period of Old English the form of the third person plural was used
throughout the plural. This form, berap, from earlier *beranp, shows Anglo-Frisian loss
of n before p.
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expected -np) in the Gothic third person plural form, for which there is a
soundly based explanation, it is perfectly clear that the Germanic personal
endings correspond to those of the non-Germanic Indo-European languages.

SOME NOUN INFLECTIONS

Indo-European nouns were inflected for eight cases: nominative, vocative,
accusative, genitive, dative, ablative, locative, and instrumental. The full
array of cases is preserved in Sanskrit but not generally in the other descendant

INDO-EUROPEAN NOUN DECLENSION?S

oLD OLD
INDO-EUROPEAN  SANSKRIT GREEK LATIN IRISH ENGLISH
Singular
Nom. *ekwos asvas hippos  equus ech eoh
Voc.  *ekwe asva hippe  eque eich
Acc.  *ekwom asvam hippon equum ech n- eoh
Gen. *ekwosyo asvasya hippou equi eich €os
Dat.  *ekwody asviya hippdi  equd eoch @€o
Abl.  *ekwod asvad equd
Loc. *ekwoy adve
Ins. *ekwd asvena
Plural
N.-V. *ekwods asvas hippoi  equi eich  €os
Acc.  *ekwons asvan(s)  hippous equds eochu ¢€os
Gen. *ekwdm asvanam  hippon equdrum ech n- €Eona
D.-Ab. *ekwobh(y)os a$vebhyas hippois equis echaib €om
Loc. *ekwoysu advesu
Ins. *ekwoys advais

15 There are a good many complexities in these forms, some of which are noted here.
In Greek, for the genitive singular, the Homeric form Aippoio is closer to Indo-European
in its ending. The Greek, Latin, and Old Irish nominative plurals show developments of
the pronominal ending *-o0i, rather than of the nominal ending *-gs. Celtic was alone among
the Indo-European branches in having different forms for the nominative and vocative
plural; the Old Irish vocative plural was eochu (like the accusative plural), a development
of the original nominative plural *ekwads. The Greek and Latin dative-ablative plurals were
originally instrumental forms that took over the functions of the other cases; similarly,
the Old Irish dative plural was probably a variant instrumental form. The Latin genitive
singular -7 is not from the corresponding Indo-European ending, but is a special ending
found in Italic and Celtic (Olr. eick being from the variant *ekwi). The Old Irish n- in the
accusative singular and genitive plural is the initial consonant of the following word.
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languages, which simplified the noun declension in various ways. The
paradigms in the accompanying table show the singular and plural of the
word for ‘horse’ in Proto-Indo-European and five other Indo-European
languages. Indo-European also had a dual number for designating two of
anything, which is not illustrated.

Word Order in the Indo-European Languages

Early studies of the Indo-European languages focused on cognate words
and on inflections. More recently attention has been directed to other matters
of the grammar, especially word order in the parent language. Joseph
Greenberg, in ‘““Some Universals of Grammar’ (1962), has proposed that the
orders in which various grammatical elements occur in a sentence are not
random, but are interrelated. For example, languages like Modern English that
place objects after verbs tend to place modifiers after nouns, to put conjunc-
tions before the second of two words they connect, and to use prepositions:

verb + OBJECT: (The workman) made a korn.

noun + MODIFIER : (They marveled at the) size of the building.

conjunction+NOUN: (Congress is divided into the Senate) and the
House.

preposition + oBJECT: (Harold fought) with Aim.

On the other hand, languages like Japanese that place objects before verbs
tend to reverse the order of those other elements, placing modifiers before
nouns, putting conjunctions after the second of two words they connect, and
using postpositions. Most languages can be identified as basically either VO
languages (like English) or OV languages (like Japanese), although it is usual
for a language to have some characteristics of both types. English, for
example, regularly puts adjectives before the nouns they modify rather than
after them, as VO order would imply.

In articles published in PMLA (1972) and Language (1973), Winfred P.
Lehmann has marshaled evidence suggesting that Proto-Indo-European was
an OV language, even though the existing Indo-European languages are
generally VO in type. Earlier stages of those languages often show OV
characteristics that have been lost from the modern tongues or that are less
common than formerly. For example, one of the oldest records of a Germanic
language is a runic inscription identifying the workman who made a horn
about A.D. 400:

ek hlewagastiR holtijarR horna tawido
I, Hlewagastir Holtson, [this] horn made.

The order of words in sentences like this one (subject, object, verb) suggests
that Proto-Germanic had more OV characteristics than the languages that
evolved from it.
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In standard Modern German a possessive modifier, as in der Garten des
Mannes ‘the garden of the man,” normally follows the word it modifies; the
other order—des Mannes Garten ‘the man’s garden’—is possible, but it is
poetic and old-fashioned. In older periods of the language, however, it was
normal. Similarly, in Modern English a possessive modifier can come either
before a noun (an OV characteristic), as in the building’s size, or after it
(a VO characteristic), as in the size of the building, but there has long been a
tendency to favor the second order, which has increased in frequency through-
out the recorded history of English under the influence of French, from which
the phrasal genitive with of (translating Fr. de) was perhaps borrowed.

When we want to join two words, we put the conjunction before the
second one (a VO characteristic), as in the Senate and people, but Latin,
preserving an archaic feature of Indo-European, had the option of putting a
conjunction after the second noun (an OV characteristic), as in senatus
populusque, in which -que is a conjunction meaning ‘and.” Modern English
uses prepositions almost exclusively, but Old English often put such words
after their objects, using them as postpositions, thus:

Harold him wi8 gefeaht
Harold him with fought.

Evidence of this kind, which can be found in all the older forms of Indo-
European and which becomes more frequent the farther back in history one
searches, suggests to some linguists that Indo-European once ordered its
verbs after their objects. If that is so, by late Indo-European times a change
had begun that was to result in a shift of word-order type in many of the
descendant languages. This kind of reconstruction depends not only on
comparing languages with one another but also on comparing different
historical stages of the same language, and it assumes that various kinds of
word order are interconnected. For those reasons it is less certain than the
reconstruction of inflections and of vocabulary.

Indo-European Culture

On the basis of cognate words, we can infer a good deal about the state
of culture attained by the Indo-Europeans before the various migrations
began that carried them from their original homeland to many parts of
Europe and Asia.'® Those migrations started probably during the third or

16 See Calvert Watkins, ‘“Indo-European and the Indo-Europeans,” particularly the
subsection “‘Lexicon and Culture,” in the Appendix to The American Heritage Dictionary
of the English Language (1976). In an appendix to this Appendix (“Guide to the Appendix”’),
Watkins lists the Indo-European stems that occur in items listed in the dictionary proper.
It all makes for fascinating, and at the same time rewarding, browsing.
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fourth millennium B.c. The Indo-Europeans’ culture was considerably more
advanced than that of some groups of people living today. They had a clear
sense of family relationship and hence of the family organization, and they
could count. They made use of gold and perhaps silver as well; copper and
iron were not to come until later. They drank a honey-based alcoholic
beverage whose name has come down to us as mead. Words corresponding
to wheel, axle, and yoke make it perfectly clear that they used wheeled vehicles.
They were small farmers, not nomads, who worked their fields with plows,
and they had domesticated animals and fowl. They had religious feeling, with
a conception of multiple gods. This much we can say on the basis of forms
that were not actually recorded until long after Indo-European had ceased
to be a more or less unified language.

The Indo-European Homeland

Conjectures differ as to the original Indo-European homeland—or at
least the earliest for which we have any evidence. Plant and animal names are
important clues. The existence of cognates denoting trees that grow in
temperate climates (alder, apple, ash, aspen, beech, birch, elm, hazel, linden,
oak, willow, yew), coupled with the absence of such related words for
Mediterranean or Asiatic trees (olive, cypress, palm); the similar occurrence
of cognates of wolf, bear, lax'” (Old English leax ‘salmon’), and of a word
signifying ‘turtle,” but none for creatures indigenous to Asia—all this points
to an area between northern Europe and southern Russia as the predispersion
home, just as the absence of a common word for ocean indicates, though it
does not in itself prove, that this homeland was inland.

Paul Thieme, in his cogently reasoned Die Heimat der indogermanischen
Gemeinsprache (1954) and in “The Indo-European Language” (1958),
localizes the Indo-European homeland in the northern part of central Europe,
between the Vistula and the Elbe, on the basis of evidence adduced from the
prehistoric geographical distribution of the beech, the turtle, and the salmon.
Other Indo-Europeanists have argued from similar evidence for southern
Russia, the Carpathians, Scandinavia, and southwestern Asia.

Marija Gimbutas, in a number of essays, including ““The Beginning of
the Bronze Age in Europe and the Indo-Europeans” (1973), would identify
the early Indo-Europeans with the “Kurgan” culture of mound builders who
lived northwest of the Caucasus and north of the Caspian Sea as early as the
fifth millennium B.c. They had domesticated cattle and horses, which they
kept for milk and meat as well as for transportation. They combined farming
with herding and were a mobile people, using four-wheeled wagons to cart

17 This word seems to have gone out of general use in English a long time ago. Its
Yiddish cognate (written lox, in German Lachs) has recently entered English as a loanword.
There are cognates in Lithuanian, Old Prussian, Russian, Tocharian, and other languages.
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their belongings on their treks. They built fortified palaces on hilltops (we 87
have the Indo-European word for such forts in the polis of place names like
Indianapolis and in our word police) as well as small villages nearby. Their
society was a stratified one, with a warrior nobility and a common laboring
class. They worshiped a sky god associated with thunder; the sun, the horse,
the boar, and the snake also were important in their religion. They had a
highly developed belief in life after death, which led them to the construction
of elaborate burial sites, by which their culture can be traced over much of
Europe. Early in the fourth millennium B.cC., they began expanding into the
Balkans and northern Europe, and thereafter into Iran, Anatolia, and
southern Europe. We cannot be sure that the Kurgan people were the original
Indo-Europeans, but their culture makes the identification a likely one.

The Major Changes from Indo-European
to Germanic

One group of Indo-European speakers, the Germanic group, settled in
northern Europe near Denmark. Germanic became differentiated from Indo-
European principally in the following respects:

1. Germanic has a large number of words that have no known cognates
in other Indo-European languages. These could have existed, of course, in
Indo-European and have been lost; it is also possible that they were taken
from non-Indo-European languages originally spoken in the area occupied
by the Germanic peoples. A few words that are apparently distinctively
Germanic, given in their Modern English forms, are broad, drink, drive, fowl,
hold, meat, rain, and wife.

2. All Indo-European distinctions of tense and aspect were lost in the
verb save for the present and the preterit (or past) tenses. This simplification
of a more complex Indo-European verbal system (though it was not so com-
plex as what developed in Latin, Greek, and Sanskrit) is reflected in all the
languages which have developed out of Germanic—in English bind-bound,
as well as in German binden-band, Old Norse binda-band, and all the rest.
There is in no Germanic language anything comparable to such forms as
those of the Latin future, perfect, pluperfect, and future perfect forms (for
instance, laudabo, laudavi, laudaveram, laudavero), which must be rendered
in the Germanic languages by verb phrases (for instance, English 7 shall praise,
I have praised, I had praised, I shall have praised).

3. Germanic developed a preterit tense form with a dental suffix, that is,
one containing d or ¢. All Germanic languages thus have two types of verbs.
Verbs that employ the dental suffix were called weak by Jacob Grimm
because, being incapable of the type of internal change of rise-rose and
sing—sang (which he called strong), they had to make do with suffixes, like
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step—stepped and talk—talked. Although Grimm’s terminology is not very
satisfactory, it has become traditional. An overwhelming majority of our
verbs add the dental suffix in the preterit—it is indeed the only living method
of inflection for tense in English as in all the other Germanic languages—and
this method has thus been thought of as “regular.” (For example, new verbs
form their preterit so: elbow-elbowed, televisetelevised, rev-revved, and so
forth. Furthermore, as we shall see later, many verbs that were once strong
have become weak.) Historically speaking, however, the vowel gradation of
the strong verbs is quite regular, and some of the weak verbs are quite
irregular. Bring, think, and buy, for instance, are weak verbs, as the dental
suffix of brought, thought, and bought indicates; the vowel changes do not
make them strong verbs. The suffix is the real test. No attempt at explaining
the origin of this suffix has been wholly satisfactory. Many have thought
that it was originally an independent word meaning, and cognate with, do.

4. All the older forms of Germanic had two ways of declining their
adjectives. The weak declension was used chiefly when preceded by a pro-
nominal adjective, including the demonstrative pronoun that developed into
the definite article. The strong declension was used otherwise. Thus Old
English had pa geongan ceorlas ‘the young fellows (churls),” with the weak
form of geong, but geonge ceorlas ‘“young fellows,” with the strong form; the
distinction is preserved in present-day German, die jungen Kerle, but junge
Kerle. This particular Germanic characteristic cannot be illustrated in Modern
English, inasmuch as in the course of its development English has lost all
such declension of the adjective.

5. The “free” accentual system of Indo-European, in which any syllable
of a word might be accented, gave way to another type of accentuation in
which the first syllable was regularly stressed in all words except verbs like
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