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MATTER

Dividing Matter

Suppose you had a large heap of small, smooth pebbles—
thousands of them. If you had nothing better to do, you
might decide to divide it into two smaller heaps, approxi-
mately equal in size. You could discard one of these heaps,
keep the other, and divide it in two again. Of these two
still smaller heaps, you could discard one and keep the other
for further division, and repeat the process over and over.

You might wonder how long you could keep that up.
Forever? You know better than that. No matter how large
the heap was to begin with, you would eventually be left
with a tiny “heap” made up of just two pebbles. (This would
happen surprisingly quickly. Even if you started with a
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million pebbles, you would be down to two pebbles after
about twenty divisions.) If you divided a heap of two peb-
bles once again, you would end up with one heap consisting
of a single pebble, and the game would be over. You can’t
divide one pebble.

But wait! You can. You could place the pebble on an
anvil and pound it with a hammer. You would break it up
into fragments, and you could divide this into smaller and
smaller heaps until you were down to a single fragment.
You could then pound the fragment into dust and then
divide the heap of dust until you ended up with a single,
hardly visible dust particle. You could break that up, and
keep on going.

This is not really a practical game because it’s very
hard to handle a grain of dust and try to break it up further.
But you can imagine. Imagine that you can break up the
dust into still finer particles, which you can break up yet
further, getting it ever finer. Now ask yourself: is there
any end to this?

It might not seem like a very important question, or
even a particularly sensible question, inthat you can’t really
try the experiment in any practical way. You find yourself
dealing, very quickly, with objects that are too small to
see, so that you don’t even know whether or not you're
breaking the heap down any further. Nevertheless, certain
ancient Greek philosophers asked themselves this question
and started a chain of thought that is still occupying think-
ers to this day, twenty-five centuries later.

The Greek philosopher Leucippus (490- ? B.C.) is the
first person we know of by name supposed to have consid-
ered this problem of dividing matter, and to have come to
the conclusion that the process could not continue forever.
He insisted that, sooner or later, one had to reach a frag-
ment of matter so small that it could not be broken down
into anything smaller.

A younger man, Democritus (460-370 B.C.), was one
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of Leucippus’s pupils. He accepted the notion of fragments
of matter so small as to be unbreakable. He called such
fragments atomos, which in Greek means “unbreakable,”
and such a fragment has come to be called an atom in En-
glish. To Democritus, all matter consisted of a collection of
atoms, and if there wasspace between theatoms, that space
contained nothing (the “void”).

Democritus is supposed to have written sixty books
expounding his theories, including his notions of what we
now call atomism. In those days, though, when there was
no printing and all books had to be hand copied, there were
hardly ever very many copies; and, partly because his views
were unpopular, the books were not copied many times.
Over the centuries many books vanished. None of Democ-
ritus’s books has survived.

Most philosophers of the time felt that it didn’t make
sense to suppose that some tiny individual particle was
indivisible. They thought it made more sense to suppose
that everything could be broken up into smaller and smaller
bits of matter, endlessly.

In particular, the Greek philosophers Plato (ca. 427-
347 B.C.) and Aristotle (384-322 B.C.) didn’t accept atoms.
Because they were the most profound and mentally wide-
ranging of the ancient philosophers, their views tended to
carry the day. But the argument was not unanimous. The
influential Greek philosopher Epicurus (341-270 B.C.) took
up atomism as the central core of his teachings. Epicurus
is supposed to have written 300 books (ancient books tended
to be short, incidentally), but none of them has survived.

The most important of the Epicureans in this connec-
tion was a Roman, Titus Lucretius Carus (96-55 B.C.), usu-
ally known simply as Lucretius. In 56 B.cC., he published a
long poem in Latin entitled De Rerum Natura (Latin for
On the Nature of Things). In it, he explained the Epicurean
view of atomism in great detail.

The book was very popular in its time, but in later
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centuries, after Christianity had grown popular, Lucretius
was denounced for what was considered to be atheism. He
was no longer copied, and what copies already existed were
destroyed or lost. Even so, one copy (only one!) survived
through the Middle Ages and was discovered in 1417. It
was recopied and then, half a century later, when printing
came into use, Lucretius’s poem was one of the first items
to be printed.

The poem spread throughout western Europe and was
the chief source of knowledge of the ancient theories of
atomism. The French philosopher Pierre Gassendi (1592-
1655), having read Lucretius, adopted the atomistic view
himself, and wrote it up persuasively, thus spreading the
doctrine.

In all the two thousand years between Leucippus and
Gassendi, however, atomism, pro and con, was simply a
subject of endless discussion among scholars. There was no
evidence either for or against atomism. Various scholars
accepted atoms or rejected them, according to which point
of view pleased them better, or seemed more sensible.
There was no way of forcing one view on someone who held
the other view firmly. It was a subjective decision, and
there was no arguing with taste.

About this time, however, some scholars were begin-
ning to perform experiments; to set questions to nature, so
to speak, and to study the results. In this way, evidence
could be produced that was scientifically “compelling”; that
is, it was evidence that compelled others to accept a point
of view that they were subjectively against (provided they
were intellectually honest).

The first to perform experiments that seemed to have
a connection with the question of atomism was the British
scientist Robert Boyle (1627-1691), who was strongly in-
fluenced by Gassendi’s writings, and who was consequently
an atomist.
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In 1662, Boyle made use of a glass tube shaped like
the letter J. The short arm was closed and the long arm
open. He poured mercury into the opening and it filled the
bottom, trapping air in the closed short arm. Boyle then
poured additional mercury into the tube, the weight of
which compressed the air in the short arm, decreasing the
volume of the air as a result. If he doubled the height of
the mercury column in the long arm, the volume of air in
the short arm was halved. When the mercury was removed
and the pressure released, the volume of air increased. This
inverse relationship between pressure and volume has been
called Boyle’s law ever since.

This behavior of air under pressure was easily ex-
plained if one made use of atoms. Suppose the air is made up
of atoms that are widely separated, with nothing in be-
tween—as Democritus had suggested. (This would account
for the fact that a volume of air weighs so much less than the
same volume of water or marble, where the atoms might be
in contact.) Placing the air under pressure would force the
atoms close together, squeezing out some of the nothing-
ness, so to speak, and would decrease the volume. Relieving
the pressure would allow the atoms to spread outward.

For the first time, atomism began to gain an upper
hand. Someone might think that it wasn’t sensible, or per-
haps that it wasn’t esthetic, to suppose the existence of
atoms, but one could not argue with Boyle’s experiment.
This was especially true in that anyone could run the ex-
periment himself and come up with the same observations.

If we must accept Boyle’s experiment, then atomism
offers a simple and logical explanation of his findings. Ex-
plaining the results without atoms is much more difficult.

From that point on, then, more and more scientists
were atomists, but the issue was not yet completely settled.
(We'll get back to the subject later.)



Atom

Elements

The ancient Greek philosophers wondered what the world
was made of. Clearly, it was made of innumerable types of
things, but scientists have always felt the urge to simplify.
There was the feeling, therefore, that the world was made
of some basic material (or some very few basic materials),
of which everything else was one variation or another.

Thales (ca. 640-546 B.C.) is the first Greek philosopher
supposed to have suggested that water was the basic ma-
terial out of which everything was formed. Another, An-
aximenes (570-500 B.c.), thought it was air. Still another,
Heraclitus (ca. 535-475 B.C.), thought it was fire, and so
on.

There was no way of deciding among these suggestions
for there was no real evidence one way or another. The
Greek philosopher Empedocles (495-435 B.cC.) settled the
issue by compromise. He suggested that the world was
made of several different basic substances: fire, air, water,
and earth. To this Aristotle added aether (from a Greek
word for “blazing”) as a special substance out of which the
luminous heavenly bodies were composed.

These basic substances are called elements in English,
from a Latin word of unknown origin. (We still describe
storms by speaking of “the raging of the elements” as water
pours down, air blows about, and fire burns as lightning.)

To those people who accepted the notion of the various
elements, and who were atomists, it made sense to suppose
that each element was composed of a different type of atom,
so that the world consisted of four different types of atoms
altogether, with a fifth type for the heavenly aether.

Even with only four types of atoms, it was possible to
account for the great variety of objects on Earth. One only
had to imagine that the various substances were made up
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of combinations of different numbers of different types of
atoms in different arrangements. After all, with only
twenty-six letters (or with just two symbols, a dot and a
dash), it is possible to build up hundreds of thousands of
different words in English alone.

However, the doctrine of the four (or five) elements
began to fade even as atomism began to move ahead. In
1661, Boyle wrote a book, The Skeptical Chemist, in which
he took up the position that it was useless to guess at what
the basic substances of the world might be. One had to
determine what they were by experiment. Any substance
that could not be broken down by chemical manipulation
into any simpler substance was an element. Any substance
that could be broken down into simpler components was
not an element.

This is indisputable in principle, but it is not entirely
easy in practice. Some substances cannot be broken down
into anything simpler and might seem to be elements, but
then the time might come when advances in chemistry will
make it possible to break them down. And again, when one
substance is converted into another it isn’t always easy to
decide which of the two is simpler.

Nevertheless, beginning with Boyle and continuing for
over three centuries, chemists have labored to find sub-
stances that can be identified as elements. Examples of
familiar substances that have been recognized as elements
in this way are gold, silver, copper, iron, tin, aluminum,
chromium, lead, and mercury. Gases such as hydrogen,
nitrogen, and oxygen are elements. Air, water, earth, and
fire are not elements.

At the present time, 106 elements are known. Eighty-
three of them occur naturally on Earth in reasonable quan-
tities, and the remaining twenty-three occur either in traces
or only after having been manufactured in a laboratory.
This means there are 106 different types of atoms known.
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Atomism Triumphant

Most substances as they occur on Earth are not elements,
but can be broken downintothe various elements that make
them up. Those substances that are put together out of a
combination of elements are known as compounds (from
Latin words meaning “to put together”).

Chemists grew increasingly interested in trying to de-
termine how much of each element might exist in a partic-
ular compound. Beginning in 1794, the French chemist
Joseph Louis Proust (1754-1826) worked on this problem,
and made a crucial discovery. There is a compound we now
call copper carbonate. Proust began with a pure sample of
this substance and broke it down into the three elements
that made it up: copper, carbon, and oxygen. He found, in
1799, that in every sample he worked with, no matter how
it was prepared, there were present for every five parts of
copper (by weight) four parts of oxygen and one part of
carbon. If he added additional copper to the mixture in
preparing copper carbonate, the additional copper was left
over. If he began with a shortage of copper, only the pro-
portionate amount of carbon and oxygen combined with it
to form copper carbonate, and the rest of the carbon and
oxygen was left over.

Proust showed that this was also true for a number of
other compounds he worked with. The elements of which
they were composed were always present in definite pro-
portions. This was called the law of definite proportions.

The law of definite proportions offered strong support
for atomism. Suppose, for instance, that copper carbonate
is made up of little groups of atoms (called molecules, from
Latin words meaning “a small mass”), each group consisting
of one copper atom, one carbon atom, and three oxygen
atoms. Suppose also that the three oxygen atoms, taken
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In 1799, Joseph Louis Proust broke down a pure sample of a sub-
stance into the three elements that comprised it: copper, carbon, and
oxygen. He found that in every sample he worked with there were
present for every five parts of copper (by weight) four parts of oxygen
and one part of copper. The atomic elements that compose a com-
pound are always present in definite proportions.

together, are four times as heavy as the carbon atom, and
that the copper atom is five times as heavy as the carbon
atom. If every molecule of that compound is made up of
that combination, then copper carbonate would always be
made up of five parts copper, four parts oxygen, and one
part carbon.

If it were possible to include in the molecule 1% atoms
of copper, or 3% atoms of oxygen, or only % of an atom of
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carbon, the proportions of the three substances might vary
from sample to sample of copper carbonate. However, the
proportions don’t vary. This not only supports the idea of
atoms, but Democritus’s suggestion that an atom is indi-
visible. It exists as an intact piece or as nothing.

The difference between the work of Democritus and
Proust was this, however: Democritus had only a sugges-
tion; Proust had evidence. (This is not to be taken as mean-
ing that Proust was necessarily a greater or wiser man than
Democritus. Proust had the benefit of twenty-one addi-
tional centuries of thought and work that he could draw
upon. You might easily argue that it was much more re-
markable that Democritus could hit on the truth so early
in the game.)

Even with evidence, Proust did not necessarily have
it all his own way. After all, it was possible that Proust’s
analyses were wrong, or that he was so eager to prove his
own idea that he unconsciously twisted his observations.
(Scientists are only human, and such things happen.)

Another French chemist, Claude Louis Berthollet
(1748-1822), fought Proust every step of the way. He in-
sisted that his analyses showed that compounds could be
made up of elements in varying proportions. In 1804, how-
ever, the Swedish chemist Jons Jakob Berzelius (1779—
1848) began meticulous analyses that backed Proust’s no-
tion, and proved to the chemical world that the law of def-
inite proportions was right.

At the same time, the English chemist John Dalton
(1766-1844) was also working on the problem. He found
that it was possible for compounds to be made up of ele-
ments in widely different proportions. Thus, in one gas,
with molecules made up of carbon and oxygen, the propor-
tions were three parts carbon to four parts oxygen. In
another gas, with molecules made up of carbon and oxygen,
the proportions were three parts carbon to eight parts ox-
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ygen. These, however, were two different gases with two
different sets of properties, and for each one the law of
definite proportions held.

Dalton suggested that in one gas the molecule was
made up of an atom of carbon and an atom of oxygen,
whereas in the other it was made up of an atom of carbon
and two atoms of oxygen. It eventually turned out that he
was correct, and the two gases came to be called carbon
monoxide and carbon dioxide, respectively. (The prefix
mon- is from the Greek word for “one,” and di- is from the
Greek word for “two.”)

Dalton found this sort of thing was true in other cases,
and in 1803 he announced this as the law of multiple pro-
portions. He pointed out that this fit the notion of atoms,
and it was he who called them atoms, deliberately going
back to the old term as a tribute to Democritus.

Dalton said that to account for what was being found
out about the proportion of elements contained in com-
pounds, one had to decide that each element is made up of
a number of atoms, all with the same fixed mass; that dif-
ferent elements have atoms of different masses; and that
molecules are made up of a small, fixed number of different
intact atoms.

In 1808, Dalton published a book entitled New System
of Chemical Philosophy, in which he gathered all of the
evidence he could find in favor of atomism and showed how
it all fit together. With this book, Dalton established the
modern atomic theory—modern, as opposed to that of the
Greeks.

As it happens, the word theory is not properly under-
stood by the general public, which tends to think of a theory
as a “guess.” Even dictionaries do not properly describe
what the word means to scientists.

Properly speaking, a theory is a set of basic rules,
supported by a great many confirmed observations by many
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scientists, that explains and makes sensible a large number
of facts that, without the theory, would seem to be uncon-
nected. It is as though the facts and observations are a
number of dots representing cities, and lines represent-
ing country and state boundaries, distributed higgledy-
piggledy on paper, making no sense. A theory is a map
that puts each dot and line into the right place and makes
a connected and sensible picture out of it all.

Theories are not necessarily correct in every detail, to
begin with, and might never be entirely correct in every
detail, but they are sufficiently correct (if they are good
theories) to guide scientists in understanding the subject
the theory deals with, in exploring further observations,
and, eventually, in improving the theory.

Each of the basic rules Dalton set up for his atomic
theory was not quite right. It turned out, eventually, that
an element could have atoms of different mass, that two
elements might have some atoms that were of the same
mass, and that not all molecules were made up of small
numbers of atoms. Dalton’s rules were sufficiently close to
right, however, to be very useful, and, as chemists learned
more and more about atoms, they were able to correct the
rules, as we shall see later on.

No scientific theory is instantly accepted by scientists.
There are always those scientists who are suspicious of
anything new—and this is perhaps a good thing. Theories
should not slide into acceptance too easily; they should be
questioned and tested vigorously. In this way, weak spots
in the theory will be uncovered and, perhaps, strengthened.

As it happened, some of the most eminent chemists of
Dalton’s day were suspicious of the new theory, but it
turned out to be so useful in helping to understand the
observations of chemistry that chemist after chemist fell
into line, and the entire scientific world eventually became
atomists.
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The Reality of Atoms

However well atomic theory worked, and however inge-
niously it was improved, and however it managed to point
the way to new discoveries, one disturbing fact remained:
no one could see atoms or detect them in any way. All of
the evidence in favor of atoms was indirect. You mferred
that they existed from this fact, and deduced that they
existed from that observation, but all of the inferences and
deductions might be wrong. Atomic theory seemed to set
up a scheme that worked, but it might have been just a
simple model for something that was actually much more
complicated. The working mode of the time was analogous
to playing poker with chips. The chips can be used to bet
with and to show how much money is being lost and won,
and will be absolutely accurate in every way—but those
chips are not money. They just symbolize the money.

Suppose, then, that the idea of atoms is merely a case
of playing chemistry with chips. Atomism worked, but the
atoms merely represented a truth that was much more
complicated. There were some chemists, even a hundred
years after Dalton, who were cautiously aware of this, and
who warned against taking atoms too literally. Use them
by all means, they would say, but don’t think that they are
necessarily really there in the shape of minute billiard
balls. One scientist who thought this way was the Russian-
German chemist Friedrich Wilhelm Ostwald (1853-1932).

The answer to this problem had long been on the way,
however, and it started with an observation that seemed
to have nothing to do with atoms, by a scientist who wasn’t
interested in atoms. (It’s important to remember that all
knowledge is of a piece and that any observation can have
an unexpected and surprising connection to something that
apparently has nothing to do with it.)
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The vibration of a grain of pollen in water demonstrates the move-
ment of the invisible molecules of water surrounding it.

In 1827, the Scottish botanist Robert Brown (1773-
1858) was using a microscope to study pollen grains sus-
pended in water. He noticed that each pollen grain was
moving slightly and erratically, first in one direction then
in another, as though it were shivering. He made sure
that this wasn’t the result of currents in the water or of
motions set up by the fact that the water was evaporating.
Brown concluded it had to be something else that caused
the movement.

Brown tried other types of pollen, found that all of the
grains moved in this fashion, and wondered ifit was because
the pollen grains had the spark of life in them. He tried

14



Matter

pollen grains from herbariums, grains that were at least a
century old. They moved in just the same way. He went
on to try small objects in which there was no question of
life existing—Dbits of glass, coal, or metals—and they all
moved. This came to be called Brownian motion, and no
one, at first, could explain it.

In the 1860s, however, the Scottish mathematician
James Clerk Maxwell (1831-1879) tried to explain the be-
havior of gases on the basis that the atoms and molecules
that made them up were in constant motion. Such constant
motion of atoms had been suspected by early atomists, but
Maxwell was the first to succeed in working the theory out
mathematically. The way in which moving atoms and mol-
ecules bounced off each other, and off the walls of a con-
tainer, as mathematically modeled by Maxwell, completely
explained the behavior of gases. It explained Boyle’s law,
for instance.

Maxwell’s work also produced a new understanding of
temperature, for it turned out that temperature was the
measure of the average speed of motion of the atoms and
molecules making up not only gases, but liquids and solids.
Even in solids, where atoms or molecules are frozenin place
and can’t move bodily from one point to another, those at-
oms or molecules vibrate about their average position, and
the average speed of vibration represents the temperature.

In 1902, the Swedish chemist Theodor Svedberg
(1884-1971) pointed out that one might explain Brownian
motion by supposing that an object in water is bombarded
from all sides by moving water molecules. Ordinarily, the
bombardment from all sides is equal, so that the object
remains at rest. To be sure, by sheer chance, a few more
molecules might strike from one direction or another, but
so many molecules strike all together that a small deviation
from exact equality (two or three out of trillions) does not
produce measurable movement.

Ifanobject suspended in water is very small, however,
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the number of molecules striking it from all sides is com-
paratively small, too, and if there is a small deviation, that
might represent a fairly large effect, comparatively. The
particle responds to the push of a few extra molecules from
one particular direction by jerking slightly in the direction
of the push. In the next moment, there are extra collisions
in another direction, and the particle is pushed in that new
direction. The particle moves randomly and erratically in
response to the random motion of the surrounding
molecules.

Svedberg was only speculating, but in 1905, the
German-Swiss mathematician Albert Einstein (1879-1955)
applied Maxwell’s theory to the bombardment of small par-
ticles and showed quite conclusively that those particles
would jiggle exactly as the pollen grains were observed to
do. In other words, he presented mathematical equations
that described Brownian motion.

In 1908, the French physicist Jean Baptiste Perrin
(1870-1942) set about checking Einstein’s equations against
actual observations. He placed a fine powder of gum resin
in water. If there were no bombardment by water mole-
cules, then all of the particles of gum resin ought to have
gone to the bottom of the container and remained there. If
there were bombardment, some of the particles would be
kicked upward against the pull of gravity. To be sure,
those particles would settle again, but they would then be
kicked up again, too. Some that were already up would
be kicked up still further.

At any given time, the particles of gum resin would be
spread upward. Most would be at the bottom, but some
would be a little distance above, a few a greater distance
above, still fewer a still greater distance above, and so on.

The mathematical equation worked out by Einstein
showed what numbers of particles there should be at every
height, depending upon the size of the particles and the
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size of the water molecules striking them. Perrin counted
the number of particles at various heights and found that
they followed Einstein’s equation exactly. From this he
calculated what size the water molecules must be, and what
size the atoms that made them up must be.

Perrin published his results in 1913. The atoms, he had
calculated, were roughly a hundred-millionth of a centi-
meter across. Put it another way: 100 million atoms placed
side by side would stretch across a centimeter (250 million
atoms placed side by side would stretch across an inch).

This was the nearest thing yet to an actual observation
of atoms. If they could not quite be seen, the effects of their
collisions could be seen and their actual size could finally
be worked out. The most hard-nosed scientists had to give
in. Even Ostwald admitted that atoms were real, that they
weren’t just make-believe models.

In 1936, the German physicist Erwin Wilhelm Mueller
(1911-1977) got the idea of a device that would make it
possible to magnify the point of a fine needle to such an
extent that one could make pictures of it, with the atoms
that compose it lined up as little luminous dots. By 1955,
such atoms could actually be seen.

Yet people still speak of the atomic theory, because
that is what it is—an intellectual map of large aspects of
science that can be neatly explained by the existence of
atoms. A theory, remember, is not a “guess,” and no sane
and qualified scientist can doubt that atoms exist. (This
aspect of the proof that atoms exist is also true of other
well-established scientific theories. The fact that they are
theories does not make them uncertain, even when various
fine details are still under dispute. This is particularly true
of the theory of evolution, which is under constant attack
from people who are either ignorant of science or, worse,
who allow their superstitions to overcome what knowledge
they might have.)
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The Differences Among Atoms

It seems reasonable to suppose that if there are different
types of atoms they must differ among themselves, some-
how, in their properties. If this were not so, and if all atoms
were identical in their properties, then why should some
atoms, when heaped together, form gold, while others
formed lead?

The ancient Greeks had their greatest intellectual suc-
cess with the development of a rigorous form of geometry,
so it was natural for some among them to think in terms
of shapes when they thought of the atoms making up their
“elements.” To the Greeks, atoms of water might be viewed
as spherical bodies that slipped over each other easily,
which was why water poured. Atoms of earth would be
cubic and stable so that earth didn’t flow. Atoms of fire
would be jagged and sharp, which was what made fire so
painful, and so on.

The ancient Greeks also did not have it quite clear in
their mind that one type of atom did not change into an-
other. This was especially true if you considered that gold
and lead were both varieties, in the main, of the element
earth. Perhaps it was only necessary to pull apart the earth
atoms in lead and put them into another arrangement that
would make them gold; or one might modify the earth atoms
in lead to change them slightly into a form that would make
them gold.

For about two thousand years, various people, some
of whom were earnest and science-minded, while a great
many others were outright fakers and charlatans, kept
trying to change base metals such as lead into the noble
metal gold. This is called transmutation, from Latin words
meaning “to change across.” They always failed.

By the time the modern atomic theory was advanced,
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To the ancient Greeks, atoms of water might be viewed as spherical
bodies that slipped water over each other easily, which was why water
poured.

it seemed clear that atoms were not only different from
each other, but that one type of atom could not be changed
into another. Each atom was fixed and permanent in its
properties, so that an atom of lead could not be changed
into an atom of gold. (The time was to come, as we shall
see, when this was found to be not quite true, under very
special conditions.)

But if different types of atoms are different from one
another, of just what does the difference consist? Dalton
reasoned as follows. If the water molecule is made up of
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eight parts oxygen to one part hydrogen, and if the molecule
is made up of one atom of oxygen and one atom of hydrogen,
then it must be that the individual oxygen atom weighs
eight times as much as the individual hydrogen atom. (To
be more precise, one should say that the individual oxygen
atom has eight times the “mass” of the individual hydrogen
atom. The weight of an object is the force with which the
Earth attracts it, whereas the mass of an object is, roughly
speaking, the amount of matter it contains. Mass is the
more fundamental of the two concepts.)

Of course, Dalton had no way of knowing the mass of
either a hydrogen or an oxygen atom, but whatever it was,
the oxygen atom had a mass eight times that of a hydrogen
atom. You could say that a hydrogen atom had a mass of
1, without saying 1 what. You could then say that an oxygen
atom has a mass of 8. (Actually, we now say the hydrogen
atom is 1 dalton, in honor of the scientist, but it is customary
simply to leave it as 1.)

Dalton went to work with compounds containing other
elements and worked out a system of numbers representing
the relative masses of them all. He called them atomic
weights, and the term is still used today, even though we
should speak of atomic masses. (It frequently happens that
scientists begin to use a particular term and then decide
that another term would have been better, but find it is too
late to change because people have grown far too accus-
tomed to the poorer term. We'll come across other cases
of the sort in this book.)

The trouble with Dalton’s method of determining
atomic weights was that he was forced to make assumptions
that could too easily be wrong. He assumed that a water
molecule consisted of one atom of hydrogen and one of ox-
ygen, but he didn’t have any evidence for that.

In that case, one must look for evidence. In 1800, the
British chemist William Nicholson (1753-1815) passed an
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electric current through acidified water and obtained bub-
bles of both hydrogen and oxygen. Continued investigation
of this phenomenon showed that the volume of hydrogen
formed was just twice that of the oxygen, although the
mass of oxygen liberated was eight times the mass of the
double volume of hydrogen.

Why was twice the volume of hydrogen produced as
compared to oxygen? Could it be that the water molecule
was composed of two hydrogen atoms and one oxygen atom,
instead of one of each? Could it be that the oxygen atom
was eight times as heavy as both hydrogen atoms put to-
gether, or sixteen times as heavy as a single hydrogen
atom? In other words, if hydrogen had an atomic weight
of 1, was the atomic weight of oxygen 16, rather than 8?

Dalton refused to accept this notion. (It often happens
that a great scientist, having taken a giant step forward,
refuses to take other steps—as though the great first effort
had exhausted him—and leaves it to others to continue to
march forward.)

In this case, it was Berzelius who took the forward
step, placing hydrogen at 1 and oxygen at 16. He continued
with other elements and, in 1828, published a table of atomic
weights that was much better than Dalton’s had been. From
the work of Berzelius, it seemed clear that every element
had a different atomic weight, and that each atom of a
particular element had the same atomic weight. (I must
remind you again that these conclusions eventually proved
to be not quite right, but they were near enough to right
to be useful to chemists for nearly a century. Eventually,
as more knowledge was gained, these views were modified
in ways that slightly changed and immeasurably strength-
ened the atomic theory. This improvement of theories hap-
pens over and over and is the pride of science. To suppose
that this should not happen and that theories should be
absolutely correct to begin with is to suppose that a stair-
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way stretching upward for five stories should consist of a
single five-story-high step.)

Well, then, the volume of hydrogen produced when
water is broken down by an electrical current is twice the
volume of oxygen. How do we know from this that there
are two hydrogen atoms to one oxygen atom in the mole-
cule? It seemed sensible to Berzelius to suppose so, but he
didn’t know for sure. It, too, was an assumption, even
though there was more evidence behind it than there was
behind Dalton’s assumption that there was one hydrogen
atom and one oxygen in the water molecule.

In 1811, the Italian physicist Amedeo Avogadro
(1776-1856) made a more general assumption. He sug-
gested that in the case of any gas, a given volume always
contains the same number of molecules. If one gas has twice
the volume of another gas, the first gas has twice as many
molecules as the other. This is called Avogadro’s hypoth-
esis. (A hypothesis is an assumption that is sometimes ad-
vanced just to see what the consequences would be. If the
consequences go against known observations, then the hy-
pothesis is wrong and it can be dismissed.)

Naturally, when a competent scientist advances a hy-
pothesis that he thinks might be true, there is a good chance
it will turn out to be true. One way of testing Avogadro’s
hypothesis, for instance, is to study a great many gases
and to work out the number of each of the different types
of atoms in the molecules of those gases on the basis that
the hypothesis is true.

If one does that and ends by violating known obser-
vations, or ends by producing a contradiction—as when one
line of argument based on the hypothesis shows that a par-
ticular molecule must have a certain atomic composition,
and another line of argument shows it must have a different
atomic composition—then Avogadro’s hypothesis would
have to be thrown out.
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Avogadro’s law: equal volumes of all gases under identical condi-
tions of temperature and pressure contain equal numbers of mole-
cules. For example, it might take .1 gram of hydrogen gas to fill a
child’s balloon. It would take approximately 1.6 grams of oxygen
gas to inflate an identical balloon to an equal size, but both balloons
would contain approximately the same number of molecules.

Actually, no one has ever found a case in which Avo-
gadro’s hypothesis is truly misleading, and the theory is no
longer a hypothesis but is considered a fact, although there
are conditions under which it must be modified. It is still
called Avogadro’s hypothesis, however, because chemists
are so accustomed to calling it that.

One problem, however, was that when Avogadro’s hy-
pothesis was first advanced, very few chemists paid any
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attention to it. They either didn’t hear of it, or dismissed
it as either ridiculous or unimportant. Even Berzelius didn’t
make use of the hypothesis, so that his table of atomic
weights was wrong in places.

In 1858, however, the Italian chemist Stanislao Can-
nizzaro (1826-1910) came across Avogadro’s hypothesis and
saw that that was what was needed to make sense out of
figuring out how many atoms of each element there were
in a compound, and getting the correct figures for atomic
weight.

In 1860, there was a great international chemical con-
gress, which chemists from all over Europe attended (it
was the first of such international congresses). At that
congress, Cannizzaro convincingly explained the hy-
pothesis.

This at once improved the entire notion of atomic
weight. About 1865, the Belgian chemist Jean-Servais Stas
(1813-1891) put out a new table of atomic weights that was
better than Berzelius’s. Forty years later, the American
chemist Theodore William Richards (1868-1928) made even
more refined observations and got the very best values one
could get before (as we shall see) the entire subject of atomic
weight had to be modified because of new discoveries. By
Richards’s time, Nobel prizes were being handed out, and
for his work on atomic weights he got the Nobel prize for
chemistry in 1914.

As it happens, the element with the lowest atomic
weight is hydrogen. If its atomic weight is set arbitrarily
at 1, then the atomic weight of oxygen is a little bit less
than 16. (That it is not exactly 16 is a point we will consider
later on.) However, oxygen easily combines with a great
many other elements, and it is much simpler to compare
the atomic weight of some particular element to oxygen
than to hydrogen. It is convenient, then, to set oxygen’s
atomic weight at some exact figure. It shouldn’t be set at

24



Matter

1 because that would give seven elements atomic weights
ofless than 1, which would be inconvenient in making chem-
ical calculations.

It became customary, then, to set the atomic weight
of oxygen at exactly 16, which made the atomic weight of
hydrogen just a little bit greater than 1. That meant that
no element had an atomic weight of less than 1. Stas’s list
was made that way and that set the fashion. (However, the
situation has been changed very slightly in recent years for
reasons that will be explained later.)

If the elements are listed in order of increasing atomic
weights, then it is possible to arrange them in a rather
complicated table that demonstrates that certain properties
of the elements repeat themselves periodically. If the table
is arranged correctly, elements with similar properties fall
into the same column. This is called the periodic table, and
a workable version of it was first presented by the Russian
chemist Dmitri Ivanovich Mendeleev (1834-1907) in 1869.

The periodic table was quite tentative at first because
Mendeleev didn’t know all of the elements. Many had not
yet been discovered. In arranging the table so that similar
elements were in the proper columns, Mendeleev was
forced to leave gaps. He felt that these gaps represented
undiscovered elements and, choosing three of those gaps,
stated in 1871 that those undiscovered elements, once dis-
covered, would have certain properties, which he described
in detail. By 1885, all three elements were discovered and
Mendeleev was proven precisely correct in each case. This
offered very strong proof that the periodic table was a le-
gitimate phenomenon, but no one could explain why it
worked. (We will return to this later on.)
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Particles and Waves

If we are prepared to admit that all matter is composed of
atoms, then it is reasonable to ask if there is anything in
the world that isn’t matter and, therefore, isn’t composed
of atoms. The first possibility that might spring to mind is
light.

It has always seemed obvious that light is immaterial.
Solids and liquids can be touched; have mass, and therefore
weight; and take up space. Gases cannot be felt in the same
way that solids and liquids can, but a moving gas can be felt.
We have all experienced high winds and we well know what
a tornado can do. Then, too, air will take up room so that if
an “empty” beaker (actually full of air) is plunged, open end
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down, into a tank of water, the water does not fill the beaker
unless, somehow, the air is allowed to escape. In 1643, the
Italian physicist Evangelista Torricelli (1608-1647) showed
that air had weight and that this weight could support a
column of mercury 76 centimeters (30 inches) high.

Light, however, has none of these properties. It cannot
be felt, even though the heat it might produce can. It has
never been found to have perceptible mass or weight, and
it does not appear to take up space.

This doesn’t mean that light was dismissed as unim-
portant because it was insubstantial. The first words of God,
as given in the Bible are: “Let there be light.” What’s more,
under the name of fire, it was the fourth of the ancient
Earthly elements, on a par with the three material ones of
air, water, and earth.

Sunlight was naturally considered to be light at its
purest. It was white light, unchanging and eternal. If sun-
light were made to pass through colored glass, it would pick
up the color of the glass, but that would be an earthly
impurity. Again, when objects burned on earth and gave
off light, that light might be yellow, orange, or red. In some
cases, if certain powders were cast into the fire, it might
even burn green or blue. But again, these were earthly
impurities that gave rise to color.

The one colored object that seemed to be divorced from
anything earthly was the rainbow, which was sufficiently
awe-inspiring to give rise to myths and legends. It was
thought to be the bridge between heaven and earth, used
by divine messengers. (The Greek messenger of the gods
is given the name Iris, which is Greek for “rainbow.”) It
was also a divine guarantee that the world would never
again be destroyed by flood, so that it appears at the end
of rainstorms, indicating that God has remembered and
stopped the rain.

In 1665, however, the English scientist Isaac Newton
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(1642-1727) produced his ownrainbow. In a darkened room,
he allowed a beam of sunlight to enter through a hole in a
shutter, and passed that beam through a three-dimensional
triangular wedge of glass called a prism. The beam of light
spread out and produced a band of colors on the white wall
beyond, the colors being red, orange, yellow, green, blue,
and violet, in that order—just the order in which they occur
in the rainbow.

A rainbow, we now know, is caused by sunlight passing
through the innumerable droplets of rain still in the air
after a rainshower. These droplets have the same effect on
light rays as a glass prism.

Apparently, then, sunlight is not “pure” light, after all.
Its whiteness is merely the effect produced on the eye by
a mixture of all of these colors. By having the light pass
through a prism and then pass through another prism held
in the reverse position, the separated colors will rejoin and
form white light again.

In that these colors are thoroughly immaterial, New-
ton called the rainbow band a spectrum, from the Latin
word for “ghost.” Newton’s spectrum created a problem,
however. For the colors to be separated on passing through
the prism, Newton believed, each one must have its ordi-
nary straight-line path bent (refracted) as it passed into
and out of the glass—each color bent to a different extent
(red the least and violet the most), so that they were sep-
arated and seen each by itself when the beam hit the wall.
What, then, could light be made of that would account for
the separation of light into a spectrum?

Newton was an atomist and so it naturally occurred to
him that light was made up of tiny particles, like the atoms
of matter, except that the particles of light did not have
mass. He had no clear notion, however, as to how the par-
ticles of colored light might differ among themselves, and
why some should be refracted by a prism to a greater extent
than others.
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Furthermore, when two beams of light crossed each
other, one remained unaffected by the other. If both con-
sisted of particles, should not those particles collide and
bounce off one another randomly so that the beam would
grow fuzzy and spread outward after collision?

The Dutch physicist Christiaan Huygens (1629-1695)
had an alternate suggestion. He thought light consisted of
tiny waves. In 1678, he advanced arguments for showing
that anentire series of waves might advance in what looked
like a straight line, just as a beam of particles would, and
that two beams, each made up of waves, would cross each
other without either being, in the end, disturbed.

The trouble with the wave suggestion was that people
thought of the types of waves produced in water, such as
when a pebble is dropped into a still pond. As those water
waves expand, they tend to move around an obstruction
such as a piece of wood (diffraction) and join again on the
other side. In that case, wouldn’t light waves curve around
an obstruction and cast no shadows, or at least fuzzy ones?
Instead, as is well known, light casts sharp shadows if the
light source is small and steady. Such sharp shadows are
exactly what you would expect if light were a beam of
minute particles, and this was considered a strong argu-
ment against waves.

It is interesting to note that the Italian physicist Fran-
cesco Maria Grimaldi (ca. 1618-1663) had noticed that a
beam of light passing through two narrow openings, one
behind the other, widened a little bit, indicating it had
diffracted outward very slightly as it passed through the
openings. His observation was published in 1665, two years
after his death, but somehow it didn’t attract attention. (In
science, as in many other types of human endeavor, im-
portant discoveries or events sometimes get lost in the
shuffle.)

Huygens, nevertheless, showed thatlight, if composed
of waves, might well have waves of different lengths. Those
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portions of light with the longest waves would be least
refracted. The shorter the waves, the greater the refrac-
tion. In this way, one could explain the spectrum, in that
it might be that red had the longest waves and that orange,
yellow, green, and blue were made up of successively
shorter waves, while violet was made up of the shortest.

On the whole, as we look back on it, Huygens had the
better of the argument, but Newton’s reputation was grow-
ing rapidly (he was undoubtedly the greatest scientist who
had ever lived) and it was hard to take up a position against
him. (Scientists, in that they are as human as anyone else,
are sometimes swayed by personalities as well as by logic.)

Throughout the 1700s, then, most scientists accepted
the fact that light consisted of little particles. This might
have helped the growth of atomism in connection with mat-
ter, and as atomism gained, that, in turn, strengthened the
particle view of light.

In 1801, however, the English physicist Thomas Young
(1773-1829) performed a crucial experiment. He let light
fall upon a surface containing two closely adjacent slits.
Each slit served as the source of a cone of light, and the
two cones overlapped before falling on a screen.

If light were composed of particles, the overlapping
region should receive particles from both slits and be
brighter than the outlying regions that received particles
from only one slit or the other. This was not so. What Young
found was that the overlapping portions consisted of
stripes—bright bands and dim bands alternating.

There seemed no way of explaining this phenomenon
by the particle hypothesis. With waves, however, there
were no problems. If the waves from one slit were in phase
with those from the other slit, both keeping perfect step,
then the ups and downs of one set of waves (or the ins and
outs) would be reinforced by those of the other set, and the
oscillation of the two combined would be stronger than of
either separately. Brightness would increase.
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In 1801, Thomas Young let light fall on a surface containing two
closely adjacent slits. The wedge of light from each slit fell on a
screen and overlapped, resulting in a pattern of stripes—bright
bands and dim bands alternating. There seemed no way of explain-
ing this phenomenon by the particle hypothesis.

On the other hand, if the waves from one slit were out
of phase with those from the other slit—if one set of waves
went up while the other went down (or one went in while
the other went out)—then the two waves would cancel each
other, at least in part, and the two combined would be
weaker than either separately. Brightness would decrease.

Young was able to show that, under the conditions of
his experiment, the two sets of waves would be in phase
in one region, out of phase in the next, in phase again in
the next, and so on, alternately. The bright and dim bands
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that were observed would be exactly what would be ex-
pected of waves.

Because one set of waves interferes with, and cancels,
the other set in specific places, these bands are called in-
terference patterns. Such interference patterns are ob-
served when one set of waves on a calm water surface
overlaps another. They are also observed when two beams
of sound (known to consist of waves) intersect each other.
The wave nature of light thus appeared to be demonstrated
by Young’s experiment (although, as we might expect, that
didn’t mean that those who believed in the particle view
surrendered easily—because they didn’t).

It was even possible, from the width of the interference
bands, to calculate the length of a single wave of light
(wavelength). It turned out that light waves had lengths
in the neighborhood of Y20,000 of a centimeter (or Yo0,000 of
an inch). The wavelength of red light was a little longer
than that, while the wavelength of violet light was a little
shorter. This means that a ray of light an inch long will
have, more or less, 50,000 waves, end to end, along the
ray. It also means that about fifty atoms can be placed end
to end along a single wavelength of light.

That explained why light cast sharp shadows despite
being made of waves. Waves bend around obstacles only
when the obstacles are not much longer than the wave in
question. A wave would not bend around anything sub-
stantially longer than itself. Sound waves are very long and
can move around most ordinary obstacles.

Almost anything we can easily see, however, is much,
much longer than a light wave, so there’s virtually no turn-
ing for them, and the shadows they cast are sharp. There
is a very slight turning effect, however, and where the
objects are quite small, the shadow’s edge is inclined to be
slightly fuzzy. That explains the diffraction effect that Gri-
maldi had discovered 130 years before Young’s time.

The issue wasn’t settled, however. People knew of two
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1. Water waves spread outward, and the particles of water move up
and down in a direction at right angles to the direction in which the
wave progresses. This type of wave is called a transverse wave.

2. Sound waves also spread outward, but the particles of air move
in and out in a direction parallel to the direction in which the wave
progresses. This type is called a longitudinal wave.

types of waves. There were water waves, in which the wave
spread outward, but the particles of water moved up and
down in a direction at right angles to the direction in which
the wave progressed. This is called a transverse wave.
There were also sound waves, in which the wave also spread
outward, but the particles of air moved in and out, in a
direction parallel to the direction in which the wave pro-
gressed. This is called a longitudinal wave.

Which of these two describes light waves? Huygens,
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when he first elaborated the wave hypothesis, might have
felt that light and sound, both being the cause of sense
perceptions, should be similar in nature. Sound was known
to be a longitudinal wave, so he suggested that light was
a longitudinal wave, too. Young, when he demonstrated
the wave nature of light, also thought so.

Earlier, in 1669, however, the Danish scholar Erasmus
Bartholin (1625-1698) received a transparent crystal from
Iceland, of a type now called Iceland spar. He noted that
objects viewed through the crystal were seen double. He
assumed that light passing through the crystal was re-
fracted at two different angles, so that some emerged in
one place and the rest in a slightly different place, producing
a double image.

Bartholin could not explain why this should be, and
neither could Newton or Huygens. The phenomenon was
therefore pushed to one side as temporarily inexplicable.
(Not everything can be explained at some particular stage
of knowledge. The only sensible thing to do is to explain
what you can and hope that, as knowledge advances, the
time will come when the temporarily unexplainable can also
be explained.)

In 1817, Young realized that double refraction could
not be easily explained if light consisted of particles or of
longitudinal waves. It could be explained quite easily, how-
ever, if light consisted of transverse waves.

The French physicist Augustin Jean Fresnel (1788—
1827) adopted this point of view and worked out a careful
theoretical study of light as transverse waves, one that
explained all that was known about the behavior of light at
that time. That settled it. For the next eighty years, phys-
icists were quite satisfied that light was made up of tiny
transverse waves and that that was the whole of the
answer.
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The Four Phenomena

It is a rare answer that is completely satisfactory, and this
seems especially true in science, where every answer seems
to uncover a more subtle question. If we grant that light
exists in waves, as sound and a disturbed pond surface do,
then there remains the problem that light waves travel
easily through a vacuum, whereas sound waves and water
waves do not.

Water waves exist because water molecules move up
and down regularly. If water did not exist, then neither
would water waves. Sound waves exist because air mole-
cules (or the molecules of any medium through which sound
travels) move in and out regularly. If air or any other me-
dium does not exist, sound waves would not exist either.

In the case of light waves, however, what is it that is
moving up and down? It can’t be any type of ordinary mat-
ter, for light waves can pass through a vacuum where,
apparently, there is no matter.

Newton had a similar problem when he worked out the
law of universal gravitation in 1687. The Sun held the Earth
in its gravitational grip across 150 million kilometers (93
million miles) of vacuum. How could the gravitational effect,
whatever it was, travel across a vacuum?

Newton wondered if, perhaps, vacuum was not really
nothing but consisted of a type of matter more subtle than
ordinary matter and therefore not easily detectable. This
vacuum matter came to be called ether, in homage to the
“aether” Aristotle imagined as making up the heavenly bod-
ies. The gravitational attraction pulled at the ether, and
this pull was conducted from one bit of ether to the next
until, finally, the Sun was pulling at the Earth.

Perhaps it was this ether (or another type) that waved
up and down as light passed through. It had to fill all of
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space because we could see even the most distant stars.
What’s more, it had to be so fine and rarefied a type of
matter that it did not in any way interfere with the passage
of the Earth, or any other heavenly body, however light,
as it progressed through space. Fresnel suggested that
ether permeated the very body of the Earth and of all other
heavenly bodies.

The particles of ether, however, when moved up, must
experience a restoring force that moved them down, past
the equilibrium point, then up again. The more rigid a me-
dium, the more rapidly it vibrates up and down, and the
more rapidly a wave progresses through it.

Light travels at a speed of 299,792 kilometers (186,290
miles) per second. This was first determined, very approx-
imately, by the Danish astronomer Olaus Roemer (1644~
1710) in 1676. To allow light to travel at such a speed, the
ether must be more rigid than steel.

To have the vacuum made of something so fine that it
allowed bodies to pass through it freely and without mea-
surable interference, and at the same time so stiff as to be
more rigid than steel, was rather puzzling, but scientists
didn’t seem to have any choice but to suppose that this was
the case.

In addition to light and gravity, two other phenomena
were known that could make themselves felt across a vac-
uum. They were electricity and magnetism. Both were first
studied, according to tradition, by Thales. He studied a
certain piece of iron ore, first found near the town of Mag-
nesia on the eastern shore of the Aegean Sea. It had the
property of attracting pieces of iron and he is supposed to
have called it ho magnetes lithos (“the Magnesian rock”).
Objects with the property of attracting iron have been
called magnets ever since.

Thales also found that lumps of amber (a fossilized
resin), if rubbed, attracted not iron particularly, but any
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light object. This difference in behavior meant the attrac-
tion was not that of magnetism. The Greek word for amber
is elektron and, eventually, this phenomenon came to be
called electricity as a consequence.

Sometime in the eleventh century, in China—but ex-
actly where and by whom and under what circumstances
is unknown—it was discovered that if a needle made of
magnetic ore, or of steel that had been magnetized by being
stroked by magnetic ore, was allowed to turn freely, it
would align itself north and south. In addition, if the ends
were marked in some way, it would be seen that the same
end always turned north.

That end was called the magnetic north pole, and the
other the magnetic south pole. In 1269, the French scholar
PetrusPeregrinus (1240-?) experimented with such needles
and found that the magnetic north pole of one would be
attracted to the magnetic south pole of the other. On the
other hand, the magnetic north poles of two magnetized
needles would repel each other, as would the magnetic
south poles of the two needles. In short, like magnetic poles
repelled each other while unlike magnetic poles attracted
each other.

In 1785, the French physicist Charles Augustin de Cou-
lomb (1736-1806) measured the strength of the force by
which a magnetic north pole attracted a magnetic south
pole, or repelled another magnetic north pole. He found
that the attraction or repulsion declined as the square of
the distance (the inverse square law). That is, if you in-
creased the distance to « times what it was before, the
force between the poles became 1/x X 1/x, or 1/x2, what it
was before. When Newton dealt with gravitation in 1687,
he showed that the force of gravitational attraction followed
what was to become the inverse square law.

Thus, the Moon is sixty times as far from the Earth’s
center as the Earth’s surface is. The Earth’s gravitational
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1. and 2. An unmagnetized iron needle will be attracted to either
the north or the south pole of a magnet. Once magnetized, however,
one end will be repelled, while the other will attract.

3. Unlike poles (N, S) attract.

4. Like poles (N, N or S, S) repel.

pull at the distance of the Moon is only %o X Yo, or Yas00
of what it is on the Earth’s surface. Nevertheless, this pull
is proportional to the product of the two masses involved,
and the Earth and Moon are so massive that the Earth’s
gravitational pull is still large enough at the distance of the
Moon to hold the Moon in orbit.

For that matter, the Sun can hold the Earth in orbit
across a distance nearly 400 times that between the Earth
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and the Moon. Indeed, huge clusters of galaxies, stretching
across millions of light-years of space are held together by
gravitational pulls.

Yet, as it turns out, the magnetic attraction between
two magnetized needles is trillions of trillions of trillions of
times as strong as the gravitational attraction between
those same two magnetized needles. Why is it, then, that
we are so aware of gravitational pulls and hardly at all
aware of magnetic pulls? Why are astronomical bodies held
together by gravitation, while we never hear of two bodies
held together by some magnetic force?

The answer is that magnetism involves both an at-
traction and a repulsion, both of equal intensity. Gravitation
involves only an attraction. There is no such thing as grav-
itational repulsion.

The world is full of magnets. As we shall see, every
atom is a tiny magnet. The magnets of the Universe are
turned every which way, however, and there is as much
chance of repulsions here and there as attractions. On the
whole, the two cancel each other and, by and large, we are
left with a Universe in which there is not much magnetic
attraction or repulsion overall.

Gravitation, however, involving only an attraction,
simply piles up, so to speak. Although the effect of gravi-
tational pull is so small as to be unnoticeable for ordinary
objects, or even for mountains, by the time you have objects
the size of the Earth, or the Sun, the gravitational pull is
€normous.

Still, magnetism does play its part. Suppose you place
a piece of stiff paper over a magnetized steel bar. Scatter
some iron filings upon the paper and tap it. The tapping
allows the filings to move and to take up some natural
position with respect to the magnet. When this is done, the
filings arrange themselves in a group of curved lines ex-
tending from one pole of the magnet to the other. Pere-
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grinus had noticed this, and, in 1831, the English scientist
Michael Faraday (1791-1867) considered the subject.

To Faraday it seemed that the influence of the magnet
stretched out through space in all directions in a magnetic
field that weakened with distance according to the inverse
square law. Through the field one could draw a vast number
of lines (magnetic lines of force) that marked out regions
where the strength of the magnetic field was the same.
Such lines were followed by the iron filings and were thus
made visible.

That is why magnetic needles in a compass point north
and south. The Earth itself is a magnet, and the needles
line up with the magnetic lines of force that go from one of
Earth’s magnetic poles to the other. (Earth’s magnetic
poles are located in the far north and the far south, but are
a considerable distance from the geographic poles of rota-
tion.) A great many other facts about magnets can be ex-
plained by the concept of the magnetic field and its lines of
force, and Faraday’s notion has remained valid ever since.
(There are also gravitational and electric fields, and lines
of force there, too.)

What about electricity, by the way? The English phys-
icist William Gilbert (ca. 1544-1603) extended Thales’s
work on electrified substances. He explained in a book he
published in 1600 that substances other than amber would
also attract light objects if rubbed. Gilbert called all such
objects electrics.

In 1733, the French chemist Charles Francois de Cis-
ternay Dufay (1698-1739) experimented with rods of glass
and of resin, both of which could be “electrified,” when
rubbed, and made capable of attracting light objects. Both
would then attract small bits of cork, which were, in turn,
electrified.

A piece of cork electrified by glass would attract a piece
of cork electrified by resin. Two pieces of cork, each elec-
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trified by glass, would, however, repel each other; as would
two pieces of cork, each electrified by resin. Dufay con-
cluded, therefore, that there were two types of electricity.
Each repelled itself, but attracted the other, as in the case
of the two types of magnetic poles.

The American scholar Benjamin Franklin (1706-1790)
took this one step further. He suggested, in 1747, that there
was but one type of electricity, which all matter contained
a normal amount of and which was undetectable. If certain
objects were rubbed, however, then some of the electricity
was removed; while if other objects were rubbed, some was
added. Those objects that had an excess might be consid-
ered positively charged, those with a deficiency were neg-
atively charged.

Insuch a case a positively charged object would attract
a negatively charged one because contact would allow the
excess charge in the first to flow into the second and make
up the deficiency there. The two would cancel each other
and leave two uncharged objects behind. (This was actually
observed by Franklin in his experiments.) On the other
hand, two positively charged objects would repel each other
as would two negatively charged objects because in neither
case was there a chance of charge flowing from one to the
other.

It only remained for Franklin to decide which of the
two types of electrically charged bodies had the excess and
which the deficiency. There was no way of telling at the
time, so Franklin chose arbitrarily. He decided that rubbed
glass had an excess and should be considered positive (+),
while rubbed resins had a deficiency and should be consid-
ered negative (—).

Ever since, people working with electric currents have
assumed that current flows from positive to negative. Un-
fortunately, Franklin had had a fifty-fifty chance of guessing
right, and had lost. It was the rod of resin that actually
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had the excess, so that the current really flows from neg-
ative to positive. That doesn’t matter in electrical engi-
neering, however. The results are the same whichever
direction you imagine the current flowing, provided you
stick by your decision and don’t change your mind in
midcourse.

Combining the Phenomena

There are, then, four phenomena that can make them-
selves felt across a vacuum: light, electricity, magnetism,
and gravitation. All four might be pictured as making
use of ether, but are they making use of the same ether,
or does each one have an ether of its own? There was
no way of telling, but sometimes light was pictured as
waves in the luminiferous ether, from a Latin expression
meaning “light carrying.” Might there also turn out to be
an “electriferous,” a “magnetiferous,” and a “gravitiferous”
ether?

To be sure, the differences among the four were not
equally great. Light did not seem either to attract or repel.
Gravitation only attracted. Electricity and magnetism,
however, each both attracted and repelled, and did so in
much the same way with likes repelling and unlikes at-
tracting. Of these last two, one seemed to arise out of the
other.

In 1819, the Danish physicist Hans Christian Oersted
(1777-1851) was lecturing on the electric current and, as a
demonstration (it is not clear what he was trying to show),
he brought a compass near a wire through which an electric
current was flowing. To his own profound surprise, the
compass needle reacted at once, pointing in a direction at
right angles to the flow of current. When Oersted reversed
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the flow of current, the compass needle veered and pointed
in the opposite direction, still at right angles to the current
flow.

Oersted was the first to demonstrate an intimate con-
nection between electricity and magnetism, but did not pro-
ceed in his investigations. Others, who heard of the
demonstration, did, however, and at once.

In 1820, the French physicist Dominique Francois Ar-
ago (1786-1853) showed that a wire carrying an electric
current acted as a magnet and could attract iron filings;
something it would no longer do when the current ceased
flowing. Because the wire was copper, this showed that
magnetism was not necessarily an attribute of iron only,
but might exist in any matter. Scientists began to speak of
electromagnetism.

That same year, another French physicist, André
Marie Ampere (1775-1836), showed that if two parallel
wires had current flowing through each in the same direc-
tion, they attracted each other; if in opposite directions,
they repelled each other.

If you twist a wire into a helix (the shape of a bed-
spring) and send a current through it, the current travels
through each curve in the helix in the same direction. All
of the curves attract one another and each sets up a mag-
netic field, every one reinforcing all of the others. The so-
lenoid (coil of wire) then acts like a bar magnet with a north
magnetic pole at one end and a south magnetic pole at the
other.

In 1823, the British physicist William Sturgeon (1783-
1850) wrapped wire about a U-shaped iron bar. The iron
tended to intensify the magnetic field and, when the electric
current was turned on, it became a surprisingly strong
electromagnet.

In 1829, the American physicist Joseph Henry (1797~
1878) used insulated wire (to prevent short-circuits), wrap-
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ping hundreds of turns of it about an iron bar, to produce
an electromagnet that could lift phenomenal weights of iron
when a current was passed through it.

Faraday then considered the reverse. If electricity
could create magnetism, might not magnetism create elec-
tricity? He inserted an ordinary bar magnet into a helix of
wire that was not connected to any battery that could start
an electric current flowing in it. The magnet, nevertheless,
experienced such a current when the magnet was pushed
in, or pulled out. There was no current when the magnet
was motionless at any point inside the helix. Apparently,
the current flowed through the wire only when the wire
cut across the magnetic lines of force, flowing in one direc-
tion as the magnet went in and in the other direction as it
came out.

In 1831, Faraday worked out a system whereby a cop-
per disc was turned between the poles of a magnet. An
electriccurrent was set up in the disc and flowed continually
as long as the disc turned. It was an effort to keep it turning
because it took work to push the disc across the magnetic
lines of force. As long as this was done, however, by human
or animal muscle, or by falling water, or by the force of
steam produced by burning fuel, mechanical work was
turned into electricity.

This time, it was Henry who reversed the situation.
That same year, he invented the electric motor, in which
the flow of electricity caused a wheel to turn.

All of these discoveries served to electrify the world
(in a literal as well as a figurative sense) and to alter human
society enormously. To scientists, however, the importance
of these discoveries was that they increasingly demon-
strated the close relationship between electricity and mag-
netism.

Indeed, there were those who began to think that there
was a single electromagnetic field, one that, at times,

44



Light

showed its electrical face to the world, and, at times, its
magnetic face. This reached its climax with the work of
Maxwell. Between 1864 and 1873, he worked out the math-
ematical implications of Faraday’s notions of fields and lines
of force, and of the apparent connection of electric and
magnetic fields. Maxwell ended by devising four compar-
atively simple equations (simple to mathematicians, at any
rate) that described all known electrical and magnetic be-
havior. They have been known ever since as Maxwell’s
equations.

Maxwell’s equations (whose validity is confirmed by all
observations made since) show that electric fields and mag-
netic fields cannot exist separately. There is, indeed, only
a combined electromagnetic field with an electric compo-
nent and a magnetic component at right angles to each
other.

If electric behavior and magnetic behavior were similar
in all respects, the four equations would be symmetrical;
they would exist in two mirror-image pairs. In one respect,
however, the two phenomena do not match each other. In
electrical phenomena, positive charges and negative
charges can exist independently of each other. An object
can be either positively charged or negatively charged. In
magnetic phenomena, on the other hand, the magnetic poles
do not exist separately. Every object that shows magnetic
properties has a north magnetic pole at one location and a
south magnetic pole at another location. If a long magne-
tized needle, with a north magnetic pole at one end and a
south magnetic pole at the other, is broken in the middle,
the poles are not isolated. The end with the north magnetic
pole instantly develops a south magnetic pole at the break,
while the end with the south magnetic pole develops a north
magnetic pole at the break.

Maxwell included this fact in his equations, which in-
troduced a note of asymmetry. This has always bothered
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scientists, in whom there is a strong drive for simplicity
and symmetry. This “flaw” in Maxwell’s equations is some-
thing we’ll return to later.

Maxwell showed that from his equations you can dem-
onstrate that an oscillating electric field will produce, inev-
itably, an oscillating magnetic field, which will in turn
produce another oscillating electric field, and so on indefi-
nitely. This is the equivalent of an electromagnetic radiation
moving outward, in wave form, at a constant speed. The
speed of this radiation can be calculated by taking the ratio
of certain units expressing magnetic phenomena to other
units expressing electrical phenomena. This ratio works out
to nearly 300,000 kilometers (186,290 miles) per second,
which is the speed of light.

This could not be a coincidence. Light, it appeared,
was an electromagnetic radiation. Maxwell’s equations thus
served to unify three of the four phenomena known to pass
through a vacuum: electricity, magnetism, and light.

Only gravitation remained outside this unification. It
seemed to have nothing to do with the unified three. Albert
Einstein, in 1916, worked out his general theory of relativ-
ity, which improved on Newton’s concept of gravitation. In
Einstein’s interpretation of gravity, which is now widely
accepted as essentially correct, there should be gravita-
tional radiation in the form of waves, analogous to electro-
magnetic radiation. Such gravitational waves, however, are
much more subtle and feeble, and much more difficult to
detect, than are electromagnetic waves. Despite some false
alarms, they have not yet been detected at this moment of
writing, although virtually no scientist in the field doubts
that they exist.
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Extending the Spectrum

Maxwell’s equations set no limitations on the period of os-
cillations of the field. There could be one oscillation per
second or less, so that each wave would be 300,000 kilo-
meters long, or more. There could also be a decillion oscil-
lations per second or more, so that each wave would be a
trillionth of a trillionth of a centimeter long. And there could
be anything in between.

Light waves, however, represent only a tiny fraction
of these possibilities. The longest wavelengths of visible
light are 0.0007 millimeters long, and the shortest wave-
lengths of visible light are just about half this length. Does
this mean there is electromagnetic radiation we don’t see?

Through most of human history, the question as to
whether light existed that could not be seen would have
been considered a contradiction in terms. Light, by defi-
nition, was something that could be seen.

The German-British astronomer William Herschel
(1738-1822) was, in 1800, the first to show this was not a
contradiction after all. At that time, it was thought that
the light and heat one obtained from the Sun might be two
separate phenomena. Herschel wondered if heat might be
spread out in a spectrum just as light was.

Instead, then, of studying the spectrum by eye, which
noted only the light, Herschel studied it by thermometer,
which measured the heat. He placed the thermometer at
various places in the spectrum and noted the temperature.
He expected that the temperature would be highest in the
middle of the spectrum and that it would fall off at either
end.

That did not happen. The temperature rose steadily as
one progressed away from the violet, and reached its high-
est point at the extreme red. Astonished, Herschel won-
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dered what would happen if he placed the thermometer
bulb beyond the red. He found, to his even greater aston-
ishment, that the temperature rose to a higher figure there
than anywhere in the visible spectrum. Herschel thought
he had detected heat waves.

In a few years, however, the wave theory of light was
established and a better interpretation became possible.
Sunlight has a range of wavelengths that are spread out
by a prism. Our retinareacts to wavelengths of light within
certain limits, but sunlight has some waves that are longer
than that of the visible red, and is therefore to be found
beyond the red end of the spectrum. Our retina won’t re-
spond to such long waves, so we don’t see them, but they
are there, anyway. They are called infrared rays, the prefix
coming from a Latin word meaning “below,” for you might
view the spectrum as going from violet on the top to red
on the bottom.

All light, when it strikes the skin, is either reflected
or absorbed. When absorbed, its energy speeds up the mo-
tion of the molecules in our skin and this makes itself felt
as heat. The longer the wavelength, the deeper it pene-
trates the skin and the more easily absorbed it is. Hence,
although we can’t see the infrared, we can feel it as heat,
and the thermometer, for similar reasons, can record it as
such.

It would help, of course, if it could be shown that in-
frared rays were actually made up of waves like those of
light, but with longer wavelengths. One might allow two
beams of infrared rays to overlap and produce interference
fringes, but no one would be able to see them. Perhaps they
could be detected by thermometer, with the temperature
going up each time the instrument passed through a
“brighter” area, and going down each time it passed
through a “dimmer” one.

In 1830, the Italian physicist Leopoldo Nobili (1784—
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1. Infrared Light. In 1800, when William Herschel placed his ther-
mometer in the dark area beyond the red end of the spectrum, he
was surprised to record the highest temperature.

2. Ultraviolet Light. In 1770, Karl Wilkelm Scheele found that paper
soaked in silver nitrate solution darkened most quickly when ex-
posed to violet light. In 1801, John Wilkelm Ritter exposed the paper
in the dark area beyond the violet and the paper derkened even more
rapidly.

1835) invented a thermometer that would do the job. One
of his co-workers was the Italian physicist Macedonio Mel-
loni (1798-1854). Because glass would absorb a great deal
of the infrared rays, Melloni made use of prisms formed of
rock salt, which is transparent to infrared rays. As a result,
interference fringes were set up and Nobili’s thermometer
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showed that they existed. By 1850, Melloni had demon-
strated that infrared rays showed all of the properties of
light without exception—except that they could not be seen
with the naked eye.

What about the other end of the spectrum, where violet
light deepens into darkness? That story beganin 1614, when
the Italian chemist Angelo Sala (1576-1637) noticed that
silver nitrate, a perfectly white compound, darkened on
exposure to sunlight. This happens, we now know, because
light contains energy and can force apart the molecule of
silver nitrate, producing finely divided silver, which ap-
pears black.

About 1770, the Swedish chemist Karl Wilhelm Scheele
(1742-1786) went into the subject in more detail, making
use of the solar spectrum, which wasn’t known in Sala’s
time. He soaked thin strips of white paper in solutions of
silver nitrate, let them dry, and placed them in various
parts of the spectrum. He found that the strips of paper
darkened least quickly in the red, more quickly as one went
farther and farther from the red, and most quickly in the
violet. This happens (as we now know, for reasons that will
be explained later) because light increases in energy as one
goes from red to violet.

Once Herschel discovered infrared rays in 1810, how-
ever, it occurred to the German chemist Johann Wilhelm
Ritter (1776-1810) to check the other end of the spectrum.
In 1801, he soaked strips of paper in silver nitrate solution
and repeated Scheele’s experiment except that he placed
strips of paper beyond the violet, where no light was visible.
As he suspected they might, the strips of paper darkened
in this lightless region even more rapidly than they would
in violet light. This represented the discovery of ultraviolet
rays, where the prefix is from the Latin for “beyond.”

Infrared and ultraviolet radiation existed just at the
borders of the visible spectrum. Maxwell’s equations made
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it seem that there could be radiation far beyond the borders.
If such radiation could be found, then Maxwell’s equations
would be supported very strongly, for without them no one
would have suspected such radiation might exist.

In 1888, the German physicist Heinrich Rudolf Hertz
(1857-1894) made use of a rectangular wire, with a gap in
it, as a detecting device. He set up an oscillating electric
current in his laboratory. As the electric current oscillated,
moving first this way, then that, it should emit electro-
magnetic radiation, with the radiation wave moving up
while the current is going one way and then down when it
is moving the other way. Such an electromagnetic wave
should have a very long wavelength because even if the
oscillating electric current changes direction every small
fraction of a second, light can move quite far between
changes.

Hertz’s rectangular wire would gain an electric current
if the electromagnetic wave crossed it, and there would be
a spark across the gap. Hertz got his spark. In addition,
as he moved his rectangular wire here and there in the
room he got a spark where the wave was very high or very
low, but no spark where it was in between. In this way,
he could map the wave and determine its length.

Hertz had discovered what came to be called radio
waves, which lay far beyond the infrared radiation and
could have wavelengths of anywhere from centimeters to
kilometers.

No one questioned Maxwell’s equations after that. If
there was a luminiferous ether, it carried electricity and
magnetism also. If there was another ether, it existed only
for gravitation.

In 1895, by the way, electromagnetic radiation was
discovered far beyond the ultraviolet, with wavelengths
exceedingly small; but we will get to that later, after we
consider a few other matters.
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Dividing Energy

Electricity, magnetism, light, and gravitation are all forms
of energy, where energy is anything that can be made to
do work. These forms of energy certainly seem different
from one another, but one can be turned into another. As
we have already seen, electricity can be turned into mag-
netism, and vice versa, and a vibrating electromagnetic
field can produce light. Gravitation can cause water to fall,
with the falling water turning a turbine that can force a
conductor through magnetic lines of force to produce elec-
tricity. Interconversions of energy and work represent the
field of thermodynamics.

Such conversions are never completely efficient. Some
energy is always lost in the process. The lost energy does
not, however, disappear, but makes its appearance as heat,
which is still another form of energy. If heat is taken into
account, then no energy is ever totally lost, nor does any
energy ever appear out of nowhere. In other words, the to-
tal amount of energy in the Universe seems to be constant.

This is the law of conservation of energy, or the first
law of thermodynamics, which was finally placed in com-
pelling terms in 1847 by the German physicist Hermann
Ludwig Ferdinand von Helmholtz (1821-1894).

In a way, heat is the most fundamental form of energy,
for any other form of energy can be converted completely
into heat, while heat cannot be converted completely into
nonheat energy. For this reason, heat is the most conve-
nient phenomenon through which to study thermody-
namics; a word, by the way, which is from the Greek for
“movement of heat.”

Heat had been closely studied by scientists ever since
the first truly practical steam engine had been invented, in
1769, by the British engineer James Watt (1736-1819).
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Once the law of conservation of energy was understood,
the study of heat became even more intense.

After the advent of the steam engine, there were two
theories of the nature of heat. Some scientists thought of
it as a type of subtle fluid that could travel from one piece
of matter to another. Others thought of heat as a form of
motion, of atoms and molecules moving or vibrating.

The latter suggestion, or the kinetic theory of heat
(where kinetic is from a Greek word for “motion”), was
finally established in the 1860s as the correct one when
Maxwell and the Austrian physicist Ludwig Eduard Boltz-
mann (1844-1906) worked it out mathematically. They
showed that everything that was known about heat could
be interpreted satisfactorily by dealing with atoms and mol-
ecules that were moving or vibrating. As in the case of
gases, the average speed (or, better, “velocity”) of motion
or vibration of the atoms and molecules making up anything
is the measure of its temperature if the mass of the atoms
and molecules is also taken into account. The total kinetic
energy (which takes into account both mass and velocity)
of all of those moving particles is the total heat of the
substance.

Naturally, then, the colder an object gets, the slower
the motion of its atoms and molecules. Ifit gets cold enough,
the kinetic energy of the particles reaches a minimum. It
can then get no colder, and the temperature is at absolute
zero. This notion was first proposed and made clear in 1848
by the British mathematician William Thomson (1824~
1907), better known by his later title of Lord Kelvin. The
number of Celsius degrees above absolute zero is the ab-
solute temperature of a substance. If absolute zero is equal
to —273.15° C, 0° C is equal to 273.15° K (for Kelvin) or
273.15° A (for absolute).

Any body at a temperature higher than that of its
surroundings tends to lose heat as electromagnetic radia-
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tion. The higher the temperature, the more intense the
radiation. In 1879, the Austrian physicist Joseph Stefan
(1835-1893) worked this out exactly. He showed that the
total radiation increased as the fourth power of the absolute
temperature. Thus, if the absolute temperature was in-
creased two times, say from 300° K to 600° K (that is, from
27° C to 327° C), then the total radiation would be increased
2 x 2 %2 x 2 or 16 times.

Formerly, about 1860, the German physicist Gustav
Robert Kirchhoff (1824-1887) had established the fact that
any substance at a temperature lower than that of its sur-
roundings would absorb light of particular wavelengths,
and would then emit those same wavelengths when its tem-
perature rose above that of its surroundings. It follows that
if a substance absorbs all wavelengths of light (a “black
body,” in that it reflects none of them), it will emit all
wavelengths when heated.

No object actually absorbs all wavelengths of light, in
the usual sense of the word, but an object with a small hole
in it does so after a fashion. Any radiation that finds its
way into the hole is not likely to find its way out again and
is finally absorbed in the interior. Therefore, when such an
object is heated, black-body radiation—all of the wave-
lengths—should come pouring out of the hole.

This notion was first advanced by the German physicist
Wilhelm Wien (1864-1928) in the 1890s. When he studied
such black-body radiation, he found that a wide range of
wavelengths was emitted, as was to be expected, and that
the very long and very short wavelengths were low in quan-
tity, with a peak somewhere in between. As the temper-
ature rose, Wien found that the peak moved steadily in the
direction of shorter wavelength. He announced this in 1895.

Stefan’s law and Wien’s law fit our experience. Suppose
an object is at a temperature a little higher than that of
our own body. If we put our hands near that object, we
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can feel a little warmth radiating from it. As the temper-
ature of the object rises, the radiation becomes more no-
ticeable and the peak radiation is at a shorter wavelength.
A kettle of boiling water will deliver considerable warmth
if our hand is placed near it. If temperature is raised still
higher, an object will eventually give off perceptible radia-
tion at wavelengths short enough to be recognized by our
retina as light. We first see red light because that is the
light with the longest wavelength, and is the first to be
emitted. The object is then red-hot. Naturally, most of the
radiation is still in the infrared, but the tiny fraction that
comes off in the visible portion of the spectrum is what we
notice.

As the object continues to rise in temperature, it glows
more and more brightly. The color changes, too, as more
and more of the shorter-wave light is emitted. As the object
continues to grow still hotter, it becomes even brighter and
the color undergoes another change as more, and shorter,
wavelengths of light are emitted. The glow becomes more
orange, and then yellow. Eventually, when something is as
hot as the Sun’s surface, it is white-hot, and the peak of the
radiation is actually in the visible light region. If it grows
still hotter, it becomes blue-white, and, eventually, al-
though it is brighter than ever (assuming we can look at it
without destroying our eyes in the same instant), the peak
is in the ultraviolet.

This heat/light progression created a problem for nine-
teenth-century scientists because it was difficult to make
sense out of the pattern of black-body radiation. Toward
the end of the 1890s, the British physicist John William
Strutt, Lord Rayleigh (1842-1919), assumed that every
wavelength had an equal chance of being radiated in black-
body radiation. On that assumption, he worked out an equa-
tion that showed quite well how the radiation would in-
crease in intensity as one went from very long wavelengths
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to shorter wavelengths. This equation, however, didn’t pro-
vide for a peak wavelength, to be followed by a decline, as
one approached still shorter wavelengths.

Instead, the equation implied that the intensity would
continue going up without limit as the wavelengths got
shorter. This meant that any body should radiate chiefly in
the short wavelengths, getting rid of all of its heat in a
blast of violet, ultraviolet, and beyond. This is sometimes
called the violet catastrophe. But the violet catastrophe
does not take place, so there must be something wrong
with Rayleigh’s reasoning. Wien himself worked out an
equation that would fit the distribution of short wave-
lengths of black-body radiation, but it wouldn’t fit the long
wavelengths. It seemed as though physicists could explain
either half of the radiation range, but not the whole.

The problem was taken up by the German physicist
Max Karl Ernst Ludwig Planck (1858—-1947). He thought
there might be something wrong with Rayleigh’s assump-
tion that every wavelength had an equal chance of being
radiated in black-body radiation. What if the shorter the
wavelength, the less the chance of its being radiated?

One way of making this seem plausible is to suppose
that energy is not continuous and can’t be broken up into
smaller and smaller pieces forever. (Until Planck’s time,
the continuity of energy had been taken for granted by
physicists. No one had wondered if energy, like matter,
might consist of tiny particles that couldn’t be divided
further.)

Planck assumed that the fundamental bit of energy was
larger and larger as the wavelength grew smaller and
smaller. This meant that for a given temperature, the ra-
diation would rise in intensity as wavelengths grew shorter,
just as the Rayleigh equation indicated. Eventually,
though, for wavelengths shorter still, the mounting size of
the energy unit would increase the difficulty of getting
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enough energy into one place in order to radiate it. There
would be a peak, and as the wavelengths continued to de-
crease, the radiation would actually decline.

As the temperature went up and the heat grew more
intense, it would be easier to radiate the larger energy units
and the peak would move in the direction of shorter wave-
lengths, just as Wien’s law would require. In short, the use
of the energy units that Planck postulated completely
solved the problem of black-body radiation.

Planck called these energy units quanta (quantum in
the singular), which is a Latin word meaning “how much?”
What counted, after all, in the answer to the black-body
radiation puzzle was how much energy there is in the quanta
of different wavelengths of radiation.

Planck advanced his quantum theory, and the equation
it made possible for black-body radiation (which agreed
with the actual observations both for long wavelengths and
short wavelengths), in 1900. This theory proved so impor-
tant—far more important than Planck, at the time, could
possibly imagine—that all of physics prior to 1900 is called
classical physics, and all of physics after 1900 is called mod-
ern physies. For his work on black-body radiation, Wien

received a Nobel prize in 1911, and Planck received one in
1918.

57



5
ELECTRONS

Dividing Electricity

Early experiments on electricity dealt with objects that
carried rather small electric charges. In 1746, however, the
Dutch physicist Pieter van Musschenbroek (1692-1761),
working at the University of Leyden, invented something
called the Leyden jar, in which a great deal of electric
charge could be pumped.

The greater the charge, the greater the pressure for
discharge. If a Leyden jar is touched to some object, the
electricity flows into the object and the jar is discharged.
(If touched to a human being, that human can receive a
flow of electricity that will surely be painful.)

If a Leyden jar carries a sufficiently large electric
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charge, direct contact need not be made. Under such con-
ditions, if the Leyden jar merely approaches an object that
will discharge it, the electric charge can force its way from
the Leyden jar to the other object through the interven-
ing air.

The result is a flash of light and a crackle. The light is
not the electricity itself; rather, the electricity, whatever
it is, heats the air as it passes through, and the air grows
momentarily hot enough to radiate light. The heat also ex-
pands the air and, after the discharge is complete, the ex-
panded air contracts again and the crackling sound results.

Some people saw a similarity between the light and
crackle of a discharging Leyden jar and the lightning and
thunder in the clouds during a storm. Could lightning and
thunder be the discharge of a gigantic Leyden jar arrange-
ment in the clouds?

In 1752, Benjamin Franklin proved this was so by
flying a kite in a thunderstorm, leading the charge of the
lightning down a cord and into an uncharged Leyden jar.
The resultant charged Leyden jar showed that electricity
from the sky had the same properties as electricity pro-
duced on Earth.

But what about the electricity itself that hides inside
the charged body, or inside the light produced by heated
air? One answer would be to discharge electricity through
a vacuum in order to see what the bare electricity looked
like. As early as 1706, an English physicist, working with
charged objects far less intense than a Leyden jar, managed
to get a discharge across an evacuated vessel, obtaining
light as he did so.

In those days, however, evacuating a vessel was still
only imperfectly possible. A remnant of air would be left
inside, and that would be enough to glow as a result of the
passage of the electricity. It was not the electricity itself.
In order to get bare electricity, two things were needful.
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1. If you could see an atomic nucleus from the perspective of an
orbiting electron, the nucleus might appear as a tiny dot at a great
distance.

2. Even though they have charges of equal but opposite magnitude,
an electron has only ¥i.ss the mass of a single proton.

One was a vessel that was so well evacuated that the traces
of air inside would not be enough to interfere with the
electricity. The second was a way of forcing electricity in
quantity through a good vacuum. A Leyden jar might do
here, but its discharge lasted for only a moment. Was there
a way of keeping the electricity going for a considerable
period of time?

The second problem was solved in 1800 by the Italian
physicist Alessandro Giuseppe Volta (1745-1827). He
showed that electricity could be produced when two differ-
ent metals were both dipped into a salt solution. This was
accompanied by a chemical reaction, and as long as the
chemical reaction proceeded, electricity continued to be
produced. If some of the electricity was drawn off through
a wire, the electricity would flow through the wire as long
as it was being produced by the chemical reactions.
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As a result, it became possible to have an electric cur-
rent, instead of merely a stationary electric charge. To
produce a large electric current, Volta made use of a series
of two-metal combinations with salt water between. Any
of a series of similar objects is called a battery. Volta had
invented an electric battery.

As soon as Volta announced his discovery, scientists
began constructing bigger and better batteries, and within
a generation Faraday worked out a method for producing
an electric current, much more cheaply, by burning fuel.
There was then no problem of setting up electric currents
with enough force to move across a good vacuum—if a good
vacuum could be supplied.

The supplier was the German inventor Johann Hein-
rich Wilhelm Geissler (1814—1879), who, in 1855, invented
an air pump that was a marked improvement on all of the
pumps used previously. Instead of using mechanical devices
involving moving parts, Geissler used only rising and falling
levels of mercury. The mercury trapped a bit of air with
each change in level and removed it. It was a slow process,
but by the time this mercury air pump was done, over 99.9
percent of the air in a vessel had been removed.

Geissler, who was an expert glass blower, blew vessels
that had two pieces of metal sealed into opposite ends, and
these vessels were evacuated. Such vessels were named
Geissler tubes by Geissler’s friend and co-worker, the Ger-
man physicist Julius Pliicker (1801-1868). Pliicker con-
nected the two pieces of metal sealed in the tube to opposite
poles of an electricity-generating device. One of these metal
pieces, therefore, became positively charged and was called
the anode, while the other became negatively charged and
was called the cathode.

These words were first used by Michael Faraday. The
positively charged anode is from Greek words meaning “up-
per way,” and the negatively charged cathode from Greek
words meaning “lower way.” Since Benjamin Franklin’s
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time, electricity was thought to flow from positive to neg-
ative; that is, from anode (upper) to cathode (lower), like
water flowing from an upper level to a lower one.

Plucker forced electricity through the vacuum of a
Geissler tube and now there was simply not enough air to
make a visible glow—but there was a glow anyway. It was
a greenish glow in the neighborhood of the cathode, always
the cathode. Pliicker reported his observations in 1858, and
this was the first indication that Franklin might have made
a wrong guess, and that electricity flowed not from anode
to cathode but from cathode to anode.

Could that greenish glow represent the bare electric
current itself? Pliicker wasn’t sure. He thought it might be
pieces of the metal broken off and glowing, or that it might
be the tiny wisps of gas still left in the vessel.

The German physicist Eugen Goldstein (1850-1930)
studied the phenomenon carefully and found that it didn’t
matter what gas was in the vessel before it was evacuated.
It also didn’t matter what metal the anode and cathode
were made of. The only thing that was the same in all cases
was the electric current, so Goldstein maintained that the
glow was associated with the current itself. In 1876, he
called the vacuum-crossing material cathode rays.

This name implied that the current was emitted by the
cathode and traveled to the anode. Indeed, the glass glowed
on the anode side of the tube as though the cathode rays
were striking and energizing it.

In 1869, the German physicist Johann Wilhelm Hittorf
(1824-1914), who had been a student of Pliicker, showed
that if a solid object were sealed into the tube in front of
the cathode, there would be a shadow of the object against
the glow at the anode end. Clearly, something was traveling
from the cathode, and some of it was stopped by the solid
object.

The British physicist William Crookes (1832-1919) de-
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1. In 1858, Julius Pliicker reported a greenish glow around the
negatively charged cathode in the near vacuum of a Geissler tube.
This was the first indication that Ben Franklin's guess about the
direction of current flow might be wrong.

2. In 1876, Eugen Goldstein maintained that the glow was associated
with the current itself. He called the vacuum-crossing material cath-
ode rays. Current flows from the cathode to the anode.

vised still better devices for making a vacuum and, in 1878,
produced a Crookes tube, in which the remaining air was
only Ys.000 that in Geissler tubes. (All such tubes came to
be grouped together as cathode-ray tubes.) The cathode
rays now showed up more clearly, and Crookes could dem-
onstrate that they moved in straight lines, and that they
could even be made to turn a little wheel.
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But what was it that flowed out of the cathodes? Did
the cathode rays consist of particles or of waves? Both
possibilities found support among scientists in a reprise of
the type of argument about light between Newton and Huy-
gens. The arguments in favor of particles for the cathode
rays were somewhat the same as those in the case of light,
the chief one being that the cathode rays cast sharp
shadows.

The fact that the particle notion had been decisively
defeated in the case of light made a number of scientists
hesitate, however, to be caught on what might again be
the losing side. (Generals are often accused of always being
prepared for the previous war. Scientists are human, and
they remember past battles, too, and sometimes have a
tendency to bring old experiences to bear on new
phenomena.)

The strongest voice in favor of the cathode rays being
waves was that of Hertz, the discoverer of radio waves. In
1892, he showed that cathoderays could penetrate thin films
of metals. It didn’t seem to him that particles ought to be
able to do so, but waves might, of course, because if the
metal films were thin enough, even light waves could pen-
etrate them.

Hertz’s pupil Philipp Eduard Anton von Lenard (1862—
1947) even prepared a cathode-ray tube with a thin, alu-
minum “window.” The cathode rays were able to spray
through the window and emerge into the open air. If the
cathode rays were waves of very short length, they would
travel in straight lines and cast sharp shadows, just as light
waves do. For a while in the early 1890s, the notion of
cathode rays as waves was therefore riding high.

And yet if the cathode rays were emerging from the
negatively charged cathode, might they not be carrying a
negative electric charge? If so, that might well indicate that
cathode rays were not waves, for no wave known at that
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time carried any electric charge, however small. And if
cathode rays did carry an electric charge, they ought to be
affected by an electric field.

In 1883, Hertz tested the hypothesis. He passed cath-
ode rays between two parallel metal plates, one of which
was positively charged and one negatively charged. If the
cathode rays were charged, they should veer out of their
straight-line paths, but they did not. Hertz concluded that
they were uncharged, and that, too, was a point in favor
of waves.

What Hertz didn’t realize, however, was that the cath-
ode rays were traveling far more quickly than he expected,
so that they got past the plates before they had a chance
to veer perceptibly. This could have been taken care of if
the plates were sufficiently highly charged, but they
weren’t. The combination of speedy cathode rays and
weakly charged plates made the deviation from straight-
line path imperceptible, so that Hertz's conclusion wasn’t
valid. (Scientific experiments are not always the last word.
A particular experiment, however honestly and intelli-
gently conducted, can yield the wrong answer for any of a
variety of reasons. That is why it is important that exper-
iments be checked by other scientists, using other instru-
ments, other conditions, and, if possible, other ideas.)

Thus, in 1895, Perrin (who, in the following decade,
was to demonstrate the reality of atoms) showed that cath-
ode rays could impart a large negative charge to a cylinder
on which they fell. It was hard to see how cathode rays
could carry a negative charge from the cathode to the cyl-
inder without themselves possessing the negative charge
while they traveled. This seriously weakened Hertz's
finding.

Then the British physicist Joseph John Thomson
(1856—1940) decided to try repeating Hertz's experiment
with electrically charged plates. Thomson had the advan-
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tage of knowing how rapidly cathode rays moved. In 1894,
he had estimated that they moved at a speed of 200 kilo-
meters (125 miles) per second. What’s more, he had a more
effectively evacuated vacuum tube than Hertz had had, and
he used electrically charged plates with a considerably
stronger charge.

In 1897, Thomson allowed cathode rays to speed be-
tween his charged plates and found that the electric field
induced a distinct curvature away from the negatively
charged plate and toward the positively charged one. That
convinced him, and it convinced physicists, generally, that
cathode rays consisted of speeding cathode-ray particles,
each carrying a negative electric charge.

The verdict here was the reverse of that in the case
of light. Where light was concerned, waves had won
out over particles. With cathode rays, particles had won
out over waves. (As we shall see, however, neither victory
was absolute. It often happens in science that the choice
between alternatives is not as clearcut as it might at first
seem.)

Cathode-Ray Particles

The degree to which a charged particle is deflected by an
electric field depends on three things: the size of the electric
charge carried by the particle, the speed at which the par-
ticle travels, and the mass of the particle. The deflection
of a charged particle by a magnetic field depends on the
same three factors, but in a different fashion from the de-
flection by an electric field. If Thomson measured both types
of deflection, it would be possible from the two measure-
ments, taken together, to work out the ratio of the charge
to the mass of the particles. Given that, if you knew the
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size of the electric charge of the particles, you could then
work out their mass.

The electric charge was also not entirely impossible to
work out. Faraday had made extensive studies of the way
in which electrical currents induced chemical reactions, and
he had established the laws of electrochemistry in 1832.
From these laws, and from careful measurements of the
amount of electricity required to bring about the deposition
of a known mass of metal from a solution of its compounds,
it was possible to calculate the size of the electric charge
required to deposit a single atom of the metal.

There seemed no great risk in deciding that the electric
charge involved in the chemical change of a single atom
might be the smallest electric charge that could exist. It
was reasonable, therefore, to suppose that a cathode-ray
particle would carry this smallest electric charge. In other
words, a cathode-ray particle would be to electricity what
an atom is to matter—or, as was about to be discovered,
what a quantum is to energy.

Taking this assumption and the measured deflections
of cathode rays by an electric field and by a magnetic field
of known strength, Thomson could calculate the mass of a
single cathode-ray particle, and did so. He was awarded a
Nobel prize in 1906 for this accomplishment.

The results were surprising. As far as atoms of matter
are concerned, the smallest atom known in Thomson’s day
(and in our own) was the hydrogen atom. Indeed, we are
now quite certain that an ordinary hydrogen atom is the
smallest atom that can possibly exist. The cathode-ray par-
ticle, however, turned out to have a mass far smaller than
that of the hydrogen atom. It has a mass only Y1s37 that of
the smallest atoms.

For a century, scientists had been quite certain atoms
were the smallest things that could exist, and that the
smallest atom would therefore be the smallest anything
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that had mass. Now that thought was shattered; or, at
least, it had to be modified, but the modification might not
have to be very great. It was possible to argue, after Thom-
son’s experiments, that atoms were still the smallest pieces
of matter that could exist. Electricity, it might be said, was
not matter, but a form of energy that was much more subtle
than matter. It should not be surprising, from that point
of view, that these cathode-ray particles, which might be
viewed as “atoms of electricity,” were much smaller than
atoms of matter.

It was the smallness of the cathode-ray particle that
might account for the fact that an electric current could
flow through matter, or that cathode-ray particles could
themselves pass through thin films of metals. The passage
of these particles through metal had been taken as strong
evidence that they could not be particles, but at the time
of the first discovery of such passage, there had been no
idea of how small those particles were. (Experiments can
mislead even the best scientists if some key bit of knowl-
edge is missing.)

Because the cathode-ray particle is far smaller than
any atom, it is termed a subatomic particle. It was the first
subatomic particle to be discovered, and was to be the first
of a flood of them that would completely change our minds
about the structure of matter. Their discovery increased
our knowledge, revolutionized our technology, and utterly
changed our way of life. (The topic of technology and our
way of life is outside the scope of this book, but the fact is
worth mentioning. No matter how ivory-towerish scientific
discoveries might seem, there is always a good chance that
they will affect us in many crucial ways.)

What does one call a cathode-ray particle? Naming
something does not increase our knowledge concerning it,
but it makes it easier to refer to it and to discuss it. In
1891, the Irish physicist George Johnstone Stoney (1826—
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1911) had suggested that the minimum electric charge that
one could deduce from Faraday’s laws be called an electron.
Thomson liked the name and applied it to the particle rather
than to the electric charge it carried. The name has stuck
and become very familiar even to the nonscientific public
(think of all the electronic devices, such as television sets
and record players, that we deal with). We might say, then,
that Thomson discovered the electron in 1897.

X Rays

In the previous chapter I mentioned that electromagnetic
radiation lying far beyond the ultraviolet in the shortwave
direction was eventually discovered. I did not go into detail
then, but the time has now come when we can discuss it.

In the 1890s, the German physicist Wilhelm Konrad
Roentgen (1845-1923) was working on cathode rays in his
own unique way. He did not concern himself, as Hertz and
Thomson had, with their nature, but with their effect on
certain chemicals. Cathode rays, impinging on those chem-
icals, caused them to luminesce. That is, the chemicals
gained energy from the cathode rays and then lost that
energy again in the form of the radiation of visible light.

One of the chemicals that luminesced upon the im-
pingement of cathode rays was a compound called barium
platinocyanide. Roentgen had sheets of paper coated with
that compound in his laboratory.

The luminescence was quite faint and, in order to ob-
serve it as well as possible, Roentgen darkened the room
and enclosed the experimental apparatus within sheets of
black cardboard. He could then peer into an enclosure that
was totally dark, and when he turned on the electric cur-
rent, the cathode rays would pass along the tube, penetrate

69



Atom

the thin, far wall, fall upon a chemically coated paper, and
initiate luminescence that he could see and study.

On November 5, 1895, Roentgen turned on the current
and, as he did so, a dim flash of light that was not inside
the apparatus caught the corner of his eye. He looked up
and there, quite a distance from the apparatus, was one of
the sheets, covered with barium platinocyanide, luminesc-
ing briskly.

Roentgen turned off the current and the coated paper
darkened. He turned it on and the coated paper glowed
again. He took the paper into another room and pulled down
the blinds in order to darken the room. When he turned on
the cathode-ray tube, the coated paper glowed in this room.

Roentgen decided that the cathode-ray tube was pro-
ducing radiation that was not cathode rays—a radiation that
could penetrate cardboard, and even the wall between two
rooms, as cathode rays could not. He published his first
report on this new radiation on December 28, 1895, and
because he had no idea of the nature of the radiation, he
called it X rays. The name has clung to the radiation ever
since. For this discovery, Roentgen received a Nobel prize
in 1901, the first year in which such prizes were given out.

Now the same problem and uncertainty arose over
X rays that had previously arisen over light and over cath-
ode rays. Some physicists thought X rays were streams
of particles, some thought they were waves. Of those
who thought they were waves, some (like Roentgen him-
self) thought they were longitudinal waves, like sound
waves. Others thought they were transverse waves, like
light waves. If they were transverse waves, they might be
a type of electromagnetic radiation with wavelengths far
shorter than ultraviolet, just as the recently discovered
radio waves had wavelengths far longer than the infrared.

The problem was how to decide among the alterna-
tives. Light had been shown to be waves because it dis-
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played interference. In order to demonstrate the
interference, light had been passed through two closely
spaced slots. The interference could be made more pro-
nounced by using diffraction gratings, glass plates on which
very finely spaced parallel scratches were made. Light
passing through the intervals between the scratches pro-
duced clearly visible interference phenomena, allowing
wavelengths to be measured with great precision.

The shorter the wavelength, however, the finer the
spacing between the scratches must be. Diffraction gratings
wouldn’t work on X rays if they were transverse waves
with extremely short wavelengths. It then occurred to the
German physicist Max Theodor Felix von Laue (1879-1960)
that it was not necessary to try to manufacture a diffraction
grating with impossibly closely spaced scratches. Nature
had already done the job.

Crystals consist of atoms and molecules of a substance
arranged in an all but endless even array. This can be in-
ferred from the shapes of crystals and from their tendency
to break in certain planes in such a way as to retain their
shapes. It is as though they break “with the grain” along
a plane that lies between two adjacent layers of atoms of
molecules. Why should not X rays, Laue reasoned, pene-
trate the crystals between thelayers? A crystal might serve
as a diffraction grating with scratches no wider apart than
the layers of its atoms, and this might show interference
effects for X rays.

If X rays were to go through an object in which atoms
and molecules were scattered in random disorder, the X
rays would be scattered this way and that, in random fash-
ion. There would be a uniform shadowing effect, darkest
at the center and growing lighter as one moved outward
in all directions.

If X rays were to go through a crystal with orderly
layers of atoms and molecules, the X rays’ diffraction pat-
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terns would be set up and the photographic plate would
show distinet spots of light and shadow forming a sym-
metrical pattern about the center.

In 1912, Laue tried the experiment of passing X rays
through a crystal of zinc sulfide. It worked perfectly, the
X rays behaving exactly as they would be expected to if
they were very short transverse waves. That settled the
issue and, in 1914, Laue received a Nobel prize for his work.

The British physicist William Henry Bragg (1862-
1942), together with his son, William Lawrence Bragg
(1890-1971), a physics student at Cambridge, saw that
X-ray diffraction could be used to determine the actual
wavelength of X rays if the distance between the layers of
atoms in the crystal diffracting the rays were known. This
they accomplished in 1913, showing that the wavelength of
X rays was anywhere from %o to %s0,000 the wavelength of
visible light. For this they shared a Nobel prize in 1915.

Electrons and Atoms

It is clear, when one stops to think of it, that electrons
might exist in matter. Suppose we consider the early stud-
ies of electricity, when one simply built up an electric charge
by rubbing a glass rod or a piece of amber. Might this not
be because electrons travel from the object being rubbed
to the object doing the rubbing, or vice versa? Any sub-
stance that gets extra electrons forced into it will accu-
mulate a negative charge, and any substance that loses
some of its electrons will accumulate a positive charge. And
if so, the electrons have to be in the matter to begin with
if they are going to be transferred one way or the other.
Again, an electric current might consist of electrons
moving through the material in which the current exists.
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Thus, in a cathode-ray tube, when the electric current
reaches the cathode, electrons accumulate there (giving it
a negative charge, which is what makes it a cathode) and
are forced into the vacuum as a stream of cathode-ray
particles.

The electrical impulse travels at the speed of light, so
that if you have wires strung from a telephone in New York
to one in Los Angeles, a voice can modulate the electric
flow in New York, which will then reproduce the voice in
Los Angeles about Ye of a second later. The electrons them-
selves, however, bumping from atom to atom, travel much
more slowly.

This is analogous to what happens when you flick a
checker against a long line of similar checkers. As the
checker you flick strikes the first in the long line, the last,
at the other end of the line, flies away almost at once. The
checkers in the middle barely move, but the impulse of
compression and expansion moves along the line of checkers
at the speed of sound and ejects the last checker.

Still, though it seemed quite likely that electrons might
well exist in matter, it was somehow taken for granted that
these particles of electricity existed quite apart from, and
independently of, atoms, which were pictured as feature-
less and indivisible.

Information gathered from chemical experiments dur-
ing the 1800s certainly made it seem that atoms were in-
divisible, but that they were featureless was a mere
assumption. Nevertheless, scientists are human, and in sci-
ence, as in other facets of human thought, an assumption
that has been held long enough sometimes takes on the
force of cosmic law. People forget that it is only an as-
sumption and find it difficult to consider the possibility that
it might be wrong.

In this connection, consider the manner in which an
electric current can pass through some solutions and not
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others. This phenomenon was first studied systematically
by Michael Faraday.

Thus, a solution of table salt (sodium chloride) will
conduct electricity, as Volta found when he constructed the
first electric battery. Sodium chloride is therefore an elec-
trolyte. An electric current will not pass through a solution
of sugar; therefore, sugar is a nonelectrolyte.

From his experiments, Faraday decided that some-
thing in the solution carried negative charges in one direc-
tion and positive charges in the other. He didn’t know
exactly what it was that carried the charge, but he could
give it a name. He called the charge carriers ions, from a
Greek word meaning “wanderers.”

In the 1880s, a young Swedish chemical student,
Svante August Arrhenius (1859-1927), tackled the problem
in a novel way. Pure water has a certain fixed freezing
point at 0° C. Water that has a nonelectrolyte dissolved in
it (say, sugar) freezes at slightly below 0° C. The more
sugar dissolved in the water, the lower the freezing point.
In fact, the lowering of the freezing point is proportional
to the number of molecules of sugar dissolved in it. This
holds true for other nonelectrolytes, too. The same number
of molecules of any nonelectrolyte in solution will lower the
freezing point by the same amount.

The situation is different with electrolytes. If sodium
chloride is dissolved in water, then the freezing point is
lowered just twice as much as it ought to be, considering
the number of molecules in solution. Why should that be?

Sodium chloride has a molecule made up of one atom
of sodium (Na) and one of chlorine (Cl), so that its formula
is NaCl. When sodium chloride is dissolved in water, Ar-
rhenius suggested, it breaks up, or dissociates, into those
two atoms, Na and Cl. For every molecule of NaCl outside
of solution, you have two half molecules, Na and Cl, so to
speak, in solution. There would be twice as many particles
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in solution as was thought, and there would be twice the
lowering of the freezing point. (Molecules made up of more
than two atoms might break up into three or even four
parts and produce three, or even four, times the expected
lowering of the freezing point.)

A molecule of ordinary sugar has a molecule consisting
of 12 carbon atoms, 22 hydrogen atoms, and 11 oxygen
atoms, or 45 atoms altogether. When it dissolves in water,
however, it does not dissociate, but remains in full molec-
ular form. Therefore, there are only the expected number
of molecules in solution and the freezing point is lowered
only by the expected amount.

When sodium chloride dissociates, however, it can’t
possibly break up into ordinary sodium and chlorine atoms.
The properties of sodium and chlorine atoms are known,
and are not to be found in a salt solution. Something must
happen that makes the sodium and chlorine of dissociated
sodium chloride different from ordinary sodium and chlo-
rine.

To Arrhenius, it seemed the answer was that each
dissociated fragment of the sodium chloride molecule car-
ried an electric charge and that they were the ions that
Faraday had spoken of. From the results of the experiment
involving an electric current passing through a sodium chlo-
ride solution, it was easy to argue that each sodium particle
formed through dissociation carried a positive charge and
was a sodium ion that could be symbolized as Na*, while
each chlorine particle carried a negative charge and was a
chloride ion, symbolized as C1~. It was because electrolytes
tended to dissociate into such charged fragments that they
were electrolytes and could conduct an electric current.

Sodium ions and chloride ions had properties far dif-
ferent from uncharged sodium atoms and chlorine atoms.
That is why a salt solution is a mild substance, while sodium
and chlorine, themselves, are both dangerous to life. Non-
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1. and 2. When ordinary table salt, sodium chloride (NaCl), dis-
solves in water, it dissociates into positively charged sodium ions,
Na*, and negatively charged chloride ions, Cl-.

3. Atoms in and out of solution.

electrolytes, such as sugar, not being dissociated, have no
charged fragments that can carry an electric charge, and
therefore do not conduct an electric current.

In 1884, Arrhenius prepared his theory of ionic dis-
sociation as a thesis for the degree of Doctor of Philosophy.
The examining committee greeted the thesis with coldness,
for they were not prepared to accept any theory that spoke
of atoms that carried an electric charge. How could atoms
carry an electric charge when atoms were featureless and
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incapable of modification? (They were helpless in the grip
of the assumption.)

The committee could not actually reject the thesis be-
cause it was perfectly argued, and because it explained so
many things that couldn’t be explained any other way.
Nevertheless, they passed it with the lowest possible pass-
ing grade.

When, thirteen years later, J. J. Thomson discovered
the electron, it suddenly became obvious that atoms might,
just possibly, carry one or two excess electrons or lose one
or two of the normal quantity they might contain. With
each passing year, there were new discoveries that made
that possibility seem more certain, and in 1903, Arrhenius
received a Nobel prize for the very thesis that, nineteen
years before, had barely earned a passing grade.

Of course, it wasn’t entirely satisfactory to deduce the
presence of electrons in atoms merely from the behavior of
electrolytes. Was there any way of observing electrons in
atoms directly? Could one, for instance, knock electrons out
of atoms and detect them?

In 1887, when Hertz was experimenting with the de-
tecting device with which he was to prove the existence of
radio waves the following year, a spark appeared across
the gap of his detecting device whenever electricity jumped
the gap. He observed something curious though, for a spark
appeared more easily when light shone upon the gap.

Apparently, light had some effect on electric discharge,
so this came to be called the photoelectric effect, the prefix
photo- coming from the Greek word for “light.”

In the very next year, 1888, another German physicist,
Wilhelm Hallwachs (1859-1922), found that the photoelec-
tric effect did not treat the two types of electric charge
equally. A piece of the metal zinc, carrying a negative
charge, lost that charge when it was exposed to ultraviolet
rays. That same piece of zinc, carrying a positive charge,
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was not affected at all by ultraviolet radiation, and retained
its charge. There was no ready explanation for this until
Thomson discovered the electron and it began to appear
that electrons might exist in matter.

In that case, a spark was formed across a gap because
electrons were forced out of one of the metal points at the
gap. If light somehow caused electrons to be ejected, the
spark would form more easily. Again, zinc that had a neg-
ative charge would be carrying an excess supply of elec-
trons, and if light caused those electrons to be ejected, the
zinc would lose its charge. Zinc that had a positive charge
would have a deficiency of electrons, and because light could
not be expected to supply electrons to make up that defi-
ciency the positive charge would remain unaffected.

At least, that was the easy explanation of the early
observations of the photoelectric effect. It is, however, an
advisable caution on the part of scientists not to rush toward
the easy explanation too precipitously. Sometimes, one can
fall into a trap that way (as when one decides that cathode
rays can’t consist of particles because they pass through
thin films of metal).

Thus, just because electrons are knocked out of matter
does not mean they necessarily exist in matter to begin
with. Einstein, in 1905, showed as part of his special theory
of relativity that mass was a form of energy. Mass could
be turned into energy, and energy could be turned into
mass.

Light contained energy. Might it be, then, that light-
energy on striking metal under certain conditions would be
converted into a tiny fragment of mass—an electron—that
would carry off a bit of the negative charge possessed by
the metal? In this way, electrons would appear that had
never been part of the metal.

Einstein’s theory, however, did not merely state that
mass and energy were interchangeable. It presented a sim-
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ple equation that showed just how much mass would be
converted into how much energy and vice versa. It turns
out that even a small quantity of mass could be turned into
a great deal of energy; and, conversely, that it took a great
deal of energy to form even a small amount of mass.

The electron is a particularly small bit of mass, but
even so, the quantity of energy it would take to form it is
simply not present in ultraviolet rays, as was soon to be
determined. The photoelectric effect cannot, therefore, be
the result of the creation of electrons out of energy; it must
be the result of the ejection of electrons already present in
the metal atoms.

It takes far less energy to eject an electron that already
exists than to form one from scratch. In this case, then,
the simpler explanation turned out to be correct (and it is
a pleasant thing, indeed, that this sometimes happens in
science).

Of course, it was still possible that what emerged from
the metal might not be electrons. They might be some other
type of particle carrying a negative charge. In 1899, how-
ever, Thomson applied magnetic and electric fields to the
emerging particles and found that they had the same mass
as electrons and the same negative charge. With those two
properties matching, it seemed clear that photoelectric par-
ticles were electrons, and there has been nothing to disturb
that view since.

Electrons and Quanta

Philipp Lenard studied the photoelectric effect in 1902 and
was able to show that the electrons ejected from various
metals always matched each other in properties. In other
words, although there were many different atoms, they
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were all associated with but one type of electron. This was
a hopeful bit of information considering that scientists love
simplicity.

On the other hand, Lenard found that not all light was
equal when it came to inducing a photoelectric effect. It
often happened that red light did not produce the ejection
of electrons, and that making the light more intense didn’t
help. No electrons would appear no matter how intense the
light was.

However, if one exposed a particular metal to light of
shorter and shorter wavelengths, there came a point at
which electrons began to be ejected. The wavelength at
which this happens is called the threshold value.

At the threshold value, the electrons that are ejected
move at a very slow speed, as though the light has just
barely enough energy to eject them and no more. If the
light at the threshold value is made more intense, more
electrons are ejected—but they still move at a very slow
speed.

If the metal is exposed to light with wavelengths
smaller and still smaller than that of the threshold value,
the electrons are ejected with greater and greater speed.
The speed of the electrons depends on the wavelength,
while the number of electrons ejected depends on the in-
tensity of the light. Different metals have different thresh-
old values, as though some metals hold electrons more
loosely than other metals.

Lenard couldn’t explain this, and neither could J. J.
Thomson whenhe tried. Ordinary nineteenth-century phys-
ics didn’t work. When the solution did come, it came by
way of quantum theory, which had been devised by Planck
five years earlier.

Planck had supposed that electromagnetic radiation
came in quanta of a certain size. The shorter the wave-
length, the larger the energy content of the quantum.
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It is also true that the shorter the wavelength, the
greater the number of waves the radiation can produce in
one second. The number of waves of radiation per second
is called the frequency. The shorter the wavelength, then,
the higher the frequency. We can therefore say that the
size of a quantum is proportional to its frequency.

Until 1905, the notion of quanta had only been used in
connection with black-body radiation. Might it not be a
mathematical trick that explained that one phenomenon and
nothing more? Did quanta really exist?

Einstein, whose theoretical work in 1905 made it pos-
sible to show, a few years later, that atoms really existed,
tackled this new question concerning reality in that same
year.

Einstein was the first to take the quantum theory se-
riously, and to consider it more than a mere convenience
in solving the one problem of black-body radiation. He was
willing to suppose that energy came in quanta at all times
and under all conditions, so that problems that involved
energy, other than black-body radiation, must also take
quanta into consideration.

This meant that radiation existed in quanta form when
it struck matter. It struck as quanta and, if absorbed, was
absorbed as quanta. At any one moment in any one place,
an entire quantum is absorbed; nothing more, nothing less.

If light that strikes is of long wavelength and low fre-
quency, the quanta are of low energy. Such a quantum,
when absorbed, simply might not contain enough energy
to break an electron loose from a particular atom. In such
a case, the quantum is absorbed as heat, and the electron
might vibrate faster but it doesn’t break away. Given
enough quanta of this sort, a substance might absorb
enough heat to melt, but at no moment in time is enough
heat absorbed by any single atom to shake an electron loose.

As the wavelength decreases and the frequency in-
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creases, the quantum contains more energy and, at the
threshold value, there is just enough energy to break an
electron loose. There is no excess energy to appear as en-
ergy of motion, so the electron moves very slowly.

With still shorter wavelengths and still more energetic
quanta, there is enough additional energy to eject an elec-
tron with considerable speed. The shorter the wavelength
and the more energetic the quanta, the faster that motion.

Depending on the nature of the atom, electrons are
held more tightly or more loosely, to begin with, and would
then require larger quanta, or smaller quanta, to bring
about an ejection. The threshold value will therefore be
different for each element.

The quantum theory neatly explained all of the ob-
served facts about the photoelectric effect, and this was
very impressive. When a theory that has been worked out
to explain one phenomenon turns out to explain another
phenomenon, apparently unrelated to the first, it becomes
very tempting to accept the theory as representing reality.
(Here you see an example of the use of a theory; it explains
widely different categories of observations. Without quan-
tum theory, no one could see the connection between black-
body radiation and the photoelectric effect—to say nothing
of many other phenomena.) It was for his work in this
connection that Einstein received a Nobel prize in 1921.

Waves and Particles

Iflight occurs in quanta, and if each quantum goes speeding
separately through space, the quantum behaves, in that
way, like a particle. The quantum even received a name in
its particle aspect. Because of the electron, most particles
have received an -on ending, and, in 1928, the American
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physicist Arthur Holly Compton (1892-1962) named such a
speeding quantum a photon, from the Greek word for
“light.”

It was fitting that Compton invented the name, for in
1923, he showed that radiation did act as particles, not just
by being separate pieces of something, but by behaving as
particles did. The shorter the wavelength and the more
energetic the quanta, the more likely it was that they would
demonstrate properties usually considered characteristic of
particles rather than of waves.

Compton studied the manner in which X rays were
scattered by crystals and found that some X rays, in the
process of being scattered, increased their wavelengths.
This meant that some of the energy of the X-ray quantum
was lost to an electron in the crystal. Compton thought that
the effect might be particulate in nature, like that of one
billiard ball hitting another, with one losing energy and the
other gaining it. He found, when he worked out a mathe-
matical relationship that accurately described what had
happened, that this seemed to be so in actual fact. This is
now called the Compton effect.

It turned out, then, that both Newton and Huygens
had hold of part of the truth two and a half centuries before.
Light consisted of something that was both wave and par-
ticle. This can be confusing. In the ordinary world around
us, there are waves, such as water waves; and there are
particles, such as sand particles; and there are no confusions
about it. Waves are waves and particles are particles.

The point is that light does not resemble the ordinary
objects around us, and can’t be forced into categories de-
fined according to the same rules. Light, when studied in
certain ways, shows interference phenomena, as water
waves do. Studied in other ways, however, they show en-
ergy transfers, as colliding billiard balls do. No observation,
however, can show light acting both as a wave and a particle
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In 1923, Arthur Holly Compton found that X rays behaved as par-
ticles, losing energy when they were scattered by crystals. An X ray
behaved like one billiard ball hitting another, with one losing energy

simultaneously. You can study light as either one or the
other, never both at once.

This is not really such a mystery. Imagine you are
looking at an empty ice-cream cone from the side, so that
the wide part is at the top and the point is at the bottom.
The outline is that of a triangle. Imagine next that you are
looking at it with the wide opening facing you directly, and
the point directed away from you. Now the outline is that
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and the other gaining it. The shorter the wavelength, and the more
energetic the quanta, the more likely that it would demonstrate prop-
erties considered characteristic of particles rather than waves.

of a circle. If those are the only two ways in which you are
allowed to view the cone, then you can see it as either a
circle or a triangle, but you can never see it as both
simultaneously.

You might ask what the real two-dimensional outline
of the cone was, but the answer would have to be “It de-
pends on how you look at it.” In the same way, you might
ask whether light was really a wave, or really a particle,
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and you would have to answer, “It depends on the particular
way in which you are observing it.”

One great side effect of the particle nature of light was
that it made the luminiferous ether unnecessary. After a
century of existence in scientists’ minds, during which time
the necessity of explaining it wrought more and more con-
fusion, it disappeared as though it had never been—and,
in fact, it never had been.

If something that had seemed to be a wave turned out
to have a particle aspect, might it not be that something
that had seemed to be a particle would turn out to have a
wave aspect?

The French physicist Louis Victor de Broglie (1892-
1987) suggested, in 1924, that this might be so. He made
use of Einstein’s equation relating mass to energy and
Planck’s equation relating the size of a quantum to fre-
quency to show that every particle ought also to act like a
wave of a certain length.

In 1925, the American physicist Clinton Joseph Da-
visson (1881-1958) was studying the reflection of electrons
from a metallic nickel target enclosed in a vacuum tube.
The tube shattered by accident and the heated nickel com-
bined with oxygen from the air, rusting the surface of the
target. To remove the film, Davisson had to heat the nickel
for an extended period. Once this was done, it turned out
that the electron-reflecting properties of the nickel surface
had changed. The surface had consisted of many tiny crys-
tals before the accident, but of just a few large ones
afterward.

Davisson, who knew of de Broglie’s suggestion,
thought it would be useful to go still further and to prepare
a nickel surface made of a single crystal. This might be able
to show any wave aspect an electron might have. He aimed
a stream of electrons at the single-crystal surface and found
that electrons were not only reflected, but were diffracted
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and showed interference phenomena. Electrons did have a
wave aspect.

Also in 1925, the British physicist George Paget Thom-
son (1892-1975), only son of J. J. Thomson, was forcing fast
electrons through very thin gold films and he, too, noticed
diffraction effects. As a result, de Broglie received a Nobel
prize in 1929 for working out the theory of electron waves,
while Davisson and G. P. Thomson shared one in 1937 for
demonstrating it. Electron waves are not electromagnetic
waves, by the way, but are “matter waves.”

Physicists are now convinced that, indeed, everything
has both a particle and a wave aspect, but not necessarily
in equal measure. The more massive a particle is, the more
prominent the particle aspect is and the more difficult it is
to observe the wave aspect. A billiard ball (or the Earth
itself) has a wave aspect, but this has so short a wavelength
that it is quite likely it might never be observed. We know
it is there in theory, but that is all. Even a grain of sand
has a wave aspect too subtle to be observed, in all likelihood.
An electron, however, has such a small mass that its wave
aspect can be observed easily, once the proper experiment
is carried out.

In the same way, the less energetic a wave is, the more
prominent its wave aspect, and the more difficult it is to
observe its particle aspect. A water wave is so weak (if
only a single molecule of water is taken into account) that
it is not at all likely its particle aspect can be observed.
The same is true of a sound wave, although physicists speak
of the particle aspect of sound waves as phonons, from the
Greek word for “sound.”

Even electromagnetic radiation is hard to observe in
its particle aspect when the quanta are very small, as in
radio waves. It is only when the quanta grow large and the
wavelengths tiny, as in X rays, that the particle aspect can
be easily observed.
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Einstein showed that the gravitational field should
radiate waves just as an electromagnetic field does. The
gravitational field is so much less intense than the electro-
magnetic that gravitational waves are exceedingly weak,
and their particle aspect almost hopelessly undetectable.
Nevertheless, physicists speak of gravitational waves as
consisting of speeding gravitons.

It is only because in the ordinary world about us par-
ticles are so massive and waves so lacking in energy that
we think of the two phenomena as mutually exclusive. In
the world of the atom and of subatomic particles, this ex-
clusivity disappears.

Sometimes science is said to produce paradoxical re-
sults and to go against common sense. It is important to
remember that common sense is often based on the very
limited observations we make in the world about us. To go
against common sense sometimes means that we are taking
a broader and more accurate view of the Universe. (Re-
member that “common sense” once told us that the Earth
is flat and that the Sun moves around it.)
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Probing the Atom

Once scientists began to suspect that electrons might be
associated with atoms, a problem arose. Electrons carried
a negative electric charge, but atoms were electrically neu-
tral. That meant there had to be positive electric charges
located somewhere in the atom that served to neutralize
the charges of the electron.

If this were so, then if electrons were removed from
an atom, what remained would carry a positive charge. If
electrons were added to an atom, the atom plus the excess
electrons would carry a negative charge. This would ac-
count for the positive and negative ions of Faraday and
Arrhenius.
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J. J. Thomson, in 1898, was the first to suggest an
atomic structure that took electric charge into account. He
maintained that the atom was a tiny, featureless sphere,
as had been assumed for a century, but that it carried a
positive electric charge. In that positively charged atom,
enough electrons were embedded (like raisins in a cake) to
neutralize the charge.

Thomson’s notion of atomic structure still left the atom
a solid affair, and if many atoms were lined up in contact,
right and left, up and down, inward and outward, then the
solid that was formed in this way must be exactly what the
name indicated—solid.

Yet that could not be so. Lenard had noted in 1903
that the speeding electrons making up the cathode rays
slipped through thin films of metal, which seemed to imply
that an atom must consist, at least to some degree, of empty
space. Lenard suggested that an atom consisted of a cloud
of small particles; some of them being electrons and some
of them being positively charged particles of similar size.
A positive and a negative particle would revolve about each
other, making up a pair that was, overall, neutral. A large
cluster of such pairs might make up an atom, but between
and within these pairs there would be empty space through
which a small object such as a speeding electron could easily
pass.

But if that were so, then an atom ought to lose either
type of particle with equal ease. If exposure to light caused
the ejection of negatively charged electrons from metal,
why were not positively charged particles also ejected—at
least now and then? Again, if speeding electrons left a cath-
ode under the force of an electric current, why did not
speeding positively charged particles emerge from the an-
ode? Clearly, if the positively charged particles existed,
they would have to be quite different in nature from elec-
trons. The positive particles would have to be, for some
reason, much less mobile than electrons.
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In 1904, the Japanese physicist Hantaro Nagaoka
(1865-1950) suggested that the positive portion of the atom
did not take up the whole of the volume, as Thomson had
suggested, and that it did not take up as much volume as
the electrons, as Lenard had suggested. Nagaoka offered
a compromise. Nagaoka believed that the positively
charged portion of the atom was located in the atomic cen-
ter, and was smaller than the atom as a whole. It was
surrounded by circling electrons, held by electromagnetic
attraction, as the planets circled the Sun, held by gravi-
tational attraction.

Nagaoka’s suggestion provided a neutral atom under
ordinary conditions, allowed for the production of positive
and negative ions, and left empty space for speeding elec-
trons to pass through. In addition, it explained why elec-
trons were so easily removed from atoms, while positively
charged particles were not. The electrons, after all, were
on the outskirts of the atom, while the positively charged
portion was in the protected center.

Still, none of these suggestions really won acceptance.
They were all speculative and uncompelling. What was
needed was direct evidence concerning the internal struc-
ture of the atom. Such direct evidence did not seem as
though it would be easy to come by. After all, how could
anyone possibly probe the interior of so small an object as
anatom? And yet, even as Thomson, Lenard, and Nagaoka
were advancing their suggestions, such an atom-probing
device already existed. The story of its discovery goes as
follows.

As soon as X rays were discovered by Roentgen, other
physicists hastened to study the new radiation, and many
wondered if it could be found elsewhere, in places where
it hadn’t been noticed only because no one had thought of
looking for it there.

The French physicist Antoine Henri Becquerel (1852—
1908) was particularly interested in fluorescent compounds,
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substances that absorb sunlight (or other energetic radia-
tion) and then give up the energy by emitting light of just
a few restricted wavelengths. Fluorescence is very similar
to phosphorescence, except that fluorescent substances
cease to give off light as soon as they are no longer exposed
to energetic radiation, while phosphorescent substances
continue to give off light for a period of time after exposure
ceases.

Becquerel wondered if fluorescent substances emitted
X rays along with visible light. In order to test this, he
planned to wrap photographic plates in black paper and put
the package in sunlight with a crystal of a fluorescent chem-
ical upon it. The sunlight would not penetrate the black
paper, and neither would any fluorescent light the crystal
gave off. If, however, the crystal gave off X rays, these
would penetrate the black paper and fog the photographic
film.

The crystals he used were of potassium uranyl sulfate,
a well-known fluorescent material. Each molecule of that
compound contained one atom of the metal uranium.

On February 25, 1896, Becquerel performed his ex-
periment and, sure enough, the photographic film was
fogged. He decided that the crystal was indeed giving off
X rays, and he prepared torepeat the experiment with new
film in order to make sure. However, there followed several
cloudy days. Becquerel put the photographic film, with its
black paper wrapping and the crystal on top, in a drawer
and waited for sunlight.

By the first of March Becquerel was restless. To give
himself something to do, he decided to develop the film just
to make sure that nothing was getting through the dark
paper in the absence of fluorescence. To his amazement,
something was getting through, and a lot of it. The plate
was strongly fogged. The crystals must be giving off ra-
diation that did not depend on sunlight and did not involve
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fluorescence. Forgetting the Sun, Becquerel began to study
the radiation instead.

He quickly realized that the radiation given off by the
potassium uranyl! sulfate originated in the uranium atom,
for other compounds containing uranium atoms gave off
similar radiation, even when they were not fluorescent. In
1898, the Polish-French physicist Marie Curie (1867-1934)
showed that another metal, thorium, also gave off radiation.
She termed such behavior on the part of uranium and tho-
rium radioactivity. Both Becquerel and Curie suspected
that more than one type of radiation was involved.

In 1899, the New Zealand-born physicist Ernest
Rutherford (1871-1937) studied the manner in which ra-
dioactive radiations penetrated sheets of aluminum. He
found that some of the radiation could be stopped by Ys00
of a centimeter of aluminum, while the rest required a con-
siderably thicker sheet to be stopped. Rutherford called
the first type of radiation alpha rays, from the first letter
of the Greek alphabet, and the second type beta rays, from
the second letter. A third type of radiation, which was the
most penetrating of all, was discovered in 1900 by the
French physicist Paul Ulrich Villard (1860-1934), and was
called gamma rays, from the third letter of the Greek
alphabet.

It was not long before these various radiations were
quantified. The beta rays were deflected by a magnetic field
in such a way that it was clear they consisted of negatively
charged particles. In 1900, Becquerel determined the mass
and the size of the charge of these particles, and it turned
out that beta rays, like cathode rays, were made up of
speeding electrons. A speeding electron is, therefore, some-
times called a beta particle.

Gamma rays were not deflected by a magnetic field,
and this made it appear that they did not carry an electric
charge. Rutherford suspected that gamma rays might be
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electromagnetic in nature, and passed some through a crys-
tal. The existence of a diffraction pattern showed that they
were very much like X rays, except that they possessed
even shorter wavelengths.

As for alpha rays, they were deflected by a magnet in
such a way as to show that they consisted of positively
charged particles. Might these be the positively charged
particles that, along with electrons, Lenard thought made
up atoms?

No. Lenard had imagined that the positively charged
particles were, rather, like electrons in their properties
except for the nature of the charge. The alpha particles,
however, were very different from electrons in other ways
than their electric charge. In 1906, Rutherford showed that
the alpha particle was much more massive than an electron.
We now know that it is about 7,344 times as massive as an
electron.

As soon as Rutherford found the alpha particles to be
particularly massive, it seemed to him that they would be
the very thing with which to probe the atom. A stream of
alpha particles striking a thin film of metal would penetrate
it, and the manner of its penetration might yield useful
information.

Rutherford placed a piece of radioactive substance in
a lead box that had a hole in it. The radiations could not
penetrate the lead, but a thin stream of radiation would
emerge from the hole, and, traveling outward, would strike
a thin film of gold. Behind the gold was a photographic
plate, which would be fogged by any alpha particles that
passed through the gold.

The gold sheet was so thin as to be semitransparent,
but, just the same, so tiny are atoms that that same sheet
was about 20,000 gold atoms thick. Even so, the alpha par-
ticles smashed through as though those 20,000 atoms simply
weren’t there. They fogged the photographic plate in pre-
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cisely the spot that would have been fogged if the gold film
had not been there.

Yet not entirely. Rutherford noticed that a few alpha
particles were deflected. There was a faint haze of clouding
around the dark central spot on the photographic plate. The
haze faded off quickly with distance, but didn’t entirely
disappear. About 1 in 8,000 alpha particles were deflected
ninety degrees or more. In fact, an occasional alpha particle
seemed to hit something and bounce directly backward.

To explain this, Rutherford advanced his idea of atomic
structure in 1911. The atom, he said, had almost all its mass
concentrated in a small, positively charged body at its very
center. At the outskirts of the atom, spread over a volume
that took up almost all of the atom, were nothing but elec-
trons. This was something like Nagaoka’s atom, except that
the positively charged body at the center of the atom was
much smaller and more massive in Rutherford’s atom.

Furthermore, Rutherford had experimental observa-
tions, which Nagaoka did not. The alpha particles pene-
trated the electron portion of the atom as though it were
empty because the alpha particle was so much more massive
than the electron. If the alpha particle neared the massive,
positively charged central body, the alpha particle (itself
positively charged) was deflected. From the proportion of
deflections, Rutherford could calculate the size of the nu-
cleus. Nagaoka had no evidence of this type.

It is Rutherford, then, who rightly gets the credit for
the advance. The central body is called the nucleus (plural
nuclei) of the atom, from a Latin word meaning “little nut”
in that it resembles a tiny nut inside the comparatively
roomy atomic shell. Because, in biology, living cells also
have central bodies called nuclei, that of the atom is some-
times specified as the atomic nucleus. For the purpose of
this book, however, the qualifying word is not used.

Rutherford’s picture of the nuclear atom proved en-
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tirely satisfactory, although many details have been filled
in, as we shall see, in the three-fourths of a century since.
For this and other work, Rutherford received a Nobel prize
in 1908. (He received it in the category of chemistry, which
displeased him, for he viewed himself as a physicist, of
course.)

Positively Charged Particles

The nucleus has anywhere from 99.945 to 99.975 percent
of the mass of the atom of which it is part. For this reason
it became very important to study the nucleus. Indeed, you
might almost say that the nucleus was the “real” atom.
What had been thought of as the atom in the nineteenth
century was mostly empty space; or at least, space filled
with the very insubstantial particle/waves of the electrons.
It was the nucleus that might have been the tiny, spherical,
solid, and ultimate bit of matter that was first envisioned
by Leucippus and Democritus.

Despite its mass, the nucleus is tiny in size, with a
diameter only Yi00.00e that of the atom. For that reason, it
is considered as much a subatomic particle as the electron.

The nucleus must carry a positive electric charge; one
of sufficient size to neutralize the charge of all of the elec-
trons that are ordinarily to be found in a particular atom.
Nevertheless, the history of such positively charged sub-
atomic particles does not begin with Rutherford.

Goldstein, who had invented the name cathode ray,
was interested in trying to find signs of any radiation trav-
eling in the opposite direction. He could detect no such
radiation emanating from an anode. In 1886, however, it
occurred to him to devise a cathode that would itself allow
radiation to travel in the other direction. This he tried to
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The positively charged nucleus contains almost all of the mass of
the atom, but it is only Yiec.0ee of its diameter.

achieve by making use of a cathode that was perforated
and had little holes (or “channels”) in it. When such a cath-
ode was enclosed in the middle of an evacuated tube, and
an electric current forced through it, cathode rays were
formed. However, positively charged radiation, originating
near the cathode, could pass through the channels, moving
in the opposite direction.

This is precisely what Goldstein observed, and he
called this new radiation Kanalstrahlen, which is German
for “channel rays.” However, this was incorrectly trans-
lated as “canal rays” in English.
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In 1895, Perrin collected some of these canal rays on
an object he placed in their path and showed that the object
gained, in this way, a positive electric charge. In 1907,
therefore, J. J. Thomson suggested they be called positive
rays.

In 1898, Wien subjected these rays to magnetic and
electric fields. He found that the particles of which positive
rays were composed were much more massive than elec-
trons. They were, indeed, as massive as atoms. In addition,
the mass of the positive-ray particles depended on the
traces of gas present in an evacuated tube. If it was hy-
drogen, the positive-ray particles had the mass of a hydro-
gen atom; if oxygen, they had the mass of an oxygen atom,
and so on.

Oncethe basic theory of Rutherford’s nuclear atom was
accepted, it was immediately understood what the positive-
ray particles were. The speeding electrons that made up the
cathode rays collided with the stray atoms in the cathode-
ray tube—hydrogen, oxygen, nitrogen, or whatever. The
electrons were insufficiently massive to disturb the atomic
nuclei and, in any case, struck them very rarely. They did,
however, strike electrons and knock them out of the atom.
The atoms, minus their electrons, would be nuclei carrying
a positive electric charge, and would move off in the direc-
tion opposite to that taken by the cathode-ray particles.

Asearly as 1903, Rutherford had recognized that alpha
particles were very similar to positive-ray particles in their
properties. By 1908, he was quite certain that an alpha
particle was just about equal in mass to the helium atom.
It seemed to him there had to be some connection between
alpha particles and helium because uranium minerals, which
constantly produced alpha particles, also seemed, just as
constantly, to contain small quantities of helium.

In 1909, Rutherford placed some radioactive material
in a double-walled glass vessel. The inner glass wall was
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quite thin, but the outer glass wall was considerably
thicker. In between the two walls was a vacuum.

The alpha particles ejected by the radioactive material
could pass through the thin inner wall, but not through the
thick outer wall. The alpha particles thus tended to be
trapped in the space between the walls. After several days,
the particles between the walls had accumulated to a vol-
ume at which they could be tested; and when this was done,
helium was detected. It was clear, then, that alpha particles
were helium nuclei. Other positive rays were nuclei of other
types of atoms.

One of the ways in which positive-ray particles differed
from electrons was that whereas all electrons had the same
mass and the same electric charge, positive-ray particles
had different masses and electric charges. Naturally, phys-
icists wondered if they could somehow break up the posi-
tive-ray particles into smaller pieces and perhaps locate a
very small positive particle no bigger than the electron.

Rutherford was among those who searched for such a
tiny “positive electron,” but didn’t find it. The smallest
positively charged particle he could find weighed as much
as a hydrogen atom, and must be a hydrogen nucleus. In
1914, Rutherford decided that this particle must be the
smallest positively charged particle that could exist. It has
an electric charge exactly equal to that of the electron (al-
though positive rather than negative), but has a mass, as
we now know, 1836.11 times that of the electron.

Rutherford called this smallest positive-ray particle a
proton, from the Greek word for “first,” because when these
particles are listed in order of increasing mass, the proton
is first.
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Atomic Numbers

Nuclei, which might be viewed as the essential cores of
atoms, differ among themselves, as I have said, in two
ways: in their mass and in the size of the positive charge
they carry. This represents a significant advance over an
earlier level of knowledge. Through the nineteenth century,
nothing was known of the electric charges within the atom,
and the only known difference among atoms was mass. Mass
alone was not entirely satisfactory.

Earlier in the book, I mentioned that when the ele-
ments are arranged in the order of the mass of their atoms
(atomic weight), a periodic table can be established. In this
table, elements are so arranged that those with similar
properties fall into the same row.

Such a table, based on atomic weight alone, has its
faults. The size of the difference in mass varies as one goes
up the scale. Sometimes the mass difference from one atom
to the next is very small and sometimes quite large. In
three cases, the atomic weight of a particular element is
actually a bit greater than that of the element next higher
in line.

In actual fact, if mass were all-important, the position
of the two elements in these three cases ought to be re-
versed. They are not reversed, however, because, if they
were, each of the elements involved would then be placed
with a group that did not share its properties. Mendeleev,
who first devised the periodic table, felt that keeping the
elements with their own families was more important than
strictly following the order of increasing atomic mass, and
later chemists agreed.

Then, too, with only mass as a distinguishing charac-
teristic, one could never be sure when an element might
be discovered with an atomic weight in between two already
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known elements. As late as the 1890s, an entire family of
elements, hitherto unknown, had been discovered and a
new column had to be added to the periodic table. But it
was possible that the confusing aspects of the periodic table
might be done away with if the newly discovered second
differentiating characteristic of atoms, the size of the pos-
itive charge on the nucleus, could be dealt with.

The possibility of doing so came by way of X rays.
(There was no way of predicting, when X rays were first
discovered, that they would be useful in connection with
the periodic table. However, all knowledge is one. When a
light brightens and illuminates a corner of a room, it adds
to the general illumination of the entire room. Over and
over again, scientific discoveries have provided answers to
problems that had no apparent connection with the phe-
nomena that gave rise to the discovery.)

The X rays first detected by Roentgen were produced
when cathode rays impinged on the glass of a vacuum tube.
The speeding electrons were suddenly slowed, and kinetic
energy was lost. Such energy cannot be truly lost, but can
only be converted into another form of energy; into elec-
tromagnetic radiation, in this case. The energy lost in a
given moment was so great that unusually energetic pho-
tons were formed and the radiation was emitted in the form
of X rays.

Once this was understood, it was quickly seen that if
something denser than glass, and made up of more massive
atoms, was put in the way of speeding electrons, they would
be decelerated even more sharply. X rays would then be
formed of still shorter wavelengths and higher energies.
The obvious thing to use were various metal plates. These
were placed at the opposite end of the tube from the cath-
ode, where the speeding electrons would impinge upon
them. Such metal plates were called anticathodes, where
anti- is from a Greek word meaning “opposite.” (Ordinarily,
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anodes are placed opposite the cathode, but to make room
for an anticathode, the anodes are placed at the side of the
tube.)

In 1911, the British physicist Charles Glover Barkla
(1877-1944) noticed that when X rays were produced by an
anticathode of a particular metal, they tended to penetrate
substances just so far. Each metal produced X rays of pen-
etrating power specific to the metal. Later on, when X rays
were recognized as electromagnetic radiation, this was in-
terpreted as meaning that each metal would produce X rays
of a particular wavelength. Barkla called these the char-
acteristic X rays of a particular metal.

Barkla also found that sometimes two types of X rays
were produced by an anticathode of a particular metal, each
with its own penetration, but with nothing much in be-
tween. He called the more penetrating beam K X rays, and
the less penetrating one L X rays. Later on, still less pen-
etrating beams were found to be produced in some cases,
and the letters designating them continued through the
alphabet, M X rays, N X rays, and so on. For his work,
Barkla received a Nobel prize in 1917.

Barkla’s work was carried on by one of Rutherford’s
students, Henry Gwyn-Jeffreys Moseley (1887-1915). In
1913, he studied the characteristic X rays very carefully,
making use of the X-ray diffraction of crystals, which had
just been discovered by the Braggs.

Moseley found that if he went up the list of elements
in the periodic table, the wavelength of the X rays produced
decreased regularly. The greater the atomic weight of the
atoms in the anticathode, the shorter the wavelength of the
X rays. Moreover, the change in wavelength was much
more regular than the change in atomic weight.

Physicists were sure that the deceleration of electrons
was brought about chiefly by the size ofthe positive charge
on the atomic nuecleus, which was an indication that the size
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of the charge as one went up the periodic table increased
more regularly than did the mass of the atomic nucleus.

Moseley suggested, in fact, that the size of the charge
increased by one with each step up the table. Thus, hy-
drogen, the first element, had as its nucleus the proton,
which had a charge of + 1. Helium, the second element,
had a nucleus (the alpha particle) with a charge of +2.
Lithium, the third element, had a nuclear charge of +3,
and so on up to uranium, with the most massive atom then
known, which had a nuclear charge of +92.

Moseley called the size of the nuclear charge the atomic
number of the element, and this proved to be more fun-
damental than the atomic weight. Indeed, the atomic num-
ber solved many of the problems of the periodic table as
Moseley’s concepts were refined and extended by later
physicists.

Thus, in those cases, in going up the periodic table, for
which you have an element with a slightly higher atomic
weight than the element following, this does not happen if
atomic numbers are considered instead. An element that
would seem out of place because it has a higher atomic
weight than the one that follows turns out to have a lower
atomic number. If all atoms are arranged by atomic num-
ber, every one, without exception, turns out to be with its
proper family, and there need be no reversals. Then, too,
when two neighboring elements have atomic numbers that
differ by one, there can be no hitherto unknown element
in between.

It soon became clear that all negative electric charges
are exact multiples of the charge on an electron, while all
positive electric charges are exact multiples of the charge
on a proton. You can have nuclear charges of + 16 and + 17,
but you can’t have +16.4 or +16.837.

Where there is a missing element in the periodic table,
the change in wavelength of the characteristic X rays, in
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going from one element to the next over the gap, is twice
as great as expected, and that is a sure sign of an element
in between.

At the time Moseley worked out the concept of the
atomic number, there were seven gaps in the table, each
gap representing an as yet unknown element. By 1948, the
gaps were all filled. Physicists were able to form atoms
with atomic numbers higher than 92 by methods to be ex-
plained later. At the present time, all of the elements are
known from atomic number 1 to atomic number 106. (Mose-
ley would almost certainly have been awarded a Nobel prize
for his work in this regard within a few years but, in 1915,
he was killed in action in World War I at Gallipoli in
Turkey.)

The atomic number tells us the size of the positive
charge on the nucleus. Because the normal atom, as a
whole, is electrically neutral, there must be one electron
in the outer reaches of the atom for every positive charge
on the nucleus. Thus, because hydrogen has a charge of +1
on the nucleus, the normal atom must possess one electron.
Helium, with a nuclear charge of +2, must have two elec-
trons in each atom; oxygen, with a nuclear charge of +8
must have eight electrons; uranium, with a nuclear charge
of +92 must have ninety-two electrons, and so on. In short,
the atomic number reflects not only the size of the nuclear
charge, but the number of electrons in a normal atom.

It seems to make sense that chemical reactions take
place when atoms, either independently, or as part of mol-
ecules, collide with each other. If so, the collisions are made
basically between the electrons of one atom and the elec-
trons of another. The nuclei of the two atoms are far off in
the center of the atom, hidden behind the electrons, and
are not at all likely to take part in chemical reactions or
even to influence them in any crucial way.

This not only makes sense (things are not necessarily
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so0, just because they make sense), but seems to follow from
such things as Arrhenius’s theory of ionic dissociation. The
formation of ions seems to be the result of the transfer of
one or more electrons from one atom to another.

In the case of a molecule such as that of sugar, no ions
seem to be formed. Instead, the atoms within the molecule
simply cling together, perhaps because they share electrons
and therefore cannot separate easily and remain intact at-
oms. However, there would seem to be some cases in which
the transferring of electrons is the more stable situation,
and others in which the sharing of electrons is—but why?

A hint comes from a group of six elements that are
made up of atoms that do not tend to transfer or share
electrons, but remain as single atoms at all times. The three
lightest atoms in the group—of helium, neon, and argon—
never transfer or share electrons at all, at least as far as
chemists have ever observed. The three heaviest—of kryp-
ton, xenon, and radon—do share electrons under some ex-
treme circumstances, but not very firmly.

These six elements are called the noble gases (“noble”
because they are standoffish and do not tend to deal with
the common herd). The reason for the “nobility” of these
elements is best understood if we imagine that electrons
are arranged about an atom in concentric shells, one outside
the other. Naturally, as one moves outward from the nu-
cleus, each successive electron shell is larger than the one
before, and holds more electrons. Thus, the helium atom
has two electrons, which seem to fill the innermost shell.
This is not surprising, in that as the shell nearest the nu-
cleus it should be the smallest of the shells, capable of
holding the fewest electrons.

The American chemists Gilbert Newton Lewis (1875-
1946) and Irving Langmuir (1881-1957), beginning in 1916,
independently worked out notions of shells and electron
transfer, or sharing, because these phenomena seemed to
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explain chemical behavior so well. (Actually, the subject
was greatly refined in later decades, but we’ll get to that
later.)

Individual shells are associated with the series of char-
acteristic X rays first discovered by Barkla. The K series
of X rays are the most penetrating and seem to originate
from the electron shell nearest the nucleus. This first elec-
tron shell is therefore called the K shell.

Following this same reasoning, the shell just beyond
the K shell is called the L shell because it seems to be the
origin of the less-penetrating X rays of the L series. Beyond
the L shell is the M shell, the N shell, and so on.

It might be that helium atoms are nobleand will neither
transfer nor share electrons (and therefore engage in no
chemical reactions) because a filled shell is particularly sta-
ble. Either sharing or transferring an electron would lessen
the stability of the situation, and stabilities are never less-
ened spontaneously. (It always takes energy to force some-
thing to destabilize, but stabilization takes place all by
itself. These are properties associated with what is called
the second law of thermodynamics.)

The next noble gas is neon, which has ten electrons in
its atoms. The first two fill the K shell, and the next eight
fill the L shell, which is larger and can hold more electrons.
The electron pattern of neon is, therefore, 2, 8. With an L
shell filled and stable, neon is a noble gas.

After neon is argon, with eighteen electrons in its at-
oms. These are arranged thus: two in the K shell, eight in
the L shell, and eight in the M shell; or 2, 8, 8. The M shell,
being larger than the L shell can hold more than eight
electrons. Indeed, it can hold eighteen. However, eight
electrons in the outermost shell (however many it can hold
altogether) is a particularly stable configuration, making
argon a noble gas.

After argon comes krypton, with thirty-six electrons,
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The innermost K shell, the middle L shell, and the outermost M
shell of electrons in the noble gas argon, showing the relative
strengths of X rays produced from each shell when struck by cathode
reys.

arranged 2, 8, 18, 8; then xenon with fifty-four electrons,
arranged 2, 8, 18, 18, 8; and finally, radon, with eighty-six
electrons, arranged 2, 8, 18, 32, 18, 8.

Apparently, atoms interact with one another, when
possible, so as to attain a noble gas configuration of elec-
trons. Sodium, with eleven electrons, has them arranged
2, 8, 1. The eleventh electron is the only one in the M shell
and is easily lost. When this happens, the sodium atom
becomes a sodium ion, with one positive charge, because
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the charge of +11 on the nucleus is not completely neu-
tralized with only ten electrons in the outer regions. (Notice
that losing an electron does not change sodium into neon,
which also has ten electrons in its atom. What counts, as
far as the identity of the atom is concerned, is the nuclear
charge, not the electron number.)

On the other hand, chlorine has seventeen electrons
arranged 2, 8, 7. It needs one more electron to attain the
noble gas configuration. It therefore has a tendency to gain
one electron and become a negatively charged chloride ion
with eighteen electrons in its atom, overbalancing the nu-
clear charge of +17.

For this reason, sodium and chlorine atoms easily react
with each other. A transfer of one electron forms sodium
ions and chloride ions, which cling to each other because
positive and negative charges attract. When salt dissolves
in water, the ions are less tightly bound and can slip past
each other. In this way, such a solution will conduct an
electric current.

Two chlorine atoms find another sort of stable config-
uration if each contributes an electron, so to speak, to a
shared pool. Each atom has six electrons in its outermost
shell that are entirely its own, and two electrons it shares
with the other atom. Each outermost shell is full and stable
provided the two atoms remain in contact so that they can
maintain the two-electron sharing between them. The re-
sult is that the two chlorine atoms produce a two-atom
chlorine molecule (Cly), which is more stable than two single
chlorine atoms would be.

By thus dealing with electron arrangements in atoms,
chemists found that they could understand why the periodic
table is arranged as it is—based on chemical reactions that,
in turn, depend on the electron arrangements in the out-
ermost shell. Again, chemists found that they could use the
electron arrangements to explain many chemical reactions
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that they had earlier simply accepted without knowing why.

It is, so far, sufficient to accept electrons as tiny, solid
particles existing in geometric arrangements. However,
such a view is insufficient in explaining the spectral lines
that also distinguished each element from all others.

Spectral Lines

After Newton had demonstrated the existence of the light
spectrum, it was studied closely by many scientists. If sun-
light, for instance, is passed through a thin slit before being
passed through a prism, each different wavelength casts an
image of that slit in some characteristic color. The wave-
lengths line up very closely, seeming to form one smooth
band of changing color (as in a rainbow). But what if some
wavelengths happen to be missing for some reason? In that
case, there will be places in the spectrum that produce no
color image through the slit. That will produce a dark line
across the spectrum.

In 1802, the British chemist William Hyde Wollaston
(1766-1828) observed such dark lines, but he did not pursue
the subject, and neither did anyone else for a while.

In 1814, however, the German optician Joseph von
Fraunhofer (1787-1826) produced excellent prisms and
other optical equipment, and was able to produce sharper
spectra than anything produced before. At once he ob-
served hundreds of dark lines in the spectrum. He carefully
mapped their positions, and their prominence, and showed
that the same lines fell in the same position whether their
source was sunlight, moonlight, or light from the planets.
(Of course, the light given off by the Moon and planets is
refiected sunlight, so this is not, perhaps, surprising.)

From then on, the Fraunhofer lines, as they were fre-
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quently called, were studied carefully, but were regarded
as little more than curiosities until an important break-
through was made in 1859 by Kirchhoff.

Kirchhoff found that if particular elements were
heated, they did not produce a continuous spectrum as the
Sun did. Instead, they radiated light in separate wave-
lengths, so that the spectrum consisted of a number of
bright lines, separated by stretches of darkness. If sunlight
was sent through the relatively cool vapors of a particular
element, the vapors would absorb just those wavelengths
that they would emit when radiating. Moreover, each ele-
ment emitted, when hot, or absorbed, when cool, its own
characteristic wavelengths. In this way, the elements pres-
ent in a particular mineral could be identified by the wave-
lengths emitted when the mineral was strongly heated.
Elements hitherto unknown could be detected by the pres-
ence of wavelengths not given off by any known element.
The elements present in the Sun and in other stars could
be identified by the dark lines in their spectra.

All of this knowledge about spectral lines made them
extremely important to chemists and to astronomers, but
no one knew why different elements radiated or absorbed
different wavelengths. One step forward in solving this puz-
zle was taken by the Swiss physicist Johann Jakob Balmer
(1825-1898). He was particularly interested in the spectrum
of glowing hydrogen, which seemed simpler than those of
other elements (and why not, since hydrogen was the light-
est and, presumably, the simplest of the elements).

The hydrogen spectrum consisted of a series of lines,
spaced more and more closely with decreasing wavelength.
In 1885, Balmer worked out a formula for the wavelengths
of these lines. The formula contained a symbol that could
be replaced by successive square numbers: 1, 4, 9, 16, and
so on. As a result, the successive wavelengths of the lines
in the hydrogen spectrum could be calculated. That still
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didn’t explain why the lines were where they were, but at
least it showed that there was a deep regularity in the lines
that must somehow be reflected in the structure of the
atom. There was no way of going further until more was
known about the structure of the atom. Let’s see how that
worked out.

Once physicists accepted the nuclear atom, they had
to consider what kept electrons in place. After all, if elec-
trons are negatively charged and the nucleus is positively
charged, and if opposite charges attract, why don’t the
electrons fall into the nucleus? The question might also be
asked about the Earth—why doesn'’t it fall into the Sun, in
that the two attract each other. In Earth’s case, the answer
is that it is in orbit. It s falling toward the Sun, but its
additional motion at right angles to that fall keeps it forever
in orbit.

There was a tendency to think, therefore, that the atom
was a sort of miniature solar system, with the electrons
whipping about the nucleus. There is a catch to that, how-
ever. From electromagnetic theory, it was known (and ob-
served) that when an electrically charged object revolved
in this fashion, it would give off electromagnetic radiation,
losing energy in the process. As it lost energy, it would
spiral inward and eventually fall into the nucleus.

In the same way, the Earth, in revolving about the
Sun, gives off gravitational radiation, losing energy in the
process, so that it is spiraling into the Sun. However, grav-
itation is so much weaker than electromagnetism that the
amount of energy the Earth loses in this way is excessively
small, allowing it to revolve about the Sun for billions of
years without spiraling in appreciably closer.

An electron, however, subject to the much more in-
tense electromagnetic field, loses so much energy in the
form of radiation that its collapse into the nucleus, so it
would seem, cannot be long delayed—yet this is not the
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case. Atoms remain stable for indefinite periods, their elec-
trons remaining in the outer portions.

This problem was tackled by the Danish physicist Niels
Henrik David Bohr (1885-1962). He decided there was no
use in saying that an electron radiated energy when it or-
bited an atom, when it clearly didn’t. He insisted that as
long as an electron remained in orbit, it didn’t radiate
energy.

Yet hydrogen, when heated, did radiate energy—and
when cool, absorbed it. It emitted certain wavelengths
that fit Balmer’s equation, and absorbed those same wave-
lengths. To explain this, Bohr supposed, in 1913, that
the electron in the hydrogen atom could take on any of a
number of different orbits at different distances from the
nucleus. Whenever it was in a particular orbit, whatever
its size, it didn’t either gain or lose energy. When the elec-
tron changed orbits, however, it either absorbed energy,
if it moved farther from the nucleus, or emitted energy, if
it moved closer to the nucleus.

But why should an electron be in a particular orbit and
then, absorbing energy, suddenly shoot outward into the
next larger orbit—never, by any chance, being in an orbit
halfway between the two. Bohr saw that this had to have
some connection with the quantum theory. If the atom could
only handle quanta of a certain size, it could only absorb
light of a certain wavelength, and that would automatically
send it outward to the next orbit.

Bohr worked out a series of calculations that showed
how one could map a series of permitted orbits that would
result in the absorption or emission of quanta of fixed size
(and hence, radiation of fixed wavelength) that would per-
fectly account for the particular wavelengths of the lines
in the hydrogen spectrum.

What Bohr did was to show that one could not work
out the structure of the atom solely according to classical
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1. Whenever an electron stays i a particular orbit, it doesn’t gain
or lose energy.

2. When it changes to a higher orbit, it absorbs energy.

3. It emits energy when it moves closer to the nucleus.

physics; one had to make use of quantum theory. For this
he received a Nobel prize in 1922.

Bohr had to use whole numbers for one of the terms
of his formula, each number representing a set of different
spectral lines. The need for whole numbers arose out of the
fact that a whole number of quanta were involved. You
couldn’t have fractions of a quantum. The number that was
inserted in the formula was called a quantum number for
that reason.
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Although Bohr’s formula gave the figures for the wave-
lengths of the spectral lines, it didn’t explain everything.
If the spectral lines were studied with increasingly refined
instruments, it turned out that each line had a “fine struc-
ture”—a number of very closely spaced thinner lines. It
was as though each of Bohr’s orbits consisted of a family
of orbits with very small differences among themselves.

In 1916, the German physicist Arnold Johannes Wil-
helm Sommerfeld (1868-1951) pointed out that Bohr’s or-
bits were all circular. The orbits might be elliptical, too,
and to different degrees. In order to take these new orbits
into account, a second quantum number had to be intro-
duced. This could have any whole number from zero up to
one less than Bohr’s quantum number.

If Bohr’s quantum number (or principal quantum num-
ber) is 1, the lowest it can be, Sommerfeld’s quantum
number (or orbital quantum number) can only be 0. If the
principal quantum number is 2, then the orbital quantum
number could be either 0 or 1, and so on. If the two quantum
numbers are both taken into account, the fine structure of
the spectral lines can be expressed.

Complications continued, however. If atoms are in a
magnetic field, lines that seemed absolutely single split into
finer parts. Both Bohr and Sommerfeld pictured the orbits
(whether circular or elliptical) as all being in a single plane,
so that the nucleus and all possible orbits formed a system
that was as flat as a sheet of paper. It was possible, though,
for orbits to be tipped, so that all of the orbits taken to-
gether might be distributed symmetrically through three-
dimensional space, and the atom given a spherical outline.
This makes sense, because atoms do, in many ways, act as
though they were tiny spheres.

In order to take the three-dimensional system of orbits
into account, a third quantum number had to be added—
the magnetic quantum number. This could have any posi-
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tive whole value from 0 to whatever the principal quantum
number might be, and any negative integer value of the
same sort. If the principal quantum number were 3, the
magnetic quantum number might be —3, -2, —1, 0, +1,
+2, or +3.

With three dimensions taken care of, it might seem
there was nothing further that needed to be done. Never-
theless, there were still certain features of the spectral lines
that were puzzling, and one more quantum number was
added by the Austro-Swiss physicist Wolfgang Pauli
(1900-1958). This was thought to represent the spin of the
electron on its axis. This spin could be in one direction
or the other, clockwise or counterclockwise. In order to
make the calculations fit the observed facts about the spec-
tral lines, this spin quantum number had to be either + %
or —Ya.

Pauli went on to show that within an atom no two
electrons could exist with all four quantum numbers iden-
tical. This is called the exclusion principle because once an
electron has its four quantum numbers, any other electron
is excluded from the particular orbit represented by those
numbers. For this, Pauli received a Nobel prize in 1945.
(Sometimes, a scientist must wait twenty years, or, in rare
cases, even as long as fifty years, for a Nobel prize. It takes
time, now and then, to see that a discovery is truly signif-
icant. If prizes were awarded immediately for something
that seemed important, many would be given for discoveries
that would turn out to be trivial or even wrong.)

A detailed system of mathematics that uses the four
quantum numbers and the exclusion principle to describe
how electrons are distributed in an atom was worked out
by the Italian physicist Enrico Fermi (1901-1954) in 1926,
and by the British physicist Paul Adrien Maurice Dirac
(1902—1984) in 1927. This system is called Fermi-Dirac sta-
tistics, which applies to any particle that has a spin of + %
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or —Y2. Such particles are lumped together as fermions,
for Fermi. The electron is an example of a fermion. So is
the proton.

There are particles that have spins of 0, 1, or 2. (The
photon has a spin of 1, for instance, and the graviton has
a spin of 2.) The exclusion principle does not hold for such
particles, whose manner of distribution was worked out by
the Indian physicist Satyendra Nath Bose (1894-1974) in
1924. Einstein praised Bose’s work and, in 1925, added to
it. This system is called Bose-Einstein statistics, and any
particle with an integral spin, or one of zero, is called a
boson, for Bose.

Bohr’s electron orbits, although an enormous advance,
were nevertheless not entirely satisfactory. There was still
the image of electrons as particles in motion, racing about
their orbits. If this is so, there is still no clear explanation
of why the electron isn’t emitting radiation and spiraling
into the nucleus. It is all very well to say that while an
electron is in orbit it doesn’t radiate; but why doesn’t it?
It is also a compelling argument to say that it can only emit
quanta of a certain size; but why? Something is missing.

The German physicist Werner Karl Heisenberg (1901-
1976) thought there would always be trouble if one at-
tempted to picture the structure of the atom in terms of
ordinary everyday life. What we are used to—planets cir-
cling the Sun, or billiard balls striking each other—involves
masses so large compared with the atom that the tiny
quanta out of which energy is built are too small to have
any noticeable effect on such objects. All of our mental
images, therefore, are of a nonquantum world. In dealing
with atoms, electrons, and radiation, however, we are deal-
ing with a world in which quantum effects are noticeable,
so our images fail. (The quantum theory is, in a way, a
system of saying that the Universe is grainy, not totally
smooth. It is like a newspaper photograph that looks smooth
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Taken to the highest level of magnification, the substance of the
Universe is grainy, 1ot smooth.

because the little dots of black and white of which it is made
up are too small for us to see. If we magnify the picture
sufficiently, our ordinary-world images fail. All we see are
the dots, which no longer form a discernible picture.)

It seemed to Heisenberg that one should use only the
figures taken from the spectra and manipulate them in some
way that would enable physicists to work out numerical
answers useful in connection with atomie behavior, rather
than to attempt to interpret the behavior in terms of orbits,
ellipses, tilts, spin, and all of the rest of it. In 1925, Hei-
senberg worked out what was called matrix mechanies, for
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In dealing with the world in which quantum effects are noticeable,
all our conventional images fail. If we consider the electron to be a
wave rather than a particle, it might appear to form a wavy hoop
about the nucleus.

the purpose, because it made use of a mathematical device
called a matrix.

In that same year, however, Davisson had proved the
existence of electron waves, and it occurred to the Austrian
physicist Erwin Schrodinger (1887-1961) that these waves
could explain the nature of electron orbits.

If we consider the electron to be a wave, rather than
a particle, we can picture an orbit about the nucleus as
having to consist of whole-number wavelengths. Then, if
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we imagine ourselves tracing the wave around the nucleus,
it doubles back on itself to form a “path” that looks like a
wavy hoop about the nucleus. The smallest orbit would be
that consisting of a single wavelength up and down. The
electron couldn’t spiral into the proton because it couldn’t
take up anorbit with alength less than a single wave. All of
the other orbits would be at distances and with shapes such
that a whole number of waves would fit around the orbit.
That is why orbits can only be at certain distances, in cer-
tain ellipses, at certain tilts, with certain spins, and so on.

Schrddinger worked out a mathematical treatment that
could solve problems by taking electron waves into account,
and announced it in 1926. His system is called wave me-
chanics. Dirac also contributed to the working out of the
treatment, and he and Schriodinger shared a Nobel prize
in 1933 for this work.

It turned out eventually that wave mechanics and ma-
trix mechanics are equivalents; they deliver the same re-
sults. The mathematical system is, therefore, simply called
quantum mechanics. With improvements and refinements
added, the system has proven completely satisfactory in
dealing with electrons, and with subatomic phenomena
generally.

In 1939, the American chemist Linus Carl Pauling
(b. 1901) applied the principles of quantum mechanics to
the manner in which atoms transferred and shared elec-
trons. This replaced the older particle system of Langmuir
and Lewis; it was subtler and explained many things the
older system could not. For this, Pauling received a Nobel
prize in 1954.

Earlier, in 1927, Heisenberg had demonstrated that it
was impossible, even in principle, to work out certain types
of measurement with perfect accuracy because of the grain-
iness of the Universe implied by quantum mechanics. For
example, suppose you tried to determine the exact position
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of a particle, as well as its exact momentum (which is its
mass multiplied by its velocity). Any device you might use
to determine position would change the particle’s velocity
and, therefore, its momentum. Any device you might use
to determine momentum would change the particle’s posi-
tion. The best you could do would be to get the combined
position and momentum with a tiny fuzziness; with a small,
unavoidable inaccuracy. The uncertainty of the position
multiplied by the uncertainty of the momentum, if both are
taken at the absolute minimum that can be obtained, comes
to an amount closely related to a fundamental constant of
quantum theory.

Heisenberg’s uncertainty principle also says that one
can’t determine time and energy content simultaneously
and exactly. For this work, Heisenberg received a Nobel
prize in 1932. The uncertainty principle is a very important
discovery, explaining a great deal that would otherwise be
mysterious in subatomic physies. Nevertheless, many sci-
entists shied away from it because it made it seem as though
there was a certain element of randomness in the Universe
that could never be wiped away. Einstein, for instance,
never accepted the uncertainty principle, and always
thought that quantum mechanics was an incomplete theory
because of it.

Still, not wholly accepting the uncertainty principle
doesn’t remove it. Moreover, the uncertainty principle
seems to describe the Universe as it s, and there’s no point
in fighting it.

Bohr’s picture of electron orbits seemed to describe an
electron particle whose position and motion could, and
should, be known at every moment. Schrodinger’s use of
waves, which proves to work much better, does not do this.
An electron wave goes up and down, and somewhere in it
is the electron in its particle aspect. We can’t tell exactly
where the particle is, however. In a way, it’s everywhere
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along the wave. The height of the wave tells us the prob-
ability that it would happen to be there at any given mo-
ment, but it doesn’t have to be there. In this way, quantum
mechanics features probability and uncertainty—and that,
indeed, seems to be the way the Universe is.

Because quantum theory deals with things so far re-
moved from what we are used to in ordinary life, scientists
speak of “quantum weirdness.” There are aspects about it
that seem so paradoxical that scientists have simply not
managed to agree on what it all means. Perhaps someday,
new discoveries, new concepts, new thoughts will clarify
what seems now to be hopelessly mysterious.

The game of science never stops, you see, for new
problems arise whenever old problems are solved; but who
would want it any other way? To solve everything would
stop the game, and nothing else that life could offer would,
in my opinion, make up for the intellectual loss.
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Nuclear Energy

Working out the details concerning the electron distribution
in atoms was, in a way, a rather simple problem. All elec-
trons are alike, and no differences among them, whether
they are in one type of atom or another, or exist indepen-
dently, have been discovered to this day. Atoms differ
among themselves in the number of electrons they possess,
but not in the type of electrons.

What about atomic nuclei, though? They differ from
atom to atom in both mass and electric charge. Are they
single particles of many different types, one for each dif-
ferent element, or do they have internal structure? Are
they built out of different numbers of simpler particles, and
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are these simpler particles the same in all nuclei of all ele-
ments? Moreover, are these questions we can practically
hope to answer? After all, nuclei are tiny objects hidden at
the very center of the atom, sometimes behind layers and
layers of electrons. How would one reach and study them?

The first hints concerning nuclear structure came with
the discovery of radioactivity, fifteen years before the exis-
tence of the atomic nucleus was demonstrated. One ques-
tion that naturally arose at once in connection with
radioactivity was where all of that energy might be coming
from. Uranium seemed to ceaselessly emit alpha rays,
which were streams of helium nuclei, and beta rays, which
were streams of electrons. All of these particles traveled
at very high speeds, alpha particles at about a tenth the
speed of light, and beta particles at about nine-tenths the
speed of light. It takes considerable energy to make them
move that quickly from a standing start. (After all, the
uranium atoms aren’t moving to begin with.) Then, too,
there were gamma rays, which were far more energetic
than even X rays.

Uranium’s radiation isn’t just a brief spurt of energy.
A sample of uranium metal will continue to radiate indefi-
nitely at an apparently constant rate, and this was a serious
problem. By the law of conservation of energy, it would
seem that energy could not be created out of nothing, and
yet energy seemed to be created out of nothing in connection
with radioactivity.

Of course, it might have been that the law of conser-
vation of energy was wrong, or was limited to only certain
conditions. Scientists, however, found the law so useful in
all aspects of science that they hated to scrap it. There was
the definite feeling that a search must be made to explain
radioactivity without giving up the law of conservation of
energy; that the law must be given up only as an absolutely
last resort. (This is an example of intelligent conservatism
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among scientists. A theory or a law that has proved itself
over and over should not lightly be discarded. It should be,
and would be, discarded if there were no alternative, but
one must be sure that there were indeed no alternatives.)

The situation grew quickly worse in the years imme-
diately following the discovery of radioactivity. Marie Curie
and her husband, Pierre Curie (1859-1906), started with
pitchblende, a uranium-containing rock, from which they
hoped to obtain samples of pure uranium for study. To their
astonishment, they found that pitchblende was more ra-
dioactive than it would be even if it were made of pure
uranium. Possibly, it contained elements still more radio-
active than uranium. There was no sign of such elements
in ordinary analysis, so they must exist in very small quan-
tities, and, if so, must be very radioactive.

In 1898—after long, tedious, and painstaking work
that began with tons of pitchblende and ended with tiny
pinches of radioactive powder—the Curies isolated two ele-
ments: polonium (named for Marie Curie’s native Poland)
and radium (named for its radioactivity). Each was far more
radioactive than uranium.

If one wondered at uranium’s energy emission, how
much more one must wonder at radium, which gave off
energy at nearly three million times the rate. In 1901,
Pierre Curie measured the energy given off by radium and
found that 1 gram of radium gave off energy at a rate
amounting to 140 calories per hour. That wasn’t much in
itself, but it continued for hour after hour indefinitely.
Where did all that energy come from?

Some scientists wondered if radioactive atoms might
not absorb energy from the surrounding environment and
convert it into the energy of radiation. This hypothesis,
however, would break the second law of thermodynamics,
and scientists were as reluctant to do this as to break the
first law (conservation of energy).
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In 1903, Rutherford suggested that all atoms possessed
large volumes of energy within their structure. Ordinarily,
this energy was never tapped, so that people remained
unaware of its existence. Radioactivity was, however, a
spontaneous outpouring of a little of this energy. This was
a daring suggestion, but it caught the imagination of the
public and people began to speak of atomic energy, as a
newer and far more concentrated form of energy than had
ever before been known. (The English writer H.G. Wells
even wrote of “atomic bombs” in his science fiction stories
forty years before such a thing existed in reality.)

And yet Rutherford’s suggestion might have seemed
to be a case of pulling a rabbit out of a hat. Just saying
that the atom contained energy explained nothing. But
then, in 1905, Einstein showed, convincingly, that mass was
a very concentrated form of energy. If radioactive sub-
stances were to turn even a small fraction of their mass
into energy, then all of the energy liberated in radioactivity
could easily be accounted for.

Once the nuclear atom was discovered, it was clear
that because almost all the mass of an atom was concen-
trated in the nucleus, the necessary loss of mass must take
place there. It was within the nucleus, then, that the energy
source of radioactivity lay, and, eventually, people began
to speak of nuclear energy rather than atomic energy.

Nuclear Varieties

If the energy of radioactivity arises out of the loss of mass
of the atomic nucleus, what happens to that nucleus as a
result? The beginnings of an answer came even before it
was understood that the atomic nucleus was the source of
energy, or even that there was an atomic nucleus at all. (It
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often happens that scientific observations provide the be-
ginnings of an answer to a question even before the estab-
lishment of a comprehensive theory that provides order and
reason to a section of science. Such early observations are
difficult to understand, and advance knowledge slowly with-
out the theory. Once the theory is established, however,
the earlier observations quickly fall into place. Advance is
then rapid until it is slowed by the absence of some deeper
and broader understanding of another aspect of science.)

In 1900, Crookes, working with uranium metal, de-
cided to purify it as much as he could, and subjected it to
chemical proceedings that separated out apparent impuri-
ties. He found, to his astonishment, that the purified ura-
nium was hardly radioactive at all, while the impurities
were markedly radioactive. He suggested that it was not
uranium that was radioactive, but something else that ex-
isted in uranium as an impurity.

Becquerel, however, having discovered the radioactiv-
ity of uranium, was not ready to let go of it that easily.
(Scientists often treat their discoveries as their babies, and
defend them vigorously against any attempt to wipe them
out. This is a very human reaction, even if, sometimes, in
hindsight, wrong. In this case, though, Becquerel was
proved to be right.) Becquerel showed that uranium, when
purified in Crookes’s fashion, did indeed show little radio-
activity, but if this purified uranium were allowed to stand,
it would regain its radioactivity after some time.

In 1902, Rutherford and a co-worker, the British chem-
ist Frederick Soddy (1877-1956), showed that this was also
true of thorium. If the metal were purified, most of its
radioactivity was lost, but was then regained on standing.
Rutherford and Soddy suggested, therefore, that when an
atom of uranium gave off radioactive radiations, its nature
was changed and it became an atom of another element that
was more radioactive. This new element, being radioactive,
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also changed. Uranium was not very radioactive in itself,
but its daughter elements were. When uranium was puri-
fied so that the daughter elements and their radioactivity
were removed, uranium seemed far less radioactive than
it had been, but it slowly formed additional quantities of
daughter elements and its radioactivity returned and be-
came as before. Atoms, it seemed, in undergoing radioac-
tivity, experienced something that could be described as
radioactive disintegration.

As it turned out, this was a correct view. Both uranium
and thorium broke down into other elements, which, in
turn, broke down until finally an element was reached that
was not radioactive. In this way, one had a radioactive
series. Scientists began to search for these intermediate
elements in disintegrating uranium and thorium. Polonium
and radium, earlier detected by the Curies, were two of
them—along with others. It was also discovered that both
uranium and thorium, after undergoing many changes, be-
come nonradioactive lead.

The notion of radioactive disintegration came as a
shock to scientists. After all, from the time of Leucippus
and Democritus on it had been assumed that atoms were
unchangeable—but that had only been an assumption. To
be sure, atoms are unchangeable as far as chemical changes
are concerned, but radioactivity is not a chemical change.
Chemical changes involve only the outermost electrons of
an atom. The atom might gain an electric charge, or form
a bond with another atom as a result, but its essential
identity, which depends upon its nucleus, remains intact.
Radioactivity, however, does involve the nucleus. It is a
nuclear change and, if the nucleus undergoes a change, it
is quite likely that, in the process, one type of atom changes
into another.

(A change in point of view, such as this, does not mean
that all chemical textbooks need to be torn up and thrown
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out as though all of the information they contain is now
worthless. The new point of view merely broadens and
extends knowledge, and supplies explanations that are
fuller and more useful. Thus, twentieth-century textbooks
must take into account the existence of nuclear change, but
they can, if they wish, still discuss chemical change, as
before, and treat atoms as changeless—as, indeed, they
are, where chemical change is concerned.)

The search for the radioactive intermediates between
uranium and lead, and between thorium and lead, was suc-
cessful—too successful, actually. Far too many were found.

The atomic number of uranium is 92, and that of thor-
ium 90. The atomic number of lead is 82, and another known
element, bismuth, has an atomic number of 83. The as yet
undiscovered elements lying at the end of the periodic table
were elements numbered 84, 85, 86, 87, 88, 89, and 91.
That’s seven altogether, minus the newly discovered ele-
ments polonium (84) and radium (88), which left five. There
were no other elements beyond the remaining five to be
discovered between uranium and lead. None! That was
quite certain after Moseley’s work in 1914.

And yet by Moseley’s time, more than thirty inter-
mediates had been discovered. Each one of these was dis-
tinctly different, at least as far as its radioactive properties
were concerned. Some would expel an alpha particle and
some a beta particle. Some would expel a gamma ray with
or without an alpha particle or a beta particle. Even when
each of two intermediates emitted an alpha particle, say,
one would do so with greater energy than the other, and
more rapidly.

Soddy tackled this problem. Already in 1912 and 1913,
before the concept of the atomic number had been worked
out, he had found that certain intermediates had the same
chemical properties, and, if mixed, could not be separated
by ordinary chemical procedures. They were the same ele-
ments, and that meant (as was later understood) that their
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electron configurations were the same, as was the positive
charge on their nuclei. Because they differed in their ra-
dioactive properties, however, something about the nu-
cleus, other than the charge, was not the same.

The periodic table was based on the chemical proper-
ties of the elements. It followed that if two different atoms
were identical in chemical properties and different only in
radioactive properties, they were the same element (chem-
ically) and must both fit into the same place in the periodic
table.

Soddy announced his findings in 1913, naming these
different types of atoms—which were of the same element
and belonging in the same place in the periodic table—-
tsotopes, from Greek words meaning “same place.” He re-
ceived a Nobel prize for this work in 1921.

This was yet another blow to long-held views about
atoms. Leucippus, Democritus, and Dalton had all assumed
that all of the atoms of a particular element were identical.
There hadn’t seemed to be any observations that pointed
to the contrary—until now. Scientists working with radio-
active intermediates found as many as five or six varieties
of an element, each with distinct radioactive properties.

Once the concept of atomic number became clear in
1914, it was possible to see the details of how one type of
atom changed into another. Thus, the uranium atom has a
nucleus with an atomic weight 0f238, and an atomic number
of 92. We call it U-238. However, in its radioactive trans-
formation it gives off an alpha particle, which has an atomic
weight of 4 and an atomic number of 2. The atomic weight
and atomic number of the alpha particle must be subtracted
from that of the uranium nucleus. What is left, then, is a
nucleus with an atomic weight 0f234, and an atomic number
of +90. (An alpha particle, when emitted, always reduces
the atomic weight of the emitting nucleus by 4 and the
atomic number by 2.)

When this disintegration of the uranium nucleus was
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discovered by Crookes, he called the product uranium X,
which was just a way of saying he hadn’t the slightest idea
what it could be. But now, with the cold figures of the
change, it could be seen that the new atom was thorium,
all atoms of which, after all, have an atomic number of 90.

Ordinary, well-known thorium has an atomic weight
of 232 and is, therefore, Th-232. The product of uranium
disintegration has an atomic weight of 234 and is Th-234.
Here we have an example of two isotopes. Both possess an
atomic number of 90 and have a nuclear charge, therefore,
of +90. There is, however, a difference in mass. Th-234 is
two units more massive than Th-232.

Does this really make a difference? Chemically, it
doesn’t. Both Th-232 and Th-234, having a nuclear charge
of + 90, have 90 electrons in their atoms, arranged in the
same way in each case, so that all chemical properties are
the same. However, from the radioactive standpoint, it
does make a difference. Thorium-232, the ordinary thorium
we find in minerals, gives off alpha particles, while thorium-
234, the product of uranium disintegration, gives off beta
particles. Moreover, the atoms of thorium-234 disintegrate
some 200 billion times as rapidly as the atoms of thorium-
232. That’s quite a difference.

There are other isotopes of thorium that turn up as
part of one radioactive series or another. They include Th-
227, Th-228, Th-229, Th-230, and Th-231. They all break
down in different ways and at different rates, and all do so
much more quickly than Th-232. But let’s go back to thor-
ium-234, as it gives off a beta particle. Does it change as a
result?

A beta particle is an electron. It has a charge of —1,
so it can be considered to have an atomic number of —1.
Its mass is 1/1,837 that of a hydrogen atom, or about
0.00054. This is so small a figure that we won't go far wrong
if we consider it as just about 0. This means that if a nucleus
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emits a beta particle, one must subtract 0 from the nucleus’s
atomic weight—leaving it unchanged. We must also sub-
tract —1 from the nucleus’s atomic number. Subtracting
—1is equivalent to adding + 1, so the atomic number goes
up by 1. Therefore, the Th-234 nucleus with an atomic
number of 90 and an atomic weight of 234, emitting a beta
particle, is changed to a nucleus having an atomic number
of 91 and an atomic weight of 234. The element of atomic
number 91 is protactinium, which was first isolated and
identified in 1917 by the German chemist Otto Hahn (1879~
1968) and his co-worker, the Austrian chemist Lise Meitner
(1878-1968). What we have, then, is Th-234 changed to
Pa-234.

The emission of a gamma ray by an atomic nucleus
does not change the nucleus. The gamma ray has an atomic
number of 0 because it has no charge, and an atomic weight
of 0 because it has no mass. A nucleus, in emitting a gamma
ray, merely loses energy.

Once scientists knew how each of the radioactive ra-
diations changed an atomic nucleus, they were able to work
out the precise identity of all intermediates in a radioactive
series.

The concept of isotopes left the periodic table intact.
Each place contained only one type of atom as far as atomic
number was concerned. That isotopes differed in atomic
weight did not matter where chemical properties were con-
cerned. What it meant in connection with nuclear structure
and properties we will come to later.

Half-Lives

The various intermediates in a radioactive series break
down quite quickly. If a given quantity of one of these
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intermediates is observed, it will be seen that the number
of breakdowns declines with time. The reason is clear. As
the atoms break down, fewer and fewer of the original
variety are left to break down, and the fewer further break-
downs there are to be observed.

The manner in which the rate of breakdown declines
is precisely what is to be expected of something that chem-
ists were familiar with in the case of many chemical reac-
tions. It is what is called a first-order reaction. This means
that each radioactive atom of a particular variety has a
certain chance of breaking down, and that this chance
doesn’t change with time. It might have one chance in two
of breaking down on a particular day, but if a hundred days
pass without its having broken down, it still has only one
chance in two of breaking down on the 101st day. (This is
analogous to the situation with respect to tossing a coin.
You have one chance in two of tossing heads. Still, if you
toss the coin a hundred times and get tails each time, the
chance of tossing a head on the 101st time is still only one
in two—assuming, of course, that it is an honest coin. It is
often erroneously believed that the more times one tosses
a tail, the greater the chance ofa head on the next occasion.)

You can’t tell when anindividual atom will break down,
but, if you are dealing with a great many atoms, you can
calculate how many will break down in the course of a day,
or a minute. You won’t know which atoms will break down,
but you will know the number. This is similar to the way
in which statisticians can predict how many motorists are
likely to die on a holiday weekend, even though they can’t
possibly tell which particular motorists will die.

This means that you can calculate how long it will take
for half of all atoms present to break down. It turns out,
in the case of first-order reactions, that it always takes the
same time for half of any quantity to break down. Thus, if
you start with 120 grams of a given isotope, and if it takes
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Halflife is the average time required for one-half of the atoms of a
radioactive material to undergo radioactive decay.

a year