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Preface

This book builds a bridge between the theory and practice in the field of Wideband Code
Division Multiple Access (WCDMA) technology. A joint effort from the research and
academia communities has generated a significant amount of result in this field, providing
a solid platform for the technology to be accepted as standard for physical layer of the
third generation (3G) of mobile communications.

On one side, science is pushing toward more and more complex solutions. On the
other hand, practice is forced to compromise between the complexity, reliability, cost,
power consumption, size of the terminal, compatibility with the existing infrastructure
and time to the market, and accept those solutions that offer the best combination of
these parameters.

The focus of the book is on the implementation losses characterizing the system degra-
dation due to imperfect implementation. This will give a picture of how much of the
performance promised by theory should be expected in practical solutions based on a
given technology that is not perfect, but has finite cost, power consumption, size and
so on.

To estimate these losses, the current practice is predominantly to rely on large-scale
simulations that simulate all possible situations in the environment (channel) and system
operation. These simulations are consuming significant computational time and human
resources and are producing results that are difficult to systematically analyze and interpret.

By emphasizing the need for system sensitivity modeling that takes into account a
number of implementation imperfections, the book will inspire additional effort in com-
bining theory and practice resulting in a common platform for the definition of the ‘best
solution’.

The material in the book is based on the author’s experience in research and teaching
courses in this area at universities and in industry. It is hoped that the selected material
will help the readers to understand the main issues related to WCDMA, its potential and
limitations and why specific solutions were chosen for the 3G standard. The book also pro-
vides a significant amount of material related to further developments and improvements
in this field (beyond 3G), especially the segments on adaptive WCDMA and modifications
for implementations in ad hoc networks.

The book can be used for undergraduate and postgraduate courses at universities as
well as for training in industry. The material covers physical and higher layers in the
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network, especially adaptive radio resource management and access control. More precise
suggestions for the course material selection is given in Chapter 1 of the book.

This book is devoted to my students from Finland, Europe, United States and Canada,
Asia and Australia.

Oulu, 2002 Savo G. Glisic



1

Fundamentals

1.1 ADAPTIVE COMMUNICATIONS
AND THE BOOK LAYOUT

In order to justify the content of the book and to make suggestions on how the book
should be studied, we start with the generic block diagram of a digital communication
system shown in Figure 1.1.

The standard building blocks, information source, source encoder, encryptor, channel
encoder and data modulator are used to produce a narrowband signal, for example, binary
phase shift keying (BPSK), quaternary phase shift keying (QPSK) or M-ary quadrature
amplitude modulation MQAM carrying information content. The spreading of the sig-
nal spectra is obtained by real or complex multiplication of the narrowband signal by
a code. After power amplification, the signal will be transmitted by one antenna or by
multiple antennae (transmit diversity). After multipath propagation, multiple replica of the
transmitted signal will reach the receiver. In a number of parallel processors (RAKE), the
receiver will try to independently demodulate a number of signal replicas. The first step is
signal despreading of the number of multipath components. To do so a channel estimator
is needed to estimate the delays and amplitudes of these components in order to be opti-
mally combined in coherent RAKE combiner. Prior to combining, cancelation of multiple
access and multipath interference (MPI) may be performed in order to improve system
performance. After signal combining, the remaining signal processing, including channel
decoder, decryptor and source decoder, is performed. Separate block ‘channel + network’
characterizes the impact of fading, noise, network design and information broadcast from
the network for control purposes.

On the basis of side information obtained either from the network or channel estimator,
the receiver configuration control block from Figure 1.1 will put together the best possible
receiver/transmitter parameters or even change the system configuration.

Coding The most powerful coding is obtained by using concatenated codes with inter-
leavers that are known under the name turbo codes. The algorithm that iteratively decodes
‘turbo’ codes was first proposed by Berrou et al. [1]. It is also explained in detail by Hage-
nauer et al. [2]. A general iterative algorithm applicable to all forms of code concatenations
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Copyright 2003 John Wiley & Sons, Ltd.
ISBN: 0-470-84825-1
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Figure 1.1 Generic block diagram of a digital communication system.

has been described by Benedetto et al. [3]. A number of papers have appeared on the subject
of the ‘turbo’ iterative decoding algorithms, showing that it can be viewed as an instance
of previously proposed algorithms (see, for example, Reference [4] and the extensive ref-
erences therein). To avoid a huge reference list, the readers are referred to the papers and
references in the European Transactions on Telecommunications [5], and in the IEEE Jour-
nal on Selected Areas in Communications [6], entirely devoted to concatenated codes and
iterative decoding.

Coded modulation It has been generally accepted that modulation and coding should be
combined in a single entity for improved performance. Of late, the increasing interest
in mobile radio channels has led to the consideration of coded modulation for fading
channels. Thus, at first blush it seemed quite natural to apply ‘Ungerboeck’s paradigm’ of
keeping coding combined with modulation even in the Rayleigh fading channel, in which
the code performance depends strongly on the code minimum Hamming distance (the
‘code diversity’), rather than on its minimum Euclidean distance. Several results followed
this line of thought, as documented by a considerable body of work summarized and
referenced in Reference [7] (see also Reference [8], Chapter 10). Under the assumption
that the symbols were interleaved with a depth exceeding the coherence time of the fading
process, new codes were designed for the fading channel so as to maximize their diversity.

A notable departure from Ungerboeck’s paradigm was the core of Reference [9].
Schemes were designed aimed at keeping as their basic engine an off-the-shelf Viterbi
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decoder for the de facto standard, 64-state rate-1/2 convolutional code. This implied giving
up the joint decoder/demodulator in favor of two separate entities.

On the basis of the latter concept, Zehavi [10] recognized that the code diversity, and
hence the reliability of coded modulation over a Rayleigh fading channel, could be further
improved. Zehavi’s idea was to make the code diversity equal to the smallest number of
distinct bits (rather than channel symbols) along any error event. This is achieved by
bit-wise interleaving at the encoder output, and by using an appropriate soft-decision bit
metric as an input to the Viterbi decoder. Further results along this line were recently
reported in References [11–13] (for different approaches to the problem of designing
coded modulation schemes for the fading channels, see References [14,15]).

Of particular interest is paper [16] based on Zehavi’s findings, and in particular
on his rather surprising a priori result that on some channels there is a downside
to combining demodulation and decoding. The paper presents the theory underlying
bit-interleaved coded modulation (BICM) comprehensively, and provides a general
information-theoretical framework for this concept.

It also provides results for a large range of the signal constellation QPSK-256 QAM.

Adaptive coded modulation After the signal despreading point in Figure 1.1, we assume
a flat-fading channel with additive white Gaussian noise (AWGN) n(t) and a stationary
and ergodic channel gain

√
[g(t)]. Let S denote the average transmit signal power, N0/2

denotes the noise density of n(t), B denotes the received signal bandwidth, and g denotes
the average channel gain. With appropriate scaling of S, we can assume that g = 1. For
a constant transmit power S, the instantaneous received signal-to-noise ratio (SNR) is
γ (t) = Sg(t)/(N0B) and the average received SNR is γ = S/(N0B). We denote the
fading distribution of γ by p(γ ). If the transmit power S(t) is adapted relative to g(t)

or, equivalently, to γ (t), then the SNR at time t is given by

SNR(t) = γ (t)S[γ (t)]

S
= g(t)S[g(t)]

N0B

In accordance with Reference [17], adaptive coded modulation does not require inter-
leaving, since error bursts are eliminated by adjusting the power, size and duration of
the transmitted signal constellation, relative to the channel fading. In general, we would
rather like to include the interleaver in the block ‘channel encoder’ in Figure 1.1. For
fast fading, in which adaptation is less effective, the interleaving should help. For slow
fading, in which adaptation is more effective, the interleaver cannot do much but neither
does it do any damage.

However, adaptive modulation does require accurate channel estimates at the receiver,
which are fed back to the transmitter with minimal latency. The effects of estimation
error and feedback path delay on adaptive modulation were analyzed in Reference [18],
in which it was found that an estimation error less than 1 dB and a feedback path delay
less than 0.001/fD results in minimal performance degradation, for fD = v/λ the Doppler
frequency of the fading channel. The effect of estimation error and feedback path delay for
adaptive coded modulation is similar, yielding the same set of requirements for minimal
performance degradation. These requirements are easily met on slowly varying channels.
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Another practical consideration in adaptive coded modulation scheme is how quickly
the transmitter must change its constellation size. Since the constellation size is adapted
to an estimate of the channel fade level, several symbol times may be required to obtain
a good estimate. In addition, hardware and pulse-shaping considerations generally dic-
tate that the constellation size must remain constant over tens to hundreds of symbols.
It was shown in Reference [18] that this requirement translates mathematically to the
requirement that τ j � T ∀j , where T is the symbol for time and τ j is the average time
when the adaptive modulation scheme continuously uses the constellation Mj . Since each
constellation Mj is associated with a range of fading values called the fading region
Rj, τ j is the average time that the fading stays within the region Rj . The value of
τ j is inversely proportional to the channel Doppler and also depends on the number
and characteristics of the different fade regions. It was shown in Reference [18] that in
Rayleigh fading with an average SNR of 20 dB and a channel Doppler of 100 Hz, τ j

ranges between 0.7 and 3.9 ms, and thus for a symbol rate of 100 ksymbols s−1, the sig-
nal constellation remains constant over tens to hundreds of symbols. Similar results hold
at other SNR values.

In a narrowband system, the flat-fading assumption in this model implies that the signal
bandwidth B is much less than the channel coherence bandwidth Bc = 1/TM , where TM

is the root-mean-square (rms) delay spread of the channel. For Nyquist pulses B = 1/T ,
so flat fading occurs when T � TM . Combining T � TM and τ j � T , we see that τ j �
T � TM must be satisfied to have both flat fading and the signal constellation constant
over a large number of symbols. In general, wireless channels have rms delay spreads less
than 30 µs in outdoor urban areas and less than around 1 µs in indoor environments [19].
Taking the minimum τ j = 0.7 ms, we see that on the basis of the previous relation, rates
on the order of tens of ksymbols per second in outdoor channels and hundreds of ksymbols
per second in indoor channels are practical for this adaptive scheme.

For WCDMA, these conditions will be extensively discussed throughout the book,
especially later on in this chapter and then in much more detail in Chapter 8.

Coset codes with adaptive modulation Reference [17] shows how the separability of code
and modulation design inherent in coset codes can be used to combine coset codes with
adaptive modulation. A binary encoder E, from Figure 1.1, operates on k uncoded data
bits to produce k + r coded bits, and then the coset (subset) selector uses these coded
bits to choose one of the 2k+r cosets from a partition of the signal constellation. In
nonadaptive modulation dealt with in Reference [20], the modulation segment uses n − k

additional uncoded bits to choose one of the 2n−k signal points in the selected coset,
which is then transmitted via the modulator. These steps essentially decouple the channel
coding from the modulation. Specifically, the fundamental coding gain is a function of
the minimum squared distance between signal point sequences, which is determined by
the encoder (E) properties and the subset partitioning, independent of the modulation.
This minimum distance is given by dmin = min{ds, dc}, where ds is the minimum distance
between coset sequences and dc is the minimum distance between coset points. For square
MQAM signal constellations, both ds and dc are proportional to d0, the minimum distance
between constellation points before partitioning. The number of nearest neighbor code
words also impacts the effective coding gain.
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In a fading channel, the instantaneous SNR varies with time, which will cause the
distance d0(t) in the received signal constellation, and, therefore, the corresponding
distances dc(t) and ds(t), to vary. The basic premise for using adaptive modulation
with coset codes is to keep these distances constant by varying the size M(γ ), trans-
mit power S(γ ), and/or symbol time T (γ ) of the transmitted signal constellation rel-
ative to γ , subject to an average transmit power constraint S on S(γ ). By maintaining
min{dc(t), ds(t)} = dmin constant, the adaptive coded modulation exhibits the same coding
gain as a coded modulation designed for an AWGN channel with minimum code word
distance dmin.

The modulation segment on Figure 1.1 would work as follows. The channel is assumed
to be slowly fading so that γ (t) is relatively constant over many symbol periods. During
a given symbol period T (γ ), the size of each coset is limited to 2n(γ )−k , where n(γ )

and T (γ ) are functions of the channel SNR γ . A signal point in the selected coset is
chosen using n(γ ) − k uncoded data bits. The selected point in the selected coset is one
of M(γ ) = 2n(γ )+r points in the transmit signal constellation [e.g. MQAM, M-ary phase-
shift keying (MPSK)]. By using appropriate functions for M(γ ), S(γ ) and T (γ ), we
can maintain a fixed distance between points in the received signal constellation M(γ )

corresponding to the desired minimum distance dmin. The variation of M(γ ) relative to
γ causes the information rate to vary, so the uncoded bits used for signal point selection
must be buffered until needed. Since r redundant bits are used for the channel coding,
log2 M(γ ) − r bits are sent over the symbol period T (γ ) for a received SNR of γ . The
average rate of the adaptive scheme is thus given by

R =
∫ ∞

γ0

1

T (γ )
[log2 M(γ ) − r]p(γ ) dγ

where γ0 ≥ 0 is a cutoff fade depth below which transmission is suspended (M(γ ) = 0).
This cutoff value is a parameter of the adaptive modulation scheme. Since γ is known to
both the transmitter and the receiver, the modulation, encoding, and decoding processes
are suspended while γ < γ o.

At the receiver, the adaptive modulation is first demodulated, which yields a sequence
of received constellation points. Then the points within each coset that are closest to
these received points are determined. From these points, the maximum-likelihood coset
sequence is calculated and the uncoded bits from the channel coding segment are deter-
mined from this sequence in the same manner as for nonadaptive coded modulation in
AWGN. The uncoded bits from the modulation segment are then determined by find-
ing the points in the maximum-likelihood coset sequence that are closest to the received
constellation points and by applying standard demodulation to these points.

The adaptive modulation described above consists of any mapping from γ to a con-
stellation size M(γ ), power S(γ ), and symbol time T (γ ) for which dmin(t) remains
constant. Proposed techniques for adaptive modulation maintain this constant distance
through adaptive variation of the transmitted power level [21], symbol time [22], constel-
lation size [23,24], or any combination of these parameters [18,25,26]. The modulation
segment of Figure 1.1 can use any of these adaptive modulation methods.
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Adaptive coding scheme Efficient error control on time-varying channels can be performed,
independent of modulation, by implementing an adaptive control system in which the opti-
mum code is selected according to the actual channel conditions.

There are a number of burst error-correcting codes that could be used in these adaptive
schemes. Three major classes of burst error-correcting codes are binary Fire block codes,
binary Iwadare–Massey convolutional codes [27], and nonbinary Reed–Solomon block
codes. In practical communication systems, these are decoded by hard-decision decod-
ing methods. Performance evaluation based on experimental data from satellite mobile
communication channels [28] shows that the convolutional codes with the soft-decision
decoding Viterbi algorithm are superior to all the above burst error-correcting codes of
the respective rates.

Superior error probability performance and availability of a wide range of code rates
without changing the basic coded structure motivate the use of punctured convolutional
codes [29–32] with the soft-decision Viterbi decoding algorithm in the proposed adaptive
scheme. To obtain the full benefit of the Viterbi algorithm on bursty channels, ideal
interleaving is assumed.

An adaptive coding scheme using incremental redundancy in a hybrid automatic-repeat-
request (ARQ) error control system is reported in Reference [33]. The channel model
used is binary symmetric channel (BSC) with time variable bit error probability. The
system state is chosen according to the channel bit error rate (BER). The error correction
is performed by shortened cyclic codes with variable degrees of shortening. When the
channel BER increases, the system generates additional party bits for error correction.

An Forward Error Correction (FEC) adaptive scheme for matching the code to the
prevailing channel conditions was reported in Reference [34]. The method is based on
convolutional codes with Viterbi decoding and consists of combining noisy packets to
obtain a packet with a code rate low enough (less than 1/2) to achieve the specified
error rate. Other schemes that use a form of adaptive decoding are reported in Ref-
erences [35–40]. Hybrid ARQ schemes based on convolutional codes with sequential
decoding on a memoryless channel were reported in References [41,42] while a Type-II
hybrid ARQ scheme formed by concatenation of convolutional codes with block codes
was evaluated on a channel represented by two states [43].

In order to implement the adaptive coding scheme, it is necessary again to use a return
channel. The channel state estimator (CSE) determines the current channel state, on the
basis of the number of erroneous blocks. Once the channel state has been estimated,
a decision is made by the reconfiguration block whether to change the code, and the
corresponding messages are sent to the encoder and locally to the decoder.

In FEC schemes, only error correction is performed, while in hybrid ARQ schemes
retransmission of erroneous blocks is requested whenever the decoded data is labeled
as unreliable.

The adaptive error protection is obtained by changing the code rates. For practical
purposes, it is desirable to modify the code rates without changing the basic structure
of the encoder and decoder. Punctured convolutional codes are ideally suited for this
application. They allow almost continuous change of the code rates while decoding is
done by the same decoder.
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The encoded digits at the output of the encoder are periodically deleted according to
the deleting map, specified for each code. Changing the number of deleted digits varies
the code rate. At the receiver end, the Viterbi decoder operates on the trellis of the parent
code and uses the same deleting map as in the encoder in computing path metrics [30].

The Viterbi algorithm based on this metric is a maximum-likelihood algorithm on
channels with Gaussian noise since on these channels the most probable errors occur
between signals that are closest together in terms of squared Euclidean distance. However,
this metric is not optimal for non-Gaussian channels. The Viterbi algorithm allows use of
channel state information for fading channels [44].

However, a disadvantage of punctured convolutional codes compared to other convo-
lutional codes with the same rate and memory order is that error paths are typically long.
This requires quite long decision depths of the Viterbi decoder.

A scheme with ARQ rate-compatible convolutional codes was reported in Refer-
ence [32]. In this scheme, rate-compatible codes are applied. The rate compatibility
constraint increases the system throughput since in transition from higher to lower rate
codes, only incremental redundancy digits are retransmitted. The error detection is per-
formed by a cyclic redundancy check, which introduces additional redundancy.

Adaptive coding, modulation and power control While adaptive modulation (with coded
or uncoded signal) and adaptive coding described earlier are conceptually well under-
stood and elaborated, joint adaptation of coding and modulation still remains a challenge,
especially from the practical point of view. The third element of the adaptation will be
power control. For details on power control algorithms and extensive literature overview,
the reader is referred to Chapter 6 of the book and to Reference [45]. Capacity of the
cellular network with power control, including impact of power control imperfections on
the system’s performance, is discussed in Chapters 8 and 9.

Adaptive frequency and space domain interference cancelation Narrowband interference
generated by intentional jamming (military applications) or by belonging to other systems
[such as the time division multiple access (TDMA) network] may be suppressed either in
frequency or space domain. Adaptive interference suppression in frequency domain is dis-
cussed in Chapter 7 with focus on possible overlay of WCDMA macro and TDMA micro
cellular networks. For space domain interference suppression and capacity improvements
based on adaptive antenna arrays, the reader is referred to References [46–49].

Adaptive packet length Adaptive coding combined with ARQ described earlier would
require reconfiguration of layer 2 (different format for each retransmission). An addi-
tional step to be considered is to use a variable packet length including the information
segment so that possibilities for additional improvements are obtained. These algorithms
are discussed in Chapter 12.

Adaptive spreading factor Depending on the level of interference, an adaptive selection
of the interference suppression capabilities, measured by the system processing gain, can
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be adopted to continuously provide the best trade-off between the BER and information
rate. For the fixed bandwidth available, this is equivalent to bit rate adaptation.

Adaptation in time, space and frequency domain The concept of adaptive modulation and
coding can be extended to frequency and space domain, resulting in adaptive multicar-
rier modulation with space diversity. For space-time coding, the reader is referred to
References [50–52].

RAKE reconfiguration Coming back to Figure 1.1, the additional element of system adap-
tation and reconfigurability is the RAKE receiver itself. In time-varying multipath fading,
the receiver will be constantly searching for the stronger components in the received
signal than those being combined. Any time when such a component is found, the reas-
signment of the RAKE finger to the new one would take place. RAKE finger acquisition
and reacquisition, and tracking in delay and space domain are discussed in Chapters 3
and 4 of the book.

Intertechnology adaptation If intertechnology roaming is assumed, and the receiver is
supposed to be used in cellular and ad hoc networks, the reconfiguration in the signal
format and consequently in transmitter and receiver structure would take place. A whole
additional family of Code Division Multiple Access (CDMA) signal formats for appli-
cation in ad hoc networks is discussed in Chapter 15. The extension of these formats to
ultrawideband (UWB) technology is straightforward. The only difference is that instead
of bipolar sequence, a unipolar (on–off) sequence should be used for signal spreading.
For UWB technology, the reader is referred to References [53–57]. This concept can be
extended to include reconfiguration of CDMA into TDMA type of receiver or reconfigu-
ration of CDMA receiver for different standards such as the WCDMA and the cdma2000.
Practical solutions are based on software radio [58].

Minimum complexity (energy consumption) adaptation In order to save energy, an adap-
tive receiver would be continuously trying to minimize the complexity of the receiver.
For example, coding or multiuser detectors would be used only in the case in which the
channel [including fading and multiple access interference (MAI)] is not good enough.
So that required quality of service (QoS) cannot be provided without these components.
As an example, multiuser detectors, described in Chapters 13 and 14 can be only occa-
sionally used in the receiver. This would also require corresponding reconfiguration of
the receiver. Practical solutions for such options are discussed in Chapter 17 for use in
Universal Mobile Telecommunication System (UMTS) standard.

Adaptive access control Adaptation on the medium access control (MAC) layer would
include access control. The access control mechanism is supposed to keep the number
of simultaneously transmitting users in the network below or up to the system capac-
ity. In WCDMA networks, this capacity varies in time as a result of the time-varying
channel and the number of users in the surrounding cells. An adaptive system would
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continuously monitor these conditions and update the capacity threshold for access con-
trol. Adaptive algorithms based on fuzzy logic and Kalman filters are discussed in detail
in Chapters 10, 11, and 12.

Adaptive routing Adaptation on the network layer would include adaptive routing in
wireless network. The best available segments of the multihop rout are chosen in order
to minimize retransmissions and guarantee QoS [59–74].

Adaptive source coding If adaptive routing and techniques in the physical link level con-
trol and MAC layer cannot provide the required QoS, the grade of service (GoS) can be
reduced, for example, by reducing the source bit rate. Variable bit rate source encoder
would be constantly adapting to the conditions in the network.

Adaptive/reconfigurable network architecture The latest concepts of telecommunications
networks suggest even the evolution of network flexibility in the domain of network
architecture. The communications network infrastructure would consist of a network of
powerful computers and an operator would be able to rent a part of the network and
establish its own network architecture depending on the market at the time. It would be
able to change it in time as the market changes so that network architecture would be
reconfigurable from the point of view of the operator. These issues are considered in the
field of active and reprogrammable networks. To keep the list of references short, the
reader is referred to Reference [75]. In ad hoc networks, the network reconfigurability
adapts to the mobility and activity of the nodes [67,69,72,73].

2
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Figure 1.2 Generic block diagram of a digital communication system and book layout.
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Figure 1.3 Book layout.

In this book, we cover the subsets of the problems listed above. Figure 1.2 relates to
the chapters of the book and the system block diagram. Nonshaded blocks are consid-
ered as elements of the traditional communication system and are not covered in this
book. For adaptive coding and modulation, the reader is referred to Reference [76]. The
chapters from the book content are allocated to the respective blocks of the system,
except those chapters that cover standards that cannot be allocated to specific blocks.
On the left-hand side of Figure 1.3, the list of content is partitioned into four segments
r – receiver, n – network, ar – advanced receiver and s – standard. This should help the
reader to easily identify the specific chapters of the book. The general suggestions for
the course material selections are: r – university undergraduate course on physical layer,
r + ar – university postgraduate course on physical layer, n – part of university under-
graduate/postgraduate course on networks, r + ar + s – industry course on physical layer,
n + s – part of industry course on networks.

1.2 SPREAD SPECTRUM FUNDAMENTALS

1.2.1 Direct sequence (DS) spread spectrum

The narrowband signal in this case is a phase-shift keying (PSK) signal of the form

Sn = b(t, Tm) cos ωt (1.1)
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where 1/Tm is the bit rate and b = ±1 is the information. The baseband equivalent of
equation (1.1) is

Sb
n = b(t, Tm) (1.1a)

Spreading operation, presented symbolically by operator ε( ), is obtained if we multiply
the narrowband signal by a pseudonoise (PN) sequence (code) c(t, Tc) = ±1. The bits of
the sequence are called chips and the chip rate 1/Tc � 1/Tm. The wideband signal can
be represented as

Sw = ε(Sn) = cSn = c(t, Tc) b(t, Tm) cos ωt (1.2)

The baseband equivalent of equation (1.2) is

Sb
w = c(t, Tc)b(t, Tm) (1.2a)

Despreading, represented by operator D( ), is performed if we use ε( ) once again and
band-pass filtering, with the bandwidth proportional to 2/Tm, represented by operator
BPF( ) resulting in

D(Sw) = BPF (ε(Sw)) = BPF (cc b cos ωt) = BPF (c2 b cos ωt) = b cos ωt (1.3)

The baseband equivalent of equation (1.3) is

D(Sb
w) = LPF (ε(Sb

w)) = LPF (c(t, Tc)c(t, Tc)b(t, Tm))

= LPF (b(t, Tm)) = b(t, Tm) (1.3a)

where LPF( ) stands for low pass filtering. This approximates the operation of correlating
the input signal with the locally generated replica of the code Cor(c, Sw). Nonsynchronized
despreading would result in

Dτ( ); Cor(cτ , Sw) = BPF (ετ (Sw)) = BPF (cτ c b cos ωt) = ρ(τ) b cos ωt (1.4)

The baseband equivalent of equation (1.4) is

Dτ( ); Cor(cτ , S
b
w) =

∫ Tm

0
cτS

b
w dt = b(t, Tm)

∫ Tm

0
cτ c dt = bρ(τ) (1.4a)

This operation would extract the useful signal b as long as τ ∼= 0, otherwise the signal will
be suppressed because, as we will show in Chapter 2, ρ(τ) ∼= 0 for τ ≥ Tc. Separation
of multipath components in a RAKE receiver is based on this effect. In other words, if
the received signal consists of two delayed replicas of the form

r = Sb
w(t) + Sb

w(t − τ)
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the despreading process defined by equation (1.4a) would result in

Dτ( ); Cor(c, r) =
∫ Tm

0
cr dt = b(t, Tm)

∫ Tm

0
c(c + cτ ) dt = bρ(0) + bρ(τ)

Now, if ρ(τ) ∼= 0 for τ ≥ Tc, all multipath components reaching the receiver with a delay
larger then the chip interval will be suppressed. If the signal transmitted by user y is
despread in receiver x, the result is

Dxy( ); BPF(εxy(Sw)) = BPF(cx cy by cos ωt) = ρxy(t) by cos ωt (1.5)

So, in order to suppress the signals belonging to other users (multiple access interfer-
ence – MAI), the cross-correlation functions should be low. In other words, if the received
signal consists of the useful signal plus the interfering signal from the other user

r = Sb
wx(t) + Sb

wy(t) = bxcx + bycy

the despreading process at the receiver of user x would produce

Dxy( ); Cor(cx, r) =
∫ Tm

0
cxr dt = bx

∫ Tm

0
cxcx dt + by

∫ Tm

0
cxcy dt

= bxρx(0) + byρxy(0)

When the system is properly synchronized ρx(0) ∼= 1, and if ρxy(0) ∼= 0, the second
component representing MAI will be suppressed. In addition, the size of the set of codes
should be large in order to be able to allocate different codes to the large number of
different users. A block diagram of the BPSK DS spread-spectrum transmitter is shown
in Figure 1.4 and the receiver in Figure 1.5.

If QPSK signal is used as a narrowband signal, the general form of the transmitter will
be as shown in Figure 1.6 and the receiver will be as shown in Figure 1.7.

Sw(t) = b1(t)c1(t) cos ω0t + b2(t)c2(t) sin ω0t (1.6)

For MQAM modulation, bi would have log2M different values.

cb cos w0t 

Phase
modulator

b cos [w0t ]

cos (w0t)

Binary data b

c = ±1

Figure 1.4 BPSK DS spread-spectrum transmitter.
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b (t − t ) c(t −t) cos[w0t + f]
+ interference 

Data phase
demodulator

Bandpass
filter

Estimated
data 

c(t −t)ˆ

Figure 1.5 BPSK DS spread-spectrum receiver.

b1

b2

cos(w0t)

sin(w0t) c2(t )

c1(t )
Sw(t)∑

Figure 1.6 Transmitter for QPSK-DS system.
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data 
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data
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c2(t −t)
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ˆ

ˆ

Figure 1.7 Receiver for QPSK-DS system.
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If the kth transmitter sends the signal of the form given by equation (1.7) after prop-
agation through the multipath channel, the overall received signal will have the form
given by equation (1.8) where index ‘lk ’ stands for path l of user k. As an example,
the despreading process for user ‘k = 1’ synchronized on path l = 1, will produce signal
y11 given by equation (1.9). The first component of equation (1.9) represents a useful
signal and the rest of it (double sum term) represents the MAI plus MPI. In a RAKE
receiver, user k = 1 would separately process L signals producing yl1, l = 1, . . . , L. After
despreading, it would have to synchronize frequency ω + ωdlk and phase θlk and after
coherent demodulation get βl1b1 components to be combined in the combiner prior to
final decision. The interfering terms are proportional to ρ1,k(	τ11,lk). For this reason, the
codes should be designed to minimize the cross-correlation function between different
users, and the autocorrelation function for 	τ ≥ Tc to minimize the interference between
the paths of the same user.

In order to improve the demodulation condition, it may use interference cancelation to
remove the second term of equation (1.9) in each branch (finger) of the RAKE receiver.
This problem will be discussed in Chapter 13 on multiuser detection. The block diagram
of the receiver based on this concept is shown in Figures 1.8 and 1.9.

st (t) = bkck cos ωt (1.7)

r(t) =
∑

l

∑
k

βlkbk(t − τlk)c(t − τlk) cos[(ω + ωdlk)t + θlk] (1.8)

y11 = β11b1(t − τ11) cos[(ωIF + ωd11)t + θ11]+∑
l

l,k �=1,1

∑
k

βlkbk(t − τlk)ρ1,k(	τ11,lk) cos[(ωIF + ωdlk)t + θlk] (1.9)

Using complex-envelope representation, shown in Figure 1.10 one can, in general, more
precisely represent the oversimplified baseband equations (1.1a to 4a). The transmitted

• • • 
• • • • • • 
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Figure 1.8 Generic receiver block diagram with optional interference cancelation stage.
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Figure 1.10 Generic complex envelope model of spread spectrum modem.
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signal is represented by equation (1.10). The despread complex signal is represented by
equation (1.11).

s(t) = Re�s̃(t)ejω0t	 (1.10)

b(t − τ) = b(t − τ)c(t − τ)c∗(t − τ̂ ) exp{−j [(ω0 − ω̂0)t + ϕ − ϕ̂]}
+ ũ(t)c∗(t − τ) exp{−j [(ω0 − ω̂0)t + ϕ − ϕ̂]}
+ ñ(t)c∗(t − τ) exp{−j [(ω0 − ω̂0)t + ϕ − ϕ̂]}

(1.11)

1.3 THEORY VERSUS PRACTICE

This section provides an initial illustration on how the previous concept is implemented for
multiplexing/spreading of dedicated physical data channel (DPDCH) and dedicated phys-
ical control channel (DPCCH) in universal mobile telecommunication system (UMTS). A
detailed discussion of the UMTS standard is given in Chapter 17 and References [77–86].
Figure 1.11 shows the uplink DPDCH/DPCCH multiplexing and spreading for the most
common case of only one DPDCH. A combination of code and IQ (In phase + Quadrature)
multiplex is used, where the DPDCH and DPCCH are spread by different channelization
orthogonal variable spreading factor (OVSF) codes (cD, cC) and mapped to an I and Q
branch, respectively. The complex I + jQ signal is then scrambled by a short code Cscramb.
A short scrambling code is used in order to simplify the future implementation of advanced
receiver structures, for example, multiuser detectors. As an option, long-code scrambling
may be used, in the case when the base station (BS) employs ordinary RAKE reception.

1.3.1 Multicode transmission

Additional DPDCHs can be mapped to either the I or the Q branch as illustrated in
Figure 1.12. Each DPDCH should be allocated to the I or Q branch in such a way that
the overall envelope variations are minimized. Any IQ imbalance is avoided with the

*j  

I 

Q 

 

Channelization 
codes (OVSF) 

DPDCH 

DPCCH 

Cscramb 

Clong 
(optional) 

Real 

Imag 

CC 

CD cos(ωt ) 

sin(ωt ) I + j Q 

p(t) 

p(t ) 

Figure 1.11 Uplink spreading and scrambling for the normal case of one DPDCH per
connection.
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Figure 1.12 Multiplexing of multiple DPDCH on one connection (multicode transmission).

complex scrambling operation that makes the amplifier constellation similar to that with I
and Q branches of equal power.

1.3.2 The downlink multiplexing and spreading

The processing is similar to that of the uplink, except that all downlink (DL) connections
of a BS share a common set of short OVSF channelization codes and are jointly scrambled
by a short BS unique scrambling code as shown in Figure 1.13. The BS unique scrambling
code is allocated from the set of orthogonal Gold codes of length 256 chips.
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Figure 1.13 Downlink channel multiplexing and spreading.
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Finally, on the basis of the previous discussion, a block diagram of the mobile trans-
mitter and receiver is shown in Figures 1.14 and 1.15, respectively. The building blocks
will be discussed in detail throughout the book.
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2

Pseudorandom sequences

2.1 PROPERTIES OF BINARY SHIFT
REGISTER SEQUENCES

Let us define a polynomial

h(x) = h0x
n + h1x

n−1 + · · · + hn−1x + hn (2.1)

in a discrete field with two elements hi ∈ (0, 1) and h0 = hn = 1.
An example of a polynomial could be x4 + x + 1 or x5 + x2 + 1. The coefficients hi

of the polynomial can be represented by binary vectors 10011 and 100101, or in octal
notation 23 and 45 (every group of three bits is represented by a number between 0
and 7).

A binary sequence u is said to be a sequence generated by h(x) if for all integers j

h0uj ⊕ h1uj−1 ⊕ h2uj−2 ⊕ · · · ⊕ hnuj−n = 0

⊕ = addition modulo 2 (2.2)

If we formally change the variables,

j → j + n

h0 = 1
(2.3)

then equation (2.2) becomes

uj+n = hnuj ⊕ hn−1uj+1 ⊕ · · · h1uj+n−1 (2.4)

In this notation, uj is the j th bit (called chip) of the sequence u. The sequence u can be
generated by an n-stage binary linear feedback shift register, which has a feedback tap
connected to the ith cell if hi = 1, 0 < i ≤ n.
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Example 1

For n = 5, equation (2.4) becomes

uj+5 = h5uj ⊕ h4uj+1 ⊕ h3uj+2 ⊕ h2uj+3 ⊕ h1uj+4 (2.5)

For the polynomial x5 + x2 + 1, the octal representation (45), of the coefficients hi , are

h0 h1 h2 h3 h4 h5

1 0 0 1 0 1

and the block diagram of the circuit is shown in Figure 2.1.

Example 2

For the polynomial x5 + x4 + x3 + x2 + 1, the coefficients hi are given as

h0 h1 h2 h3 h4 h5

1 1 1 1 0 1 (75)

and by using equation (2.4) one can get the generator shown in Figure 2.2.

Some of the properties of these sequences and definitions are listed below. Details can
be found in the standard literature listed at the end of the chapter, especially in References
[1–12]. If u and v are generated by h(x), then so is u ⊕ v, where u ⊕ v denotes the
sequence whose ith element is ui ⊕ vi . All zero state of the shift register is not allowed
because for this initial state, equation (2.5) would continue to generate zero chips. For
this reason, the period of u is at most 2n − 1, where n is the number of cells in the

 uj uj + 1 uj + 2 uj + 3 uj + 4

uj + 5

Figure 2.1 Sequence generator for the polynomial (45).

   

 

uj uj + 1 uj + 2 uj + 3 uj + 4

uj + 5

Figure 2.2 Sequence generator for the polynomial (75).
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shift register, or equivalently, the degree of h(x). If u denotes an arbitrary {0, 1} – valued
sequence, then x(u) denotes the corresponding {+1, −1} – valued sequence, where the
ith element of x(u) is just x(ui).

x(ui) = (−1)ui (2.6)

If T i is a delay operator (delay for i chip periods), then we have

T i(x(u)) = x(T iu) and∑
x(u) = x(u0) + x(u1) + · · · + x(uN−1)

= N+ − N− = (N − N−) − N− = N − 2N−

= N − 2wt(u) (2.7)

where wt(u) denotes the Hamming Weight of unipolar sequence u, that is, the number
of ones in u, n is the sequence period and N+ and N− are the number of positive and
negative chips in bipolar sequence x(u).

The cross-correlation function between two bipolar sequences can be represented as

θu,v(l) ≡ θx(u),x(v)(l) =
N−1∑
i=0

x(ui)x(vi+l )

=
N−1∑
i=0

(−1)ui (−1)vi+l

=
N−1∑
i=0

(−1)ui⊕vi+l

=
N−1∑
i=0

x(ui ⊕ vi+l) (2.8)

By using equation (2.7), we have

θu,v(l) = N − 2wt(u ⊕ T lv) (2.9)

The periodic autocorrelation function θu( · ) is just θu,u( · ) and we have

θu(l) = N − 2wt(u ⊕ T lu)

= N+ − N−

= (N − N−) − N−

= N − 2N− (2.10)
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2.2 PROPERTIES OF BINARY
MAXIMAL-LENGTH SEQUENCE

As it was mentioned earlier, all zero state of the shift register is not allowed because,
on the basis of equation (2.4), the generator could not get out of this state. Bear in mind
that the number of possible states of shift register is 2n. The period of a sequence u

generated by the polynomial h(x) cannot exceed 2n − 1 where n is the degree of h(x).
If u has this maximal period N = 2n − 1, it is called a maximal-length sequence or
m-sequence. To get such a sequence, h(x) should be a primitive binary polynomial of
degree n.

Property I The period of u is N = 2n − 1.

Property II There are exactly N nonzero sequences generated by h(x), and they are just
the N different phases of u, T u, T 2u, . . . , T N−1u.

Property III Given distinct integers i and j , 0 ≤ i, j < N , there is a unique integer k,
distinct from both i and j , such that 0 ≤ k < N and

T iu ⊕ T ju = T ku. (2.11)

Property IV wt(u) = 2n−1 = 1/2(N + 1).

Property V From (2.9)

θu(l) =
{

N, if l ≡ 0 mod N

−1, if l �= 0 mod N
(2.12)

ũ is called a characteristic m-sequence, or the characteristic phase of the m-sequence u if
ũi = ũ2i for all i ∈ Z.

Property VI Let q denote a positive integer, and consider the sequence v formed by taking
every qth bit of u (i.e. vi = uqi for all i ∈ Z). The sequence v is said to be a decimation
by q of u, and will be denoted by u[q].

Property VII Assume that u[q] is not identically zero. Then, u[q] has period N /gcd(N, q),
and is generated by the polynomial whose roots are the qth powers of the roots of h(x)

where gcd(N, q) is the greatest common divisor of the integers N and q. The tables of
primitive polynomials are available in any book on coding theory. From Reference [13]
we take an example of the polynomial of degree 6.
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DEGREE 6
1 103F 3 127B 5 147H 7 111A

9 015 11 155E 21 007

The letters E,F and H mean (among other things) that the polynomials 103, 147 and
155 are primitive, while the letters A and B indicate nonprimitive polynomials. Suppose
that the m-sequence u is generated by the polynomial 103. Then, u[3] is generated by the
127, u[5] is generated by 147, u[7] is generated by the 111, and so on.

u[3] has period 63/gcd(63, 3) = 21, and thus is not an m-sequence; while u[5] has
period 63 and is an m-sequence. The corresponding polynomials 127 and 147 are clearly
indicated as nonprimitive and primitive, respectively. v = u[q] has period N if and only
if gcd(N, q) = 1. In this case, the decimation is called a proper decimation, and the
sequence v is an m-sequence of period N generated by the primitive binary polynomial
ĥ(x). If, instead of u, we decimate T iu by q, we will get some phase T jv of v; that
is, regardless of which of the m-sequences generated by h(x) we choose to decimate,
the result will be an m-sequence generated by ĥ(x). In particular, decimating ũ, the
characteristic phase of u, gives ṽ, the characteristic phase of v.

Property VIII Suppose gcd(N, q) = 1. If v = u[q], then for all j ≥ 0,

ũ[2j q] = ũ[2j q mod N ] = ṽ

and

u[2j q] = u[2j q mod N ] = T iv

for some i which depends on j .
Property VIII is also valid for j < 0 provided 2j q is an integer. Hence, proper deci-

mation by odd integers q gives all the m-sequence of period N . However, the following
decimation by an even integer is of interest. Let v = u[N − 1]. Then vi = u(N−1)I = u−i ,
that is, v is just a reciprocal of u.

The reciprocal m-sequence v is generated by the reciprocal polynomial of h(x), that is,

ĥ(x) = xnh(x−1) = hnx
n + hn−1x

n−1 + · · · + h0 (2.13)

From Property VIII we see that a different phase of v is produced if we decimate u

by 1/2(N − 1) = 2n−1 − 1 instead of (N − 1). Other proper decimations lead to other
m-sequences. The summarized results of different decimations are shown in Figures 2.3
and 2.4 [3].

From Figure 2.3 one can see that decimation of u defined by polynomial 45 by factor
q = 3 gives v = u[3] defined by polynomial 75. All decimations by factor 3 are obtained
by moving clockwise along the solid line. Decimation by factor 5 is indicated by moving
clockwise along the dashed line. Moving counterclockwise along the solid lines gives dec-
imation by factor 11 and moving counterclockwise along the dashed line gives decimation
by factor 7. The same notation is valid for Figure 2.4.
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51 

73 

45 

75 

57 67 

u 

w = u [5] 

z = u [11] 

y = u [7] 

x = u [15] 

v = u [3] 

Figure 2.3 Decimation relations for m-sequences of period 31. When traversed clockwise, solid
lines and dotted lines correspond to decimations by 3 and 5, respectively. Reproduced from
Sarwate, S. V. and Pursley, M. B. (1980) Crosscorrelation properties of pseudorandom and
related sequences. Proc. IEEE. Vol. 68, May 1980, pp. 593–619, by permission of IEEE.

141 

133 

103 

147 

163 155 

u 

x = u[31] 

y = u [23] 

z = u [13] v = u[5] 

w = u[11] 

Figure 2.4 Decimation relations for m-sequences of period 63. When traversed clockwise, solid
lines and dotted lines correspond to decimations by 5 and 11, respectively. Reproduced from
Sarwate, S. V. and Pursley, M. B. (1980) Crosscorrelation properties of pseudorandom and
related sequences. Proc. IEEE. Vol. 68, May 1980, pp. 593–619, by permission of IEEE.
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2.2.1 Cross-correlation functions for maximal-length sequences

Cross-correlation spectra

Frequently, we do not need to know more than the set of cross-correlation values together
with the number of integers l (0 ≤ l < N ) for which θu,v(l) = c for each c in this set.

Theorem 1 Let u and v denote m-sequences of period 2n − 1. If v = u[q], where either
q = 2k + 1 or q = 22k − 2k + 1, and if e = gcd(n, k) is such that n/e is odd, then the
spectrum of θu,v is three-valued [13–18] as

−1 + 2(n+e)/2 occurs 2n−e−1 + 2(n−e−2)/2 times

−1 occurs 2n − 2n−e − 1 times

−1 − 2(n+e)/2 occurs 2n−e−1 − 2(n−e−2)/2 times (2.14)

The same spectrum is obtained if instead of v = u[q], we let u = v[q]. Notice that
if e is large, θu,v(l) takes on large values but only very few times, while if e is small,
θu,v(l) takes on smaller values more frequently. In most instances, small values of e are
desirable. If we wish to have e = 1, then clearly n must be odd in order that n/e be odd.
When n is odd, we can take k = 1 or k = 2 (and possibly other values of k as well), and
obtain that θ (u, u[3]), θ (u, u[5]) and θ (u, u[13]) all have the three-valued spectrum given
in Theorem 1 (with e = 1).

Suppose next that n ≡ 2 mod 4. Then, n/e is odd if e is even and a divisor of n. Letting
k = 2, we obtain that θ (u, u[5]) and θ (u, u[13]) both have the three-valued spectrum given
in Theorem 1 (with e = 2).

Let us define t (n) as
t (n) = 1 + 2[(n+2)/2] (2.15)

where [α] denotes the integer part of the real number α. Then if n �= 0 mod 4, there
exist pairs of m-sequences with three-valued cross-correlation functions, where the three
values are −1, −t (n), and t (n) − 2. A cross-correlation function taking on these values
is called a preferred three-valued cross-correlation function and the corresponding pair of
m-sequences (polynomials) is called a preferred pair of m-sequences (polynomials).

Theorem 2 Let u and v denote m-sequences of period 2n − 1 where n is a multi-
ple of 4. If v = u[−1 + 2(n+2)/2] = u[t (n) − 2], then θu,v has a four-valued spectrum
represented as

−1 + 2(n+2)/2 occurs (2n−1 − 2(n−2)/2)/3 times

−1 + 2n/2 occurs 2n/2 times

−1 occurs 2n−1 − 2(n−2)/2 − 1 times

−1 − 2n/2 occurs (2n − 2n/2)/3 times (2.16)
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2.3 SETS OF BINARY SEQUENCES WITH SMALL
CROSS-CORRELATION MAXIMAL CONNECTED
SETS OF m-SEQUENCES

The preferred pair of m-sequences is a pair of m-sequences of period N = 2n − 1, which
has the preferred three-valued cross-correlation function. The values taken on by the
preferred three-valued cross-correlation functions are −1, −t (n), and t (n) − 2, where t (n)

is given by equation (2.15). The pair of primitive polynomials that generate a preferred
pair of m-sequences is called a preferred pair of polynomials. A connected set of m-
sequences is a collection of m-sequences that has the property that each pair in the
collection is a preferred pair. The largest possible connected set is called the maximal
connected set and the size of such a set is denoted by Mn. Some examples are given in
Table 2.1.

Graphical representation of maximal connected sets is given in Figures 2.5 to 2.7 [3].
There are 18 maximal connected sets, and each m-sequence belongs to 6 of them.

2.4 GOLD SEQUENCES

A set of Gold sequences of period N = 2n−1, consists of N + 2 sequences for which
θc = θa = t (n). A set of Gold sequences can be constructed from appropriately selected
m-sequences as described below. Suppose f (x) = h(x)ĥ(x) where h(x) and ĥ(x) have
no factors in common. The set of all sequences generated by f (x) is of the form a ⊕ b

Table 2.1 Set sizes and cross-correlation bounds for the sets of all m-sequences
and for maximal connected sets [3]. Reproduced from Sarwate, S. V. and

Pursley, M. B. (1980) Crosscorrelation properties of pseudorandom and related
sequences. Proc. IEEE. Vol. 68, May 1980, pp. 593–619, by permission of IEEE

n N = 2n − 1 Number of
m-sequences

θc for set of
all m-sequences

Mn t(n)

3 7 2 5 2 5
4 15 2 9 0 9
5 31 6 11 3 9
6 63 6 23 2 17
7 127 18 41 6 17
8 255 16 95 0 33
9 511 48 113 2 33

10 1 023 60 383 3 65
11 2 047 176 287 4 65
12 4 095 144 1407 0 129
13 8 191 630 ≥703 4 129
14 16 383 756 ≥5631 3 257
15 32 767 1800 ≥2047 2 257
16 65 535 2048 ≥4095 0 513
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x 

u 

51 

73 

45 

75 

57 67 
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 w 

Figure 2.5 Preferred pairs of m-sequences of period 31. The vertices of every triangle form a
maximal connected set. Reproduced from Sarwate, S. V. and Pursley, M. B. (1980)

Crosscorrelation properties of pseudorandom and related sequences. Proc. IEEE. Vol. 68, May
1980, pp. 593–619, by permission of IEEE.

u 

141 

133 

103 

147 

163 155 
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v 

w 

M6 = 2 

Figure 2.6 Preferred pairs of m-sequences of period 63. Every pair of adjacent vertices is a
maximal connected set. Reproduced from Sarwate, S. V. and Pursley, M. B. (1980)

Crosscorrelation properties of pseudorandom and related sequences. Proc. IEEE. Vol. 68, May
1980, pp. 593–619, by permission of IEEE.
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u [63] 
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345
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235

325

301
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u [23] 

u 

u [11] 

u [5] 

u [19] 

u [55] 

u [31] u [21] 

u [7] 

u [47] 

u [29] 

u [13] 

u [27] 

u [9] 

u [3] 

u [15] 

u [43] 
M7 = 6 

Figure 2.7 Preferred decimations for m-sequences of period 127. Every set of six consecutive
vertices is a maximal connected set. Reproduced from Sarwate, S. V. and Pursley, M. B. (1980)
Crosscorrelation properties of pseudorandom and related sequences. Proc. IEEE. Vol. 68, May

1980, pp. 593–619, by permission of IEEE.

where a is some sequence generated by h(x), b is some sequence generated by ĥ(x), and
we do not make the usual restriction that a and b are nonzero sequences. We represent
such a set by

G(u, v)
�= {

u, v, u ⊕ v, u ⊕ T v, u ⊕ T 2v, . . . , u ⊕ T N−1v
}
. (2.17)

G(u, v) contains N + 2 = 2n + 1 sequences of period N .

Theorem 3 Let {u, v} denote a preferred pair of m-sequences of period N = 2n − 1 gen-
erated by the primitive binary polynomials h(x) and ĥ(x), respectively. Then set G(u, v)

is called a set of Gold sequences. For y, z ∈ G(u, v), θy,z(l) ∈ {−1, −t (n), t (n) − 2} for
all integers l, and θy(l) ∈ {−1,−t (n), t (n) − 2} for all l �= 0 mod N . Every sequence in
G(u, v) can be generated by the polynomial f (x) = h(x)ĥ(x).

Note that the nonmaximal-length sequences belonging to G(u, v) also can be gen-
erated by adding together (term by term, modulo 2) the outputs of the shift registers
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corresponding to h(x) and ĥ(x). The maximal-length sequences belonging to G(u, v)

are, of course, the outputs of the individual shift registers.
Compare the parameter θmax = max{θa, θc} for a set of Gold sequences to a bound due

to Sidelnikov, which states that for any set of N or more binary sequences of period N

θmax > (2N − 2)1/2 (2.18)

For Gold sequences, they form an optimal set with respect to the bounds when n is odd.
When n is even, Gold sequences are not optimal in this case.

2.5 GOLDLIKE AND DUAL-BCH SEQUENCES

Let n be even and let q be an integer such that gcd(q, 2n − 1) = 3. Let u denote an
m-sequence of period N = 2n − 1 generated by h(x), and let v(k), k = 0, 1, 2, denote the
result of decimating T ku by q.

Property VII of m-sequences implies that the v(k) are sequences of period N ′ = N/3,
which are generated by the polynomial ĥ(x) whose roots are qth powers of the roots
of h(x).

Goldlike sequences are defined as

Hq(u) = {u, u ⊕ v(0), u ⊕ T v(0), . . . , u ⊕ T N ′−1v(0),

u ⊕ v(1), u ⊕ T v(1), . . . , u ⊕ T N ′−1v(1),

u ⊕ v(2), u ⊕ T v(2), . . . , u ⊕ T N ′−1v(2)} (2.19)

Note that Hq(u) contains N + 1 = 2n sequences of period N .
For n ≡ 0 mod 4, gcd[t (n), 2n − 1] = 3 vectors v(k) are taken to be of length N rather

than N/3. Consequently, it can be shown that for the set Ht(n)(u), θmax = t (n). We call
Ht(n)(u) a set of Goldlike sequences. The correlation functions for the sequences belonging
to Ht(n)(u) take on values in the set {−1, −t (n), t (n) − 2, −s(n), s(n) − 2} where s(n)

is defined (for even n only) by

s(n) = 1 + 2n/2 = 1

2
[t (n) + 1] (2.20)

2.6 KASAMI SEQUENCES

Let n be even and let u denote an m-sequence of period N = 2n − 1 generated by h(x).
Consider the sequence w = u[s(n)] = u[2n/2 + 1]. It follows from Property VII that w is
a sequence of period 2n/2 + 1, which is generated by the polynomial h′(x) whose roots
are the s(n)th powers of the roots of h(x) Furthermore, since h′(x) can be shown to
be a polynomial of degree n/2, w is an m-sequence of period 2n/2 − 1. Consider the
sequences generated by h(x)h′(x) of degree 3n/2. Any such sequence must be of one of
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the forms T iu, T jw, T iu ⊕ T jw, 0 ≤ i < 2n − 1, 0 ≤ j < 2n/2 − 1. Thus, any sequence
y of period 2n − 1 generated by h(x)h′(x) is some phase of some sequence in the set
Ks(u) defined by

Ks(u)
�= {u, u ⊕ w, u ⊕ T w, . . . , u ⊕ T 2n/2−2w} (2.21)

This set of sequences is called the small set of Kasami sequences with

θ = {−1, −s(n), s(n) − 2}
θmax = s(n) = 1 + 2n/2 (2.22)

θmax for the set Ks(u) is approximately one half of the value of θmax achieved by the sets
of sequences discussed previously. Ks(u) contains only 2n/2 = (N + 1)1/2 sequences,
while the sets discussed previously contain N + 1 or N + 2 sequences.

Theorem 4 Let n be even and let h(x) denote a primitive binary polynomial of degree
n that generates the m-sequence u. Let w = u[s(n)] denote an m-sequence of period
2n/2 − 1 generated by the primitive polynomial h′(x) of degree n/2, and let ĥ(x) denote
the polynomial of degree n that generates u[t (n)]. Then, the set of sequences of period
N generated by h(x)ĥ(x)h′(x), called the large set of Kasami sequences and denoted by
KL(u) is defined as follows:

1. if n ≡ 2 mod 4, then

KL(u) = G(u, v)
⋃ 

2n/2−2⋃
i=0

{T iw ⊕ G(u, v)}

 (2.23)

where v = u[t (n)], and G(u, v) is defined in equation (2.17).
2. if n ≡ 0 mod 4, then

KL(u) = Ht(n)(u)
⋃ 

2n/2−2⋃
i=0

{
T iw ⊕ Ht(n)(u)

}
⋃ {

v(j) ⊕ T kw : 0 ≤ j ≤ 2, 0 ≤ k < (2n/2 − 1)/3
}

(2.24)

where v(j) is the result of decimating T ju by t (n) and Ht(n)(u) is defined earlier by
equation (2.19).

In either case, the correlation functions for KL(u) take on values in the set {−1, −t (n),
t (n) − 2, −s(n), s(n) − 2} and θmax = t (n). If n ≡ 2 mod 4, KL(u) contains 2n/2(2n + 1)

sequences, while if n ≡ 0 mod 4, KL(u) contains 2n/2(2n + 1) − 1 sequences. The large
set of Kasami sequences contains both the small set of Kasami sequences and a set of Gold



JPL SEQUENCES 35

Table 2.2 Polynomials generating various classes of sequences of periods 31, 63, 65, 127,
and [3]. Reproduced from Sarwate, S. V. and Pursley, M. B. (1980) Crosscorrelation properties

of pseudorandom and related sequences. Proc. IEEE. Vol. 68, May 1980, pp. 593–619, by
permission of IEEE

N Polynomial Construction No. Values taken on by the correlation functions

31 3 551 G 33 7–1–9
2 373 G 33 11 7 3–1–5–9

63 14 551 G 65 15–1–17
14 343 G 65 15 11 7 3–1–5–9–13
12 471 H3 64 15 7–1–9–17

1 527 Ks 8 7–1–9
133 605 KL 520 15 7–1–9–17

65 10 761 63 15 11 7 3–1–5–9–13
127 41 567 G 129 15–1–17
255 231 441 G 257 31 15–1–17

264 455 G 257 31,. . ., 15 11 7 3–1–5–9–13–17,. . . ,−29
326 161 H33 256 31 15–1–17–33
267 543 H3 256 31 15–1–17–33

11 367 Ks 16 15–1–17
6 031 603 KL 4111 31 15–1–17–33

(or Goldlike) sequences as subsets. More interestingly, the correlation bound θmax = t (n)

is the same as that for the latter subsets. The previous discussion is summarized in
Table 2.2 for some examples of codes.

2.7 JPL SEQUENCES

These sequences are constructed by combining sequence S1(t, Tc) of length L1 and
S2(t, Tc) of length L2 with L1, L2 prime, as S = S(t, Tc) = S1(t, Tc) ⊕ S2(t, Tc) of length
L = L1 × L2. If the composite sequence is delayed for L1 chips,

S(t − L1Tc, Tc) = S1(t − L1Tc, Tc) ⊕ S2(t − L1Tc, Tc)

= S1(t, Tc) ⊕ S2(t − L1Tc, Tc) (2.25)

and summed up with its original version

S(t, Tc) ⊕ S(t − L1Tc, Tc) = S1(t, Tc) ⊕ S2(t, Tc) ⊕ S1(t − L1Tc, Tc) ⊕ S2(t − L1Tc, Tc)

= S1(t, Tc) ⊕ S1(t, Tc) ⊕ S2(t − L1Tc, Tc) ⊕ S2(t, Tc)

= S2(t − L3Tc, Tc) (2.26)

The result is only a component sequence S2. In a similar way, by delaying the composite
sequence for L2 chips a component sequence S1 will be obtained. This can be used
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to synchronize sequence S of length L1 × L2 by synchronizing separately component
sequences S1 and S2 of length L1 and L2, which can be done much faster. The acquisition
time is proportional to Tacq(S) ∼ max[Tacq(S1), Tacq(S2)] ∼ max[L1, L2].

2.8 KRONCKER SEQUENCES

In this case, the component sequences S1(t, Tc1) of length L1 and chip intervals Tc1 and
S2(t, Tc2) with L2, Tc2 = L1Tc1 are combined as

S(t, Tc1, Tc2) = S1(t, Tc1) ⊕ S2(t, Tc2) (2.27)

The composite sequence S synchronization is now performed in cascade, first S1 with
much faster chip rate and then S2. Correlation of S by S1 gives

F2(S1 · S) = ρ1S2 (2.28)

and after that this result is correlated with sequence S2. The acquisition time is proportional
to Tacq(S) ∼ Tacq(S1) + Tacq(S2) ∼ L1 + L2.

2.9 WALSH FUNCTIONS

A Walsh function of order n can be defined recursively as follows:

W(n) =
∣∣∣∣ W(n/2), W(n/2)

W(n/2), W ′(n/2)

∣∣∣∣ (2.29)

W ′ denotes the logical complement of W , and W(1) = |0|. Thus,

W(2) =
∣∣∣∣ 0, 0
0, 1

∣∣∣∣ and W(4) =

∣∣∣∣∣∣∣∣
0, 0, 0, 0
0, 1, 0, 1
0, 0, 1, 1
0, 1, 1, 0

∣∣∣∣∣∣∣∣
(2.30)

W (8) is as follows:

W(8) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0, 0, 0, 0, 0, 0, 0, 0
0, 1, 0, 1, 0, 1, 0, 1
0, 0, 1, 1, 0, 0, 1, 1
0, 1, 1, 0, 0, 1, 1, 0
0, 0, 0, 0, 1, 1, 1, 1
0, 1, 0, 1, 1, 0, 1, 0
0, 0, 1, 1, 1, 1, 0, 0
0, 1, 1, 0, 1, 0, 0, 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(2.31)
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w1(1) = 1

w1(2) = (1,1)

w2(2) = (1, −1)

w1(4) = (1, 1, 1, 1)

w2(4) = (1, 1, −1, −1)

w3(4) = (1, −1, 1, −1)

w4(4) = (1, −1, −1, 1)

Figure 2.8 Flow graph generating OVSF codes of length 4.

One can see that any two rows from the matrix

wk(n) = {wk,j (n)}, j = 1, . . . , n

wm(n) = {wm,j (n)}

represent the sequences whose bipolar versions have cross-correlation equal to zero
(orthogonal codes). This is valid for as long as the codes are aligned as in the matrix.

A modification of the previous construction rule is shown in Figure 2.8 producing
orthogonal variable spreading factor (OVSF) sequences. At each node of the graph a
code wk(n/2) of length n/2 produces two new codes of length n by a rule

wk(n/2) → w2k−1(n) = {wk(n/2), wk(n/2)}
→ w2k(n) = {wk(n/2), −wk(n/2)}

2.10 OPTIMUM PN SEQUENCES

If we represent the information bitstream as

{bn} = . . . , b−1, b0, b1, b2, . . . ; bk = ±1 (2.32)

and the sequence as a vector of chips

y = (y0, y1, . . . , yN−1)yk = ±1 (2.33)

then the product of these two streams would create

ŷi = . . . ; b−1y; b0y; b1y; . . . . (2.34)
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In other words, ŷ is the Direct Sequence Spread Spectrum (DSSS) baseband signal that
has as its ith element ŷi = bnyk for all i such that i = nN + k for k in the range 0 ≤ k ≤
N − 1.

A synchronous correlation receiver forms the inner product

〈ŷn, y〉 = bn〈ŷ, y〉 = bnθy(0) (2.35)

If the other signal is x̂, which is formed from the data sequence {b′
n} and the signature

sequence x (generated by a binary vector x = (x0, x1, . . . , xN−1) in exactly the same
manner as ŷ was formed from {bn} and y, then we have for the overall received signal

ŷ + T −l x̂ where

x̂ = . . . ; b′
−1x; b′

0x; b′
1x; . . . (2.36)

The output of a correlation receiver, which is in synchronism with y, is given by

zn = 〈ŷn, y〉 +
[
b′

n−1

l−1∑
i=0

xN−l+iyi + b′
n

N−1∑
i=l

xi−lyi

]
(2.37)

Having in mind the following relations

l−1∑
i=0

xN−l+iyi =
N−1+m∑

i=0

xi−myi

N−1∑
i=l

xi−lyi =
N−1−l∑

j=0

xjyj+l (2.38)

and the definition of a periodic cross-correlation function Cx,y

Cx,y(l) =




N−1−l∑
j=0

xjy
∗
j+l , 0 ≤ l ≤ N − 1

N−1+l∑
j=0

xj−ly
∗
j , 1 − N ≤ l < 0

0 , |l| ≥ N

(2.39)

Equation (2.37) becomes

zn = bnθy(0) + [b′
n−1Cx,y(l − N) + b′

nCx,y(l)] (2.40)

The optimum sequences should minimize the interfering term for all values of l. Further
details may be found in References [19,20].
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2.11 THEORY AND PRACTICE OF PN CODES

In this chapter, a heuristic approach was used to define certain classes of codes and to
discuss their basic properties. The theory in this field uses mathematical tools based on
discrete algebra (Galois field) for precise treatment of these problems. Only those codes
that are the basis for the construction of the codes used in the existing standards are
covered in this chapter. Long code in IS-95 is an m-sequence generated by a polynomial
of degree n = 42. I and Q spreading codes are m-codes of degree 15. Channelization
codes on the downlink are Walsh codes. The same codes are used on the uplink for
64-level orthogonal modulation in each mobile.

In Universal Mobile Telecommunication System (UMTS), Gold codes are used for
scrambling. Different channels of the same user on the uplink are separated by using
OVSF codes. A large set of Kasami codes is used in the primary and the secondary
synchro channel. A number of specific issues related to the properties of the sequences
are covered in References [21–46].

2.12 PN MATCHED FILTER

An important component in processing DSSS signal is the PN (pseudonoise) matched
filter shown in Figure 2.9. It consists of an analog shift register with M delay elements
(taps). The output of each tap is multiplied by a different chip of a PN sequence and
the result is summed up to produce the output S0 For each clock pulse (chip rate), the
signal from each delay element is shifted to the right. If the input signal is baseband
DSSS signal Si presented by equation (2.41), then the output of the filter is given by
S0 in equation (2.42). In these equations, b(t, Tm) is the bitstream with bit rate 1/Tm, c

is the code with chip rate 1/Tc, and θ(pTc) is the autocorrelation function of the code
in the case when there is an offset of pTc between the input code and the locally set
coefficients of the filter. Once per sequence period MTc, the output of the circuit will
be high Mbθ(0) = Mb, otherwise the output of the circuit will be low Mbθ(p). In the
case of a multipath channel, each signal replica will produce a different pulse when it
coincides with the filter coefficients.

X X X

1 k M

e1eM − k +1

Si (t )

eM

S0
Σ

Figure 2.9 PN matched filter at the baseband.
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BP
filter  

X

X

LP
filter 

LP
filter 

Q PNMF

cos w0t

SI
I PNMF

sin w0t

Ri

Rq
SQ

Figure 2.10 PN matched filter.

In the case of the DSSS signal presented in equation (2.43), the output of the two
matched filters (I and Q) are given by equation (2.44).

Si(t) = b(t, Tm) · c(t, Tc) (2.41)

S0 = b(t, Tm)

M∑
k=1

ckck+p

= Mb(t, Tm)θ(pTc)

Si(t) = b(t, Tm) · c(t, Te) cos ωt (2.42)

Ri(pTc) = Mb(t, Tm)θ(pTc) cos φ(t) (2.43)

Rq(pTc) = Mb(t, Tm)θ(pTc) sin φ(t) (2.44)

The filter block diagram is given in Figure 2.10.

SYMBOLS

h – polynomial coefficients
u, v – sequences
u[ ] – decimation of u

θ ( ) – correlation function
N – code length
n – order of polynomial number of delay elements in code generator
G(u, v) – Gold code
Hq – Goldlike code
gcd – greatest common divider
KS – Kasami small set of codes
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KL – Kasami large set of codes
W(n) – Walsh function
T −n – delay operator (n chips)
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3

Code acquisition

3.1 OPTIMUM SOLUTION

In this case, the theory starts with a simple problem where, for a received signal r(t) =
s(t, θ) + n(t), we have to estimate a generalized time invariant vector of parameters θ

(frequency, phase, delay, data, . . .) of a signal s(t, θ) in the presence of Gaussian noise
n(t). The best that we can do is to find an estimate θ̂ of the parameter θ for which
the aposterior probability p(θ̂/r) is maximum; hence the name maximum aposterior
probability (MAP) estimate. In other words, the chosen estimate based on the received
signal r is correct for the highest probability. Practical implementation requires us to
locally generate a number of trial values θ̃ , to evaluate p(θ̃/r) for each such value and
then to choose θ̃ = θ̂ for which p(θ̃/r) is maximum. In this chapter, we focus only on
code acquisition and parameter θ will include only code delay θ = {τ } and become a
scalar. Analytically, this can be expressed as

MAP ⇒ θ̂ = arg max p(θ̃/r) (3.1)

Very often, in practice, evaluation of p(θ̃/r) in closed form is not possible. By using the
Bayesian rule for the joint probability distribution function

p(r, θ̃) = p(r)p(θ̃/r) = p(θ̃)p(r/θ̃ ) (3.2)

and assuming a uniform prior distribution of θ , maximizing p(θ̃/r) becomes equivalent
to maximizing p(r/θ̃), a function that can be determined more easily. This algorithm is
known as maximum likelihood (ML) estimation and can be defined analytically as

ML ⇒ θ̂ = arg max p(r/θ̃) (3.3)

It is straightforward to show that in the case of Gaussian noise, the ML principle necessi-
tates the search for that value of θ that would maximize the likelihood function defined as

λ(θ̃) =
∫

r(t)s(t, θ̃ ) dt −
∫

s2(t, θ̃ ) dt (3.4)

Adaptive WCDMA: Theory And Practice.
Savo G. Glisic

Copyright 2003 John Wiley & Sons, Ltd.
ISBN: 0-470-84825-1
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where s(t, θ̃ ) is the locally generated replica of the signal with a trial value θ̃ . For
the given signal power, the second term in the previous equation is a constant so that
the maximization is equivalent to the maximization of the first term only. This can be
expressed as

λ(θ̃) =
∫

r(t)s(t, θ̃ ) dt (3.5)

Instead of searching for the maximum of λ(θ̃) in a so-called open loop configuration, an
equivalent procedure would be to find the zero of the first derivative of λ(θ̃)

MLT ⇒ θ̂ = arg zero
∂λ(θ̃)

∂θ̃
= arg zero

∫
r(t)

∂s(t, θ̃ )

∂θ̃
dt

(3.6)

This structure is known as the maximum likelihood tracker (MLT). In practice, the signal
derivative is often approximated by the signal difference

∂s(t, θ̃ )

∂θ̃
= 1

2�θ
{s(t, θ̃ + �θ) − s(t, θ̃ − �θ)} (3.7)

where s(t, θ̃ + �θ) and s(t, θ̃ − �θ) are so called early and late versions of the local
signal with respect to the generalized parameter θ to be estimated. This results in the
so-called early–late tracker

ELT ⇒ θ̂ = arg zero{E(t, θ̃ ) − L(t, θ̃ )} (3.8)

where

E(t, θ̃ ) = 1

2�θ

∫
r(t)s(t, θ̃ + �θ)dt

L(t, θ̃ ) = 1

2�θ

∫
r(t)s(t, θ̃ − �θ)dt

(3.9)

In the case of code synchronization, θ = τ and the ML synchronizing receiver implied by
equation (3.5) should, in principle, create all possible time-offset versions of the known
code waveform, correlate all of them with the received data and choose the τ̃ corre-
sponding to the largest correlation as its estimate, τ̂ML. Owing to the continuous range
of values of τ , this is not possible in practice and some type of range quantization is
necessary. The resulting candidate values are called cells, and the initial parameter esti-
mation problem is translated into a multiple-hypothesis problem: to locate the cell most
likely to contain the unknown offset, given this piece of data. This is exactly the coarse
code synchronization or code acquisition problem, the result of which is to resolve the
code phase (or the ‘epoch’) ambiguity within the size of the cell. Since this remaining
error is typically larger than desired, further operations are required in order to reduce
it to acceptable levels. This remaining part of the synchronization task, namely, that of
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fine synchronization or code tracking, is performed by one of the available code-tracking
loops, which we discuss in the next chapter.

Once the nature and size of these cells have been determined, the next question is how
to go about performing the search most successfully. Clearly, the strategy will depend on a
variety of factors such as criteria of performance, degree of complexity and computational
power available (directly related to cost), prior available information about the location of
the correct cell and so on. A brute-force approach would try to create a bank of parallel
correlation branches, each matched to a possible quantized value of the timing offset;
it would then process the received waveform through all of them simultaneously, pick
the largest and declare a candidate solution. Unless the uncertainty region (number of
cells) is small, corresponding to either a small code period or a small initial uncertainty,
such a solution (which we may call the totally parallel solution) becomes obviously
unwieldy in complexity very quickly. We note, however, that small uncertainty regions
may be encountered in a nested design, whereby a multitude of different-period codes are
combined for precisely the purpose of aiding acquisition. Furthermore, neural network
structures are currently being explored for this purpose, where the neural network is
trained for all possible such values. Such a scheme would emulate the spirit (if not the
exact statistical processing) of the above solutions.

3.2 PRACTICAL SOLUTIONS

In practice, most of the time total parallelism is out of the question when the number
of cells is very large (although it appears doable for smaller uncertainty regions) and
simpler solutions are necessary. One of the most familiar of such approaches is the
simple technique of serial search, where the search starts from a specific cell and serially
examines the remaining cells in some direction and in a prespecified order until the
correct cell is found. Hence, serial search techniques do not account for any additional
information gathered during the past search time, which could conceivably be used to
alter the direction of search toward cells that show increased posterior likelihood of being
the correct ones. A serial search starts from a cell that could be chosen totally arbitrarily
(no prior information), or by some prior knowledge about a likely cell, and proceeds
in a simple and easily implementable predirected manner. When the uncertainty space
(collection of all possible cells) is two-dimensional (delay and frequency offset) and
searching all possible cells serially appears to be very time consuming, a speedup may
be achieved by employing a bank of filters, each matched to a possible Doppler offset.
The same idea can be applied to the one-dimensional case (no frequency uncertainty),
where now a bank of correlators may be employed, each starting from a different point of
the uncertainty region. This effectively amounts to dividing the search in many parallel
subsearches and therefore reducing the total search time by a proportional amount.

One should be aware that although it holds true that only one cell contains the exact
delay and Doppler offsets of the incoming code, the set of desirable cells acceptable to
the receiver includes a number of cells adjacent to the exact one. Indeed, the receiver will
terminate acquisition and initiate tracking, the first time a cell is reached (and correctly
identified), which is close enough to true synchronization so that the tracking loop can pull
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in and perform the remaining synchronization operation successfully. All these desirable
cells are collectively called hypothesis H 1, and the remaining nondesirable ‘out-of-sync’
cells comprise hypothesis H0. As an example, consider the case in which the receiver
examines the code delay uncertainty in steps of half a chip time (δt = Tc/2) and there
is no frequency uncertainty. Then, all four cells located in the interval (−Tc, Tc) around
the true delay of the incoming code are included in hypothesis H1, since some amount
of code correlation exists for each one of these cells, an amount that can initiate the
code-tracking loop.

The above definition of cells and hypotheses implies that each test does not pertain
to a single value of the unknown parameter τ , but rather to a range of values. It is
straightforward to show that, under mild conditions and approximations pertaining to the
pseudorandom nature of the code, this reformulated hypothesis testing results in a statistic
(correlation) and threshold setting that do not depend on the given (tested) value of the
unknown parameter (a uniformly most powerful test). This is because the threshold value
is set by the desirable probability of false alarm per cell (see below), which is independent
of τ under H0.

To recapitulate, the two-dimensional time/frequency code offset uncertainty within the
noisy received waveform is quantized into a number of cells, which are typically searched
in a serial fashion by a correlation receiver, although parallel multiple branches are also
possible. Motivated by an ML argument, the receiver creates a cross-correlation between
the incoming waveform and the local code at a specific offset, whose output is used to
decide whether the currently examined cell is a desirable (H1) one. The process continues
until one such cell is correctly identified. At that point, acquisition is terminated and
tracking is initiated.

3.3 CODE ACQUISITION ANALYSIS

The serial code acquisition can be represented by using the signal flow graph theory. Each
cell is represented by a node of a graph and transitions between the nodes depend on the
outcome of the decision in a given cell. Branches connecting the nodes characterize these
transitions. To motivate the operation in a transform domain, let us consider the simple
model of a process represented by the graph in Figure 3.1 and evaluate the probability
pac(t) that the process will move from a to c in exactly t seconds.

To do this, we will introduce an additional variable τ to designate the time needed for
the process to move from a to b, characterized by the probability pab(τ ). The parameter

a b c

t 

t 

Figure 3.1 Signal flow graph for a 3-state process.
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pac(t, τ ) represents the joint probability that the process moves from a to c in t seconds
and takes τ seconds to move from a to b. This probability can be represented as

pac(t, τ ) = pab(τ )pbc(t − τ) (3.10)

resulting in

pac(t) =
∫

pac(t, τ ) dτ =
∫

pab(τ )pbc(t − τ) dτ

= pac(t)
∗pbc(t) (3.11)

In other words, the overall probability pac(t) is a convolution of the two intermode
transition probabilities pab and pbc. It is clear that for the graph with a large number
of nodes we will have to deal with multiple convolutions giving rise to computational
complexity. In this case, people being involved in electrical engineering prefer to move to
a transform domain, either Laplace (s) domain for continuous variables or into z-domain
for desecrate variables. This leads to using z-transform for the decision process flow graph
representation and multiple convolutions will be now replaced with multiple products
making the calculus much simpler. If pij (n) is the probability for the process to move
from node i to node j in exactly n steps, then its z-transform

Pi,j (z) =
∞∑

n=0

znpij (n) (3.12)

is called the probability generating function. For the analysis to follow, we will need a
few relations derived from this definition. First of all, the first and the second derivative
of this function can be represented as

∂

∂z
Pij (z) =

∞∑
n=0

npij (n)zn−1 (3.13)

∂2

∂z2
Pij (z) =

∞∑
n=0

n(n − 1)pij (n)zn−2 (3.14)

By definition, the average number of steps to move from node i to node j is

n =
∞∑

n=0

npij (n) = ∂

∂z
Pij (z)

∣∣∣∣
z=1

(3.15)

and the average time to do it can be represented as

t ij = Tij = nT =
(

∂

∂z
Pij (z)

∣∣∣∣
z=1

)
· T (3.16)
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where T is the cell observation time that is, the time needed to create the decision variable
that will be referred to as dwell time. For the variance, we start with the definition

σ 2
T = (n2 − n2)T 2 (3.17)

The second derivative of the generating function can be represented as

∂2

∂z2
Pij (z)

∣∣∣∣
z=1

=
∞∑

n=0

n2pij (n) −
∞∑

n=0

npij (n) = n2 − n (3.18)

By using equations (3.15) and (3.18) in equation (3.17), the variance of time tij can be
expressed in the following form:

σ 2
T =

[
∂2Pij (z)

∂z2
+ ∂Pij (z)

∂z
−

(
∂Pij (z)

∂z

)2
]

z=1

T 2 (3.19)

In what follows, we will use these few relations to analyze serial search code acquisition.
In order to get an initial insight into this method, we will assume that there are q cells to
be searched. Parameter q may be equal to the length of the pseudonoise (PN) code to be
searched or some multiple of it. For example, if the update size is one-half chip, q will
be twice the code length to be searched. Further assume that if a ‘hit’ (output is above
threshold) is detected by the threshold detector, the system goes into a verification mode
that may include both, an extended duration dwell time and an entry into a code loop
tracking mode. In any event, we model the ‘penalty’ of obtaining a false alarm as Kτd

second and the dwell time itself as τd second. If a true hit is observed, the system has
acquired the signal, and the search is completed. Assume that the false alarm probability
PFA and the probability of detection PD are given. We will also assume that only one cell
represents the synchro position. Let each cell be numbered from left to right so that the
kth cell has a priori probability of having the signal present, given that it was not present
in cells 1 through k − 1, of

pk = 1

q + 1 − k
(3.20)

The generating function flow diagram is given in Figure 3.2 using the rule that at each
node the sum of the probability emanating from the node equals unity. The unit time rep-
resents τd seconds and Kτd seconds are represented in z-transform by zK . Consider node
1. The a priori probability of having the signal present is P1 = 1/q, and the probability
of it not being present in the cell is 1 − P1. Suppose the signal was not present. Then we
advance to the next node (node 1a); since it corresponds to a probabilistic decision and
not a unit time delay, no z multiplies the branch going to it. At node 1a a false alarm
may occur, with probability PFA = α. This would require one unit of time to decide (τd s)
and then K units of time (Kτd s) are needed in verification mode to determine that there
was a false alarm. False alarms will not occur with probability (1 − α). This would take
one dwell time to decide and is represented by (1 − α)z branch going to node 2.
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Now consider the situation at node 1 when the signal is present. If a hit occurs (that is,
the signal is detected), then acquisition, as we have defined it, occurs and the process is
terminated in node F denoting ‘finish’. If there was no hit at node 1 (the integrator output
was below the threshold), which occurs with probability 1 − PD, one unit of time would
be consumed for such a decision. This is represented by the branch (1 − PD)z leading to
node 2. At node 2, in the upper left part of the diagram, either a false alarm occurs with
probability α and delay (K + 1), or a false alarm does not occur with a delay of 1 unit.
The remaining portion of the generating function flow graph is a repetition of the portion
just discussed with the appropriate node changes.

At this stage we will assume that only Gaussian noise is present so that PFA and PD

are the same for each cell.
By using standard signal flow graph reduction techniques [1], one can show that the

overall transfer function between nodes S (start) and F (finish) can be represented as

U(z) = (1 − β)

1 − βzHq−1

1

q


q−1∑

l=0

Hl(z)


 (3.21)

where
H(z) = αzK+1 + (1 − α)z and β = 1 − PD (3.22)

By using equation (3.16), the mean acquisition time is given (after some algebra [1]) by

T = 2 + (2 − PD)(q − 1)(1 + KPFA)

2PD
τd (3.23)

with τd being included in the formula to translate from our unit timescale. For the usual
case, when q � 1, the mean acquisition time T is given by

T = (2 − PD)(1 + KPFA)

2PD
(qτD) (3.24)

The variance of the acquisition time is given by equation (3.19). It can be shown that the
expression for σ 2 is

σ 2 = τ 2
d

{
(1 + KPFA)2q2

(
1

12
− 1

PD
+ 1

P 2
D

)

+ 6q[K(K + 1)PFA(2PD − P 2
D) (3.25)

+ (1 + PFAK)(4 − 2PD − P 2
D)] + 1 − PD

P 2
D

}

In addition, when K(1 + KPFA) � q, then

σ 2 = τ 2
D(1 + KPFA)2q2

(
1

12
− 1

PD
+ 1

P 2
D

)
(3.26)
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As a partial check on the variance result, let PFA → 0 and PD → 1. Then we have

σ 2 = (qτD)2

12
(3.27)

which is the variance of a uniformly distributed random variable, as one would expect for
the limiting case. The above results provide a useful theoretical estimate of acquisition
time for an idealized PN-type system. In practice, two basic modifications should be
made to make the estimates reflect actual hardware or software systems. First, Doppler
effects should be taken into account. The result of code Doppler is to smear the relative
code phase during the acquisition dwell time, which increases or reduces the probability of
detection depending on the code phase and the algebraic sign of the code Doppler rate. The
Doppler also affects the effective code sweep rate, which in the extreme case can reduce it
to zero to cause the search time to increase greatly. This topic will be discussed later. The
second refinement to the model concerns the handover process between acquisition and
tracking. Typically after a ‘hit’ the code-tracking loop is turned on to attempt to pull the
code into tight lock. Further, often in low signal-to-noise ratio (SNR) systems in which
both acquisition (pull-in) bandwidth and tracking bandwidth are used, multiple code loop
bandwidths will be employed in order to soften the transition between acquisition and
tracking modes. Consequently, the probability of going from the acquisition mode to
the final code loop bandwidth in the tracking mode occurs with some probability less
than 1. The estimation of this probability is at best a very difficult problem (although,
some approximate results have been developed). At high SNRs, this probability quickly
approaches 1, so it is not a problem. At low SNRs, the above formula for acquisition
time should replace PD with P ′

D
P ′

D = PDPHO (3.28)

with PHO being the probability of handover. In the S-band shuttle system, at TRW it was
found that at threshold (C/N0 = 51 dB Hz) PHO varied from 0.06 to 0.5 depending upon
the code Doppler. Without code Doppler PHO was 0.25, which, if not taken into account
in the acquisition time equation, would predict the mean acquisition time to be about four
times too fast.

3.4 CODE ACQUISITION IN CDMA NETWORK

The previous Section 3.3 is limited to the case of spread-spectrum signal in Gaussian
channel. In that case, the probability of false alarm in all nonsynchro cells is the same. In
a communication radio network, the interfering signal is the sum of Gaussian noise and
overall multiple access interference (MAI). In each cell, i, MAI has a different value so
that PFAi �= PFAj for each i �= j . In such a case, under the assumption of a static channel,
the serial acquisition process can be modeled again by the graph from Figure 3.2 with PFA

being different for each cell. We will first deal with a simpler problem in which the proba-
bility of signal detection PD does not depend on MAI. Besides being simpler, this model is
still valid for an important class of these systems called quasi-synchronous Code Division
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Multiple Access (CDMA) networks. In these networks, all users are synchronized within
the range between zero delay and the position of the first significant cross-correlation
peak. Examples of such systems are described for both satellite and land mobile CDMA
communication systems.

The average acquisition time is obtained by using the same steps as in the previ-
ous section. The details are presented in Reference [2]. The result, after a cumbersome
manipulation of very long equations can be expressed as

T acq = [2 + (q − 1)(1 + kP FA)(2 − αPD)]
τd

2PD
(3.29)

where

α = 1 + kρ

1 + kP FA
(3.30)

with

ρ = 2

q(q − 1)

(
q∑

i=1

(i − 1)PFAi

)
(3.31)

and

P FA = 1

q

q∑
i=1

PFAi (3.32)

By inspection, we can see from equation (3.29) that the minimum average acquisition time
is obtained for large values of parameter α. Besides P FA, this parameter also depends
on the position of the cells with high PFAi within the code delay uncertainty region. The
set of PFAi , representing the probability distribution function of PFA, will be called MAI
pattern or MAI profile. From equation (3.31), one can see that for a large α, the products
iPFAi should be large. This means larger PFAi for larger i. That means that hopefully,
synchronization will be acquired before we get to the region with high PFA or in the case
of multiple sweep of the uncertainty region, we will have smaller numbers of sweeps of
the region.

In an asynchronous network, MAI takes on different values in all cells including the
synchro cell so that, in general, PD is different. In such a case, the average acquisition
time becomes [2]

T acq = τd

2P̃D

[2 + (1 + kP FA)(q − 1)(2 − αP̃D) + 2k(P FA − P RP̃D)] (3.33)

where

P FA = 1

q

q∑
i=1

PFAi , P R = 1

q

q∑
i=1

PFAi

PDi

, P̃D =
[

1

q

q∑
i=1

1

PDi

]−1

α = 1 + kρ

1 + kP FA
and ρ = 2

q(q − 1)

(
q∑

i=1

(i − 1)PFAi

)
(3.34)
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Table 3.1 Mean acquisition time for different distributions of PFA and PD. Reproduced from
Katz, M. and Glisic, S. (2000) Modelling of code acquisition process in CDMA

networks-asynchronous networks. IEEE J. Select. Areas Commun., 18(1), 73–86, by permission of
IEEE[2]

Distribution of PFA and PD Mean acquisition time T acq

Case#1
τd

2PD
[2 + (1 + kP FA)(q − 1)(2 − PD)]

PFAi = PFA,∀i(fixed)

PDi = PD,∀i(fixed)

Case#2
τd

2PD
[2 + (1 + kP FA)(q − 1)(2 − αPD)]

PFAi = {PFA1, PFA2, . . . , PFAq}(q − valued)

PDi = PD,∀i(fixed)

Case#3

τd

2P̃D

[2 + (1 + kP FA)(q − 1)(2 − αP̃D)

+ 2k(P FA − P RP̃D)]
PFAi = {PFA1, PFA2, . . . , PFAq}(q − valued)

PDi = {PD1, PD2, . . . , PDq}(q − valued)

It is interesting to compare the expression for mean acquisition time with previous results.
Table 3.1 summarizes the results obtained for Case#1, constant PFA and PD, Case#2, q-
valued PFA and a constant PD in quasi-synchronous networks and Case#3, q-valued PFA

and q-valued PD in asynchronous networks.
The form of the three expressions provides an easy insight into the major differences in

average acquisition times for the three cases. In the expression for case#2, when compared
with case#1, PFA should be replaced by P FA and PD in the numerator should be modified
by a factor α given by equation (3.30). The first factor takes into account the average
PFA and the second modification takes into account the position of the initial search cell
with respect to the distribution of PFAi . In the expression for case#3, when compared with
case#2, PD should be replaced by P̃D in addition to a new term � that should be added
to the numerator. This term can be expressed as � = 2k(P FA − P RP̃D).

A first observation is that a sufficient condition for � to be zero is that PFA or PD or
both of them have a constant distribution, that is, at least one of the following conditions is
met: PFAi = PFA, i = 1, 2, . . . , q or PDi = PD, i = 1, 2, . . . , q. The proof for it is straight-
forward from the definitions of P FA, P R, P̃D and �. Since P FA ≤ P R and P̃D ≤ 1, the sign
for � cannot be determined without knowing the particular distributions of PFA and PD.

From the definition of P̃D, one can see that P̃D → P D as long as PDi ≈ 1, i = 1, 2, . . . , q.
However, it is enough that at least one PD is small to cause a considerable reduction of the
final value of P̃D. The variation of P̃D also depends on the number of cells q.

Results for the normalized average acquisition time (Tacq/Ti) are presented in Figure 3.3.
Tacq1 is obtained by using the exact results (Case #3 in Table 3.1), Tacq2 is the approx-

imation where the standard expression for Tacq is used (Case #1 in Table 3.1) with
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Figure 3.3 Upper and lower bounds of the mean acquisition time for 30 realizations of a
random phase shift vector, K = 20, Solid line: Tacq1, Dotted line: Tacq2, Dashdot line:

Tacq3 [2]. Reproduced from Katz, M. and Glisic, S. (2000) Modelling of code acquisition process
in CDMA networks-asynchronous networks. IEEE J. Select. Areas Commun., 18(1), 73–86, by

permission of IEEE.

PFA ⇒ P FA and PD ⇒ P D and Tacq3 is the approximation where MAI is approximated
by Gaussian noise.

3.5 MODELING OF THE SERIAL CODE ACQUISITION
PROCESS FOR RAKE RECEIVERS IN CDMA
WIRELESS NETWORKS WITH MULTIPATH
AND TRANSMITTER DIVERSITY

The serial acquisition process of a RAKE receiver consists of two main steps. The first
step, called initial acquisition, is defined as the process required to acquire the first path,
corresponding to any of the available signal paths. The subsequent process required to
acquire the remaining paths is referred to as postinitial acquisition.

The code delay uncertainty region will be divided into a number of cells in such a
way that the delay between two adjacent cells is equal to a chip interval. The channel
multipath profile will be characterized by a vector D (delays) as

D = (d1, d2, . . . , dS) (3.35)
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Figure 3.4 Overall decision process flow graph.

where dl is the probability of having a multipath signal component l chip intervals after
the first signal component (front end of the signal) has been received.

In order to simplify the notation, we will assume that there are v − 1 nonsynchro
cells so that all together, with S potential synchro cells (multipath spread), the total
number of cells is v + S − 1. The overall decision process flow diagram is shown in
Figure 3.4, where nonsynchro cells are represented by v − 1 nodes with corresponding
transfer functions H0i (z), i = 1, 2, . . . , v − 1. Owing to MAI, H0i (z) is different for each
cell of code delay uncertainty region.

If MAI is approximated as Gaussian noise, then H0i (z) = H0(z). The vth cell represents
S substates, which are potential synchro states, and its overall transfer function is H1(z).
Figure 3.5 depicts the decision process flow graphs for the synchro cell v, including the
first and last nonsynchro cells.

The theory for this case is available in Reference [3] and here we discuss some practical
results. First of all, let us assume that the number of cells is much larger than the multipath
spread, that is, v � S. In this case, the average acquisition time can be approximated by

T acq = 2 + (2 − PD)(v − 1)(1 + KPFA)

2PD
τd (3.36)

where
PD = 1 − (1 − Pd)

L (3.37)

and (1 − Pd) represents the probability of missing one of the L available signal paths.
Here we have assumed that the initial acquisition time is much longer than the postinitial
acquisition time. If L0 fingers are available, then each finger can search only v/L0 cells,
so reducing further this acquisition time by a factor 1/L0.
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For macro diversity, the model is still valid with v = 1 so that all cells are included
within S cells of the model from Figure 3.5. Within these S cells, there will be in general
LM synchro cells, where M is the number of transmitters. If we assume L = 1 (no
multipath), for L0 available RAKE fingers, the initial search will start by partitioning the
uncertainty region into L0 segments. When one finger is synchronized, the uncertainty
region will be partitioned again into equal segments among the remaining fingers. Under
these conditions the average acquisition time will be approximated by

T acq
∼=

L0−1∑
i=0

2 + (2 − PD(i))S(1 + KPFA)

2PD(i)(M − i)
τd (3.38)

where
PD(i) = 1 − (1 − Pd)

L−i (3.39)

Note that if transmit diversity is exploited (i.e. a given transmitter uses M diversity
antennas), then LM synchro cells would be available at the receiving end, where the
synchronization takes place. In the case of frequency nonselective channels, transmitting
delayed versions of the same code from different antennas would generate an artificial
multipath profile with uncorrelated components. A larger number of independent signal
paths will tend to speed up the acquisition process.

In practice, in all existing standards on CDMA a special synchronization channel (SCH)
is used for code acquisition. In wideband cdma2000, wideband IS-665 and IS-95, a pilot
channel is used for these purposes. This is an unmodulated signal spread by relatively
short code, which is transmitted continuously. This model is applicable directly to the
systems mentioned above. For European Telecommunications Standards Institute (ETSI)
Universal Mobile Telecommunication System (UMTS), a discontinuous transmission in



TWO-DIMENSIONAL CODE ACQUISITION IN SPATIALLY AND TEMPORARILY WHITE NOISE 57

−4 −2 0 2 4 6 8

102

101

100

10−1

Thres = 1.70 E-3, k = 20,  Ti = 1 ms,  BW_fil = 1E4 Hz

SNR

E
rr

or
 (%

)
a

b

Figure 3.6 Relative error (module) between exact and approximate expressions for proposed
example as a function of the SNR with the number of cells being a parameter, (v – 1) = [4; 8;
16; 32; 64; 128; 256]; (a) (v – 1) = 4 and (b) (v – 1) = 256; Thr = 1,70E-3. [3]. Reproduced
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wideband CDMA wireless networks with multipath and transmitter diversity. IEEE J. Select.

Areas Commun., 19(1), 21–32, by permission of IEEE.

the synchro channel (both primary and secondary) is used and signal detection, based
on code-matched filters, is expected to be used. For these applications, the models will
be discussed later in this chapter. Figure 3.6 presents the relative error in percentages
defined as ε(%) = (T acq − Tacq)/T acq × 100, where T acq is the exact result [3] and Tacq

the approximation equation (3.36).

3.6 TWO-DIMENSIONAL CODE ACQUISITION IN
SPATIALLY AND TEMPORARILY WHITE NOISE

Code acquisition discussed so far dealt with the search through a discrete number of
possible relative delay positions between codes, with each position being referred to as a
delay cell. In this section, the problem is further extended to consider also the direction (or
angle) of arrival of the received signal. A single-antenna receiver can resolve the signal
in the delay domain while, with an antenna array, separation in the angular domain is also
possible. An angular cell can be regarded as a 360◦/m angle covered by a directional beam
of antenna array. Assuming that the uncertainty region has q delay cells and m angular
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Figure 3.7 Principle of two-dimensional code acquisition.

cells, the total number of cells to be searched is Q = qm. This spatial and temporal
partitioning of the uncertainty region is illustrated in Figure 3.7.

We assume that a priori probability of the synchro cell is uniformly distributed in the Q

cell arrangement defining the uncertainty region. There is a direct correspondence between
the spatial distribution of interference and the interference observed in the angular cells.
For instance, a uniform spatial distribution of interferers will be mapped into angular cells
with equal amounts of associated interfering power.

The angular division can be carried out by well-established and relatively simple beam-
forming techniques. Given an antenna array with m elements, an analog beamformer (e.g.
Butler matrix) can be used to generate a set of m spatially orthogonal beams in fixed
angular directions. A similar result can be achieved by a digital beamformer with a set
of appropriate complex weighting vectors corresponding to preferred steering directions.
Note that to achieve m nonoverlapping beams covering the entire spatial uncertainty
region being served, a corresponding number of antenna elements is required. In order
to simplify the problem formulation, it will be assumed that within each angular cell the
array gain Gi corresponds to the maximum array gain, Gi = m, i = 1, 2, . . . , m.

As an initial step, it is also assumed that the angular spread of the signal imping-
ing on the antenna array is smaller than the beamwidth generated by the array. It can
then be assumed that the impact of the received signal is seen only from one angular
cell, occupying only one delay cell (e.g. single-path channel). The extension dealing with
multipath channels is available in Reference [4]. The discussion is limited to the situa-
tion in which interference is both temporarily and spatially white. The interference power,
uniformly distributed within the angular uncertainty region, is denoted by σ 2

I . The interfer-
ence power in the ith sector is σ 2

I i , i = 1, 2, . . . , m, where σ 2
I i = σ 2

I /m, i = 1, 2, . . . , m.
The signal-to-interference ratio (SIR) for a single antenna (SIR1D) and the antenna array
(SIR2D) are

SIR1D = A2

σ 2
I

= S

σ 2
I

and SIR2D = (mA)2

(mσIi)2
= mSIR1D (3.40)
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where the indexes 1D and 2D correspond to one-dimensional and two-dimensional search
domains, A is the signal amplitude received by one antenna element and S is the cor-
responding signal power. For simplicity, from now on we consider SIR as SNR, and
interference as noise.

3.6.1 Performance in a single-path channel

The available Q cells are serially searched in the angular and delay domains. A single
synchro cell is associated with the single-path channel signal (L = 1). Basically, the
cells could be searched by following either a fix angle/sweep delay (FASD) or a fix
delay/sweep angle (FDSA) procedure. In the former approach, the search is carried out
by serially searching (sweeping) through the q delay cells of a given angular cell. This
(time-domain) procedure is repeated on each consecutive angular cell until the synchro cell
is detected. In the latter case, a given delay cell is searched first through the m angular cells
and the process is similarly repeated in the consecutive delay cells. Figure 3.8 illustrates
the principles of FASD and FDSA search strategies.
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In the assumed scenario, since the interferers are uniformly distributed within the
uncertainty region and a priori distribution of the synchro cell is evenly distributed, both
search approaches are statistically equivalent. Thus, the mean acquisition time for these
two search approaches are the same. Since the level of interference remains fixed in each
angular cell (spatially white noise) and in each temporal cell (temporarily white noise),
then PFA and PD are constant through the acquisition process. The conventional expression
for mean acquisition time equation (3.23) can be used again with q replaced by Q = mq.

Owing to the directivity of the antenna array, the SNR will be improved by factor m

leading to reduced values for PFA and increased values for PD, which will tend to reduce
TMA. On the other hand, the extended uncertainty region (Q = mq) implies a longer
TMA, as can be seen from equation (3.23). In order to get an insight into the resulting
effect, some analytical results for two-dimensional acquisition performance are presented
below. The conventional (one-dimensional) search through q cells (m = 1) is used as a
reference. The effect of the number of angular cells m on TMA will mainly be studied
with the number of delay q cells being constant. Two threshold settings will be used for
the evaluation, that is, an optimum threshold (i.e. yielding minimum TMA obtained by
minimizing equation (3.23) with respect to the threshold) and a threshold based on the
constant false alarm rate (CFAR) principle. The details are available in Reference [4].
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The relative minimum mean acquisition time found for the optimal threshold is shown in
Figure 3.9. The results are normalized with respect to τd . Since the optimum threshold
depends on the SNR, which is a function of m, the optimum threshold was computed for
each value of m. As it can be seen, for a given SNR there is an optimum number m for
which an absolute minimum TMA is obtained, for example, m = 3 for SNR = 5 dB. This
is the result of the trade-off between increasing the uncertainty region length (mq) and
increasing the effective signal-to-noise-ratio with larger values of m and vice versa.

For the performance shown in Figure 3.9, the SNR must be estimated by the receiver.
This operation might be difficult, time consuming or impossible with a wideband (e.g. non-
synchronized) signal. An alternative is a CFAR in which the threshold is set on the basis of
the assumption that PFA is constant [5,6]. Figure 3.10 presents the results for SNR = 0 dB
when PFA takes on the values 10−2, 10−3, and 10−4. CFAR results (dashed-lines) are com-
pared to the case of the optimum threshold (solid-line). Note that the lower bound of TMA

corresponds to acquisition with the optimum threshold setting. However, for an appropri-
ate selection of PFA, it is possible to obtain almost the same minimum as that obtained
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for the threshold THopt. Performance with PFA = 10−3 is close to that with the optimum
threshold. Details for performance in a multipath channel are available in Reference [4].

3.7 TWO-DIMENSIONAL CODE ACQUISITION
IN ENVIRONMENTS WITH SPATIALLY
NONUNIFORM DISTRIBUTION
OF INTERFERENCE

In this chapter, a model for studying two-dimensional code acquisition in environments
characterized by nonuniform spatial distribution of interference is presented. In order to
model the nonuniform nature of spatial interference, the overall (total) angular domain is
divided into a number n ≥ m of small angular sub-regions, each one with an associated
noise power σ 2

i , i = 1, 2, . . . , n. Figure 3.11 illustrates an arrangement of the q delay
cells (dc) and m angular cells (ac) in the particular case in which n/m = 3 (e.g. generic
j th angular cell contains three sub-regions). Note that there are Q − 1 nonsynchro cells
and only one synchro cell. Interference will be modeled as temporarily white, that is,
uniformly distributed in all delay cells of a given angular cell. It is also assumed that the
autocorrelation function of the spreading code is ideal (represented by δ(τ )). The noise
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power in the j th angular cell, j = 1, 2, . . . , m, denoted by σ 2
Tj , is

σ 2
Tj =

jk∑
i=(j−1)k+1

σ 2
i (3.41)

where k = n/m is an integer number. The total noise power in the uncertainty region
can be computed as the sum of contributions of the n sub-regions (or equivalently the m

angular cells), that is

σ 2
T =

n∑
i=1

σ 2
i =

m∑
j=1

σ 2
Tj (3.42)

Considering the same amount of total noise power σ 2
T and assuming spatially white

interference leads to σ 2
i = σ 2

T /n, i = 1, 2, . . . , n and σ 2
Tj = σ 2

T /m, j = 1, 2, . . . , m, with
σ 2

Tj = (n/m)σ 2
i . Equations (3.41) and (3.42) for discrete distributions of interference can

be generalized for a continuous function σ 2(θ ) (i.e. n → ∞) and arbitrary limits θa and
θb defining an angular cell or region, as

σ 2
ab =

∫ θb

θa

σ 2(θ) dθ (3.43)

FASD and FDSA strategies defined in Figure 3.8, are now redefined in Figure 3.11 with
additional details. Under the assumption that interference is spatially and temporarily
white, every cell Ci,j , i = 1, 2, . . . , q; j = 1, 2, . . . , m, will have the same associated
pair of false alarm probability PFA and signal detection probability PD corresponding to
nonsynchro and synchro cells, respectively. It follows that the patterns of probabilities
encountered during the FASD and FDSA searches are the same and hence these strate-
gies are statistically equivalent (e.g. they exhibit the same mean acquisition time). For
uniform a priori location distribution of the synchro cell and a nonuniform distribution
of interference in the angular domain, the patterns of probabilities encountered through
the search will depend on the employed strategy and consequently, different performance
figures could be expected.

The mean acquisition time (Tma) for a conventional time-domain serial search with
different interference levels in each (delay) cell (i.e. PFA and PD change from cell to cell)
is given by equation (3.33). Since the two-dimensional angle-delay search can be seen as
a one-dimensional search with extended numbers of cells, the expression (3.33) can be
extended and adapted to describe the two-dimensional acquisition process. In practice, the
particular spatial (angular) interference profile dictates the actual shape of PFAj and PDj .

3.7.1 Effect of spatial interference pattern on acquisition performance

For illustration purposes, let us look at two scenarios, that is, interference coming from
(1) one angular region (pattern I) and (2) from two angular regions (pattern II), as depicted
in Figures 3.12(a) and (b), respectively. The total angular uncertainty is assumed to cover
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Figure 3.12 Definition of the spatially nonuniform patterns I (a), II (b) and III (c).

Table 3.2 Profile definitions used in the example

Profile I
� = 12◦, centered at

θ1 = +18◦

Profile II
� = 12◦, centered at

θ2 = −30◦ and θ1 = +18◦

PTH/PTH = 1 R = 9 R = 4

PTH/PTH = 2 R = 18 R = 8
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120◦ (±60◦ with 0◦ being the direction normal to the array). Pattern I is defined as a single
peak of uniform power centered at θ1 = +18◦ and with a width � = 12◦. It represents a
strong interfering signal appearing in a particular direction affecting a particular angular
cell. The ratio between interference power in a particular peak cell (Ib) and interference
power in a particular low-level cell is denoted by R (see Figure 3.12). Pattern II is defined
as a double peak centered at θ1 = +18◦ and θ1 = −30◦, also with � = 12◦. Table 3.2
summarizes the parameters defining patterns I and II where PTH denotes the total power
in peak interference regions and PTL is the total power in angular regions with lower
(uniform) interference.

Two different threshold-setting approaches are used, that is, optimum threshold leading
to minimum mean acquisition times and constant false alarm rate (CFAR) setting. In
all these cases, a single threshold, common to all angular cells, is used. However, since
threshold level depends on SNR, a new threshold is computed for each particular selection
of the number of used angular cells m. In this case, optimum thresholds are independently
determined for colored and white distributions. In the CFAR case, the same threshold
computed for PFA = 10−3 is used for both distributions.

Throughout this example, the number of delay cells is set to q = 256, the penalty factor
K = 100, and the number of angular cells used to acquire is m = 1, 2 . . ., 10. FASD
search strategy is used first. A comparison between FASD and FDSA strategies will be
considered next.

3.7.2 Effect of interference peak power (pattern I)

Before elaborating the results, few words should be devoted to explain how the interfer-
ence pattern is seen when a different number of angular cells is used. Figure 3.13 shows
an example for profile I. One can see that the interference distribution seen by the receiver
depends on the relation between the interference profile itself and the employed angular
partition m. Dark bars correspond to profile I while light ones show the effect of the equiv-
alent white interference distribution, for example, interference seen by a single-antenna
receiver. Figure 3.14 shows the mean acquisition time as a function of the number of
cells m used in the search procedure. Other parameters are shown in the figure. One can
see that when the spatial distribution of interference is nonuniform, there is a consider-
able degradation in performance, compared to the case of an equivalent spatially white
distribution. As the peak power interference increases (i.e. larger R), the performance
worsens. When m = 1, the performance in both interference scenarios is the same, due to
the fact that the angular domain cannot be resolved with a single antenna. It is clear that
searching through an angular cell with a high level of interference has an adverse effect
on performance because of the fact that the process is likely to jump into time-consuming
false alarm states. Similar conclusions would be obtained for pattern II of interference.

3.7.3 Approaches for improving performance of two-dimensional code acquisition

So far it has been seen that performance of two-dimensional code acquisition is consid-
erably degraded by the presence of spatially nonuniform interference. In the worst case,
and especially for very high peaks of interference, two-dimensional code acquisitions is
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Figure 3.13 Conceptual example of the distribution of spatial interference as a function of the
number of angular cells m (FASD search). Pattern I (dark bars), equivalent white distribution

(light bars) [7]. Reproduced fromKatz, M., Iinatti, J. and Glisic, S. (2000) Performance of
two-dimensional code acquisition in radio environments with spatially coloured interference.

Proc. 3rd International Symposium on Wireless Personal Multimedia Communications , Bangkok,
Thailand, November 2000, pp. 512–517, by permission of IEEE.

not attractive any longer since search in only the delay domain could result in shorter
acquisition times. In this section, some options to improve this loss of performance is
discussed. These approaches exploit the fact that the spatial distribution of interference is
known a priori by the receiver. A uniform distribution of the synchro cell in the uncer-
tainty region is assumed. Even though FASD and FDSA search strategies involve serial
testing of the cells, the difference appears in the order that the cells are investigated.
For the interference profile shown in Figure 3.15(a), (b) and (c) represent the patterns of
interference seen in the search process by the following two strategies:
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Figure 3.14 Acquisition performance (optimum and CFAR threshold setting) as a function of
the peak power (pattern I), FASD search, for (a) R = 9 and (b) R = 18 [7]. Reproduced from
Katz, M., Iinatti, J. and Glisic, S. (2000) Performance of two-dimensional code acquisition in
radio environments with spatially coloured interference. Proc. 3rd International Symposium on

Wireless Personal Multimedia Communications , Bangkok, Thailand, November 2000,
pp. 512–517, by permission of IEEE.
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Figure 3.15 Distribution of interference according to the search strategy used.

Under the assumption that the user can be in any angular cell with the same proba-
bility, it is better to start the search process in those cells with lower interference levels.
This would speed up the process if the synchro cell turned out to be there. If not, the
search should continue in those cells with higher interference levels. Of course, since
in an FASD type of search the angular cells can be easily ordered, this strategy lends
itself to being used in such a fashion that the angular cells are ranked according to their
interference power. The two-dimensional search initiates in the angular cell with mini-
mum interference and proceeds with the remaining angular cells in increasing order of
interference power.
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Figure 3.16 Performance of two-dimensional code acquisition with different search strategies
(arbitrary nonuniform distribution, pattern III).

Figure 3.15(d) illustrates the observed interference pattern when this algorithm is
applied. Analytical results based on equation (3.33) for the search using this algorithm
are presented in Figures 3.16 and 3.17 for a nonuniform spatial distribution (pattern III
in Figure 3.12c) and a single peak distribution (pattern I in Figure 3.12a), respectively.

As expected, the lower bound (best performance in this case) is obtained for a white
interference distribution of equivalent power. As can be observed, there is a clear deteri-
oration of acquisition performance with FASD or FDSA strategy. By using the algorithm
with interference ranking, the performance is significantly improved.

It can be seen that the performance tends to approach the performance of the equivalent
uniformly distributed interference case.

Similar improvements can be achieved by using adaptive integration time or thresh-
old setting keeping CFAR. The mean acquisition time for the adaptive integration time
approach is obtained after some cumbersome algebraic manipulation of the generating
function, resulting in Reference [7]

Tma = 1

mPD
[X1 + X2 + X3]τd (3.44)
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Figure 3.17 Performance of two-dimensional code acquisition with different search strategies
(impulse-like spatial distribution, pattern I).

with

X1 =
[

1

2
(q + 1)(ma − am) + (m − 1) [(2q − 1)KPFA + (q − 1)am]

+ q

m−1∑
k=2

(k − 1)ak + 1

2
(m − 1)(m − 2)qKPFA

]
(3.45)

X2 = 1

2
(q − 1)(am + KPFA) + PDamm (3.46)

X3 = 1

2
(1 − PD)

[
2qm2a + m(mq − 1)KPFA+m(q − 1)(a − 2am) − 2q

m−1∑
k=1

kak

]

(3.47)

and

a
�= 1

m

m∑
j=1

am (3.48)

Vector τ is defined as τ = [a1, a2, . . . , ak, . . . , am]τd , where τd represents a reference (or
unit) dwell time and the coefficient ak, k = 1, 2, . . . , m is a constant real number modeling
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Figure 3.18 Performance comparison of two-dimensional code acquisition (FASD search) with
adaptive integration time and adaptive threshold setting (arbitrary nonuniform distribution,

pattern III).

the fact that each angular cell has a particular dwell time associated with it. Figures 3.18
and 3.19 present performance of the two schemes in operating scenarios defined by
patterns I and III, respectively.

Constant false alarm rate (CFAR) threshold setting with PFA = 10−3 and SNR = 3 dB
were used in both cases. The performance of two-dimensional code acquisition with fixed
integration time, in the original environment (nonuniform interference distribution, FASD
search) and in an equivalent uniform distribution of the same power is used as reference.
The improvements obtained by adaptive schemes are evident.

3.8 CELL SEARCH IN W-CDMA

In this section, we discuss specific solutions for cell search in the UMTS system. The
cell search itself is divided into five acquisition stages: slot synchronization, frame syn-
chronization and scrambling code group identification, scrambling code identification,
frequency acquisition and cell identification. One also should be aware that the crystal
oscillators have inaccuracies in the range of 3 to 13 ppm, giving rise to a frequency error
in the range of 6 to 26 kHz, when operated at 2 GHz.
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Figure 3.19 Performance comparison of two-dimensional code acquisition (FASD search) with
adaptive integration time and adaptive threshold setting (impulse-like spatial distribution,

pattern I).

3.8.1 Synchronization channels and cell search procedure

The UMTS standard will be discussed in detail in Chapter 17. For the purpose of this
section, we need some basic details.

In W-CDMA, a cell is identified mainly by its downlink scrambling code as shown
in Figure 1.13 of Chapter 1. There are 512 primary downlink scrambling codes reused
throughout a system.

These 512 codes are based on length 218 − 1 Gold sequences truncated to one frame
interval, which is 38 400 chips for the chip rate 3.84 Mchips/s.

To reduce the complexity of searching through the 512 downlink primary scrambling
codes, the concept of code grouping and the use of code group indicator codes (GIC)
were introduced in References [8,9]. The scrambling code is identified by first identifying
its code group to significantly reduce the degree of code uncertainty. The complexity of
cell search is further reduced by combining code group identification and frame boundary
synchronization into one stage [10]. With this scheme, the time uncertainty is completely
resolved when the code group identity is obtained. As a result, the complexity of identify-
ing the scrambling code in the identified code group is significantly reduced. Schemes with
further complexity reduction by increasing the number of code groups were proposed in
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Reference [11]. According to Reference [12], the 512 downlink primary scrambling codes
are divided into 64 groups, each of 8 codes.

To facilitate cell search, three channels are used, namely the primary synchronization
channel (P-SCH), the secondary synchronization channel (S-SCH), and the common pilot
channel (CPICH) [13]. The P-SCH together with the S-SCH is also referred to as the
SCH. Figure 3.20 illustrates the slot and frame formats of these channels. Each frame
of 38 400 chips (or 10 ms) is divided into 15 slots, each of 2560 chips (or 0.67 ms).
Observe that both P-SCH and S-SCH have a 10% duty factor. The CPICH, which is
used to carry the downlink common pilot symbols, is scrambled by the primary downlink
scrambling code of the cell. Within each CPICH time slot, there are 10 pilot symbols, each
spread by 256 chips. All symbols are quadrature phase shift keying (QPSK)-modulated,
and the modulation values of the pilot symbols are known once the mobile system (MS)
knows the frame boundary. The spreading sequence of CPICH is taken from the set of
orthogonal variable spreading factor (OVSF) codes described in Chapter 2, maintaining
mutual orthogonality between CPICH and the other downlink channels also spread by
OVSF codes.

Unlike CPICH, neither the P-SCH nor the S-SCH is scrambled by the primary downlink
scrambling code. Instead of the OVSF codes, other sequences of length 256 chips are
used. The P-SCH sequence is transmitted once in the same position in every slot, and
can thus be used for detecting the slot boundary. Furthermore, all cells use the same
P-SCH sequence. As a result, only one P-SCH matched filter is needed to detect the slot
boundaries of downlink signals. These filters are discussed in Section 2.12 of Chapter 2.
For the purpose of this section, the code matched filter should be considered as an analog
shift register with N delay elements. Outputs of these delay elements are multiplied by the
filter coefficients (equal to code chips) and summed up. At the moment when the content
of the delay elements coincide with the filter coefficients, the high peak of correlation
function is created. This happens once per code period if the code is shifted through the
shift register with the code rate.

To reduce the complexity of the P-SCH matched filter, the P-SCH sequence is derived
from the Kronecker product of two sequences of length 16. The Kronecker product is

P-SCH 

S-SCH 

CPICH 

One frame (10 ms) 

Power = P1

Power = P2

Power = P3

One slot (0.67 ms) 

0.067 ms

Figure 3.20 Frame/slot structures for CPICH, P-SCH, and S-SCH [14].
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discussed in Chapter 1. With this property, the P-SCH matched filter can be implemented
as two concatenated matched filters, each matched to one of the two constituent length
16 sequences, achieving a complexity reduction by approximately a factor of 8. S-SCH is
used to identify the frame boundary and scrambling code group identity. Unlike the P-SCH
sequence, the S-SCH sequences vary from slot to slot. There are 16 S-SCH sequences,
mapped correspondingly to 16 S-SCH symbols, labeled from 1 to 16. A frame (15 slots)
of 15 such S-SCH symbols forms a code word taken from a codebook of 64 code words.
The same code word is repeated in every frame in a cell. These 64 code words correspond
to the 64 code groups used throughout the system; thus a code group can be detected by
identifying the code word transmitted in every S-SCH frame. Furthermore, the 64 code
words are all chosen to have distinct code phase shifts, and any phase shift of a code
word is different from all phase shifts of all other code words. With these properties, the
frame boundary can be detected by identifying the correct starting phase of the S-SCH
symbol sequence.

To maximize the minimum symbol distance of the codebook, between different cyclic
shifts of the same code word or between any cyclic shifts of different code words, the use
of a comma-free Reed–Solomon (RS) code was proposed [15]. For 15 slots per frame,
a (15, 3) RS code over GF(16) is used. The RS code has a minimum distance of 13. To
minimize cross-channel interference, the 16 S-SCH sequences and the P-SCH are mutually
orthogonal [12]. Given the above SCH and CPICH, code and time synchronization can
be achieved by the following stages [14]:

1. Slot boundary detection based on P-SCH (using a P-SCH matched filter).
2. Frame boundary detection and scrambling code group identification based on S-SCH

(using correlators, correlating against 16 S-SCH sequences, and an RS decoder).
3. Scrambling code detection based on CPICH (using correlators, correlating against all

scrambling codes in the identified code group). In the initial search, the ultimate goal
is to decode the cell identity of the acquired signal. To achieve this, two extra stages
are needed.

4. Frequency acquisition based on CPICH (to reduce initial frequency error so that the
MS can decode the broadcast information).

5. Detecting cell identity (by reading the broadcast information).

As mentioned at the beginning of the section, the frequency acquisition step is nec-
essary because of the large frequency error after MS powered on. Without correcting
the frequency error, the cell identity, transmitted in the Broadcast Channel, cannot be
decoded reliably. For the target cell search, there is no ambiguity in the mapping from
downlink scrambling codes and the cell identity of a neighboring cell. Thus, identifying
(and synchronizing to) the downlink scrambling code is sufficient to identify any given
cell of interest.

Pipelined processing for stages 1, 2, and 3 is illustrated in Figure 3.21.
Stage 4-frequency acquisition is only activated when time and code synchronization is

achieved. To minimize the delay in the pipe (no idle time in the pipe), the synchronization
times used in stages 1, 2, and 3 are the same (Nt slots).

Stage 1 always generates a list of slot boundary candidates at the end of each cycle.
On the basis of each of the slot boundaries detected in stage 1, stage 2 finds S-SCH and
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Figure 3.21 Cell search procedures [14].

performs S-SCH correlations and RS decoding. At the end of each detection cycle, stage
2 always gives a list of candidates of frame boundary code group pair to stage 3 for
identification of the scrambling code. In contrast to stages 1 and 2, stage 3 only activates
stage 4 when a candidate is detected with high confidence. The acquisition time can be
defined as the time interval between the time when the pipelined process started and the
time when stage 3 terminates the process.

A number of papers dealing with different aspects of code acquisition is added to the
list of References [16–42].
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4

Code tracking

4.1 CODE-TRACKING LOOPS

Theoretically switching from code acquisition to code tracking in this chapter means
switching from open loop maximization of likelihood function (equation 3.3) to the
closed-loop tracker defined by equation (3.8) of Chapter 3. A variety of practical imple-
mentation options are shown in the sequel. The baseband implementation of equation (3.8)
of Chapter 3 is shown in Figure 4.1. The input signal is correlated with two locally gen-
erated, mutually delayed, replicas of the pseudonoise (PN) code. After filtering, the useful
component of the control signal e(t) will be proportional to

DD(δ) = Rc(δ − �/2) − Rc(δ + �/2) (4.1)

where Rc(δ) is the auto correlation of the sequence. For the analysis of the tracking error
variance, results from the standard phase lock loop theory can be used directly [1].

In Code Division Multiple Access (CDMA) system, the input signal in Delay lock loop
(DLL) will be a complete Direct Sequence Spread Spectrum (DSSS) signal. In order to
get rid of information, a noncoherent structure shown in Figure 4.2(a) may be used with
the simplest form of the input signal

r(t) = s(t) + n(t) (4.2)

and
s(t) = Ab(t)c(t) cos ω0t (4.3)

It can be shown that the direct current (DC) component of ε(t, δ) is A2D�(δ)/2 where

D�(δ)
�= R2

c

[(
δ − �

2

)
Tc

]
− R2

c

[(
δ + �

2

)
Tc

]
(4.4)

The tracking error variance can be expressed as [1]

τ 2
δ

1

2ρL

(
1 + 2

ρif

)
(4.5)
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where

ρL = 2A2

N0BL

ρif = A2

N0BN

(4.6)

Parameter ρL is the loop signal-to-noise power ratio and ρif is the signal-to-noise power
ratio at the output of the intermediate frequency (IF) (band pass) filter. The first term in
equation (4.5) represents σ 2

δ for a coherent loop. The second term is degradation due to
the noncoherent structure. Other modifications of the code-tracking loops like τ -dither
loop or double-dither loop can be seen in Reference [1].

4.1.1 Effects of multipath fading on delay-locked loops

In this section, the effects of a specular multipath fading channel on the performance of
a DLL are discussed. For this type of environment, the two-path channel model becomes

h(τ) = √
2P {δ(τ − τ1) ejθ1 + g2 ejθ2δ(τ − τ1 − τd)} (4.7)

where θ1 is a constant phase shift, and g2 and θ2 are Rayleigh- and uniform-distributed
random variables, respectively. When τd = 0, the channel becomes the familiar frequency
nonselective Rician-fading model.

In order to present some quantitative results, the following important system param-
eters are needed: the power ratio of the main path to the second path R �=1/E[g2

2], the

bit signal-to-noise ratio (SNR) (SNR in data bandwidth) γd
�= PTb/N0, the loop SNR

γL0

�= P/N0BL|� = 1 and the ratio ς0 = γL0/γd where Tb is the duration of an infor-
mation bit, and BL is the closed-loop bandwidth for the case when g2 = 0. That is,
BL = ∫ ∞

−∞ |H(f )|2 df where H(s) is the closed loop transfer function. By using the
standard phase lock loop theory [3], the tracking error variance for this case has been
evaluated and the results are shown in Figure 4.3. Effects of multipath fading on the nor-
malized mean time to lose lock (MTLL) and tracking error versus early–late discriminator
offsets �/2 are shown in Figures 4.4 and 4.5, respectively.

Figures 4.4 and 4.5 demonstrate performance degradation of DLL due to the pres-
ence of multipath components. In order to improve the system performance in such an
environment, some research results are reported in which multipath IC is used.

The receiver block diagram is shown in Figure 4.2(b).
For the input signal received through L + 1 equidistantly modeled paths, the upper half

of the block diagram is used to regenerate multipath interference (MPI) for each path.
In the first step, input signal r(t) is correlated with L + 1 delayed replica of the local
code to separate L + 1 narrowband signal components. After processing delay TD, the
wideband components u0(t), . . . , uL(t) are regenerated separately and summed up again.
At this point r(t − TD) is created together with all individual components ul(t) available
separately. Now in L + 1 branches, signal r(t − TD) − ul(t) = vl(t), representing the
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interference for path l is regenerated. In the lower path of the receiver block diagram,
these signals are used to generate the clean signal per path r(t − TD) − vl(t) = w0(t),
which is used in the lth DLL to create a control signal el(t) for the voltage controlled
clock (VCC). All the individual control signals summed up represent the overall control
signal for VCC. For the simulation environment defined in Table 4.1, the tracking error
performance for standard DLL and DLL with IC DLL/IC is presented in Figure 4.2c. One
can see that while the performance of the standard DLL is very poor, the performance of
the DIL/IC loop for the appropriate signal-to-noise ratio is good. The problem of multipath
IC will be visited again later in the context of multiuser detection in which in addition to
the multipath the multiple access interference (MAI) will be also present at the front end
of the receiver.

4.1.2 Identification of channel coefficients

After code synchronization (acquisition and tracking), signal despreading can be per-
formed. If the processing gain is large, Tb/Tc ≥ 1, after despreading, the received low-pass
equivalent discrete time signal is

yk = xkck + nk (4.8)
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Table 4.1 Simulation parameters

• PN Code: m-sequence with the generating polynomial 1 + x + x6

• Data modulation: binary phase shift keying (BPSK) with Rb = 10 kb s−1

• Chip rate: 630 Kb s−1

• Sampling rate: 8 samples per chip period
• Total simulation time: 70 000 Tb

• � = 1/2
• Fading channel: Jake’s model (independent paths with Rayleigh fading) with maximum

Doppler shift of 83 Hz
• Low-pass filters: Elliptic filters (eighth order) with 3-dB bandwidths of 3 Rb and Rb for h1(t)

and h2(t), respectively
• In the simulations, the tracking range is limited to [−Tc, Tc], that is, whenever |ε| > 1. A

reacquisition process will be initiated. The initial tracking error is assumed to be ε = 0.2. Only
the first-order loop [F(s) = 1] with � = 1/2 is to be considered for simplicity

• �k = E�|gk|2�/E�|g0|2�, ζ0 = BL0/Rb is the normalized average loop bandwidth

• Received average SNR. γb = PTbE�|g0|2�
(

1 + ∑L
k=1 �k

)
/N0.

where ck is the channel coefficient. At this stage we will assume that the residual fading is
frequency nonselective because all multipath components are resolved in the despreading
process in each finger of the RAKE receiver. If xk is a known training symbol and if the
SNR is high, a good estimate of ck can be easily computed from equation (4.8) as

ck ≈ yk/xk
�= c̃k (4.9)

where yk is the received signal. However, most of the received symbols are not training
symbols. In these cases, the available information for estimating ck can be based upon
prediction from the past detected data bearing symbols xi(i < k). This scheme will be
referred to as decision feedback adaptive linear predictor (DFALP).

Using a standard linear prediction approach we formulate the predicted fading channel
coefficient at time k as

ĉk =
N∑

i=1

b∗
i c̃k−i

�= b(k)Hc̃(k) (4.10)

where
c̃(k) = (c̃k−1, c̃k−2, . . . , c̃k−N)T (4.11)

is a vector of past corrected channel coefficient estimates and

b(k) = (b1, b2, . . . , bN)T (4.12)

are the filter (linear predictor) coefficients at time k. The superscript T stands for transpose
and H stands for Hermitian transpose. The constant N is the order of the linear predictor.
The block diagram of the receiver is shown in Figure 4.6.
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The updating process for the filter coefficients is defined as

b(k + 1) = b(k) + µ(c̃k − ĉk)
∗c̃(k) (4.13)

Simulation results for predictor order N and the number of taps 2Df + 1 of the low-pass
filter for the minimum bit error rate (BER) are shown in Figure 4.7.



CODE TRACKING IN FADING CHANNELS 87

4.2 CODE TRACKING IN FADING CHANNELS

The previously presented material on code tracking was based on the assumption that
except for the additive white Gaussian noise the channel itself does not introduce any
additional signal degradation or that only a flat frequency nonselective fading per path
was present. For some applications like land and satellite mobile communications, we
have to take into account the presence of severe fading due to channel dynamics. In this
section we will present one possible approach to code tracking in such an environment.

4.2.1 Channel model

A channel with multipath propagation can be represented by a time-varying tapped-delay
line, with impulse repose given by

h(τ, t) =
Nβ−1∑
l=0

βl(t)δ(τ − lTs) (4.14)

where Ts is the Nyquist sampling interval for the transmitted signal, Nβ is the number
of received signal replicas through different propagation paths and βl(t) represents the
complex-valued time-varying channel coefficients. So, for the transmitted signal s(t) the
received signal r(k) sampled at t = kTs, will consist of Nβ mutually delayed replicas that
can be represented as

r(k) =
Nβ−1∑
l=0

β�(k)s[(k − l)Ts + τ(k)] + n(k) (4.15)

In this equation, n(k) are samples of the noise with

E{n(k − i)n∗(k − j)} = σ 2
n δi,j (4.16)

In the RAKE receiver, each signal component is despread separately and then combined
into a new decision variable for final decision. For the combining that provides maximum
signal-to-noise ratio, signal components are weighted with factors βl . So the synchroniza-
tion for the RAKE receiver should provide a good estimate of delay τ and all channel
intensity coefficients βll = 0, 1, . . . , Nβ − 1. The operation of the RAKE receiver will be
elaborated later and within this section we will concentrate on the joint channel (βl) and
code delay (τ ) estimation using the extended Kalman filter (EKF) [5,6].

For these purposes, the channel coefficients and delay are assumed to obey the follow-
ing dynamic model equations.

β�(k + 1) = α�β�(k) + wl(k); l = 0, 1, . . . , Nβ − 1

τ(k + 1) = ζτ(k) + wτ (k) (4.17)
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where wl(k) and wτ (k) are mutually independent circular white Gaussian processes with
variances σ 2

wl and σ 2
τ , respectively. In statistics, these processes are called autoregressive

(AR) processes of order k, where k shows how many previous samples with indices
(k, k − 1, k − 2, . . . , k − K + 1) are included in modeling a sample with index k + 1. In
equation (4.17), the first-order AR model is used. The more the disturbances in signal are
expected due to Doppler, the higher the variance of wl and the lower αl should be used.
Variance of wτ will not only depend on Doppler but also on the oscillator stability. A
comprehensive discussion of AR modeling of wideband indoor radio propagation can be
found in Reference [7].

4.2.2 Joint estimation of PN code delay and multipath using the EKF

From the available signal samples r(k) given by equation (4.15) we are supposed to find
the minimum variance estimates of βl and τ These will be denoted by

β̂l(k|k) = E{βl(k)|r(k)}
τ̂ (k|k) = E{τ(k)|r(k)} (4.18)

where r(k) is a vector of signal samples

r(k) = {r(k), r(k − 1), . . . , r(0)} (4.19)

From equation (4.15) one can see that r(k) is linear in the channel coefficients βl(k),
but it is nonlinear in the delay variable τ(k). A practical approximation to the minimum
variance estimator in this case is the EKF. This filter utilizes a first-order Taylor’s series
expansion of the observation sequence about the predicted value of the state vector, and
will approach the true minimum variance estimate only if the linearization error is small.

The basic theory of extended Kalman filtering is available in textbooks [6]. Having in
mind that in the delay-tracking problem, the state model is linear, while the measurement
model is nonlinear, we have

x(k + 1) = Fx(k) + Gw(k)

z(k) = H(x(k)) + n(k) (4.20)

In this equation, x(k) represents the Nβ + 1 dimensional state vector and z(k) is the scalar
measurement r(k) In terms of the previous notation we have

x(k) = [τ(k), β0(k), β1(k), . . . , βNβ−1(k)]T

F =




ζ 0 · · · 0
0 α0 . . . 0
0 0 α1 · · · 0
...

...
...

...
...

0 0 · · · αNβ−1


 (4.21)
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w(k) = [wτ (k), w0(k), w1(k), . . . , wN−1(k)]T

H [x(k)] =
N−1∑
l=0

βl(k)s[(k − l)Ts + τ(k)]

z(k) = r(k) = H [x(k)] + n(k)

G = I
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Figure 4.8 Simulation examples – PN code in multipath [5]. Reproduced from Iltis, R. (1994)
An EKF-based joint estimator for interference, multipath, and code delay in a DS

spread-spectrum receiver. IEEE Trans. Commun., 42, 1288–1299, by permission of IEEE.
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By using general results of the EKF theory [6], we have

�x(k|k) = �x(k|k − 1)K (k)z(k) − H [�x(k|k − 1)]

K (k) = P(k|k − 1)H ′(k)[H ′(k)H P(k|k − 1)H ′(k) + σ 2
n ]−1

P(k|k) = [I − K (k)H ′(k)H ]P(k|k − 1) (4.22)

 

LPN, was fixed at 15 chips/bit 

0.0 

0.5 

1.0 

−0.5

−1.0

T
ra

ck
in

g 
er

ro
r 

− 
ch

ip
s 

0 1000

(a)

2000 3000

T
ra

ck
in

g 
er

ro
r 

− 
ch

ip
s 

0.0 

0.5 

1.0 

−0.5 

−1.0 
0 1000 2000 3000

(b)

Figure 4.9 (a) Iteration number tracking error trajectory for Eb/N0 = 10 dB – Channel A,
(b) Iteration number tracking error trajectory for Eb/N0 = 10 dB – Nf incorrectly assumed to be
1 – Channel A, (c) Iteration number tracking error trajectory for Eb/N0 = 10 dB – Channel B,

(d) Iteration number tracking error trajectory for Eb/N0 = 10 dB – Nf incorrectly assumed to be
1 – Channel B, (e) Iteration number tracking error trajectory for Eb/N0 = 0 dB – Channel A and
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from Iltis, R. (1994) An EKF-based joint estimator for interference, multipath, and code delay in
a DS spread-spectrum receiver. IEEE Trans. Commun., 42, 1288–1299, by permission of IEEE.
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Figure 4.9 (Continued ).
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The matrix H ′(k) represents the time-varying gradient of the observation scalar with
respect to the one-step prediction vector.

H ′(k) =
[

∂

∂x1
H [�x(k|k − 1)],

∂

∂x2
H [�x(k|k − 1)], . . . ,

∂

∂xNβ+1
H [�x(k|k − 1)]

]H

(4.23)
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Figure 4.10 (a) Iteration number tracking error trajectory for Eb/N0 = 40 dB – Channel A,
(b) Iteration number mean-square coefficient error for Eb/N0 = 10 dB – Channel A and
(c) Iteration number mean-square coefficient error for Eb/N0 = 40 dB – Channel A [5].

Reproduced from Iltis, R. (1994) An EKF-based joint estimator for interference, multipath, and
code delay in a DS spread-spectrum receiver. IEEE Trans. Commun., 42, 1288–1299, by

permission of IEEE.
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The one-step predictions of the state vector (state up-data) and error covariance matrix
are given as [6]

�x(k + 1|k) = F �x(k|k)

P(k + 1|k) = FP(k|k)FH + GQGT

where
Q = diag [σ 2

τ , σ 2
w0, . . . , σ

2
w2, . . . , σ

2
wNβ−1] (4.24)

For the two examples of the channel transfer function shown in Figure 4.8, simulation
results of the tracking error are shown in Figures 4.9 and 4.10.
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4.3 SIGNAL SUBSPACE-BASED CHANNEL
ESTIMATION FOR CDMA SYSTEMS

In this section we present a multiuser channel estimation problem through a signal
subspace-based approach [8]. For these purposes, the received signal for K users will
be presented as

r(t) =
K∑

k=1

rk(t) + ηt − ∞ < t < ∞ (4.25)

If the channel impulse response for user k is hk(t, τ ), we have

rk(t) = hk(t, τ )∗sk(t)

=
∫ ∞

−∞
hk(t, α)sk(α) dα (4.26)

If phase-shift keying (PSK) is used to modulate the data, then the baseband complex
envelope representation of the kth user’s transmitted signal is given by

sk(t) = √
2Pk ejφk

∑
i

ej (2π/M)m
(i)

k ak(t − iT ) (4.27)

where Pk is the transmitted power, φk is the carrier phase relative to the local oscillator
at the receiver, M is the size of the symbol alphabet, m

(i)
k ∈ {0, 1, . . . , M − 1} is the

transmitted symbol, ak(t) is the spreading waveform and T is the symbol duration. The
spreading waveform is given by

ak(t) =
N−1∑
n=0

∏
Tc

(t − nTc) a
(n)
k (4.28)

where �Tc(t) is a rectangular pulse, Tc is the chip duration (Tc = T /N ) and {a(n)
k } for

n = 0, 1, . . . , N − 1 is a signature sequence (possibly complex valued since the signature
alphabet need not be binary). The chip-matched filter can be implemented as an integrate-
and-dump circuit, and the discrete time signal is given by

r[n] = 1

Tc

∫ (n+1)Tc

nTc

r(t) dt (4.29)

Thus, the received signal can be converted into a sequence of wide sense stationary (WSS)
random vectors by buffering r[n] into blocks of length N

yi = [r(iN)r(1 + iN) · · · r(N − 1 + iN)]T ∈ CN (4.30)

where the nth element of the ith observation vector is given by yi,n = r(n + iN). Although
each observation vector corresponds to one symbol interval, this buffering was done with-
out regard to the actual symbol intervals of the users. Since the system is asynchronous,
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each observation vector will contain at least the end of the previous symbol (left) and the
beginning of the current symbol (right) for each user. The factors due to the power, phase
and transmitted symbols of the kth user may be collected into a single complex constant
c
(i)
k , for example, some constant times

√
2Pk ej [φk+(2π/M)m

(i)

k
] and equation (4.30) becomes

yi =
K∑

k=1

[c(i−1)
k ur

k + c
(i)
k ul

k] + ηi = Aci + ηi (4.31)

where ηi = [ηi,0, . . . , ηi,N−1]T ∈ CN is a Gaussian random vector. Its elements are zero
mean with variance σ 2 = N0/2Tc and are mutually independent.

Vectors ur
k and ul

k are the right side of the kth user’s code vector followed by
zeros, and zeros followed by the left side of the kth user’s code vector, respectively.
In addition, we have defined ci = [c(i−1)

1 c
(i)
1 . . . c

(i−1)
K c

(i)
K ]T ∈ C2K and the signal matrix

A = �ur
1ul

1 . . . ur
Kul

K� ∈ CN × 2K . We will start with the assumption that each user’s sig-
nal goes through a single propagation path with an associated attenuation factor and
propagation delay. We assume that these parameters vary slowly with time, so that for
sufficiently short intervals the channel is approximately a linear time-invariant (LTI) sys-
tem. The baseband channel impulse response can then be represented by a Dirac delta
function as hk(t, τ ) = hk(t) = αkδ(t − τk), ∀τ where αk is a complex-valued attenuation
weight and τk is the propagation delay. Since there is just a single path, we assume that
αk is incorporated into c

(i)
k and concentrate solely on the delay.

Let us define v ∈ {0, . . . , N − 1} and γ ∈ [0, 1) such that (τk/Tc) mod N = v + γ . If
γ = 0, the received signal is precisely aligned with the chip matched filter and only one
chip will contribute to each sample, the signal vectors become

ur
k = ar

k(v)

≡ [a(N−v)
k · · · a(N−1)

k 0 · · · 0]T

ul
k = al

k(v)

≡ [0 · · · 0a
(0)
k · · · a(N−v−1)

k ]T (4.32)

Since the chip-matched filter is just an integrator, the samples for a nonzero γ can be
represented as

ur
k = (1 − γ )ar

k(v) + γ ar
k(v + 1)

ul
k = (1 − γ )al

k(v) + γ al
k(v + 1) (4.33)

For the more general case of a multipath transmission channel with L distinct propagation
paths, the impulse response becomes a series of delta functions

hk(t, τ ) = hk(t)

=
L∑

p=1

αk,pδ(t − τk,p) (4.34)
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The signal vectors can be represented as

ur
k =

L∑
p=1

αk,p[(1 − γk,p)ar
k(vk,p) + γk,par

k(vk,p + 1)]

ul
k =

L∑
p=1

αk,p[(1 − γk,p)al
k(vk,p) + γk,pal

k(vk,p + 1)] (4.35)

If we introduce the following notation

Ur
k = �ar

k(0) · · · ar
k(N − 1)� ∈ CN×N

Ul
k = [al

k(0) · · · al
k(N − 1)] ∈ CN×N (4.36)

where the ak’s are as defined in equation (4.32), then the signal vectors may be expressed
as a linear combination of the columns of these matrices

ur
k = Ur

khk

ul
k = Ul

khk (4.37)

where hk is the composite impulse response of the channel and the receiver front end,
evaluated modulo, the symbol period. Thus, the nth element of the impulse response is
given by

hk,n =
∞∑

j=0

1

Tc

∫ jT +(n+1)Tc

jT +nTc

hk(t)
∗ ∏

Tc

(t) dt (4.38)

For delay spread Tm < T/2, at most two terms in the summation will be nonzero.

4.3.1 Estimating the signal subspace

The correlation matrix of the observation vectors is given by

R = E[yiy
†
i ]

= ACA† + σ 2I (4.39)

where C = E[cic
†
i ] ∈ C2K×2K is diagonal. The correlation matrix can also be expressed

in terms of its eigenvector decomposition

R = VDV† (4.40)

where the columns of V ∈ CN×N are the eigenvectors of R, and D is a diagonal matrix
of the corresponding eigenvalues (λn). Details of eigenvector decomposition are given in
the appendix. Furthermore,

λn =
{

dn + σ 2, if n ≤ 2K

σ 2, otherwise
(4.41)
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where dn is the variance of the signal vectors along the nth eigenvector and we assume
that 2K < N . Since the 2K largest eigenvalues of R correspond to the signal subspace, V
can be partitioned as V = [VSVN ], where the columns of VS = [vS,1, . . . , vS,2K ] ∈ CN×2K

form a basis for the signal subspace SY and VN = [vN,1, . . . , vN,N−2K ] ∈ CN×N−2K spans
the noise subspace NY . Readers less familiar with eigenvalues decomposition are referred
to the appendix. Since we would like to track slowly varying parameters, we form a
moving average or a Bartlett estimate of the correlation matrix based on the J most
recent observations

R̂i = 1

J

i∑
j=i−J+1

yj y†
j (4.42)

It is well known [9] that the maximum-likelihood (ML) estimate of the eigenvalues and
associated eigenvectors of R is just the eigenvector decomposition of R̂i . Thus, we perform
an eigenvalue decomposition of R̂i and select the eigenvectors corresponding to the 2K

largest eigenvalues as a basis for ŜY .

4.3.2 Channel estimation

Consider the projection of a given user’s signal vectors into the estimated noise subspace

er
k = (ur†

k V̂N)T

el
k = (ul†

k V̂N)T

}
∈ CN−2K (4.43)

If ur
k and ul

k both lie in the signal subspace, then their sum uk = ur
k + ul

k must also be
contained in VS . The projection of uk into the estimated noise subspace

ẽk = (u†
kV̂N)T (4.44)

is a Gaussian random vector [6] and thus has probability density function

pẽ(ẽk) = 1

det[πK]
exp{−ẽ†

kK−1ẽk} (4.45)

The covariance matrix K is a scalar multiple of the identity given by

K = 1

J
u†

kQukI (4.46)

and

Q = σ 2

[
2K∑
k=1

λk

(σ 2 − λk)2
vS,kv†

S,k

]
(4.47)
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Therefore, within an additive constant, the log-likelihood function of ẽk is

�(ẽk) = −(N − 2K) ln(u†
kQuk) − J

ẽ†
k ẽk

u†
kQuk

= −(N − 2K) ln(u†
kQuk)

− J
u†

kVNV†
Nuk

u†
kQuk

(4.48)

The exact VN and Q are unknown, but we may replace them with their estimates. The best
estimates will minimize ẽk, which will result in the maximum of the likelihood function.

Unfortunately, maximizing this likelihood function is prohibitively complex for a gen-
eral multipath channel, so we will consider only a single propagation path. In this case,
the vector uk is a function of only one unknown parameter: the delay τk . To form the
timing estimate, we must solve

τ̂k = arg max
τk∈[0,T )

�(uk) (4.49)

Ideally, we would like to differentiate the log-likelihood function with respect to τ .
However, the desired user’s delay lies within an uncertainty region, τk ∈ [0, T ], and
uk(τ ) is only piecewise continuous on this interval. To deal with these problems, we
divide the uncertainty region into N cells of width Tc and consider a single cell, cν ≡
[νTc, (ν + 1)Tc). We again define ν ∈ {0, . . . , N − 1} and γ ∈ [0, 1) such that (τ/Tc)

mod N = ν + γ , and for τ ∈ cν the desired user’s signal vector becomes

uk{τ } = (1 − γ )uk(ν) + γ uk(ν + 1) (4.50)

and

d

dτ
uk(τ ) = uk(ν + 1) − uk(ν)

= a constant (4.51)

Thus, within a given cell, we can differentiate the log-likelihood function and solve for
the maximum in closed form. We then choose whichever of the N -solutions that yields
the largest value for equation (4.48). Details can be found in Reference [8].

Under certain conditions, it may be possible to simplify this algorithm. Note that
maximizing the log-likelihood function (4.48) is equivalent to maximizing

�(ẽk) = −N − 2K

J
ln(u†

kQuk)

− u†
kVNV†

Nuk

u†
kQuk

(4.52)

As J → ∞, the leading term goes to zero; thus, for large observation windows, we can
use the following approximation:
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�(ẽk) ≈ −u†
kVNV†

Nuk

u†
kQuk

(4.53)

This yields a much simpler expression for the stationary points [8].
The MUSIC (multiple signal classification) algorithm is equivalent to equation (4.53)

when one only maximizes the numerator and ignores the denominator, that is, one assumes
u†

kQuk is equal to one in equation (4.52) or (4.53). This yields an even simpler approxi-
mation for the log-likelihood function

�(ẽk) ≈ −u†
kVNV†

Nuk (4.54)

which further simplifies the solution for the stationary points [8].
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Figure 4.11 (a) Probability of acquisition for the maximum-likelihood (ML) estimator, the
approximate ML, and the MUSIC algorithm [K = 5, N = 31, J = 200, MAI = 20 dB] and

(b) Root mean-squared error (RMSE) of the delay estimate in chips for the ML estimator, the
approximate ML, and the MUSIC algorithm [K = 5, N = 31, J = 200, MAI = 20 dB].

Reproduced from Bensley, J. S. and Aazhang, B. (1996) Subspace-based channel estimation for
code division multiple access communications & systems. IEEE Trans. Commun., 44(8),

1009–1020, by permission of IEEE.
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For illustration purposes, the simulation results for five users with length 31 Gold codes
are presented in Figures 4.11 to 4.13.

A single desired user was acquired and tracked in the presence of strong MAI. The
power ratio between each of the four interfering users and the desired user is designated
the MAI level.

We first compare the true log-likelihood estimate (equation 4.48) with the large obser-
vation window approximation (equation 4.53) and the MUSIC algorithm (equation 4.54).
This is done for a window size of 200 symbols and with a varying SNR. Figure 4.11(a)
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achieved with windows of less than 200 bits, 
indicating that the algorithm can be used for tracking
of slowly time-varying  parameters

J

Figure 4.12 (a) Probability of acquisition and (b) root mean-squared error (RMSE) of timing
estimate in chips of the subspace-based maximum-likelihood estimator for varying window size

[N = 31, SNR = 8 dB, K = 5, MAI = 20 dB] [8]. Reproduced from Bensley, J. S. and
Aazhang, B. (1996) Subspace-based channel estimation for code division multiple access

communications & systems. IEEE Trans. Commun., 44(8), 1009–1020, by permission of IEEE.
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Figure 4.13 RMSE of the subspace-based maximum-likelihood estimator for varying (a) MAI
level [K = 5, N = 31, J = 200, SNR = 8 dB] and (b) SNR values [K = 5, N = 31, J = 200,

MAI = 20 dB].

shows the probability of acquisition for each method, in which acquisition id is defined as
|τk − τ̂k| < 1

2Tc. Using the approximate log-likelihood function results in almost no drop
in performance. Furthermore, when the SNR is poor, both probabilistic approaches con-
siderably outperform the MUSIC algorithm. In Figure 4.11(b), we compare the RMSE of
the delay estimate once acquisition has occurred, that is, after processing enough symbols
to reach within half of one chip. The approximate log-likelihood function experiences
a slight increase in error at low SNR, but again both probabilistic methods do better
than MUSIC.
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The same parameters as a function of the window size are shown in Figure 4.12. One
can say that for J > 100 the performance curve settles down to steady-state values. The
RMSE versus MAI and SNR are shown in Figure 4.13. One can see that for an extremely
wide range of near-far effect, the performance is good.

4.4 TURBO PROCESSOR AIDED RAKE RECEIVER
SYNCHRONIZATION FOR UMTS W-CDMA

In this section we discuss how much of the theory presented in this chapter so far, and
under what conditions, can be implemented in a practical system.

4.4.1 Signal model

In W-CDMA (UMTS FDD Mode), the data transmission is organized in frames of 10 ms,
each divided into 15 slots. Details are elaborated in Chapter 17. The slot structure in the
uplink given in Figure 4.14(a) consists of both data bits (dedicated physical data chan-
nel – DPDCH) and control information (dedicated physical control channel – DPCCH):
The number of data bits per slot Nd depends on the data rate of the link. The number
of control bits per slot is fixed at 10. It consists of pilot symbols for channel estimation,
transmit power control (TPC) bits and transport frame indicator (TFI) bits. For the numer-
ical analysis, the number of pilot bits per slot Np = 6 is used, if not stated otherwise.
Figure 4.14(b) shows the spreading and modulation. The data bits d(i) of the DPDCH
are spread with an orthogonal variable spreading factor (OVSF) sequence sd(k) (chan-
nelization sequence for data) with chip rate of 3.84 Mcps. The control bits dc(i) of the
DPCCH are spread by code sc(k) (channelization code for control channel, orthogonal to
sd(k)). The power of the control channel is adjusted by a gain factor to establish a variable
control-to-data channel power ratio (CDR) of β = pc/pd. Note that the effective available
power in the data channel is reduced by factor pd/(pc + pd) = 1/(1 + β) = 1/V . The
chip streams of data and control channel are I/Q multiplexed and scrambled with the
complex scrambling sequence sscr(k) Thus, the transmit signal can be represented as

t (k) = sscr(k){sd(k)d(�k/N�) + j
√

βsc(k)dc(�k/N�)} (4.55)

The channel impulse response is defined as

h(t, τ ) =
∑

l

C(l)(t)δ(t − τl) (4.56)

For illustration purposes, we will use the channel model specified by Rec.ITU-R M.1225
and summarized in Table 4.2. For the channel coefficient correlation function, we use
Jack’s model

ρc(τ ) = J0(ωDτ) (4.57)
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Figure 4.14 The system model: (a) W-CDMA uplink frame structure and (b) W-CDMA uplink
spreading and modulation.

Table 4.2 Vehicular test environment, high antenna, tapped-delay line parameters

Tap
L

Channel A
relative delay/average power
(ns) |C(l)|2/|C(0)|2 (dB)

Channel B
relative delay/average power
(ns) |C(l)|2/|C(0)|2 (dB)

Doppler
spectrum

1 0 0.0 0 −2.5 classic
2 310 −1.0 300 0 classic
3 710 −9.0 8900 −12.8 classic
4 1090 −10.0 12 900 −10.0 classic
5 1730 −15.0 17 100 −25.2 classic
6 2510 −20.0 20 000 −16.0 classic
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In simulations, this model is approximated by filtering Gaussian noise using the second-
order Buterworth filter, a method used very often in practice. For the Kalman filter
analysis, we also use the first-order AR model.

4.4.2 The receiver model

The general block diagram of the RAKE receiver is shown in Figure 4.15. A direct-
sequence spread-spectrum (DSSS) signal after propagation through a multipath channel
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Figure 4.15 Receiver block diagram: (a) generic block diagram of Rake receiver and (b) The
decision feedback adaptive linear predictor (ALP) algorithm for tracking a complex multipath

coefficient in one RAKE finger.
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will be despread in L RAKE fingers. Because of the relatively high-processing gain, the
output of the lth despreading circuit will have the form

y
(l)
k = C

(l)
k · dk + n

(l)
k (4.58)

Channel estimation in the presence of high-level MAI will be discussed in Chapter 14.
This operation is performed separately in both the data and the control channels. We

assume perfect code synchronization per finger. In equation (4.58) k is the sampling index,
l = 1, . . . , L is the path index, C

(l)
k is the complex channel coefficient; dk = d(k) for data

channel and dk = dc(k) for control channel. Parameter n
(l)
k is the overall noise in the lth

RAKE finger including residual MPI, MAI, inter-channel interference (ICI) and thermal
noise. All together, this component will be approximated as Gaussian noise with zero
mean and variance σ (l)2. Signal-to-noise ratio in each finger will be designated as

℘(l) = |C(l)
k |2/σ (l)2 (4.59)

As it was explained above, in the DPCCH channel the pilot symbols are used to facilitate
the channel estimate. A sequence of Np bits is periodically inserted into the control
channel stream and used as a preamble for channel estimation. In the remaining interval,
the tentative decisions d̂k(0) or the ith decision iteration d̂k(i) can be used to remove the
modulation from the signal components y

(l)
k .

In order to further improve the signal-to-noise ratio in the channel estimator, both
channels (DPCCH and DPDCH) can be used for channel estimation. In the DPCCH, the
pilot symbol will be multiplexed with the data symbols, whereas the DPDCH will contain
data only. This will be referred to as the joint channel estimation. The initial tentative
decision, in each channel, will be in general obtained as

d̂k(0) = t d

(∑
l

y
(l)
k Ĉ

(l)∗
k

)

= min
d(m)

∣∣∣∣∣
∑

l

y
(l)
k Ĉ

(l)∗
k −

∑
l

d
(m)
k

∣∣Ĉ(l)
k

∣∣2

∣∣∣∣∣ (4.60)

where d(m) ∈ D,m = 1, 2, . . . ,M are all possible symbols from the signal constellation
set. Our interest will be focused on BPSK modulation where d(m) = ±1 (for Universal
Mobile Telecommunication System (UMTS) model) and quadrature phase shift key-
ing (QPSK) where d(m) = ±1±j (for more general analysis). For these two examples,
equation (4.60) can be approximated as

d̂k(0) = sgn

(∑
l

y
(l)
k Ĉ

(l)∗
k

)
(4.61a)

for BPSK and

d̂k(0) = sgn

[
Re

(∑
l

y
(l)
k Ĉ

(l)∗
k

)]
+ j sgn

[
Im

(∑
l

y
(l)
k Ĉ

(l)∗
k

)]
(4.61b)
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for QPSK signals. If the joint channel estimation is used, then Ĉ
(l)
k represents the sum of

estimates obtained in data and control channels.

Ĉ
(l)
k = [

Ĉ
(l)
k,d + α(β, Td)Ĉ

(l)
k,c

]/
2 (4.62)

Combining parameter α(β, Td) depends on the signal power ratio β in the two channels
and the bit rate in the data channel. Obtaining the subsequent decision iterations d̂k(i)

and their use in the turbo processor will depend on the demodulation/decoding algorithm.
Every iteration is supposed to reduce BER Pe, which makes the channel estimate better
and that in turn further improves the Pe in the next iteration. The maximum number of
iterations for a given k will be I .

4.4.3 Channel estimation algorithm and turbo processor

In each iteration of the turbo processor, the algorithm consists of the following steps:

1. The decisions d̂k = d̂k(i), i = 0, 1, . . . , I are used to generate channel samples C̃
(l)
k as

C̃
(l)
k = y

(l)
k /d̂k (4.63)

If d̂k is correct (d̂k = dk), and if the noise is negligible, from equations (4.58) and (4.63)
we have C̃

(l)
k

∼= C
(l)
k .

2. If dk belongs to the preamble, the above conclusion is correct but during the data trans-
mission d̂k might occasionally be incorrect. Because of the effect of incorrect decisions
we expect larger gain from joint estimation for lower data rates and higher signal-to-noise
ratios. In this solution we invest an additional effort to recognize when this happens and
use a preselection of the channel samples prior to further processing. In general, this
function is designated as S( ) so that we have

C
(l)

k = S(C̃
(l)
k ) (4.64)

The preselection algorithms are discussed later.
3. The preselected samples C

(l)

k are used in the predictor to generate Ĉ
(l)
k+1. Two types of

predictor are analyzed, linear predictor (moving average and Wiener filter) and Kalman
filter estimator. In the case of Wiener filter, a possibility to reduce the length of the filter
by additional LPF is also considered. In this case only, the prediction Ĉ

(l)
k+1 is additionally

filtered out and used to generate a channel sample for the next sampling instant. This is
then used in the (k + 1)th sampling moment to generate data estimate d̂k+1(0) in accor-
dance with equation (4.60) and the process is repeated again by using equations (4.63)
and (4.64), representing Step 1 and Step 2, respectively. Once again, for joint estimation
Ĉ

(l)
k = [Ĉ(l)

k,d + α(β, Td)Ĉ
(l)
k,c]/2. These steps are presented in Figure 4.15(b). Depending

on the demodulation/decoding algorithm, the turbo processor may operate on a symbol-
by-symbol basis including Steps 1 and 2 or on a block-by-block basis including Steps 1,
2 and 3.
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4.4.4 Channel sample preselection & modification

Here we define a number of possible sample selection modification functions S( ). Dif-
ferent choices are offered for a trade-off between the complexity and performance. For
these algorithms, we define the selection decision variables.

�dk = min value of
d(m)

∣∣∣∣∣
∑

l

y
(l)
k Ĉ

(l)∗
k −

∑
l

d
(m)
k |Ĉ(l)

k |2
∣∣∣∣∣ (4.65)

�C
(l)
k = |C̃(l)

k+1 − C̃
(l)
k | (4.66)∑

�C
(l)
k = |C̃(l)

k+1 − C̃
(l)
k | − |C̃(l)

k+1 + C̃
(l)
k | (4.67)

The sample selection/modification algorithms can use any of these decision variables. We
will designate this variable as υ

(l)
k . On the basis of these definitions, the following sample

preselection/modification functions are defined for each path l from the subset of paths Ls.

Hard decision

#1 C
(l)

k = S1(C̃
(l)
k ) =

{
C̃

(l)
k ; if υ

(l)
k < th; ∀l ∈ Ls

0; otherwise
(4.68)

When a large disturbance is detected, the corresponding channel sample is removed from
the input to the estimator.

Interpolation

#2 C
(l)

k = S2(C̃
(l)
k ) =

{
C̃

(l)
k ; if υ

(l)
k < th; ∀l ∈ Ls

C̃
(l)
k−1; otherwise

(4.69)

When a large disturbance is detected, the corresponding channel sample is replaced by
the previous sample.

Substitution

#3 C
(l)

k = S3(C̃
(l)
k ) =

{
C̃

(l)
k ; if υ

(l)
k < th; ∀l ∈ Ls

Ĉ
(l)
k ; otherwise

(4.70)

When a large disturbance is detected, the corresponding channel sample is replaced by
the estimation of the sample generated in the previous sampling interval.

Alternation (for BPSK modulation)

#4 C
(l)

k = S4(C̃
(l)
k ) =

{
C̃

(l)
k ; if υ

(l)
k < th; ∀l ∈ Ls

−C̃
(l)
k ; otherwise

(4.71)
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In the case when a large disturbance is detected, the corresponding channel sample is
replaced by the inverted sample. The method can be used only for BPSK modulation.
In order to improve signal-to-noise ratio at the estimator, we can use a joint estimator
defined by

C
(l)

k = [
C

(l)

k,d + α(β, Td)C
(l)

k,c

]/
2 (4.72)

Each of the preselection algorithms defined above can be used for each component in
equation (4.72). In the previous definition, th is a threshold parameter to be optimized.
Ls is the subset of channel multipath indexes. If equation (4.67) is used, then th = 0. If
υ

(l)
k is defined by equation (4.65), and Ls = {1}, then we have an individual decision for

each channel. If υ
(l)
k is defined by equation (4.65), and Ls is any subset of size |Ls| > 1,

then we have a collective decision for all channel. In summary, for the Algorithm #1, the
selection function S1( ) simply does or does not forward the sample for further processing,
hence the name hard decision. If υ

(l)
k > th, it is an indication that the symbol estimation

was probably incorrect and that the sample should not be taken for further processing.
If this happened, Algorithm #2 would use the previous sample (interpolation). Algorithm
#3 would replace such a sample with its prediction (substitution). Algorithm #4 would go
even further and change the sign of the sample (alternate) before forwarding it for further
processing. The last option is possible for BPSK modulation.

4.4.5 Channel sample prediction

For channel sample prediction, we will analyze three options:

1. Moving average filter (MAF): This algorithm is simple, but for higher Doppler it
will start to average out the signal itself. To avoid this the filter length (number of taps)
should be reduced, which would degrade the averaging of noise.

2. Linear prediction algorithm: Optimum solution (Wiener filter) is supposed to
improve the performance but has two limitations. It is derived for a stationary signal and
has an increased complexity (matrix inversion). Imperfect data removal will make the
resulting signal at the output of the preselector nonstationary. The iterative approximation
would result in an least mean square (LMS) algorithm. As we will see later, incorrect
data removal would seriously disturb the operation of such a filter.

3. Kalman filter : This algorithm takes into account the channel dynamics and is an
optimal solution [6] in the minimum mean square error (MMSE) sense. Incorrect data
removal will degrade the performance of this solution too, but much less than that in the
case of the LMS algorithm.

Channel prediction by MAF

The filter is producing

Ĉk = 1

K

K∑
i=1

(Ck−i + nk−i) (4.73)
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Channel prediction by Wiener filter

For a transversal filter with coefficients

Wk = (wk,wk−1, wk−2, . . . , wk−L) (4.74)

and channel sample vector

Ck = (Ck, Ck−1, Ck−2, . . . , Ck−L) (4.75)

the steady-state tracking error variance (MMSE) is given as

σ 2
ε = E{|Ck|2} − PTW0 = σ 2

c − PTW0 (4.76)

where W0 is the optimum solution for the prediction coefficients obtained from

−2P + 2RW0 = 0 (4.77)

and the vector P and the matrix R are defined as

PT = E[CkCk]; R = E[CkCT
k ] = [ρ(k − m)]; k, m = 1, . . . , L (4.78)

Channel prediction by Kalman filter

Here we use the channel model represented by the first-order AR process

Ck = ρCk−1 + nck (4.79)

where nck is the modeling error (zero mean Gaussian variable with variance σ 2
c (1 − ρ2).

For the Kalman filter, the estimation error is the solution to the Ricatti equation [8], which
in this case can be expressed as

σ 2
ε = σ 2[ρ2σ 2

ε + (1 − ρ2)σ 2
c ]

ρ2σ 2
ε + (1 − ρ2)σ 2

c + σ 2
(4.80)

For further elaboration of the impact of channel modeling on prediction, see Refer-
ence [10].

4.4.6 BER analysis

For the BER, we use the standard results for the diversity of order L [11]. Expressions for
SNRf per finger should be further modified by modifying the equivalent noise to include
interference between different paths and different users.

As a further elaboration of these equations, for BPSK modulation in Rayleigh-fading
channel with Lth-order diversity and flat multipath intensity profile, the bit error proba-
bility can be presented in the form [11]
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BER =
[

1

2
(1 − µ)

]L L−1∑
k=0

(
L − 1 + k

k

) [
1

2
(1 + µ)

]k

(4.81)

where

µ =
√

SNRf

1 + SNRf
(4.82)

The SNR per bit is L · SNRf/k, where k = log2M , M is the signal constellation size
(M = 2 for BPSK and M = 4 for QPSK). For nonflat multipath intensity profiles,

BER = 1

2

L∑
k=1

πk

[
1 −

√
γ k(1 − ρr)

2 + γ k(1 − ρr)

]
(4.83)

where ρr = −1 for BPSK and ρr = 0 for QPSK signals, and

πk =
L∏

i=1
i �=k

γ k

γ k − γ i

(4.84)

γb = Eb

N0

L∑
k=1

α2
k =

L∑
k=1

γk

Each γk is chi-square-distributed with two degrees of freedom

p(γk) = 1

γ k

e−γk/γ k (4.85)

where γ k is the average SNR for the kth path, defined as

γ k = Eb

N0
E(α2

k ) (4.86)

4.4.7 Impact of power control

Reverse link power control will change the received signal statistics and the optimal
solution (Wiener filter or Kalman predictor) would require an additional step in order
to find out the new correlation function or to eliminate the impact of power control on
the signal.

In Figure 4.16, we present a set of BER curves versus the receiver speed for the input
SNR per path, SNR = −1 dB and SNR = 5 dB and the AR channel model defined by
equations (4.79) and (4.57). All performance becomes worse with the increase of the
receiver speed. Kalman performs the best. For larger lengths of the smoother (Ns = 30),
the performance is better for small speeds but when the speed is increased the performance
becomes significantly worse than that for the short smoother (Ns = 7).
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Figure 4.16 Error probability as a function of the receiver speed.

A − SNR = −1 dB (average input SNR per path)
B − SNR = 5 dB

c1 − Ns = 7
c2 − Ns = 30

Sample preselection/modification function: Substitution
fading model: AR model with equal power per path (equations 4.79 and 4.57)

Decision variable
∑

�C
(l)
k = |C̃(l)

k+1 − C̃
(l)
k | − |C̃(l)

k+1 + C̃
(l)
k |

L = 3 – The number of RAKE fingers
l = 3 – The number of fading paths
NLMS = 5

In Figure 4.17, the previous phenomenon is examined in more detail. BER versus the
smoother length Ns is presented for different speeds of the receiver. As expected, the opti-
mum length of the smoother is smaller for larger speed. In addition, it was demonstrated
that the joint estimator, using the signal samples from both the data and the control
channels, performs better.
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Figure 4.17 Error probability as a function of smoother length.

a − vr = 75 km h−1

b − vr = 200 km h−1

c − vr = 400 km h−1

SNR = −1 dB

Sample preselection/modification function: Substitution with th = 0
Decision variable
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�C
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k = |C̃(l)

k+1 − C̃
(l)
k | − |C̃(l)
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(l)
k |

Fading model: AR model with power allocation per path from Table 4.2

L = 3 – The number of RAKE fingers
l = 3 – The number of fading paths

Figure 4.18 illustrates the BER performance versus the receiver speed for the case
with and without turbo processing. It is assumed that the decoding process reduces the
BER rate to zero so that only asymptotic results are presented. This makes the analysis
independent of the type of decoding process used in the system. The curves are compared
with the theoretical minimum for a known channel.

A number of specific solutions related to channel estimation are given in Refer-
ences [12–28].
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Figure 4.18 Error probability as a function of receiver speed.

SNR = −1 dB

Sample preselection/modification function: Substitution
Fading model: AR model with equal power per path
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Joint estimation

L = 3 – The number of RAKE fingers
l = 3 – The number of fading paths
Ns = 7
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APPENDIX: LINEAR AND MATRIX ALGEBRA

Definitions

Consider an m × n matrix R with elements rij , i = 1, 2, . . . , m; j = 1, 2, . . . , n. A short-
hand notation for describing R is

[R]ij = rij

The transpose of R, which is denoted by RT, is defined as the n × m matrix with elements
rji or

[RT]ij = rji

A square matrix is one for which m = n. A square matrix is symmetric if RT = R. The
rank of a matrix is the number of linearly independent rows or columns, whichever is
less. The inverse of a square n × n matrix is the square n × n matrix R−1 for which

R−1R = RR−1 = I

where I is the n × n identity matrix. The inverse will exist if and only if the rank of R
is n. If the inverse does not exist, then R is singular. The determinant of a square n × n

matrix is denoted by det(R). It is computed as

det(R) =
n∑

j=1

rijCij

where
Cij = (−1)i+jMij

Mij is the determinant of the submatrix of R obtained by deleting the ith row and j th
column and is termed the minor of rij . Cij is the cofactor of rij . Note that any choice of i

for i = 1, 2, . . . , n will yield the same value for det(R). A quadratic form Q is defined as

Q =
n∑

i=1

n∑
j=1

rij xixj

In defining the quadratic form it is assumed that rji = rij . This entails no loss in generality
since any quadratic function may be expressed in this manner. Q may also be expressed as

Q = xTRx

where x = [x1x2 . . . xn]T and R is a square n × n matrix with rji = rij or R is a symmet-
ric matrix.

A square n × n matrix R is positive-semidefinite if R is symmetric and

xTRx ≥ 0
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for all x �= 0. If the quadratic form is strictly positive, then R is positive-definite. When
referring to a matrix as positive-definite or positive-semidefinite, it is always assumed that
the matrix is symmetric. The trace of a square n × n matrix is the sum of its diagonal
elements or

tr(R) =
n∑

i=1

rii

A partitioned m × n matrix R is one that is expressed in terms of its submatrices. An
example is the 2 × 2 partitioning

R =
[

R11 R12

R21 R22

]

Each ‘element’ Rij is a submatrix of R. The dimensions of the partitions are given as[
k × l k × (n − l)

(m − k) × l (m − k) × (n − l)

]

Special matrices

A diagonal matrix is a square n × n matrix with rij = 0 for i �= j or all elements off the
principal diagonal are zero. A diagonal matrix appears as

R =




r11 0 · · · 0
0 r22 · · · 0
...

...
. . .

...

0 0 · · · rnn




A diagonal matrix will sometimes be denoted by diag (r11, r22, . . . , rnn). The inverse of
a diagonal matrix is found by simply inverting each element on the principal diagonal. A
generalization of the diagonal matrix is the square n × n block diagonal matrix

R =




R11 0 . . . . . . . . . . . . .. 0
0 R22 . . . . . . . . . . . . .. 0
·
0 0 . . . . . . . . . . . . . . . . . . Rkk




in which all submatrices Rii are square and the other submatrices are identically zero. The
dimensions of the submatrices need not be identical. For instance, if k = 2, R11 might
have dimension 2 × 2, while R22 might be a scalar. If all Rii are nonsingular, then the
inverse is easily found as

R−1 =




R−1
11 0 . . . . . . . . . . . . 0
0 R−1

22 . . . . . . . . . . . . 0
·
0 0 . . . . . . . . . . . . . . . . . . R−1

kk



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Also, the determinant is

det(R) =
n∏

i=1

det(Rii )

A square n × n matrix is orthogonal if

R−1 = RT

For a matrix to be orthogonal, the columns (and rows) must be orthonormal or if

R = [r1 r2 . . . rn]

where ri denotes the ith column, the conditions

rT
i rj = 0 for i �= j

1 for i = j

must be satisfied.
An idempotent matrix is a square n × n matrix that satisfies

R2 = R

This condition implies that Rl = R for l ≥ 1. An example is the projection matrix

R = H(HTH)−1HT

where H is an m × n full rank matrix with m > n.
A square n × n Toeplitz matrix is defined as

[R]ij = ri−j

or

R =




r0 r−1 r−2 · · · r−(n−1)

r1 r0 r−1 · · · r−(n−2)

...
...

...
...

...

rn−1 rn−2 rn−3 · · · r0




Each element along a northwest–southeast diagonal is the same. If in addition, r−k = rk ,
then R is symmetric to Toeplitz.
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Matrix manipulation and formulas

Some useful formulas for the algebraic manipulation of matrices are summarized in this
section. For n × n matrices R and P, the following relationships are useful.

(RP)T = PTRT

(RT)−1 = (R−1)T

(RP)′−1 = P−1R−1

det(RT) = det(R)

det(cR) = cn det(R) (c a scalar)

det(RP) = det(R) det(P)

det(R−1) = 1

det(R)

tr(RP) = tr(PR)

tr(RTP) =
n∑

i=1

n∑
j=1

[R]ij [P]ij

For vectors x and y, we have
yTx = tr(xyT)

It is frequently necessary to determine the inverse of a matrix analytically. To do so one
can make use of the following formula:

The inverse of a square n × n matrix is

R−1 = CT

det(R)

where C is the square n × n matrix of cofactors R. The cofactor matrix is defined by

[C]ij = (−1)i+jMij

where Mij is the minor of rij obtained by deleting the ith row and j th column of R.
Another formula that is quite useful is the matrix inversion lemma

(R + PCD)−1 = R−1 − R−1P(DR−1P + C−1)−1DR−1

where it is assumed that R is n × n, P is n × m, C is m × m, and D is m × n and that
the indicated inverses exist. A special case known as Woodbury’s identity results for P
and n × 1 column vector u, C a scalar of unity and D a 1 × n row vector uT. Then

(R + uuT)−1 = R−1 − R−1uuTR−1

1 + uTR−1u
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Partitioned matrices may be manipulated according to the usual rules of matrix algebra
by considering each submatrix as an element. For multiplication of partitioned matrices,
the submatrices that are multiplied together must be conformable. As an illustration, for
2 × 2 partitioned matrices

RP =
[

R11 R12

R21 R22

] [
P11 P12

P21 P22

]

=
[

R11P11 + R12P21 R11P12 + R12P22

R21P11 + R22P21 R21P12 + R22P22

]

The transposition of a partitioned matrix is formed by transposing the submatrices of the
matrix and applying T to each submatrix. For a 2 × 2 partitioned matrix,

[
R11 R12

R21 R22

]T

=
[

PT
11 PT

21

PT
12 PT

22

]

The extension of these properties to arbitrary partitioning is straightforward. Determination
of the inverses and determinants of partitioned matrices is facilitated by employing the
following formulas. Let R be a square n × n matrix partitioned as

R =
[

R11 R12

R21 R22

]
=

[
k × k k × (n − k)

(n − k) × k (n − k) × (n − k)

]

Then,

R−1 =
[

(R11 − R12R−1
22 R21)

−1 −(R11 − R12R−1
22 R21)

−1R12R−1
22

−(R22 − R21R−1
11 R12)

−1R21R−1
11 (R22 − R21R−1

11 R12)
−1

]

det(R) = det(R22) det(R11 − R12R−1
22 R21)

= det(R11) det(R22 − R21R−1
11 R12)

where the inverses of R11 and R22 are assumed to exist.

Theorems

Some important theorems are summarized in this section.

1. A square n × n matrix R is invertible (nonsingular) if and only if its columns (or rows)
are linearly independent or, equivalently, if its determinant is nonzero. In such a case,
R is full rank. Otherwise, it is singular.

2. A square n × n matrix R is positive-definite if and only if
(a) it can be written as

R = CCT

where C is also n × n and is full rank and hence invertible, or
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(b) the principal minors are all positive. (The ith principal minor is the determinant
of the submatrix formed by deleting all rows and columns with an index greater
than i.) If R can be written as in the previous equation, but C is not full rank or
the principal minors are only nonnegative, then R is positive-semidefinite.

3. If R is positive-definite, then the inverse exists and may be found from the previous
equation as

R−1 = (C−1)T(C−1)

4. Let R be positive-definite. If P is an m × n matrix of full rank with m ≤ n, then PRPT

is also positive-definite.
5. If R is positive-definite (positive-semidefinite), then

(a) the diagonal elements are positive (nonnegative),
(b) the determinant of R, which is a principal minor, is positive (nonnegative).

Eigendecomposition of matrices

An eigenvector of a square n × n matrix R is an n × 1 vector v satisfying

Rv = λv

for some scalar λ, which may be complex. λ is the eigenvalue of R corresponding to
the eigenvector v. It is assumed that the eigenvector is normalized to have unit length or
vTv = 1. If R is symmetric, then one can always find n linearly independent eigenvectors,
although they will not, in general be unique. An example is the identity matrix for which
any vector is an eigenvector with eigenvalue 1. If R is symmetric, then the eigenvectors
corresponding to distinct eigenvalues are orthonormal or vT

i vj = δij and the eigenvalues
are real. If, furthermore, the matrix is positive-definite (positive-semidefinite), then the
eigenvalues are positive (nonnegative). For a positive-semidefinite matrix, the rank is
equal to the number of nonzero eigenvalues.

The defining previous relation can also be written as

R[v1 v2 . . . vn] = [λ1v1 λ2v2 . . . λnvn]

or
RV = V�

where

V = [v1v2 . . . vn]

� = diag(λ1, λ2, . . . , λn)

If R is symmetric so that the eigenvectors corresponding to distinct eigenvalues are ortho-
normal and the remaining eigenvectors are chosen to yield an orthonormal eigenvector
set, then V is an orthonormal matrix. As such, its inverse is VT, so that the previous
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equation becomes

R = V�VT

=
n∑

i=1

λivivT
i

Also, the inverse is easily determined as

R−1 = VT−1�−1V−1

= V�−1VT

=
n∑

i=1

1

λi

vivT
i

A final useful relationship follows as

det(R) = det(V) det(�) det(V−1)

= det(�)

=
n∏

i=1

λi
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5

Modulation and demodulation

5.1 MAXIMUM LIKELIHOOD ESTIMATION

We start again with the ML principle defined in Section 3.1 of Chapter 3. After the
signal despreading, vector of parameters θ to be estimated includes timing of the received
symbols τ0, phase of the received carrier θ0, frequency offset of the received signal ν0,
amplitude of the signal A0 and data symbols an

θ(τ0, θ0, ν0, A0, an) (5.1)

After despreading, the narrowband signal can be represented as

r(t) = s(t, θ) + w(t) (5.2)

The likelihood becomes

L(θ̃) = C1 exp
[
−C2

N0

∫
T0

|(r(t) − s(t, θ̃)|2dt

]
(5.3)

In the sequel, we will use a linear-modulated complex-signal format given by

s(t, θ̃) = A0 exp(j θ̃0)
∑

�ã0h(t − nT − τ̃0) + j b̃nh(t − nT − εT − τ̃0)� (5.4)

where h( ) is the pulse shape and for ε = 0 or 1/2 we have quadrature phase shift keying
(QPSK) or offset QPSK (OQPSK) signals, respectively. The likelihood function defined
by equation (3.5) now becomes

λ(θ) = R(T0, θ̃) = Re
[∫ T0

0
r(t)s∗(t, θ̃) dt

]
(5.5)

If we define the filters matched to the pulse shape in I and Q channel as

p(n, τ̃ ) =
∫ ∞

−∞
r(t)h(t − nT − τ̃ ) dt

q(n, τ̃ , ε) =
∫ ∞

−∞
r(t)h(t − nT − εT − τ̃ ) dt (5.6)
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Savo G. Glisic

Copyright 2003 John Wiley & Sons, Ltd.
ISBN: 0-470-84825-1
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then equation (5.5) becomes

R(N, θ̃) = Re

[
exp(−j θ̃)

N∑
n=1

ãnp(n, τ̃ )

]
+ Im

[
exp(−j θ̃)

N∑
n=1

b̃nq(n, τ̃ , ε)

]
(5.7)

In the special, important case of nonstaggered signals (ε = 0), we find q = p. If we define
cn = an + jbn, the correlation integral becomes

R(N, θ̃) = Re

[
exp(−j θ̃)

N∑
n=1

c̃∗
np(n, τ̃ )

]
(5.8)

5.1.1 Phase and frequency correction: phase rotations and NCOs

For a given phase error θ (n), the complex signal sample (sampling index n) zin(n) is cor-
rected by multiplying the sample by a complex correlation factor exp(jθ(n)) as follows:

zin(n) = xin(n) + jyin(n)

z0(n) = zin(n) × exp(jθ(n)) (5.9)

By using exp(jθ) = cos θ + j sin θ , we get

z0 = xin cos θ − yin sin θ + j (xin sin θ + yin sin θ) (5.10)

The operation is known as phase rotation and the block diagram for the realization of
equation (5.10) is shown in Figure 5.1.

Frequency corrections (translations) can be performed by the same circuitry but now
the phase correction will change in time. For the frequency error ν, the correction becomes

z0 = zin exp(j2πnvTs) (5.11)
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Figure 5.1 Phase rotation.



FREQUENCY-ERROR DETECTION 125

A simultaneous phase rotation and frequency translation is performed as

exp[j (2πnvTs + θ)] (5.12)

In the next section we will focus on the problem of detecting phase and frequency error.
The circuit from Figure 5.1 will be used for error corrections, given an error value of
phase or frequency.

5.2 FREQUENCY-ERROR DETECTION

We start again with the likelihood function in the following form:

L(θ̃) = exp
[

2C2

N0

∫
T0

Re[r(t)s∗(t, θ̃)] dt

]
(5.13)

To emphasize the existence of frequency error, the signal defined by equation (5.4) is
rewritten as

s∗(t, θ̃) =
∞∑

n=−∞
[ãnh(t − nT − τ̃ ) − j b̃nh(t − nT − εT − τ̃ )] exp[−j (θ̃ + 2πṽt)]

(5.14)

In this case equation (5.13) becomes

L(θ̃) ∼=
N−1∏
m=0

exp
{

2C2

N0
ãm Re

[∫ ∞

−∞
r(t)h(t − mT − τ̃ )e−j (θ̃+2πṽt) dt

]}

× exp
{

2C2

N0
(−b̃m) Im

[∫ ∞

−∞
r(t)h(t − mT − εT − τ̃ )e−j (θ̃+2πṽt) dt

]}
(5.15)

L(θ̃) ∼=
N−1∏
m=0

exp
{

2C2

N0
ãm Re[p(m)]

}
× exp

{
2C2

N0
(−b̃m) Im[q(m)]

}
(5.16)

Joint maximization of equation (5.16) with respect to all the parameters would be rather
complex for practical implementation. To remove data from equation (5.16), we use aver-
aging of the function. For M-ary modulation this can be represented as

La,b =
N−1∏
m=0

{
m∑

i=1

1

M
exp

[
2C2

N0
ai Re[p(m)]

]}

×
(

m∑
i=1

1

M
exp

{
−2C2

N0
bi Im[q(m)]

})
(5.17)
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In the simple case of binary modulation we have

La,b =
N−1∏
m=0

cosh
{

2C2

N0
Re[p(m)]

}
· cosh

{
2C2

N0
Im[q(m)]

}
(5.18)

For nonoffset QPSK modulation, q(m) = p(m) and equation (5.18) becomes

La,b =
N−1∏
m=0

cosh
{

2C2

N0
Re[p(m)]

}
· cosh

{
2C2

N0
Im[p(m)]

}
(5.19)

By taking the logarithm of equation (5.19), we have

�a,b� ln[La,b] =
N−1∑
m=0

(
N−1∏
m=0

ln cosh
{

2C2

N0
Re[p(m)]

}
+ ln cosh

{
2C2

N0
Im[p(m)]

})

(5.20)

The following approximations are used at this point:

ln cosh(x) ∼= x2

2
, |x| � 1

∼= |x|, |x| � 1 (5.21)

For the small value of the argument we have

�a,b
∼= C3

N−1∑
m=0

({Re[p(m)]}2 + {Im[p(m)]}2)

= C3

N−1∑
m=0

|p(m)|2 (5.22)

Equation (5.22) can be maximized by changing ν̃ in p(m) in the open loop search. By
taking the derivative of equation (5.20), we get the tracker for the QPSK signal.

∂�a,b

∂ṽ
=

N−1∑
m=0

2C2

N0
Re[pv(m)] tanh

{
2C2

N0
Re[p(m)]

}

+
N−1∑
m=0

2C2

N0
Im[pv(m)] tanh

{
2C2

N0
Im[p(m)]

}
(5.23)

where pv(m)�∂p(m)/∂ṽ. A sample of frequency-error detector control signal is

uv(n) = Re[pv(n)] tanh
{

2C2

N0
Re[p(n)]

}
+ Im[pv(n)] tanh

{
2C2

N0
Im[p(n)]

}
(5.24)



FREQUENCY-ERROR DETECTION 127

 

Re 

Im 

Re 

Im 

v~

Signal matched filter 

r (t ) 
Frequency 
 rotator

Filter strobes p and q are complex 
Non offset signals: p(n) = q(n) 
Offset signal: q (n) is time-offset from p (n) by eT  

h (−t ) 

−j 2pth(−t )

Frequency 
loop 
filter 

Frequency 
error  

detector{pv(n)}, {qv(n)} 
uv (n)

{p(n)}, {q(n)} 

Figure 5.2 ML-derived frequency detector.

and its time average Uv = En[uv(n)] is called the detector characteristic or S-curve. The
block diagram realizing equation (5.24) is shown in Figure 5.2.

5.2.1 QPSK tracking algorithm: practical version

Further simplification is obtained if we use

tanh(x) ∼= x, |x| � 1

∼= sgn(x), |x| � 1 (5.25)

which for nonoffset QPSK results in

uv(n) = Re[p(n)] Re[pv(n)] + Im[p(n)] Im[pv(n)]

= Re[p(n)p∗
v(n)] (5.26)

5.2.2 Time-domain example: rectangular pulse

After considerable labor, the S-curve defined as uv(n) = En[Uv(n)] for a unit-amplitude
rectangular pulse in time domain and random data is found to be [1]

Uv(�v, �τ) = CcA0

{
�τ

sin π�v�τ

π�v2

(
cos π�v�τ − sin π�v�τ

π�v�τ

)

+ (T − �τ)
sin π�v(T − �τ)

π�v2

×
[

cos π�v(T − �τ) − sin π�v(T − �τ)

π�v(T − �τ)

]}
(5.27)

For random data the S-curve is shown in Figure 5.3.
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If the data pattern is assumed to rotate by 90◦ from one symbol to the next, that is,
cm+1 = jcm, the S-curve is as given in Figure 5.4.

For binary phase shift keying (BPSK) dotting signal where cm+1 = −cm, the S-curve
is as given in Figure 5.5.

One should notice that for random data, S-curve demonstrates regular shape with the
slope decreasing with the timing error. Even for nonsynchronized systems with �τ /T =
0.5, the system would operate. For rotating data the impact of timing is larger. For dotting
signal, if the timing error becomes large, the S-curve not only has a reduced slope, which
is equivalent to reducing the signal-to-noise ratio in the loop, but also changes the sign
resulting in the devastating effects of generating the control signal that would cause loss
of synchronization.

0 1 −1−2

0.2 
0.3 

0.4 
0.5 

Frequency error, ∆vT 

Uv 
∆t/T = 0 

0.1 

2

Figure 5.3 Frequency detector S-curves for rectangular pulses (nonoffset signal).
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0.125 

0.25 

Frequency error, ∆vT 
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∆τ /T = 0 

Figure 5.4 S-curve for rotating pattern: square pulses.
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Figure 5.5 S-curve for BPSK dotting pattern; square pulses.

5.3 CARRIER PHASE MEASUREMENT:
NONOFFSET SIGNALS

In this case possible solutions will depend very much on a number of parameters.
Regarding the signal format, there will be differences for single amplitude [M-ary phase-
shift keying (MPSK)] versus multiamplitude [M-ary quadrature amplitude modulation
(MQAM)] or offset versus nonoffset signal. Different representations such as rectangular
versus polar representation of phase error or parallel versus serial representation of signal
(offset only) will result in different solutions. Additional knowledge such as clock timing
(clock-aided) or data or decisions [data-aided (DA) or decision-directed (DD)] will also
be of great importance. Configurations such as feedforward (FF) versus feedback (FB)
will also offer different advantages and drawbacks.

5.3.1 Data-aided (DA) operation

In this case a preamble cn and timing τ0 are available and equation (5.8) becomes

R(N, θ̃) = Re

[
exp(−j θ̃)

N∑
n=1

c∗
np(n)

]
(5.28)

At the maximum point, ∂R/∂θ vanishes and we have

Im

[
exp(−j θ̂)

∑
n

c∗
np(n)

]
= 0 ⇔

∑
n

Im[exp(−j θ̂)c∗
np(n)] = 0 (5.29)
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and we define again the sample of the S-curve as

uθ (n) = Im

[
exp(−j θ̃)

∑
n

c∗
np(n)

]
(5.30)

Under the ideal conditions the matched filter output pulse becomes

p(n) = A0cn exp(jθ0) + v(n) (5.31)

where v(n) is a sample of noise (assumed zero-mean Gaussian) and A0 is signal amplitude.
Averaging gives the S-curve as

U0 = E�Im{exp(−j θ̃)c∗
n[A0cn exp(jθ0) + v(n)]}�

= A0E|cn|2 Im{exp[j (θ0 − θ̃ )]} = A0E|cn|2 sin �θ (5.32)

where �θ = θ0 − θ̃ .

5.3.2 Decision-directed (DD) operation

If preamble is not available, detected data can be used instead, resulting in a DD solution.
Implementation of equation (5.30) for such a case is shown in Figure 5.6.

Specific DD algorithm

If we represent the output of the phase rotator p(n)e−j θ̃ as the complex sequence
{x(n), y(n)}, the output of the decision algorithm as ĉn = ân + j b̂n = sgn(xn) + jsgn(yn)
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Figure 5.6 Decision-directed carrier tracking.
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where sgn(v)= +1 (−1) if v is greater than 0 (v < 0), then equation (5.30) is given by

un(n) = Im�(xn + jyn)(ân + j b̂n)� = ynsgn(xn) − xnsgn(yn) (5.33)

This is known as four-phase hard-limiting Costas detector that is so widely used in
QPSK systems.

Rectangular representation

If we use the following steps:

• exp(−j θ̃) → a rectangular representation in equation (5.28)

λ(θ̃) = Re

[
(cos θ̃ − j sin θ̃ )

N∑
n=1

ĉ∗
np(n)

]
(5.34)

differentiate with respect to θ̃

• bring all the expressions into the summation sign
• take the real part of the derivative
• the ML estimate θ̂ occurs for the value of θ̃ at which the derivative goes to zero

N∑
n=1

sin θ̂ Re[ĉ∗
np(n)] −

N∑
n=1

cos θ̂ Im[ĉ∗
np(n)] = 0

Solving for the angle gives

θ̂ (n) = arctan




n−1∑
i=n−M

Im[ĉ∗
i p(i)]

n−1∑
i=n−M

Re[ĉ∗
i p(i)]




(5.35)

Implementation of equation (5.35) is shown in Figure 5.7.

5.3.3 Nondecision-aided measurements

Why might one choose to avoid DD measurements? First of all there are some circum-
stances, such as acquisition intervals or low signal-to-noise ratios, for which data decisions
are of poor quality and should not be used. One can show that in BPSK the equivalent
signal-to-noise ratio in such systems will be reduced by factor (1–2Pe)2 where Pe is the
bit error rate. Omitting the decision operation might reduce equipment complexity. (Not
likely to be a good reason in a digital implementation. Indeed, we find digital DD meth-
ods are often simpler than non-DD methods.) In this case the likelihood function will be
averaged out with respect to data.
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The starting point is equation (5.18) in the form

L(θ̃) = C3 exp

{
2C2

N0
Re

[
e−j θ̃

N∑
n=1

c∗(n)p(n)

]}
⇔

L(θ̃) = C3

N∏
n=1

exp

{
2C2

N0
Re

[
e−j θ̃

N∑
n=1

c∗(n)p(n)

]}
(5.36)

Averaging with respect to data results in

Lc(θ̃ ) = Ec[L(θ̃)] Lc(θ̃) = C3

N∏
n=1

ξ(n) (5.37)

For BPSK, c(n) = a(n) + j0, where a(n) = ±1 and equation (5.37) gives

ξ(n) = cosh
{

2C2

N0
Re[e−j θ̃p(n)]

}
(5.38)

The log-averaged likelihood function is

�c(θ̃) = ln C3 +
N∑

n=1

ln cosh
{

2C2

N0
Re[e−j θ̃p(n)]

}
(5.39)
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and its derivative can be represented as

∂�c

∂θ̃
= 2C2

N0

∑
N

Im[(e−j θ̃p(n)] tanh
{

2C2

N0
Re[e−j θ̃p(n)]

}
(5.40)

The sample of the S-curve becomes

u(n) = 2C2

N0
Im[e−j θ̃p(n)] tanh

{
2C2

N0
Re[e−j θ̃p(n)]

}

= 2C2

N0
y(n) tanh

[
2C2

N0
x(n)

]
(5.41)

and its implementation is shown in Figure 5.8.
For a FF operation we start with

e−j θ̂ = cos θ̂ − j sin θ̂

p(n) = p1(n) + jp2(n) (5.42)

tanh x ∼= x for small x

and equation (5.41) gives

∂u

∂θ
→ C4

∑
N

[
p1p2 cos 2θ̂ − 1

2
(p2

1 − p2
2) sin 2θ̂

]
= 0 (5.43)
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Figure 5.8 NDA BPSK tracker [maximum likelihood estimation (MLE) carrier estimator].
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Solving the last line for θ̂ gives the desired result:

θ̂ = 1

2
arctan

2
∑
N

p1p2

∑
N

p2
1 − p2

2

(5.44)

Additional manipulation gives

p2(n) = p2
1(n) − p2

2(n) + j2p1(n)p2(n) (5.45)

θ̂ = 1

2
arctan

∑
N

Im[p2(n)]

∑
N

Re[p2(n)]
(5.46)

Implementation of equation (5.44) is given in Figure 5.9.

5.3.4 QPSK tracker

By following the same reasoning that led to the BPSK tracker, the QPSK phase-error
detector becomes

u(n) = C2

√
2

N0
y(n) tanh

[
C2

√
2

N0
x(n)

]
− C2

√
2

N0
x(n) tanh

[
C2

√
2

N0
y(n)

]

∼= C4[y(n)sgnx(n) − x(n)sgny(n)] (5.47)
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Figure 5.9 Feedforward NDA ML estimator for BPSK phase.



CARRIER PHASE MEASUREMENT: NONOFFSET SIGNALS 135

This result is equivalent to the difference between the outputs of two BPSK Costas
detectors. If we use the approximation

tanh x ∼= x − x3

3
(5.48)

u(n) ∼= C5[x(n)y3(n) − y(n)x3(n)] (5.49)

where x and y are the rotated samples of the matched filter

p(n)e−j θ̃ = x(n) + jy(n)

Further manipulation results in

u(n) ∼= [x(n)y(n)]�y2(n) − x2(n)� (5.50)

5.3.5 QPSK feedforward algorithm

Following the methods introduced for BPSK, we set the derivative of the likelihood
function to zero and solve for θ̂ . Using the cubic approximation for tanh(x) leads to
the solution

θ̂ = 1

4
arctan

∑
N

4p1p2(p
2
1 − p2

2)∑
N

(p2
1 − p2

2)
2 − 4p2

1p
2
2

(5.51)

Equation (5.51) with some manipulations similar to those represented by equations (5.45)
and (5.46) can be represented as

θ̂ = 1

4
arctan

∑
N

Im[p4(n)]

∑
N

Re[p4(n)]
(5.52)

This algorithm is a digital equivalent of the X4 multiplier that is found often in analog
carrier synchronizers.

5.3.6 NDA extension to MPSK

The result from the previous section is extended to the MPSK signal, by Viterbi and Viterbi
(V&V) [2] who suggested the following transformation of the output of the matched filter:

γ (n) = F [ρ(n)] exp[jMψ(n)] (5.53)

where ρ and ψ are the amplitude and the phase of the polar representation of p(n). As
the generalization of equation (5.52) carrier phase is estimated as

θ̂ = 1

M
arctan

∑
N

Im[γ (n)]

∑
N

Re[γ (n)]
(5.54)

The implementation of equation (5.54) is shown in Figure 5.10.
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Figure 5.10 Viterbi feedforward NDA estimator for MPSK phase.

5.4 PERFORMANCE OF THE FREQUENCY
AND PHASE SYNCHRONIZERS

A uniform representation of the input signal is used by modifying equation (5.14) as follows:

S(t, θ̃) =
[∑

m

amhI (t − mT − τ) + j
∑
m

bmhQ(t − mT − τ)

]
ejθ + n(t) (5.55)

where the pulse shape h(t) is defined as

BPSK : hI (t) = h(t), hQ(t) = 0

S(t, θ̃) =
∑
m

amh(t − mT − τ)ejθ + n(t) (5.56)

QPSK : hI (t) = hQ(t) = h(t)

S(t, θ̃) =
∑
m

(am + jbm)h(t − mT − τ)ejθ + n(t) (5.57)

OQPSK : hI (t) = h(t), hQ(t) = h(t − T /2)

S(t, θ̃) =
[∑

m

amh(t − mT − τ) + j
∑
m

bmh(t − mT − T /2 − τ)

]

× ejθ + n(t) (5.58)
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The output of the pulse-matched filter can be represented as

g(t) =
∫ +∞

−∞
h(t + u)h(u)du = h(t) ∗ h(−t) (5.59)

For

g(t) = sin(πt/T )

πt/T

cos(απt/T )

1 − (2αt/T )2
(5.60)

we have

G(f ) =




T |f | ≤ 1 − α

2T

T

2

{
1 − sin

[
πT

α

(
|f | − 1

2T

)]}
1 − α

2T
< |f | ≤ 1 + α

2T

0
1 + α

2T
< |f |

(5.61)

H(t) = √
G(t)

Pulses p(m) and g(m) used in the previous sections can be represented as

p(m : τ̃ ) = [S(t, θ̃) ∗ hI (−t)]t=mT +τ̃

q(m : τ̃ ) = [S(t, θ̃) ∗ hQ(−t)]t=mT +τ̃

For the three modulation formats considered in this section, we have

• BPSK : q(m : τ̃ ) = 0
• QPSK : q(m : τ̃ ) = p(m : τ̃ )

• OQPSK : q(m : τ̃ ) = p(m : τ̃ + T /2) = p(m + 1/2 : τ̃ )

The spectra of h(t) is presented in Figure 5.11.
One should be aware that the tracking error variance for the linearized tracking

system is proportional to loop noise to signal power ratio σ 2
θ ∝ BLN(f T )/slope2 =

BLN(f T )/S. Noise power is proportional to noise density and loop bandwidth and sig-
nal power to the square of the slope of the equivalent S-curve. We will also use notation
slope2 = S. These parameters are shown in Figures 5.12 to 5.23.

The noise power spectral density of the decision-directed maximum likelihood (DDML)
detector for BPSK and QPSK signals is shown in Figure 5.12 with Es/N0 being a param-
eter. The same results for OQPSK signal is shown in Figure 5.13.

The slope of the phase error discriminator S-curve for different modulations is shown
in Figure 5.14.

The normalized noise power spectral density for the DDML scheme is shown in Figures
5.15 and 5.16. To get the tracking error variance results, from Figure 5.15, should be
multiplied by the loop bandwidth.
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Figure 5.11 Transfer function of root-raised cosine filter with roll-off factor (α) as
the parameter.

0.00 0.25 0.50 0.75 1.00
0.00

0.05

0.10

0.15

f T

BPSK (Es /N0  = 6 dB)

QPSK (Es /N0 = 6 dB)

Analysis
Simulation

BPSK/QPSK (Es /N0 = 11 dB)

BPSK/QPSK (Es /N0 = 16 dB)

N
(f

T
) 

(r
ad

2 )

Figure 5.12 Noise power spectral density of DDML for BPSK and QPSK.



PERFORMANCE OF THE FREQUENCY AND PHASE SYNCHRONIZERS 139

0.00 0.50 1.00
0.0

0.1

0.2

0.3

0.4

0.5
Es /N0  = 16 dB 
Es /N0  = 6 dB 

N
(f

T
) 

(r
ad

2 )
 

0.750.25

f T

α = 0.01

α = 0.01

α = 0.5

α = 0.5

α = 1.0

α = 1.0
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Table 5.1 Tracking error variance at moderate Es/N0

Var ∼= (2BLT )A(No/2Es) = A · CRB
carrier synchronization

Degradation [dB] from CRB

DDML, NDAMLB/Q, V&VB/Q (same as CRB)

α = 0 A = 1 0
α = 0.5 A = 1 0
α = 1 A = 1 0

DNAMLO, DNASQFFTO

α = 0 A = ∞ ∞
α = 0.5 A = 4 6
α = 1 A = 2 3

DNAMLTB (continuous-time operation)

α = 0 A = 1 0
α = 0.5 A = 1.061 0.26
α = 1 A = 1.111 0.45

The results for NDAML logarithm are shown in Figures 5.17 and 5.18. The same set
of results for V&V algorithm is shown in Figures 5.19 to 5.22.

Comparison of different algorithms is shown in Figure 5.23 and Table 5.1. In the table
the results are compared to Cramer-Rao Bound (CRB), which is the best achievable result.

A number of specific solutions and results related to carrier estimation are given in
References [3–32].
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SYMBOLS

s(t , θ ) – signal
θ – vector of unknown parameters
R(,) – likelihood function
h(t), g(t), G(f ) – pulse shape
p(,) – output of pulse-matched filter (I channel)
q(,) – output of pulse-matched filter (Q channel)
an – data (I channel)
bn – data (Q channel)
zn – complex signal envelope
x, y – real, imaginary part of z

Ts – sampling period
V – frequency error
θ – phase error
pv = ∂p/∂ν

c – complex data a + jb

DD – decision-directed
DA – data-aided
L( ) – loglikelihood function
NDA – nondata aided
S(f T ) – power spectra
ML – maximum likelihood
V&V – Viterbi and Viterbi
FB – feedback
FF – feedforward
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6

Power control

6.1 ALGORITHMS

In Chapter 8, we will show that the Code Division Multiple Access (CDMA) network
capacity depends significantly on the so-called near–far effect. From the very beginning,
theory and practice of CDMA were aware of this fact. All practical systems use Power
control (PC) to reduce this effect. PC is more efficient in the system optimized for speech,
such as IS-95. In a multimedia network such as Universal Mobile Telecommunication Sys-
tem (UMTS) in which different signals levels are used for different data rates, additional
solutions like multiuser detectors are used.

In IS-95, every mobile station attempts to adjust its transmission power so that signals
received at a base station are at the same, minimum level at which good quality communi-
cation can still be provided. Both the closed and open loop methods are used. The closed-
loop includes two different loops, that is, a relatively fast inner and a slow outer loop. In
addition to the data signals, every base station transmits a so-called pilot signal, which is
an unmodulated signal [1] used at the mobile stations for PC, synchronization and demod-
ulation as a power level, phase, frequency and time reference. In the open loop method,
a mobile station measures the average received total power and adjusts its transmission
power to be inversely proportional to the received power. In the initial phase of the call,
the average received pilot signal power is measured. The open loop algorithm is presented
in Reference [2]. The mobile station transmission power is a certain constant divided by
the received total power. The constant value used depends on several base station param-
eters, such as antenna gain, the number of active users, transmission power, required
signal-to-interference ratio (SIR) and interference caused by other base stations. The base
station informs the mobile stations before transmission about the value of that constant.

Open loop PC can be nonlinear [3]. The purpose of nonlinearity is to allow
fast response (maximum control speed of 10 dB ms−1) for negative corrections, but
slow response (maximum control speed of 1 dB ms−1) for positive corrections. When
attenuation is suddenly decreased, the mobile station quickly decreases the transmission
power in order not to cause additional interference to other users. The extra interference
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would diminish the system capacity. Since the separation of the reverse and forward-link
frequency bands far exceeds the coherence bandwidth, Rayleigh fades in different links
correlate poorly with each other. Since the open loop method cannot estimate reverse-link
fading, open loop PC cannot be accurate. Its inaccuracy is as much as 10 dB.

In order to compensate for reverse-link fading, a closed-loop method is required. In
the closed-loop method, a base station measures (measurement time 1.25 ms) the average
received power [1] or the SIR and compares it to a threshold. As a result of the com-
parison, the base station sends a power-control command to the mobile station, the size
of which is nominally 0.5 to 1.0 dB, by puncturing one data bit every 1.25 ms. The bit
rate in the feedback is then 800 bps. The closed loop employs delta modulation (DM),
that is, after a control delay of about 1.25 ms, the power-control command adjusts the
previous transmission power of the mobile station up or down by a fixed step. PC com-
mands are thus extracted and integrated at the mobile station. The part of the closed-loop
method discussed above is called an inner loop and will be discussed in detail in the
next section. In an outer loop, a base station measures the frame-error rate (FER) of each
mobile station, according to which it adjusts the threshold so that the FER is maintained
in the required region (e.g. smaller than 1%). The outer loop algorithm is presented in
Reference [4]. The outer loop acts more slowly than the inner loop since its updates are
once per every 20 ms frame. The outer loop algorithm discussed above is a fixed-step
variable threshold algorithm, which uses fixed-size steps in adjusting the target threshold.
The improved variable-step variable threshold method is proposed in Reference [5]. Final
PC is completed when closed-loop control commands are added to open loop PC.

The dynamic range of the received power can be reduced, and thus facilitate the task
of PC, by using a diversity receiver. In Reference [6], functioning of PC is analyzed
when a mobile station is in a soft handoff region. In soft handoff, the mobile station
is connected simultaneously to several base stations, and it can use lower transmission
power. The mobile station transmission power is increased only when all the base stations
request it. Otherwise, the transmission power is reduced. The performance of the CDMA
system can also be improved by interleaving and channel coding [7,8]. PC and interleaving
are complementary methods since with low velocities interleaving is not efficient but
PC performs accurately. With high velocities, it is difficult for PC to compensate for
the channel effects while, on the other hand, interleaving operates more effectively. In
delay insensitive data traffic, in addition to channel coding, an automatic repeat request
(ARQ) protocol can be used to achieve a very low bit error rate (BER) value [9]. In
Reference [10], a CDMA system with soft PC is proposed, in which the processing gain
and code rate are controlled according to the variation of the channel. Since the proposed
adaptive processing gain and code rate technique equivalently control the received signal-
to-noise ratio (SNR) per bit to the constant value, the conventional PC, which adjusts
the received carrier-to-interference ratio (CIR) to be constant, is no longer needed. In
Reference [11], a convolutionally coded hybrid DS/SFH (direct sequence/slow frequency
hopping) CDMA system using PC is presented. It is shown using simulations that much
less accurate PC is required when the DS/SFH CDMA, instead of the pure DS/CDMA
system, is employed. The reason for this is that the hybrid system is less susceptible
to the near–far problem than the DS/CDMA system. The hybrid system, with selection
diversity and without PC, is even better suited to solve the near–far problem than a
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DS/CDMA system with accurate PC and an even higher order of diversity [12]. The
near–far self-resistant CDMA network concept is discussed in Chapter 15 of this book.

Field tests have been carried out for IS-95 DS/CDMA system in varying environments [7].
The performance of PC in particular has been examined. It appeared that mobile stations in
the CDMA system used, on the average, 20 to 30 dB lower transmission power than mobile
stations in the analog American mobile phone system (AMPS). The inaccuracy of PC was
observed to approximate a lognormal distribution with a standard deviation of about 2.5 dB
when normal mobile station velocities and small enough FER values (smaller than 1%) are
used [13,14].

The details of power-control implementation, IS-95 will be discussed in Chapter 17
and can be seen in Reference [15]. In Reference [16], the influence of average PC,
voice activity detection and micro- and macrodiversity to cellular DS/CDMA systems
were studied. The performance of PC of the cellular CDMA system when the channel
model includes propagation loss and Rayleigh fading is discussed in Reference [17]. The
mobile station transmission power was proportional to the fourth power of the distance.
The capacity of the microcellular CDMA system was evaluated using simulations in
Reference [18] when IS-95 type, fixed-step adjustment, closed-loop PC – FSAPC (only
inner loop, i.e. no FER measurement), was used. The channel model included long-term
attenuation and Rayleigh fading. Furthermore, in Reference [19] simulation results for
single-cell and multicell DS/CDMA systems employing FSAPC were combined with
coding bounds to obtain quasi-analytic estimates of the reverse-link capacity, over both
frequency-nonselective and frequency-selective fading channels.

Ariyavisitakul and Chang simulated the performance of closed-loop PC (only inner
loop) in both fixed (FSAPC) and variable-step (VSAPC) cases over a Rayleigh fading
multipath channel [20]. The variable-step was implemented by removing a hard quantizer
in the step-generation process. The bit rate of PC commands was assumed to be at
least 10 times the Doppler frequency in order for PC to function effectively (see also
Reference [21]). In the single user case, they realized that the performances of the FSAPC
and VSAPC were approximately equal when a diversity order of two was used. The same
conclusion with the performance comparison between FSAPC and VSAPC was also drawn
in Reference [22], especially when the number of tap coefficients in the RAKE receiver
was greater than two. In Reference [22], bit rates of FSAPC and VSAPC were equal. That
is, in the variable-step scheme, the logic pattern of many successive stored command bits
was taken into consideration when adjusting the mobile station’s transmission power.
FSAPC was not very sensitive to control command errors occurring in the feedback
channel [20,22]. In the case of no diversity, the performance of VSAPC was noticed to
be superior to that of FSAPC according to Reference [19].

The effect of feedback delay on FSAPC was simulated in Reference [23]. The influence
of the delay was diminished by estimating the received power by a linear predictor based
on the recursive least-squares (RLS) algorithm. The performance with high (>50 km h−1)
mobile station velocities, using estimation based on the RLS algorithm, was better than
with conventional PC with power measurement by straight averaging. In cellular systems,
the interference power received at the base station was noticed to be larger in the cases
of FSAPC and ideal PC (tracks fading accurately) than with ideal average PC [20]. This
is due to the effects of power command errors and/or the interference peaking caused
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by the perfect tracking of deep fades. The use of fast PC is, however, reasonable since
interleaving is inefficient if the average PC employed is slow.

Performances of FSAPC and adaptive fuzzy proportional-plus-integral (PI) PC were
simulated and compared in Reference [24]. Parameter P in fuzzy PI control extends the
bandwidth improving response to changes, and it also prevents the system from becoming
unstable. Term I attempts to force the steady-state error to zero. Fixed-step adjustment
control is a slight modification of the integral (I) control. Fuzzy PI PC was observed to
achieve a shorter rise time, smaller overshoot and smaller rms tracking error. Chang and
Wang modified the rule base to also take into account a control delay [25]. The drawback
of fuzzy PC is that the channel behavior has to be estimated in advance when constructing
the rule base. In neural network-based PC, the channel behavior can be learned adaptively
on line during the control process; these algorithms will be discussed later in this chapter.

The optimal PC in the multimedia CDMA system, in which many kinds of information
(e.g. voice, image and data) are transferred simultaneously, is analyzed in Reference [26].
Data rate and required communication quality, and thus the PC of each media, depend
on transmitted information. A method is proposed by which increasing (decreasing) the
transmission power of media with high (low) transmission rates or small (large) processing
gains attempts to improve the BER. Data service is bursty in nature. This makes its
PC more difficult than the PC of voice calls since channel conditions change between
consecutive packets and are difficult to predict. Fortunately, the capacity is more sensitive
to the power-control errors of voice service than those of data service. Zhuang has derived
an upper bound for the BER for the packetized multimedia CDMA system using optimal
PC, diversity and convolutional coding with ARQ protocol for delay insensitive traffic [9].
Using a fixed-rate channel coder and PC in a CDMA system can be seen as one solution
for performing unequal error protection (UEP) for different traffic types [27].

6.2 CLOSED-LOOP POWER CONTROL IN DS-CDMA
CELLULAR SYSTEM: PROBLEM DEFINITION

Closed-loop PC is a topic covered to a great extent by the control theory. For this reason, in
this book we will limit ourselves to the problem definition and literature survey, rather than
going into details of the control theory itself, which is available in numerous textbooks.
The general block diagram of the closed-loop PC used for this application is shown in
Figure 6.1.

Let us start from the point in the loop marked by P t
n, representing the mobile unit

transmit power at the sampling instant with index n. In the loglinear model, presented in
Figure 6.1, the received power Rn will be equal to the sum of channel losses An and P t

n .
The base station will be estimating Rn in order to find out what kind of correction

is needed. This estimation will be incorrect and the estimation error power is Nn. All
together B such samples will be averaged out in order to remove the impact of noise on
the overall process. After that, the result is compared with ‘the desired received power’
P ∗

n and a sample of error signal is created.
Different ways of generating reference level P ∗

n will be discussed later. This error is
transmitted on the downlink and after propagation delay of D samples the error signal
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Figure 6.1 Loglinear power-control model [19]. Reproduced from Chockalingam, A.,
Dietrich, P., Milstein, L. B. and Rao, R. R. (1998) Performance of closed loop power control in
DS-CDMA cellular systems. IEEE Trans. Veh. Technol., 47(3), 774–789, by permission of IEEE.

En−D will be added to P t
n to generate a new power level at the mobile transmitter.

P t
n+1 = P t

n + En−D (6.1)

One can see that delay B, due to signal processing, is known to both mobile and base
station and will be compensated in the signal processing. Delay D due to propagation
will not be compensated, which will cause performance degradation depending on the
Doppler rate. A simplified model from Figure 6.1 is presented in Figure 6.2.

Some of the results of the analysis of the loop behavior are shown in Figures 6.3 to 6.6.
First of all, the received signal power covariance function will be changed dramatically
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Figure 6.2 Simplified loglinear power-control model [19] Reproduced from Chockalingam, A.,
Dietrich, P., Milstein, L. B. and Rao, R. R. (1998) Performance of closed loop power control in
DS-CDMA cellular systems. IEEE Trans. Veh. Technol., 47(3), 774–789, by permission of IEEE.
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and D = 5 [19]. Reproduced from Chockalingam, A., Dietrich, P., Milstein, L. B. and Rao, R. R.

(1998) Performance of closed loop power control in DS-CDMA cellular systems. IEEE Trans.
Veh. Technol., 47(3), 774–789, by permission of IEEE.
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Figure 6.4 Comparison of received power autocovariance functions as predicted by analysis and
simulation for fd = 25 Hz, B = 20, Eb/N0 = 10 dB, D = 5 and Tb = 1/8000 s [19]. Reproduced

from Chockalingam, A., Dietrich, P., Milstein, L. B. and Rao, R. R. (1998) Performance of
closed loop power control in DS-CDMA cellular systems. IEEE Trans. Veh. Technol., 47(3),

774–789, by permission of IEEE.
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Figure 6.5 Comparison of received power standard derivation as predicted by analysis and
simulation for fd = 25 Hz, B = 20, Eb/N0 = 10 dB, D = 5 and Tb = 1/8000 s [19]. Reproduced

from Chockalingam, A., Dietrich, P., Milstein, L. B. and Rao, R. R. (1998) Performance of
closed loop power control in DS-CDMA cellular systems. IEEE Trans. Veh. Technol., 47(3),

774–789, by permission of IEEE.

Bit lag

R
ec

ei
ve

d 
po

w
er

 a
ut

o 
co

va
ria

nc
e 

fd = 25 Hz 

fd = 75 Hz 

Dotted: no power control 
Solid: with power control 

Eb/N0 = 10 dB, B = 10, D = 5 

0 50 100 150 200 250
−5 

0

5

10

15

20

25

30

Figure 6.6 The effect on the received power autocovariance function as a result of increasing
Doppler frequency, fd (Hz). B = 10, D = 5, Eb/N0 = 10 dB and Tb = 1/8000 s [19]. Reproduced
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closed loop power control in DS-CDMA cellular systems. IEEE Trans. Veh. Technol., 47(3),
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for different B and fd. No power control curve corresponds to the Jack’s channel model.
This will bring a new problem to channel estimation algorithms that require knowledge of
the channel correlation coefficients like Wiener or Kalman estimator. The received signal
power standard deviation is shown in Figure 6.5 and these results can be used later as a
rough indication of the power-control error. From Figure 6.6 one can see that for larger
Dopplers the difference in received signal power statistics between the controlled and
uncontrolled signal is reduced. In order to analyze some additional issues, a system with
the following set of parameters is assumed:

1. The simulated system has an information rate of 8 kbps, such that a B value of 20
corresponds to a 400-Hz update rate, 10 corresponds to 800 Hz, 5 corresponds to
1.6 kHz and so on.

2. D value of 20 corresponds to a loop delay of 2.5 ms, 10 corresponds to 1.25 ms, and
so on. The P ∗ value is set to provide the desired Eb/N0.

3. One should be aware that the inverse algorithm implementations need additional band-
width on the return channel to carry the power-control step size, in addition to the
power up/down command.

BER for such a system is presented in Figure 6.7. The set of parameters is shown in
the figure itself. One can see that inverse control, which assumes that a precise analogue
value of error En is transmitted, is the best. One should be aware that this would require
additional bandwidth to transmit such information.

Figure 6.8 demonstrates how, for a fixed Doppler, the BER reduces with increasing the
PC updating rate. The impact of vehicular speed is shown in Figure 6.9. The larger the
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speed, the less effective the PC and larger the bit error rate. Bit error rate will be larger if
delay D is larger as shown in Figure 6.10 because the correction term becomes less and
less relevant. The impact of the correction command error pr is shown in Figure 6.11.
One can see that even the error of the order of 10% can be tolerated.
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Figure 6.8 Bit error rate versus Eb/N0 as a function of power-control update rate, flat Rayleigh
fading, P ∗ = Eb/N0, � = 1 dB [19]. Reproduced from Chockalingam, A., Dietrich, P., Milstein,
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6.3 REFERENCE POWER LEVEL

Since the measurement of the average received power in practice is very difficult, power-
control based on SIR (the effect of noise is assumed to be negligible) is preferable [20].
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In addition, SIR, not the received power, determines the bit error probability of the user.
Utilizing SIR, both the near–far problem and the control of multiple-access interfer-
ence (MAI) is addressed [28]. Methods for estimating SIR are proposed, for example,
in References [22,29–31]. A power-control algorithm was proposed in Reference [32] in
which a BER value, instead of SIR, was estimated as a quality measure. PC schemes in
which transmitters adapt their power to meet at the receiver some signal quality target,
instead of received power target, are called quality-based PC. If the variations of the
interference level are not fast compared to the signal changes, the performance of power-
control methods based on average power or SIR measurement are quite similar. This is
also the case when the number of simultaneous users in a system is small. In that case, all
the users reduce their transmission powers, and thermal noise dominates over MAI. It is
usually assumed that when there are a large number of simultaneous users, PC of a single
user does not affect the total interference power much. That is, with a large number of
simultaneous users, the performance of power-control methods based on average power
or SIR measurement should also be similar. The simulations in Reference [20], however,
showed remarkable changes in the interference levels, even though there were several
tens of simultaneous active mobile stations in a base station service area.

FSAPC based on SIR measurement was studied via analysis and simulations in Ref-
erence [33]. The closed-loop method used is otherwise similar to that in Reference [20]
except that the SIR is measured instead of the average power. It is difficult to analyze
power-control on the basis of the SIR measurement since PC of each user affects the PC
of all the other users. The change in transmission power of any user has an effect on
other users’ received interference levels, and thus on the SIR values, according to which
transmission powers are adjusted. PC based on SIR was observed to be stable in these
simulations. A better system performance was obtained for PC based on SIR than that
based on the average power. This is because of the interference adaptation capability of
SIR-based PC. The performance, however, was quite dependent on where each user’s
target threshold was set. Furthermore, in the cellular CDMA system using SIR-based PC,
the SIR values of many users were noticed to decrease significantly when the number of
users exceeded the capacity limit. This is opposite to the CDMA system employing PC
based on the average power where soft degradation in the capacity takes place. In Ref-
erence [34], VSAPC was studied in such a way that the knowledge of both the received
power and the SIR was exploited. Simulations showed that the performance of this PC
was better than with PC based on SIR only.

Su and Shieh [35] compared the performances of PC on the basis of DM, modified
adaptive delta modulation (ADM) and differential pulse code modulation (DPCM). The
performances of ADM and DPCM control, which use variable-step sizes, were better than
that of DM control. DPCM control, however, requires more than one command bit, and
ADM control needs an intelligent step size controller. VSAPC with PCM realization was
studied in Reference [36]. Either the average power or the SIR was measured. Also, the
effect of the loop delay on the performance was investigated. The performance of PCM-
based PC appeared to be better than with FSAPC. On the other hand, PCM-based PC is
more prone to PC command errors, which occur in the feedback channel. Furthermore,
the performance of SIR-based PC was better than the performance of average power-
based PC, but it was not as stable as the power-based PC. A system with the SIR-based
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power-control mechanism is inherently unstable because, in general, most mobile stations
must adjust their transmission powers toward their maximum limitations. Simple upper
bounds of stability for the SIR target threshold were derived in Reference [30]. Setting
the desired target threshold too high or too low in the SIR-based scheme will significantly
degrade the system performance [36] (this was also noted in Reference [33]). The optimal
target threshold depends on many factors, such as the number of users, loop delay, control
mode (dynamic range of adjustment power) and minimum step size. In Reference [37], a
nonlinear control system approach was invoked in order to study the stability and conver-
gence properties of FSAPC and VSAPC when coupling between different users was taken
into account. This will be discussed later in this chapter in more detail. Su and Geraniotis
proposed a closed-loop power-control algorithm, which uses an optimal minimum mean
square error (MMSE) quantizer at the receiver and a loop filter at the transmitter [38]. The
loop filter is included in order to smooth the distorted feedback information and exploit
its memory. In conventional FSAPC, the loop filter at a transmitter contains only one tap.

In the early work, Aien focused on satellite communication systems, and laid the foun-
dation for PC based on SIR by introducing the term SIR balancing for the power-control
strategy, with which all the users aim to get the same (balanced) SIR [39]. The proposed
algorithm was based on solving the eigenvalue problem. This algorithm is actually optimal in
a sense that there exist no other power vectors yielding a higher SIR for all receivers [28,40].

These results were extended and applied to spread spectrum cellular radio systems in Ref-
erences [41–43]. Zander analyzed transmitter PC for cellular systems in References [40,44].
The analysis is especially applicable to time division multiple access (TDMA) and frequency
division multiple access (FDMA) systems since PC was employed in order to control inter-
ference from each mobile station to mobile stations located in other cells that used the same
radio channel (cochannel). The target was to maximize the smallest CIR in the cochannel
cells. The assumptions made are not very realistic for CDMA systems. Zander assumes that
orthogonal channels are used, thus neglecting the effect of the near–far problem. In optimal
PC (in interference limited systems), the probability that the CIR of a randomly chosen
mobile station is smaller than the threshold, that is, outage probability, is minimized [44].
The optimal algorithm is very complex since a central controller has to know the atten-
uation values of every user in the cellular system at every time instant. Furthermore, the
central controller simultaneously adjusts the transmission powers of all the users. In optimal
(brute force) PC, it is first determined whether the maximum achievable CIR of all mobile
stations exceeds the target threshold for the (normalized) link gain matrix, for which the
maximum CIR can be calculated as an eigenvalue problem. If the target is achievable, opti-
mal transmission powers can be obtained as an eigenvector of the largest real eigenvalue of
the link gain matrix. In the opposite case, the algorithm tries to fulfill the CIR requirement
by removing (in practice, by dropping a call) one mobile station. If this does not help, every
combination of two mobile stations, then three and so on, is tried, until the requirement is
satisfied. In the suboptimal stepwise removal algorithm (SRA), one mobile station at a time
is removed until the CIR values exceed the threshold. Note that straightforward CIR balanc-
ing, without mobile station removals, may be disastrous since all links may drop below the
target threshold.

Wu extended Zander’s analysis to be applicable in CDMA systems, and he pre-
sented an optimal power-control algorithm for cellular CDMA systems [45]. That is, the
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performance upper bounds for all types of power-control algorithms for cellular CDMA
systems, assuming the SIR threshold is given, were evaluated. In practice, each link has
its individual varying SIR threshold at any moment. Thus, the optimal power-control
algorithm is not really optimal for the practical mobile radio environment. Furthermore,
the concept of soft capacity is not inherent in the optimal PC. These two phenomena
were also stated in Reference [33] for SIR-based power-control schemes. Wu also pre-
sented a suboptimal sequential algorithm, the performance of which was demonstrated by
simulations to be better than with Zander’s SRA algorithm.

In distributed PC, only the knowledge of the CIR of each mobile station is required. In
References [40,46,47], suboptimal distributed power-control algorithms for narrowband
systems are presented. The algorithm proposed in Reference [47] converges much faster
than the algorithms in References [40,46], which are special cases of the first algorithm.
Also, the performance of the distributed algorithm proposed in Reference [21] is better
than that with the algorithms in References [40,46]. The last algorithm is its special case.
The distributed algorithms described in References [40,46] are efficient in CDMA systems
also, when not considering SIR estimation errors. In these algorithms, it was assumed that
the transmission power is sufficiently high in order to allow thermal noise to be neglected.
These algorithms are actually not fully distributed, but a normalization procedure in
transmission powers based on global information is required. A fully distributed algorithm,
where the inclusion of thermal noise in the definition of interference avoids the use
of the normalization procedure, was introduced in Reference [48]. Instead of using a
constant target threshold, it is beneficial to tune its value according to the mobile station
transmission power so that the target SIR is decreased when the mobile station increases
its transmission power [49,50]. Then, the probability of the target not being reached,
though the mobile station’s transmission power is at a maximum level, is minimized. It
was shown in Reference [28] that the algorithms in References [21] and [49] can yield an
unstable system when subject to a small time delay. Ulukus and Yates proposed stochastic
PC in which matched filter outputs, instead of exact knowledge of SIR, are required [51].

In previous analyses for PC, users were assumed to firmly belong to a certain base
station’s service area. Algorithms for combined base station selection and PC are proposed
in References [50,52]. The total reverse-link transmission power is minimized subject to
maintaining an individual target CIR for each mobile station. This minimization occurs
over the set of power vectors and base station assignments. In Reference [53], it is shown
that the capacity can be increased significantly over that presented in References [50,52]
by applying joint PC, base station assignment and beamforming. Finally, Hanly [52]
extends his previous approach by removing the cellular structure and allowing each mobile
station to be jointly decoded by all the receivers in the network.

6.4 FEEDBACK CONTROL LOOP ANALYSIS
Feedback control loop theory is well established and widely used. For this reason we
do not go much into the details, but rather refer the reader to the numerous literatures
available in this field.

Even the definitions of feedback methods vary in the literature (see, e.g. References
[54–56]). We categorize the methods according to Reference [55]. Feedback communication
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systems are divided into sequential and nonsequential systems. In the sequential system, the
decision times are not fixed a priori since a receiver updates the likelihood ratio, compares
it to a set threshold, and makes the final decision only when the threshold is exceeded. If,
in the sequential system, a receiver feeds back only the decision time, we have a synch
feedback. Nonsequential systems use fixed-length transmission blocks, and the decision
times are fixed. Note that the feedback link in this section is also typically delayless if not
otherwise stated [see equation (6.1)].

Turin [57] compared the performance of sequential and nonsequential systems when
uncertainty feedback or information feedback was employed. That is, a receiver con-
tinuously sends information to a transmitter on the basis of what has been received.
Feedback information is analog, for example, a posteriori probabilities of the transmitted
data symbol or (in PC) the channel state values. In a decision feedback method, fed back
information is digital, and it can consist of tentative decisions, such as which symbol is
the most likely symbol at a given time. Thus, tentative decisions are sent to the trans-
mitter before the final decision. According to Reference [54], in a decision feedback or
post-decision feedback method, the receiver does not send information to the transmitter
until the final decision has been made. Digital information can also be a decision whether
to adjust the transmission power up or down, as in FSAPC. Information feedback usually
needs larger bandwidth than decision feedback, but the potential performance improve-
ment is also bigger when compared to the system with no feedback. Several feedback
methods can be used simultaneously, and the system performance can be improved fur-
ther at the expense of increased system complexity. In fading channels, systems often
use error detection channel coding. When a receiver detects an error (probably due to
deep fading in the channel), the transmitter is informed by using feedback to repeat the
transmission. This method is called an ARQ feedback method.

Schalkwijk and Kailath proposed in 1966 a coding scheme with feedback based on
a stochastic approximation procedure in the case of an additive white Gaussian noise
(AWGN) channel and no bandwidth constraint [58]. The use of feedback simplifies coding
and decoding significantly. Schalkwijk extended the analysis to band-limited signals also
[59], where he showed that his feedback scheme is apparently the first deterministic coding
procedure (with or without feedback) to achieve the Shannon capacity. The capacity is the
same with and without feedback, as stated previously in Reference [60]. The error prob-
abilities achieved, however, are considerably different. Schalkwijk proposed the optimal
feedback method over an AWGN channel, and he showed that some proposed feedback
methods presented in the literature are actually special cases of his method, for example,
the schemes presented in Reference [58]. In this iterative center-of-gravity scheme, a sig-
nal, that is, the center of gravity of the signal structure, is subtracted optimally from the
transmitted signal. At the receiver the same signal is added to the noisy received signal.
The transmission power is thus decreased considerably without affecting the error prob-
ability of the system. Note that if we have noisy feedback, the channel capacity cannot
be achieved while having a finite SNR in the feedback link. In that case, a transmitter
should use a weighted sum of feedback information to average out feedback noise to a
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certain extent. The performances of many proposed suboptimal feedback methods are, of
course, poorer than the performance of the center-of-gravity scheme, but less bandwidth
is required in the feedback link in systems employing them [61]. Butman [62] discussed a
rather general formulation of linear feedback communication systems, in which the addi-
tive noise could be also colored. When reverse-link noise is colored, the channel capacity
can be increased by using noiseless feedback. In particular, feedback may increase the
capacity of a Gaussian channel by at most a factor of two [63]. Practical constraints,
such as maximum power limitation, were shown to significantly reduce, in the idealized
conditions, calculated feedback communication systems’ performance presented in the
literature. Other practical constraints are, for example, noise in feedback, a delay and
bandwidth constraint.

The center-of-gravity scheme is no longer optimal in a fading channel [64]. At a
receiver, we cannot compensate for the effect of the signal subtracted at a transmitter,
since the channel state is not known exactly. Hayes derived the optimal transmission
powers (energies) as a function of known channel state values for the coherent antipodal
and noncoherent orthogonal system over a Rayleigh fading multipath channel [65]. In
optimal PC, the average error probability of the system was minimized when the average
transmission power was fixed. Only the sum of the squared attenuation values needed to be
fed back to the transmitter for the purpose of PC. It appeared that the influence of optimal
PC to the system performance was significant with small average error probabilities, or
with large average SNRs.

Cavers analyzed the optimal variation of the data rate with the assumption of known
channel state values [66]. In variable-rate transmission, the transmission power is constant,
but the data rate is adjusted such that the average error probability is minimized when
the average data rate is fixed. With noiseless and delayless feedback and unconstrained
maximum data rate, the average probability of error for binary signaling and incoherent
detection appeared to be the same as that for a nonfading channel. Cavers found that the
transmitted energy per bit can, however, increase infinitely even though the average energy
per bit is finite. Cavers also discussed the effects of bandwidth limitation, feedback delay,
length of data rate change period and a finite number of transmission rates on the system
performance. When the ratio of maximum rate and average rate was assumed to be two,
the performance loss was shown to be 0.9 dB compared to the unconstrained bandwidth
case. Srinivasan showed that the performance with the constraint on the bandwidth can
be improved by controlling, instead of the transmission rate only, either the rate or the
transmission power, depending on whether the channel gain is above or below a certain
threshold [67]. That is, whenever the data rate saturates at the upper bounds of the rate,
the transmission power is varied according to an optimized control rule. The constraint
of the number of data rates did not significantly affect the system performance [66]. In
contrast, the delays (feedback delay and nonzero rate change period) had a significant
effect on the performance.

Hentinen analyzed both the optimal control of power and the data rate when the channel
state values were assumed to be known [68]. He showed that Cavers’ result, in which the
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average probability of error for binary signaling and incoherent detection is the same as
that for a nonfading channel, is valid for a wide class of modulation schemes. Furthermore,
the performance of orthogonal signals is even better over a Rayleigh fading channel
with rate control than over the equivalent nonfading channel. Rate control appeared to
be superior to PC. In optimal PC, the ratio of maximum power and average power,
likewise in optimal control of data rate the ratio of maximum rate and average rate was
shown to be large. When the ratio of maximum rate and average rate was assumed to be
two, the performance loss was less than 1 dB compared to the case when the maximum
rate was not constrained. This corresponds to the result obtained in Reference [66]. The
performance decreased significantly, however, when the ratio was reduced to below two.
Hentinen also considered suboptimal control of the data rate, and he noticed that by
controlling both the power and rate simultaneously, the system performance could be
improved further compared to the case of varying only the rate. Hentinen showed that
with simultaneous control of power and rate there is no optimal control rule for finite
power and data rate.

When we vary the data rate, a large buffer is required in practice at both the transmitter
and the receiver. In all the above cases, when the data rate has been varied, it has been
assumed that the buffer size is infinite. A finite buffer size impairs the system perfor-
mance. Buffer control methods have been proposed in References [67–69], in which it
is shown that in order to achieve a certain performance, the size of the buffer can be
decreased by taking the queue length in the buffer into account.

In all the above methods, the channel state values are assumed to be known. In order
to estimate the channel state by one-shot maximum aposterior probability (MAP) (or
MMSE) estimator, in addition to an antipodal data symbol, Srinivasan used a constant-
power, known pilot symbol in a time-multiplexed form in each frame [70]. Thus, each
frame included only one data symbol in addition to a pilot symbol. The channel state
estimates were used to optimally adjust the transmission power (energy) or to subopti-
mally vary the data rate, respectively. The transmission power was evaluated numerically
as a function of the channel state by minimizing the average error probability of the
pilot symbol system when the average transmitted data symbol energy was the same as
the energy of the pilot symbol. The performance of the pilot symbol system employing
feedback PC was compared to the cases when PC is not used and when optimal PC
with known channel state values [65] is employed. Again, the (suboptimal) control of
data rate with an infinite buffer size was superior to PC. For simple implementation, a
binary nonsequential decision feedback system was proposed in Reference [71] in which
the receiver communicates an initial message estimate to the transmitter generated over
a part of the signaling interval. The transmitter transmits, over the rest of the interval,
either no more energy or a signal with increased energy, depending on whether the ini-
tial message estimate was correct. The transmitter is thus not required to be adaptive
to channel conditions. Also, channel coding can benefit from the fed back channel state
values. For example, the code rate can be changed adaptively as a function of the channel
state [72]. A system was proposed in Reference [73], in which information is transmitted
simultaneously via several independent channels, in each of which the code rate used
depends on the instantaneous channel state.
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6.5 NONLINEAR POWER CONTROL

The nonlinear up/down power-control algorithm can be represented by rewriting equation
(6.1) as

P(n − 1) = P(n) + d�[P ∗ + I + P(n) − A(n)] (6.2)

where d is the adaptation step, A(n) the channel losses and the nonlinear term � is
defined as

�(x) =
{

1 if x ≥ 0
−1 otherwise

(6.3)

Block diagram for equation (6.2) is shown in Figure 6.12.
This model is analyzed in Reference [37]. For shadow fading, empirical studies have

shown that a(n) follows a lognormal distribution. This implies A(n) is Gaussian. A simple
and realistic model of A(n) is a Gaussian process with the correlation given as

RA(n) = σ 2
Aξ (vT /D)|n| (6.4)

where ξ is the correlation between two signal samples separated by a spatial distance of
D, T the sampling period and v the speed of the mobile, which gives the distance covered
by the mobile in a sample interval.

Different channels are characterized by different values of ξ , D and v. Some exper-
imental values for different environments can be found in the experimental studies of
References [74,75]. Also note that in equation (6.2), we can combine A with I and P ∗
by defining

B(n) = −A(n − 1) + I + P ∗ (6.5)

Note that B(n) is still a Gaussian process with the same covariance as A(n). The state
equation is simplified as

P(n + 1) = P(n) + d�[B(n + 1) − P(n)] (6.6)

Some results of the analysis presented in Reference [37] are shown in Figures 6.13
to 6.15.
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+ + + 
− P ∗

A 
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z −1

1 − z −1

1

Figure 6.12 Block diagram for the up/down power-control algorithm.
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Figure 6.13 Power-control error standard deviation σγ versus v (d = 0.5 dB, D = 1 m, ξ = 0.1,
T = 1.25 ms, σA = 3 dB) [37]. Reproduced from Song, L., Mandayam, N. B. and Gajic, Z.

(1999) Analysis of an up/down power control algorithm for the CDMA reverse link: a nonlinear
control system approach. Proc. Conference on Information Sciences and Systems , Baltimore, MD,

pp. 119–124, by permission of IEEE.
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Figure 6.14 Power-control error standard deviation σγ versus ξ (d = 0.5 dB, D = 1 m,
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Gajic, Z. (1999) Analysis of an up/down power control algorithm for the CDMA reverse link: a

nonlinear control system approach. Proc. Conference on Information Sciences and Systems ,
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Figure 6.15 Power-control error standard deviation σγ versus step size d (v = 60 km h−1,
D = 1 m, ξ = 0.1, T = 1.25 ms, σA = 3 dB) [37]. Reproduced from Song, L., Mandayam, N. B.

and Gajic, Z. (1999) Analysis of an up/down power control algorithm for the CDMA reverse link:
a nonlinear control system approach. Proc. Conference on Information Sciences and Systems ,

Baltimore, MD, pp. 119–124, by permission of IEEE.

6.6 FUZZY LOGIC POWER CONTROL
In this section, we present one more example of nonlinear power-control loop. For a
perfect (noiseless) measurement of the received power at time t − τ seconds, and the
power adjustment command sent to the mobile’s power actuator directly without being
corrupted by any forward-link channel noise, the ratio of the signal standard deviation of
controlled (σc) and uncontrolled system (σuc) is [76]

σc/σuc ≥ η =
√

1 − R2(τ ) (6.7)

The minimum reduction factor is equal to 0.25 when τ = 1 ms and the maximum Doppler
frequency is 40 Hz (e.g. around 900 MHz, 30 mph). The value of η becomes large by
increasing the time delay τ since R(τ ) becomes smaller. For example, at τ = 4 ms, the
minimum reduction factor η is 0.89. In the extreme case, η approaches unity when R(τ )
becomes zero by letting τ be infinity. In this section we will use a modified model as
represented in Figure 6.16. For the purpose of the analysis, the equivalent scheme is
shown in Figure 6.17.

A conventional PI control algorithm is given by

�p(t) = kpe(t) + kI

∫
e(t) dt (6.8)

where �p(t) is a control action at time instant t and e(t) equals the set point minus the
process output (power error) kp and kI are scaling gain factors. In digital implementation,
its incremental form is written as

pk+1 = pk + �pk+1

�pk+1 = kp�ek + kI ek (6.9)
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Figure 6.16 Overall schematics of a closed loop power-control system with reverse- and
forward-link delays τr, and τf and a mobile power actuator.
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Figure 6.17 Equivalent closed loop power-control system with a standard control scheme and a
new reverse-link delay τ = τr + τf.
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where �ek equals the current error minus the last error and pk+1 and �pk+1 are, respectively,
the control and incremental control actions for the next time interval. A practical fuzzy PI
control is defined as

pk+1 = pk + �pk+1

�pk+1 = F {kI ek, kp�ek} (6.10)

F {·, ·} denotes the fuzzy function that acts on the rules of the form Ri : if (kI e) is Ai and
(kp�e) is Bi then �p is Ci where (Ai , Bi , Ci) are linguistic terms. For these definitions,
the scheme shown in Figure 6.17 becomes more detailed as shown in Figure 6.18.

The derivation presented in the sequel is very much based on Reference [25]. In this
field we use the following terminology.

The two input variables, e and �e, and the output control variable, �p, where e, �e

and �p are the received power error, power error change and transmitting control power
increment, respectively. The range of values (ROV) e, �e and �p are assumed to be E =
{e|−18 dB ≤ e ≤ 18 dB}, �E = {�e|−12 dB ≤ �e ≤ 12 dB}, and �P = {�p|−6 dB ≤
�p ≤ 6 dB}, respectively. In the standard fuzzy logic terminology, ROV is called the
universe of discourse. Associated term sets, T (E), T (�E) and T (�P ) are identical and
given by {LP (large positive), MP (medium positive), SP (small positive), ZE (zero), SN
(small negative), MN (medium negative), LN (large negative)}. There are 343 possible
combinations of the terms generating a maximum possible 343 rules of the form indicated
earlier. The membership functions relating the discrete values within ROV and associated
term set are shown in Figure 6.19.

For the modeling of the control algorithm, we start with a possible outlook of the
received signal power shown in Figure 6.20.

The envelope within region I can be modeled as a portion of the step response of a
second-order system. The envelope belonging to region II is also characterized by a portion
of the step response of another second-order system with large overshoot. As a conclusion,
we assume that any fading process can be modeled as a piecewise second-order system.
A combination of the primitive curves generated by second-order systems with different
local performance indexes can approximate the envelope of any fading process.

Let us now represent a segment of the curve from Figure 6.20 as shown in Figure 6.21.
The overall response is divided into four areas:

A1 : e > 0 and �e < 0 A2 : e < 0 and �e < 0

A3 : e < 0 and �e > 0 A4 : e > 0 and �e > 0 (6.11)

For the control rule we will use the error, which is the difference between the set value
and the response, the slope of the response at crosspoints called crossover index c, and
the maximum value m of the error.

For different areas of the curve, a set of values for crossover index c, and parameter
m are defined in Figures 6.22 and 6.23, respectively.
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Figure 6.20 A typical fading power signal.

The crossover index c
j

i for identifying the slope behavior of the response across the
set point (e ≈ 0) is defined as

c1
1 : (e > 0 → e < 0) and �e ≪ 0

c2
1 : (e < 0 → e > 0) and �e ≫ 0

c1
2 : (e > 0 → e < 0) and �e � 0
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Figure 6.21 General behavior of second-order system response: response areas [25].
Reproduced from Chang, P. R. and Wang, B. C. (1996b) Adaptive fuzzy proportional integral

power control for a CDMA system with time delay. IEEE J. Select. Areas Commun., 14(9),
1818–1829, by permission of IEEE.
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Figure 6.22 Crossover points with six different index values [25]. Reproduced from Chang,
P. R. and Wang, B. C. (1996b) Adaptive fuzzy proportional integral power control for a CDMA

system with time delay. IEEE J. Select. Areas Commun., 14(9), 1818–1829, by permission
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Chang, P. R. and Wang, B. C. (1996b) Adaptive fuzzy proportional integral power control for a

CDMA system with time delay. IEEE J. Select. Areas Commun., 14(9), 1818–1829, by
permission of IEEE.
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c2
2 : (e < 0 → e > 0) and �e � 0

c1
3 : (e > 0 → e < 0) and �e < 0

c1
1 : (e < 0 → e > 0) and �e > 0 (6.12)

The minimum–maximum index for representing the amount of overshoot and undershoot
is defined as

m1
1 : �e ≈ 0 and e ≪ 0

m2
1 : �e ≈ 0 and e ≫ 0

m1
2 : �e ≈ 0 and e � 0

m2
2 : �e ≈ 0 and e � 0

m1
3 : �e ≈ 0 and e < 0

m2
3 : �e ≈ 0 and e > 0 (6.13)

The mapping of the time domain response in phase plane (error state) space defined by
e, m and c is shown in Figure 6.24.

In area A1, the control rules should shorten the rise time when e is large and prevent
the overshoot in A2 when e is close to zero. A positive large control increment is required
to drive the closed-loop response toward the set point generating an improvement in the
rise time when e is large, and the control increment is zero or negative in order to prevent
the overshoot when the response approaches the set point. In area A2, the control rules
should decrease the overshoot around the peak above the set point. The control increment
must be negative. Control rules for area A3 and A4 are dual to those listed above. The
control increment for A4 is positive in order to prevent the overshoot around the peak
below the set point. A negative large control increment is required for A3 when |e| is far
away from zero. The above observations are summarized in Table 6.1 as a control rule.

e 
m1 m2

c2

c1

A3

A2 A1

A4

a

∆e

Figure 6.24 The mapping of the time domain response in phase plane (error state) space [25].
Reproduced from Chang, P. R. and Wang, B. C. (1996b) Adaptive fuzzy proportional integral

power control for a CDMA system with time delay. IEEE J. Select. Areas Commun., 14(9),
1818–1829, by permission of IEEE.
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Table 6.1 Rule base frame for phase plane method

e

LN MN SN ZE SP MP LP

LP c2
1

MP A 3 c2
2 A 4

SP c2
3

∆e
ZE m1

1 m1
2 m1

3 ZE m2
3 m2

2 m2
1

SN c1
3

MN A 2 c1
2 A 1

LN c1
1

Ri : IF e is ZE and ∆e is ZE THEN ∆p is ZE

Table 6.2 Fuzzy PI control rule table for dealing with the fading
process [25]

e

LN MN SN ZE SP MP LP

LP ZE SP MP MP MP MP LP
MP SN ZE SP MP MP MP LP
SP MN SN ZE SP MP MP LP

�e
ZE LN MN SN ZE SP MP LP
SN LN LN MN SN ZE SP MP
MN LN LN LN MN SN ZE SP
LN LN LN LN LN MN SN ZE

The general rule from Table 6.1 is elaborated in Table 6.2.
In a real system with propagation delay, there will be an offset between the real signal

power and the one seen by the system as shown in Figure 6.25.
The modified control rule is now given in Table 6.3. Let us go back to the parameters

specified in Figure 6.19. e, −18 dB ∼ to 18 dB is mapped into 13 integer quantization
levels, −6 to 6. A membership matrix table is a discretization of membership function
and can be defined by assigning grade of membership values to each quantization level. It
includes the error, error change and control power increment variables. Each table consists
of seven terms, including LP, MP, SP, ZE, SN, MN and LN, and each set consists of 13
quantization levels, labeled as −6, −5, . . . , 6. All error, error change and control power
increment variables are quantized to these 13 levels. The discrete ROV, membership
matrix table, and the control rules of Table 6.2 are combined to form a decision table for
the fuzzy controller. The decision table is shown in Table 6.4.

The performance of the original decision table can be significantly improved by intro-
ducing a new decision table to perform fine control. The fine decision table would be
active with finer quantization levels when (e, �e) falls within a predetermined nested
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Figure 6.25 The effects of deadtime for a fading process [25]. Reproduced from Chang, P. R.
and Wang, B. C. (1996b) Adaptive fuzzy proportional integral power control for a CDMA system

with time delay. IEEE J. Select. Areas Commun., 14(9), 1818–1829, by permission of IEEE.

Table 6.3 The modified control rule

e

LN MN SN ZE SP MP LP

LP SP SP MP MP MP MP LP
MP ZE SP SP MP MP MP LP
SP SN ZE SP SP MP MP LP

�e
ZE LN MN SN ZE SP MP LP
SN LN LN LN MN SN SN ZE
MN LN LN LN MN SN SN ZE
LN LN LN LN LN MN SN SN

region. When (e, �e) is outside the nested region, Table 6.4 carries out the coarse con-
trol. In this application, the nested region is chosen as −3 dB to 3 dB for e and −6 dB
to 6 dB for �e. The limit of �p is set between −3.6 dB and 3.6 dB. Corresponding term
sets are {SP, ZE, SN} for e, {MP, SP, ZE, SN, MN} for �e, and {MP, SP, ZE, SN, MN}
for �p. The associated decision table is shown in Table 6.5. In summary, the coarse table
is used to achieve the fast response. The fine table produces a minimum steady-state error



174 POWER CONTROL

Table 6.4 Decision look-up table for coarse control
e

−6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6

−6 −6 −6 −6 −6 −6 −6 −6 −5 −4 −3 −2 −2 −2
−5 −6 −6 −6 −6 −6 −5 −5 −4 −3 −3 −2 −1 −1
−4 −6 −6 −6 −6 −6 −5 −4 −3 −2 −2 −2 −1 0
−3 −6 −6 −6 −5 −5 −4 −3 −3 −2 −1 −1 0 1
−2 −6 −6 −6 −5 −4 −3 −2 −2 −2 −1 0 1 2
−1 −6 −5 −5 −4 −3 −2 −1 0 0 1 2 3 4

�e 0 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6
1 −4 −3 −2 −1 0 0 1 2 3 4 4 5 6
2 −2 −1 0 1 2 2 2 3 4 4 4 5 6
3 −1 0 1 1 2 3 3 3 4 4 4 5 6
4 0 1 2 2 2 3 4 4 4 4 4 5 6
5 1 1 2 3 3 3 4 4 4 4 4 5 6
6 2 2 2 3 4 4 4 4 4 4 4 5 6

Table 6.5 Decision look-up table for fine control
e

−6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6

−6 −6 −6 −6 −6 −5 −5 −5 −5 −5 −5 −5 −5 −5
−5 −6 −5 −5 −5 −5 −4 −4 −4 −4 −4 −4 −4 −4
−4 −5 −5 −4 −4 −4 −4 −3 −3 −3 −3 −3 −3 −3
−3 −4 −4 −4 −3 −3 −3 −3 −2 −2 −1 −1 −1 −1
−2 −3 −3 −3 −3 −2 −2 −2 −1 −1 −1 0 0 0
−1 −3 −2 −2 −2 −2 −1 −1 0 0 0 0 0 1

�e 0 −2 −1 −1 −1 −1 0 0 0 1 1 1 1 2
1 −1 0 0 0 0 0 1 1 2 2 2 2 3
2 0 0 0 1 1 1 2 2 2 3 3 3 3
3 1 1 1 1 2 2 3 3 3 3 4 4 4
4 3 3 3 3 3 3 3 4 4 4 4 5 5
5 4 4 4 4 4 4 4 4 4 4 4 5 5
6 5 5 5 5 5 5 5 5 5 5 5 5 5

with a magnitude comparable to the width of the nested region.
To demonstrate the performance of the system, we assume the following scenario [25]:

1. The service area consists of 19 hexagonal shaped cells, that is, the desired cell is
surrounded by two tiers of interfering cells.
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2. All cells contain the same number of active mobile units, and the positions of the
active mobile units within each cell are uniformly distributed with a density of K

users per base station.
3. Interference reduction techniques such as cell sectorization and voice activity detection

are not considered. It is believed that the improvement from these effects can be
introduced through multiplicative factors.

4. Each user scans signals from the closest base stations and decides to communicate
with the base station that has the largest local-mean signal power. This local-mean
signal power was determined from path loss proportional to the fourth power of the
propagation distance and simulated lognormal shadow fading with standard deviation
of 8 dB.

The following system parameters are assumed:

• The spreading bandwidth is 1.25 MHz and the user data rate is 8 kb s−1, which give a
processing gain of approximately 22 dB.

• The required energy per bit to interference spectral density ratio, Eb/I0 is selected as
7 dB (reverse link).

• The required receiver front end SIR threshold, SIRth is found to be −15 dB (reverse
link).

• The sampling time period is set at Tp = 1.25 ms.
• For long-term fading, the path propagation loss exponent, α is assumed to be 4 and the

standard deviation for shadowing is set at 8 dB.
• For short-term fading, fDTp is uniformly distributed between 0.01 and 0.05, where fD

denotes the Doppler rate.
• The density order, m of Nakagami distribution is assumed to be either 2 or 4.
• For simplicity, it is assumed that the power adjustment command from the base station

is not corrupted by the forward-link channel noise.
• There are two sets of control gains for fuzzy PI power-control system.
• One set of control gains, for example, {kp1, kI1} is used for a coarse control, to speed

up transient response.
• When the error falls within the preset limit, the second set of gains {kp2, kI2} is used

for fine control, which can smooth the response around the set point.
• In the experiments, kp1, kI1, kp2, kI2 are chosen as 1/2, 1/3, 1 and 2, respectively.

The result for a given set of parameters is shown in Figure 6.26. One can see that
Fuzzy PI control would reach the set point faster and, in general, maintain the set level
with less error.

The tracking error root mean square (RMS) can be seen more accurately from Tables
6.6 and 6.7 for a given set of parameters. In general, one can see that a fuzzy controller
would operate better.

The better tracking performance will result in better capacity, which is shown in
Figure 6.27. Capacity results will be discussed later in much more detail.
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Figure 6.26 Comparison of the waveforms of the received signals achieved by the fuzzy PI
control and 1 dB fixed-step control when τ = 2Tp, m = 4, fDTp = 0.05, and the desired mobile
unit is initially placed at position that causes a 20-dB path loss [25]. Reproduced from Chang,

P. R. and Wang, B. C. (1996b) Adaptive fuzzy proportional integral power control for a CDMA
system with time delay. IEEE J. Select. Areas Commun., 14(9), 1818–1829, by permission

of IEEE.

Table 6.6 Comparison of RMS tracking error achieved by fuzzy PI control
and fixed-step control when m = 2 or 4, fDTp = 0.05 and τ = Tp or 2Tp or

3Tp [25]

m = 2 m = 4

τ (time delay) Tp 2Tp 3Tp Tp 2Tp 3Tp

Fuzzy PI 3.84 4.53 5.52 3.38 3.95 4.78
Fixed step 6.05 6.76 7.44 5.45 6.08 6.96

Table 6.7 Comparison of RMS tracking error achieved by fuzzy PI control
and fixed-step control when m = 2, τ = 2Tp and fDTp = 0.025, 0.0375 or

0.05 [25]

m = 2 m = 4
Fuzzy PI Fixed step Fuzzy PI Fixed step

fDTp = 0.025 3.8 6.16 3.52 5.81
fDTp = 0.0375 4.15 6.61 3.70 6.02
fDTp = 0.05 4.53 6.76 3.95 6.06
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Figure 6.27 Comparison of outage probabilities against the number of users per cell achieved
by fuzzy PI control and 1 dB fixed-step control when m = 2, τ = 2Tp, and SIRth = −15 dB [25].

Reproduced from Chang, P. R. and Wang, B. C. (1996b) Adaptive fuzzy proportional integral
power control for a CDMA system with time delay. IEEE J. Select. Areas Commun., 14(9),

1818–1829, by permission of IEEE.

6.7 IMPERFECT POWER CONTROL IN CDMA
SYSTEMS

The inaccuracy of PC is caused by a large change rate of the channel (e.g. high Doppler
frequency), control delays, nonideal channel estimation, power-control command errors
occurring in the feedback link and restricted dynamic range of the transmitter. Power-
control errors increase the error probability exponentially, whereas the effect of processing
gain and the number of users on the error probability is linear. Power-control errors
increase the error probability in diversity systems also, since the error is the same in all
diversity branches.

To analyze this issue, we represent the received signal as follows:

s(t) =
KM∑
k=1

Aλky(k)dk(t − τk)ck(t − τk)e
jφk =

∑
k

sk(t) (6.14)

y(k) =



1, k ≤ K(
rmk

r0k

)2

10(ξ0k−ξmk)/20, k > K
(6.15)

Factor r2
mk10ξmk/20 is due to the PC of the kth user in the mth cell to compensate for

propagation loss to its own base station, and the factor (1/r2
0k)10−ξ0k/20 represents the

distance loss and shadowing suffered from the same signal traveling to the base station
of interest.



178 POWER CONTROL

A detailed derivation of equation (6.15) will be given in Chapter 8. K is the number
of users and M is the number of interfering cells. Parameter λk characterizes the power-
control error (λk = 1 no error). For the multipath channel represented by impulse response,

h(τ, t) =
L∑

l=1

αl(t)e
jψl (t)δ(τ − lTc) (6.16)

the received signal is

r ′(t) =
L∑

l=1

KM∑
k=1

αlkejψlk sk(τ − lTc) + nw(t) (6.17)

The optimum receiver, maximum ratio combining coherent RAKE, is shown in Figure 6.28.
For the evaluation of bit error probability we define [77]

γL ≡
L∑

l=1

α2
l

c
=

L∑
l=1

γl (6.18)

c ≡ 2c′ + η0/Eb normalized interference plus noise density implicitly defined by equa-
tion (6.19). γl is the instantaneous signal to interference + noise ratio (SINR) for each
resolvable path. The {γl} are independent exponential random variables. When they are
identically distributed, that is, when every path has the same average SINR γc defined as

γ c = E{α2}
/ (

(2/N)E{α2}
{

(K − 1) +
KM∑

k=K+1

E
[
y(k)2]} + η0/Eb

)
(6.19)

With E{α2
l } = E{α2}, for all l, the channel has a constant multipath intensity profile

(MIP); otherwise, the channel has a variable MIP.

Tc Tc Tc

Integrate
and sum

Threshold
detector

c1(t − τ1)
• • • 

r ′(t )
r(T )

a11e−jy11 a21e−jy21 aL1e−jyL1

Figure 6.28 The optimum receiver. Reproduced from Kong, N. and Milstein, L. B. (1995)
Performance of multicell CDMA with power control error. Proc. IEEE Military Communications

Conference, San Diego, CA, pp. 513–517, by permission of IEEE.
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When the channel has a variable MIP, the density function of γL, fv (γL) can be found
through the Fourier transform of its characteristic function, which is a product of the
characteristic function of each independent γl . In particular,

fv(γL) =
L∑

l=1

Cl

γ l

e−(γL/γ l)

where

Cl =
L∏

i = 1
i �= l

γ l

γ l − γ i

(6.20)

By using the standard expression for BER and its averaging with the above probability
density function (pdf) for γL, we get for the average bit error rate

P(e) = 1

2
− 1

2

L∑
l=1

ClEλ




1√
1 + 1

λ2γ l




(6.21)

Constant CIR P(e) =
(

2L − 1
L

) (
1

4γ c

)L

e(1/2)Lb2σ 2
e (6.22)

where σ 2
e is power-control mean square error E1[λ − 1]2 = σ 2

e and b = ln10/10

Nonconstant CIR & high SINR P(e) =
(

2L − 1
L

) (
L∏

l=1

1

4γ l

)
e(1/2)Lb2σ 2

e (6.23)

For frequency-nonselective fading, the result is valid when L = 1

P(e/λ) = 1

2
− 1

2

1√
1 + 1

λ2γ l

(6.24)

For small standard deviations of the power control error (PCE), and for large SINR

P(e) ≈ e(1/2)b2σ 2
e

4γ
(6.25)

An example of bit error probability evaluation is shown in Figure 6.29 for a given set of
parameters and exponential MIP.
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Figure 6.29 Error probability compared to upper bound as a function of SINR for different PCE
[77]. Reproduced from Kong, N. and Milstein, L. B. (1995) Performance of multicell CDMA
with power control error. Proc. IEEE Military Communications Conference, San Diego, CA,

pp. 513–517, by permission of IEEE.
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Figure 6.30 Error probability as a function of PCE [77]. Reproduced from Kong, N. and
Milstein, L. B. (1995) Performance of multicell CDMA with power control error. Proc. IEEE
Military Communications Conference, San Diego, CA, pp. 513–517, by permission of IEEE.

Error probability as a function of power-control error is given in Figure 6.30.
For the system with diversity, probability of error is given in Figure 6.31.
If we want the inaccuracy of PC to be at most ±1 dB with 90% probability when

the mobile station velocity is 3 km h−1 (with carrier frequency fc = 850 MHz, Doppler
frequency becomes fd ≈ 2.4 Hz), the feedback delay can be at most 0.5 ms [78].

Since the CDMA system is interference limited, the system capacity is maximized
by minimizing each mobile to other mobile interference. By capacity, we mean here the
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Figure 6.31 Error probability as a function of diversity with different PCE [77]. Reproduced
from Kong, N. and Milstein, L. B. (1995) Performance of multicell CDMA with power control

error. Proc. IEEE Military Communications Conference, San Diego, CA, pp. 513–517, by
permission of IEEE.

maximum number of simultaneous active users per cell. Interference is minimized when
mobile stations transmit with the minimum possible power by which good quality commu-
nication is achieved. Thus, PC significantly affects the capacity of the CDMA system. In
this section, we introduce papers that present studies on how much imperfect PC reduces
the CDMA system capacity. Wu has shown analytically that the capacity is decreased
by 2.3 dB when the standard deviation of the lognormally distributed, received SIR is
1 dB [79]. Since a variety of system models and parameters are used in the following
papers, numerical results are not directly comparable. We can notice from the results,
however, that even a small error in PC reduces the capacity considerably. In this paper,
it was assumed that the received power is a lognormally distributed random variable.
The inaccuracy of PC is modeled by the logarithmic standard deviation of the received
power, denoted by σ . In Reference [80], the effect of imperfect PC on the capacity was
analyzed in both a single cell and the cellular CDMA system. In the case of the single
cell, the influences of both voice activity detection and processing gain were also taken
into account. Jensen and Prasad established a simple channel model in which the received
power was inversely proportional to the fourth power of the distance [81]. The capacity
was determined as the maximum number of users in a cell with which each received
signal’s SIR, at the base station, is at least (with 99% probability) larger than 7 dB. When
the power-control error was σ = 1 dB, the capacity of the cellular system was observed to
decrease about 50 to 60% compared to the capacity of the system using ideal σ = 0 dB)
PC. Also, the throughput and delay with imperfect PC were investigated for data com-
munications. According to Reference [82], the system capacity diminishes 35% with 5%
probability when the standard deviation is σ = 1 dB. Correspondingly, reduction of the
capacity is 50% with σ = 2 dB. The channel model included long-term attenuation.
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The influence of imperfect PC was introduced in the analytical expression of the
CDMA system MAI in Reference [83]. In a single cell system, the capacity was defined
as the number of users whose error probabilities are at most 0.001. When the standard
deviation was σ = 1 dB, the capacity decreased by approximately 15%. Similarly, when
σ = 1.4 dB, the reduction was about 30%, and almost 60% when σ = 2 dB.

Kudoh investigated the effect of PC on the system capacity by establishing a simulation
model [84]. The channel model included long-term attenuation. The power-control error
was, again, assumed to follow lognormal distribution. When the standard deviation of the
error was σ = 1 dB, the capacity (number of users whose average SIR is greater than
7 dB with 99% probability) was decreased by 31% compared to the system employing
ideal PC.

Correspondingly, the reduction was 61% with σ = 2 dB and 81% with σ = 3 dB. Also,
the effects of a finite dynamic range of PC, restricted base station diversity and nonuniform
user distribution on the capacity were considered.

In the channel model presented in Reference [85], only propagation loss was taken
into account, and the received power was inversely proportional to the fourth power
of distance. In this case, when the standard deviation was σ = 2 dB, the capacity was
observed to decrease by over 50%.

The effect of imperfect PC on the Erlang capacity of the cellular CDMA system was
investigated in Reference [86]. The Erlang capacity was defined as an average number of
users in a cell when the received total interference power at a base station is (with 99%
probability) at most 10 dB greater than the background noise power. When the standard
deviation was chosen, according to field tests, to be σ = 2.5 dB, the Erlang capacity
decreased by 20% compared to the system using ideal PC. Note that σ now indicates
the standard deviation of errors in tracking Rayleigh fading. These errors have a far
smaller impact than errors in tracking long-term fading (as was the case in the papers
discussed previously).

6.8 ADAPTIVE COMMUNICATIONS

Previous discussion was focused on the problem of how the system capacity in CDMA
network can be maximized by using adaptive PC. This concept has been extended to
the possibility of adapting other parameters of the system too, in order to maximize the
system capacity. This has attracted a significant interest of information theory too.

Recently, in Reference [87], the optimal adaptive transmission scheme was derived that
achieves the Shannon capacity for a fading channel. Channel state values were assumed
to be known. The modulation and coding strategy that achieves this capacity is a multi-
plexing technique whereby the coding and modulation transmitted over the channels are
optimized for instantaneous fade levels [87,88]. The resulting transmission scheme is both
variable power and variable rate. The power adaptation in this scheme is a ‘water-filling’
strategy. In particular, when the channel is favorable, more power is allocated for trans-
mission. Conversely, when the channel is not as good, less power is transmitted. If the
channel quality drops below a certain threshold, the channel is not used for that transmis-
sion. Note that if the transmission power optimization is performed in order to obtain, not
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the maximum capacity, but the best error exponent, the optimal power method is different
from the water-filling strategy [89]. It was realized that the capacity difference between
the optimal scheme and the constant power variable-rate scheme was a small fraction of
a decibel for most types of fading [88]. Note that the effect of power adaptation is pro-
nounced in the multiuser case, in which power adaptation affects the interference on other
users [90]. On the other hand, Lau [91] proved that the capacity of the constant-power
variable-rate scheme over a Rayleigh fading channel is the same as with the constant-
power constant-rate technique (only the error exponent can be increased, i.e. the error
probability can be decreased faster with the code block length by adjusting the rate only).
Goldsmith [87] had shown that this is the case for independent and identically distributed
(iid.) fading. In Reference [92], a capacity of a Rayleigh fading channel with Lth-order
independent antenna diversity and maximal ratio combining was evaluated. It was found
that a moderate diversity order (L = 3) is sufficient to approach the AWGN capacity
by less than 1 dB. In Reference [93], it was demonstrated that by using instantaneous
(instead of average) BER constraints, one can obtain constant-power variable-rate policy
that achieves rates comparable to the optimum variable-power variable-rate scheme.

Furthermore, in Reference [94], optimal constant-rate transmission schemes for a block-
fading channel with a strict transmission delay constraint were studied under the assump-
tion, again, that both the transmitter and receiver have perfect channel state information.
In a block-fading channel, the block of several symbols undergoes the same channel state
defined by the fading gain. A code word spans a group of certain amount of blocks,
referred as a frame. The number of blocks in a frame determines the interleaving depth,
and is also considered to be a measure of the overall transmission delay. It should be
emphasized that Goldsmith [87,88] discussed the capacity in a delay-unconstrained (ideal
interleaving) case, and the resulting transmission scheme was variable power and vari-
able rate. The important observation in Reference [94] was that no variable-rate coding
(or ‘multiple-codebook’ transmission) is required in order to achieve the capacity, but that
a constant-rate (single-codebook) variable-power scheme is sufficient. Recall that when
the performance criterion was bit error probability (and no channel coding was included),
the effect of rate adjustment was superior to PC [66]. Also, the ‘delay-limited’ capacity
(a delay-constrained case) over a Rayleigh fading channel was shown to be only 2.5 dB
away from the (delay-unlimited) capacity for high rates in the case of two independent
blocks in a frame and no diversity. Note that the delay-limited capacity is zero when only
one block is included in a frame (no interleaving case) and there is no diversity.

Two suboptimal variable-power constant-rate schemes using channel inversion and
truncated channel inversion were discussed in Reference [88]. Channel inversion adapts
the transmission power to maintain a constant received SNR. This form of power adapta-
tion greatly simplifies the coding and modulation for the fading channel since the channel
with inversion appears as an AWGN channel to the encoder and decoder. However, this
technique suffers a large power penalty since most of the average signal power is used to
compensate for deep fades. In fact, the capacity for channel inversion in Rayleigh fading
is zero. Truncated channel inversion maintains a constant received SNR unless fading falls
below a given cutoff level, at which point a signal outage is declared and no signal is sent.
The capacity of this truncated policy with optimized cutoff level was shown to exhibit
a power loss relative to optimal variable-power variable-rate policy [87] of 1–2 dB in
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Rayleigh fading. However, the corresponding outage probability can be quite high. Thus,
constant-rate transmission with truncated channel inversion approximates a packet radio
protocol, with bursts of high-speed data when the channel is favorable and idle times in
between. Note that the capacity penalties with different suboptimal schemes compared to
the optimal transmission strategy are diminished in the diversity case with an increasing
diversity order [92]. In particular, the channel inversion rather than the truncated channel
inversion method can be a better choice when diversity is available.

The spectral efficiency of the variable-power variable-rate M-ary quadrature amplitude
modulation (MQAM) modulation scheme was also derived and compared to the fading
channel capacity presented above in Reference [88]. The power-control scheme in MQAM
modulation has the same form as the optimal power-control strategy, which achieves
this capacity [88]. There is a constant power gap between the spectral efficiency of the
MQAM modulation scheme and the channel capacity, and this gap is a simple function of
the required BER. The variable-power variable-rate MQAM modulation scheme exhibits
up to 20 dB of gain relative to nonadaptive transmission, in which both the transmission
power and the rate are constant. Note that in Reference [93] it was demonstrated that
a simultaneous optimization of rate and power adaptation under the instantaneous BER
constraint actually yields a constant-power policy when there is no restriction on the
available rates. To improve the spectral efficiency, the coding scheme can be superimposed
on top of adaptive modulation. Achievable rates for adaptive trellis-coded MQAM have
been investigated in Reference [95]. At low BERs, a simple four-state trellis code yields
an asymptotic coding gain of 3 dB, and an eight-state code yields a gain of 3.6 dB.
Finally, adaptive coded modulation comes within 6 dB of the Shannon capacity of the
fading channel with adaptive transmission using a 128-state code. Thus, the constant gap
between the spectral efficiency of adaptive modulation and Shannon capacity cannot be
fully closed. This discrepancy between Shannon capacity and achievable rates arises from
the lack of complexity and implementation constraints inherent to Shannon theory. The
authors in Reference [95], however, believe that by using powerful turbo codes, adaptive
coded modulation will come quite close to the Shannon capacity of fading channels.

In practice, a wireless channel varies over time, which results in a different channel
at the time of data transmission than at the time of channel estimation. Goeckel char-
acterized the effects of this channel variation on the adaptive signaling paradigm [96],
and used this characterization to design adaptive signaling schemes that are effective for
the time-varying channel. He considered uncoded MQAM and trellis-coded modulation
systems with low mobility. The proposed scheme was robust. That is, neither the Doppler
frequency nor the exact shape of the autocorrelation function of the channel fading process
needed to be known. Either a single noiseless outdated fading estimate was available at
the transmitter, or multiple estimates were employed in order to achieve spectral efficiency
gains for systems operating over channels that exhibit higher rates of variation. In the
case of multiple outdated fading estimates, the data rate of the robust adaptive signaling
method can be greatly reduced, and the adaptive signaling, in which the autocorrelation
function is known should be called for.

Although adaptive modulation techniques increase the spectral efficiency (bps Hz−1)
of a single channel, these techniques may also increase cochannel interference levels in
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a cellular system [88]. Adaptive modulation may therefore reduce the area spectral effi-
ciency of a cellular system, defined as its average bps Hz−1 km−2. Indeed, while channel
inversion can significantly reduce the spectral efficiency of a single user relative to opti-
mal adaptation, this type of inversion is necessary in CDMA cellular systems without
multiuser detection to reduce the near–far effect, or because of a signal dynamics restric-
tion in detection. Truncated channel inversion is most effective for channels with large
power fluctuations, and for channels with large background noise, in which multiuser
interference is not the dominant source of errors. In Reference [90], the Shannon capacity
region of the forward-link channel (corresponding to a single isolated cell) is obtained
in fading and AWGN for time-division, frequency-division and code-division multiple
access. The maximum capacity region is achieved by using a variable-power variable-
rate multiresolution code division with successive decoding. However, the capacity region
of the different spectrum sharing techniques is the same if all users have the same trans-
mission power and fading distribution. Spread-spectrum code division with successive
interference cancellation also maximizes spectral efficiency, although bandwidth expan-
sion will result in some rate penalty. The optimality of this multiuser method is, however,
only valid for Shannon capacity bounds, in which the probability of decoding error is
asymptotically small.

SYMBOLS

n – sampling index
P t

n –transmitted power
P ∗

n –reference power
En – power error
An – channel losses
Rn – received power
D – delay
B – error averaging period
fd, fD – Doppler frequency
Eb/N0 – signal-to-noise ratio
PC – power control
� – power step
pr – power command bit error
τ(r,f) – propagation delay (reverse, forward)
u(t) – control action
e(t) – error signal
F { } – fuzzy function
�p – power-control step
LP, MP, SP – large, medium, small (positive)
ZE – zero
SN, MN, LN – small, medium, large (negative)
M(·) – membership function
mb

a – membership element (amplitude)
cb
a – membership element (slope)

T (·) – associated term set
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Ak – region (set of values)
K – number of users
M – Nakagami distribution parameter
Tp – power-control updating interval
λ – power-control error
fs – bandwidth of the transmitted real bandpass signal
(�f )c – the channel coherence bandwidth
L – number of resolvable paths, and L = [fs/(�f )c]
ξ ∼ N(0, σ 2

s ) – shadowing in decibels
rmk – the distance from the kth user in the mth cell to its own base station
r0k – the distance from the kth user in the mth cell to the base station of interest
αlk – the Rayleigh fading r.v. for the kth user and lth path
N – processing gain, defined as N = T/Tc, where Tc is the chip duration and T is the sym-

bol duration
r(T ) – the RAKE receiver decision variable
g1(T ) – multipath interference from the user-of-interest
g2(T ) – multipath and multiuser interference from all other users
γl – instantaneous SINR for the lth resolvable path
λ′ = 1/λ2
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7

Interference suppression
and CDMA overlay

7.1 NARROWBAND INTERFERENCE SUPPRESSION

To get an initial insight into the problem, we assume that the received signal after
frequency down conversion has the form

x(i) = b · c(i) + J (i) + n(i) (7.1)

where at sampling instant iTc, b is data, c(i) is the code, J (i) is the narrowband inter-
ference, Tc is the chip interval and n(i) is the Gaussian noise. The receiver structure is
shown in Figure 7.1. For the two types of filters, from Figures 7.2 and 7.3 we define
vectors of input samples and filter taps as follows:

Xi1
�= [xi, xi−1, xi−2, . . . , xi−L]T

Xi2
�= [xi+M, xi+M−1, . . . , xi+1, xi−1, . . . , xi−M ]T

W1
�= [a1, a2, . . . , aL]T

W2
�= [a−M, a−M+1, . . . , a−1, a1, . . . , aM ]T (7.2)

where T stands for transpose. With this notation, the filter output signal can be represented as

yif = xif − W T
f · Xif (7.3)

where f = 1 for one-sided filter (1SF) and f = 2 for two-sided filter (2SF). In the sequel
index, f can be dropped for simplicity whenever this does not cause any ambiguity. If
the interfering signal is stronger than the sum of Gaussian noise and useful signal, then
the whole process can be interpreted as the estimation of J (i) in the presence of an
equivalent noise. In this case, equation (7.3) can be interpreted as the estimation error.
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The filter coefficients will be evaluated from the condition that the Mean-Square Error
(mse) of the estimation is minimized. So, we first evaluate

y2
i = x2

i − 2xiX T
i W + W TXiX T

i W (7.4)

The mean value can be represented as

ξ = E[y2
i ] = E[x2

i ] − 2E[xiX T
i ]W + W TE[XiX T

i ]W

�= E[x2
i ] − 2PTW + W TRW (7.5)

where

PT �= E[xiX T
i ]

R
�= E[XiX T

i ] = [ρx(k − m)]; k, m = 1, . . . , M (7.6)

where ρx(k − m) is the signal covariance function. To minimize the estimation error, the
filter tap weights are obtained from

∂E[y2
i ]

∂akf

= 0
{

k2 = −M, . . . , −1, 1, . . . , M

k1 = 1, . . . , L
(7.7)

It is straightforward to show that equation (7.7) results in

−2P + 2RW 0 = 0

W0 = R−1P (7.8)

where W0 is the optimum tap weight vector. This equation is well known as the
Wiener–Hopf equation. By taking z-transform of equation (7.3), the filter transfer function
can be represented as

A1(z) = 1 −
L∑

k=1

akz
−k

A2(z) = 1 −
M∑

k=−M
k �=0

akz
−k (7.9)

The signal-to-noise ratio (SNR) improvement factor G is defined as the ratio of the output
SNR to the input SNR.

G = (SNR)out

(SNR)in
(7.10)
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7.2 GENERALIZATION OF NARROWBAND
INTERFERENCE SUPPRESSION

In the previous section, it was shown that the optimum filter coefficients depend on
the input signal correlation. So, if the interfering signal correlation function is specified,
the closed-form solution for the SNR improvement factor can be obtained. This will be
illustrated in this section by modeling the interference as a narrowband first-order autore-
gressive process [1,2]. At the sampling instant iTc, after ideal frequency down conversion,
the filter input signal, for these purposes, can be represented again by equation (7.1).

We assume that instead of the chip-matched filter in Figure 7.1 only a low-pass filter of
bandwidth proportional to 1/Tc is used to limit the noise. The interfering signal {J (i)} is
assumed to be a wide sense stationary stochastic process with zero mean and covariance
sequence {ρi(k)}. At this point, we introduce notation �(a, b) to be a set of integers
between a and b including a and b and �0(a, b), the same set excluding zero. The filter
output signal can be represented as

y(i) =
∑
l∈�

h(l)x(i − l) (7.11)

where � is �(0, M) or 1SF and �(−M, M) for 2SF

h(l) =
{ −al, l �= 0

a0 = 1
(7.12)

and al is defined by equation (7.2). By substituting equation (7.1) into equation (7.11),
we have

y(i) = C0(i) + J0(i) + n0(i) (7.13)

Decision variable U at the input of decision device in Figure 7.1 is formed by multiplying
the filter output signal by code and can be resolved in three components

U =
N∑

i=1

y(i)c(i)

=
N∑

i=1

C0(i)c(i) +
N∑

i=1

J0(i)c(i) +
N∑

i=1

n0(i)c(i)

= U1 + U2 + U3 (7.14)

Under the assumption that signal noise and narrowband interference are mutually inde-
pendent, we have for the average values

E[U1] = b · N,E[U2] = E[U3] = 0 (7.15)
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and bearing in mind that b2 = 1, we have for the variance

var U1 = N
∑
m∈�0

h2(m)

var U2 = N
∑ ∑
m1,m2∈�

h(m1)h(m2)ρi(m2 − m1)

var U3 = N
∑ ∑
m1,m2∈�

h(m1)h(m2)ρn(m2 − m1) (7.16)

where ρi( ) and ρn( ) are covariance functions of the interfering signal and the noise
signal, respectively. For the covariance functions, we have

cov{Ui, Uj } = 0 i �= j (7.17)

The signal-to-noise ratio at the filter output can be expressed as

(SNR)0
�= E2[U ]

var[U ]

= N∑
m∈�0

h2(m) +
∑
m1,

∑
m2∈�

h(m1)h(m2)[ρi(m2 − m1) + ρn(m2 − m1)]
(7.18)

When no suppression filter is used, h(0) = 1, and h(l) = 0 for l �= 0, and we have

(SNR)n0 = N

ρi(0) + ρn(0)
(7.19)

The improvement factor in the performance due to the use of the filter is then the ratio
of equations (7.18 and 7.19)

G = ρi(0) + ρn(0)

∑
m∈�0

h2(m) +
M∑
m1,

M∑
m2∈�

h(m1)h(m2)[ρi(m2 − m1) + ρn(m2 − m1)]

(7.20)

7.2.1 Examples of the interfering signal

For the signal x(i) given by equation (7.1), the covariance function ρ(i) can be expressed as

ρ(i) = δc(i) + ρi(i) + ρn(i) (7.21)
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where δc(i), the Kronecker delta, is the covariance sequence of the pseudonoise (PN)
code. For ρn(i) and ρi(i), we will assume

ρn(i) = σ 2
n δc(i)

ρi(i) = σ 2
i α|i|; 0 < α < 1 (7.22)

where σ 2
n and σ 2

i are the noise variance and the interference variance, respectively. The
power spectral density function φi(ω) is obtained by the Fourier transform of ρi(i) as

φi(ω) = (1 − α2)σ 2
i /2π

|1 − α exp(jω)|2 ; −π ≤ ω ≤ π

= (1 − α2)σ 2
i /2π

1 + α2 − 2α cos ω
(7.23)

and parameter α will characterize the shape of the spectra. The larger the α, the narrower
the spectra, and vice versa. Bearing in mind equations (7.21 and 7.22), we have

ρ(i) = (1 + σ 2
n )δ(i) + σ 2

i α|i| (7.24)

It is straightforward to show that the Wiener–Hopf equation (7.8) for this case becomes

ai(1 + σ 2
n ) + σ 2

i

∑
m∈�0

amα|i−m| = σ 2
i α|i| (7.25)

Solving the filter coefficients from this system of equations is conceptually straightfor-
ward, but rather cumbersome and tedious work. Without going into any further details
one can show that using equation (7.25) to evaluate coefficients ai and then substituting
equation (7.22) in equation (7.23) we have for the filter improvement factor

G1SF = σ 2
n + σ 2

i

σ 2
n + σ 2

i (1 − α2) · (1 − αβ) + (α − β)β2M+1

(1 − αβ)2 − (α − β)2β2M

β = γ −
√

γ 2 − 1

γ = 1

2α

[
(1 + α2) + σ 2

i (1 − α2)

1 + σ 2
n

]
(7.26)
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Figure 7.4 Improvement factor for a first-order autoregressive interference with α = 0.9;
σ 2

n = 0.

for the single-sided filter (1SF) and

G2SF = σ 2
n + σ 2

i

σ 2
n + σ 2

i (1 − α2)
(1 − αβ) + (α − β)β2M+1

(1 − αβ)(1 + α2 − 2αβ) − (α − β)(2α − β − α2β)β2M

(7.27)

for the two-sided filter (2SF), where β and γ are the same as in equation (7.26). As an
illustration, Figure 7.4 presents several curves for the filter improvement factor G with the
given set of the signal and filter parameters (Wiener optimum W/O). Curve D, designated
as upper bound, is obtained for M → ∞.

For the analysis of the mutual influence of Code Division Multiple Access (CDMA)
and narrowband communications network, we will assume the interfering signal to occupy
a multiple frequency band that can be represented as

φi(ω) =



σ 2
i /2πp, ω ∈ Aj, j = 1, . . . , J

0, ω /∈
J⋃

j=1
Aj

(7.28)

where the intervals Ajs are disjoint and their total length
∑J

j=1 |Aj | = 2πp for some
0 < p < 1. The jammer occupies a pth fraction of the signal band. By using the same
procedure as in the previous case, numerical results are shown in Figure 7.5 for p = 20%.
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Figure 7.5 Upper bounds on improvement factor for a multiband interference with 20%
bandwidth occupancy.

7.3 RECURSIVE SOLUTIONS
FOR THE FILTER COEFFICIENTS

For the evaluation of the optimum filter coefficients, defined by equation (7.8) a matrix
inversion is required. This is a computationally intensive operation, and for practical appli-
cations a form of recursive algorithm is preferred. An option is to solve equation (7.8) by
using the recursive procedure. An example is Levinson’s algorithm that can be found in
textbooks on signal processing. Another option is to build up a recursive algorithm that
will evaluate an improved set of filter coefficients in each step. Within this section, we will
discuss the method of steepest descent and the least mean square (LMS) algorithm. The
method of steepest descent uses gradients of the performance surface in seeking its min-
imum. For this reason, we will first extend a little bit of theory presented in this section.

7.3.1 The gradient and the Wiener solution

The gradient of the mse function defined by equation (7.7) will be denoted as

∇ = −2P + 2RW (7.29)

When we set the gradient to zero, we get the optimal Wiener–Hopf solution defined by
equation (7.8). Putting back equations (7.8) to (7.5) gives the minimum mse

ξmin = E[x2
i ] − PTW0 (7.30)
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Now, if equation (7.30) is used back in equation (7.5) we have

ξ = ξmin + (W − W0)
TR(W − W0) (7.31)

This can be further expressed as

ξ = ξmin + V TRV (7.32)

where
V

�= W − W0 (7.33)

is the difference between W and the optimal values W0. Differentiation of equation (7.32)
gives another form of the gradient

∇ = 2RV (7.34)

If Q is the orthonormal modal matrix of symmetric and positive-definite matrix R and 


is its diagonal matrix of eigenvalues


 = diag[λ1, λ2, . . . , λn] (7.35)

then we can write
R = Q
Q−1 = Q
QT (7.36)

Now equation (7.32) becomes

ξ = ξmin + V TQ
Q−1V (7.37)

If we use notation
V ′ �= Q−1V → V = QV ′ (7.38)

equation (7.37) can be expressed as

ξ = ξmin + V ′ T
V ′ (7.39)

and the primed coordinates are therefore the principal axes of the quadratic surface. In
the same way, we may apply transformation (7.38) to vector W itself to get

W ′ = Q−1W → W = QW ′ (7.40)

7.3.2 The steepest descent algorithm

The method of steepest descent updates the filter coefficients in accordance with

Wi+1 = Wi + µ(−∇i ) (7.41)
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where µ is a convergence factor that controls the stability and the rate of adaptation and
∇i is the gradient at the ith iteration. Using the equations (7.34–7.40) in equation (7.41)
we have

V ′
i+1 = (I − 2µ
)V ′

i (7.42)

which after successive iterations for V ′
i becomes

V ′
i = (I − 2µ
)iV ′

in (7.43)

where V ′
in is the initial difference between W and W0

V ′
in = W ′

in − W ′
0 (7.44)

From equation (7.43) one can see that for each component k of the vector V’, the transients
will be geometric with the geometric ratio

rk = (1 − 2µλk) (7.45)

For convergence, it is necessary that

|rmax| = |1 − 2µλmax| < 1 (7.46)

leading to the conditions
1 − 2µλmax > 1
1 − 2µλmax < 1

(7.47)

which results into
1/λmax > µ > 0 (7.48)

In order to determine the time constant of the transients, an exponential envelope is fitted
to a geometric sequence. If the time is normalized to the iteration cycle time, constant τk

can be determined from

rk = (1 − 2µλk) ∼= exp
(
− 1

τk

)
= 1 − 1

τk

+ 1

2!τ 2
k

− 1

3!τ 3
k

+ · · ·

∼= 1 − 1

τk

(7.49)

leading to

τk
∼= 1

2µλk

(7.50)

On the basis of this, the time constant for the process can be defined as the maximum
value of parameter τk

τ = max
k

τk = 1

2µλmin
(7.51)
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For theoretical analysis, the steepest descent can be regarded as a feedback process in
which the gradient plays the role of the vector error signal. The feedback model can be
described by the following set of equations

Wi ⇒ Wi+1| delayed one iteration

Wi+1 = Wi + µ(−∇i + n∇)

∇i = 2R(Wi − W0) = 2RV (7.52)

Gradient noise n∇ takes into account all imperfections in the gradient vector estimation.

7.3.3 The LMS algorithm

In practice, ∇j is not known and has to be estimated. So, the algorithm defined by
equation (7.41) becomes

Wi+1 = Wi + µ(−∇̂i ) (7.53)

where −∇̂i is an estimate of the true gradient ∇i . When the gradient estimate is obtained
as the gradient of the square of a single error sample, we end up with the LMS algorithm.
By taking a derivative of equation (7.4) we have

∇̂i = 2yiy
′
i = −2yiXi (7.54)

and equation (7.53) becomes
Wi+1 = Wi + 2yiXi (7.55)

In some papers yi is denoted as εi and the previous equation gets the more familiar form

Wi+1 = Wi + 2εiXi (7.56)

The condition defined by equations (7.46–7.48) is necessary and sufficient for conver-
gence of the LMS algorithm. Although theoretically correct, in practice, these equations
are not of much use because the individual eigenvalues are rarely known. Since tr R is
the total input power to the weights, a generally known quantity, and since tr R > λmax

as R is positive definite, condition (7.46–7.48) can be replaced by

1/tr R > µ > 0 (7.57)
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Figure 7.6 Power spectra comparison for M = 100 evenly spaced tones
{fm = m/1000,m = 1, . . . , 100}, SNR = −11 dB. Amplitude of the tone cm = 0.5, standard

deviation of the white noise σ = 0.5, order of the whitening filter N = 4.
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Figure 7.7 Power spectra comparison for M = 100 evenly spaced tones {fm = m/1000,
m = 1, . . . , 100}, SNR = −2 dB. Amplitude of the tone cm = 0.1, standard deviation of the white

noise σ = 1.0, order of the whitening filter N = 9.
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Figure 7.8 The frequency response characteristics of the filters with 16-tap and 29-tap
predictors with four bands of interference and a signal-to-interference ratio (SIR)/chip of −20.

As an illustration, for the multiple band interfering signal, represented by equation (7.58)
where M is the number of interferes, the results are shown in Figures 7.6 to 7.8. Because
of the fact that narrowband interference is removed in this process, and that the remaining
signal is a useful signal plus noise that has white spectra, the process is called whitening.

Xk = UP k +
M∑

m=1

cm cos(2πfmk�t + �m) + nk

cm = [2P(fm)�f ]1/2

fm = m�f (7.58)

A number of specific solutions related to interference suppression are given in Refer-
ences [1–53].

7.4 THE LEARNING CURVE
AND ITS TIME CONSTANT

In the transient period, the error yi is nonstationary as the weight vector adapts toward
W0. From equation (7.39), we have

ξi = ξmin + V′
i
T
V′

i (7.59)

The mse ξi is a function of the iteration number i, obtained by averaging over the ensemble
of possible outcomes of ξi at iteration i. Using equation (7.39) in equation (7.59), we have

ξi = ξmin + V′T
in
(I − 2µ
)2iV′

in

= ξmin + VT
in
(I − 2µR)iR(I − 2µR)iVin (7.60)



204 INTERFERENCE SUPPRESSION AND CDMA OVERLAY

As long as the adaptive process is convergent, which is defined by equations (7.46–7.48),
the previous relation will give

lim
i→∞ ξi = ξmin (7.61)

The geometric decay in ξi going from ξin in ξmin will, for the kth vector element, have
a geometric ratio of r2

k where rk is given by equations (7.46–7.48). The time constant
will be

τkmse
�= 1

2
τk = 1

4µλk

(7.62)

The curve obtained by plotting mse against the number of iterations i is called the ‘learning
curve’.

7.4.1 Gradient and weight vector noise

The estimated gradient given by equation (7.54) can be represented as a sum of the true
gradient ∇i and the gradient estimation noise n∇i as

∇̂ = −2yiXi = ∇i + n∇i (7.63)

When Wi = W0, the true gradient is zero, but the algorithm would still make an estimate
in accordance with equation (7.54), which will be now equal to the estimation noise

n∇i = −2yiXi (7.64)

When Wi is represented in 2M + 1 dimensional vector space, for Wi = W0, error yi and
xi are orthogonal (uncorrelated). If they are assumed zero mean Gaussian, yi and xi are
then statistically independent. For such a case, the covariance of n∇i is

Cov[n∇i] = E[n∇inT
∇i]

= 4E[y2
i XiX T

i ]

= 4E[y2
i ] · E[XiX

T
i ]

= 4ξR (7.65)

When Wi = W0, ξ = ξmin and we have

Cov[n∇i] = 4ξminR (7.66)

In the tracking mode, Wi
∼= W0, and we approximate the gradient noise as stationary

and uncorrelated with covariance given by equation (7.66). Projecting the gradient noise
similar to equation (7.38) gives

n ′
∇i = Q−1n∇i (7.67)
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and its variance becomes

Cov[n ′∇i] = E[n ′∇in ′T
∇i]

= E[Q−1n∇inT
∇iQ]

= Q−1Cov[n∇i]Q

= 4ξminQ−1RQ

= 4ξmin
 (7.68)

From equations (7.66 and 7.68), components of n∇i are correlated with each other, while
those of n’∇i are mutually uncorrelated and can therefore be handled more easily. By using
a similar procedure and starting with the second line of equation (7.52), one can show

V ′
i+1 = V ′

i + µ(−2
V ′
i + n ′∇i )

Cov[V ′
i] = µξminI (7.69)

The derivation is based on the fact that near the minimum point of the error surface in
steady state (tracking mode), the mean of V′

i is zero.

7.4.2 Misadjustment due to gradient noise

The mse, represented by equation (7.59), has two components. For Wi
∼= W0, ξi = ξmin,

but owing to random noise in the weight vector ξi will be increased by the factor called
‘excess mse’ designated as ξex and given as

ξex = V′T
i 
V′

i (7.70)

The average excess mse is

E[ξex] = E[V ′T
i 
V ′

i]

=
n∑

k=1

λkE[ϑ ′2
ki] (7.71)

where n is the number of filter taps (n = L for 1SF and n = 2M for 2SF), and ϑ ′
ki is

the kth component of V ′
i . In the tracking mode, E[V ′

i] = 0 and using equation (7.69)
in equation (7.71) gives

E[ϑ ′2
ki] = µξmin, ∀k (7.72)

By using this in equation (7.71), we have

E[ξex] = µξmin

n∑
k=1

λk = µξmintr R (7.73)
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Now we define the ‘misadjustment’ due to gradient noise as the ratio of the average
excess mse to the minimum mse

M
�= E[ξex]

ξmin
(7.74)

Using equation (7.73), we have
M = µtr R (7.75)

This formula is derived for the tracking mode in which Wi
∼= W0. In practice, this works

for as long as M is less than 0.25. One should be aware of the relation between the
misadjustment and the speed of adaptation. From equations (7.73 and 7.75) we have

M = µtr R = µ

n∑
k=1

λk = µnλa (7.76)

where λa is the average of the eigenvalue. From equation (7.62) we have

λk = 1

4µτkmse

⇒ λa = 1

4µ

(
1

τkmse

)
a

(7.77)

Using this in equation (7.76) gives

M = n

4

(
1

τkmse

)
a

(7.78)

which in a special case where all eigenvalues are equal becomes

M = n

4τkmse

(7.79)

Since transients settle in (4–5) time constants, we can say that the misadjustment equals
the number of filter taps divided by the settling time. Most of the time, in practice a 10%
misadjustment would be satisfactory for many engineering applications. Operation with
M = 0.1 can generally be achieved with an adaptive settling time equal to ten times the
length of the filter.

7.4.3 Misadjustment due to nonstationary environment

In this case, the tracking error is due to both the effects of gradient noise and weight-
vector lag caused by time variation of the input signal parameters. The weight-vector
error �W can be expressed as

Vi = �Wi = Wi − W0i

≡ (Wi − E[Wi]) + (E[Wi] − W0i )

= �Wgi + �Wli

= Vgi + Vli (7.80)
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The first component is due to gradient noise and the second component takes into account
weight-vector lag due to nonstationary input signal. W0i stands for the optimum (Wiener)
weight vector, which is now different from iteration to iteration due to the changes of the
input signal parameters. The expectations are averages over the ensemble. Weight-vector
error causes an excess mse. The ensemble average excess mse at the ith iteration given
by equations (7.70 and 7.71) now becomes

E[ξex]i = E[(Wi − W0i )
TR(Wi − W0i )]

= E[V T
i RV i] (7.81)

If Vi is replaced by Vgi + Vli , the previous equation becomes

E[ξex]i = E[V T
giRV gi] + E[V T

li Vli] + 2E[V T
giRV li] (7.82)

Since W0i is constant over the ensemble, one can show by expanding the last form of the
previous equation that

2E[V T
giRV li] = 0 (7.83)

so that equation (7.82) becomes

E[ξex]i = E[ξexg]i + E[ξexl]i (7.84)

where

E[ξexg]i = E[V T
giRV gi] = E[V ′T

gi
V ′
gi]

E[ξexl]i = E[V T
li RV li] = E[V ′T

li
V ′
li] (7.85)

Up to now we have resolved the weight-vector error in two components. The first com-
ponent is caused by the propagation of gradient noise and the second one by the response
of the adaptive process to the random variations of W0i caused by a nonstationary input
signal. In what follows, we will show that increasing the time constant of the adaptive
process diminishes the propagation of gradient noise but at the same time increases the lag
error that results from the random changes in W0i . Equation (7.83) shows that the prop-
agation of gradient noise in the linear feedback system representing the adaptive process
is not affected by the variability of W0i . So, equation (7.73) can be used for evaluation of
the first term of equation (7.85). In order to evaluate the second term of equation (7.85),
we need the statistics of V ′

li = E[W ′
i] − W ′

0i . By combining equations (7.34 and 7.41)
we have

Wi+1 = Wi + µ(−∇i )

= Wi + µ[−2R(Wi − W0i )] (7.86)

which gives
Wi+1 − (I − 2µR)Wi = 2µRW 0i (7.87)
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After premultiplication of both sides by Q−1 we have an alternative form

W ′
i+1 − (I − 2µ
)W ′

i = 2µ
W ′
0i (7.88)

Although time variant, all components of W0i are assumed stationary, ergodic, independent
and first-order Markov. They all have the same variances and the same autocorrelation
functions. In addition to this, since W ′

0i = Q−1W0i and Q−1 is orthonormal, all com-
ponents of W ′

0i are independent and have the same autocorrelation functions as the
components of W ′

0i . On the basis of these assumptions, equation (7.88), having diagonal
form and a driving function whose components are independent, may be treated as an
array of n independent first-order linear difference equations. So, if the z-transform of
W ′

i is W ′(z), from equation (7.88) we have

zW ′(z) − (I − 2µ
)W ′(z) = 2µ
W ′
0(z) (7.89)

which gives for W ′(z) the following expression

W ′(z) = 2µ
(zI − I + 2µ
)−1W ′
0(z) (7.90)

From this relation we get the weight tracking error (W ′
i − W ′

0i ) as

W ′(z) − W ′
0(z) = [2µ
(zI − I + 2µ
)−1 − I ]W ′

0(z) (7.91)

The transfer function defined as the ratio of the weight error vector to the optimum weight
vector becomes

T (z) = W ′(z) − W ′
0(z)

W ′
0(z)

= 2µ
(zI − I + 2µ
)−1 − I (7.92)

Since this equation is diagonal, its kth component gives

Tk(z) = 2µλk(z − 1 + 2µλk)
−1 − 1

= z−1 − 1

1 − (1 − 2µλk)z−1
(7.93)

Tk(z) has zero at z = 1 and a pole at z = 1 − 2µ
k = rk . If, as an example, we assume
that each component of W0i is obtained when independent stationary ergodic white noise
of variance σ 2 is filtered by a one-pole filter having transfer function 1/(1 − az−1), the
overall transfer function for each component of the process Tkg can be represented as

Tkg(z) = z−1 − 1

(1 − az−1)(1 − (1 − 2µλk)z−1)

= z−1 − 1

(1 − az−1)(1 − rkz−1)

=
1−a
a−rk

1 − az−1
+

rk−1
a−rk

1 − rkz−1
(7.94)
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By inversion of this equation into time domain, we get the sampled impulse response of
this transfer function. After that, the variance of the lag error of the kth component of the
primed weight vector can be computed as the sum of the squares of the samples of the
impulse response multiplied by σ 2. The sum of the squares is given as

∑
sq(k) =

∞∑
i=0

[
1 − a

a − rk

ai + rk − 1

a − rk

ri
k

]2

=
(

1

a − rk

)2 [(
1 − a

1 + a

)
+

(
1 − rk

1 + rk

)
+ 2(1 − a)(rk − 1)

1 − ark

]
(7.95)

From equation (7.40) we have

τk = 1

2µλk

= 1

1 − rk

(7.96)

From the process-generating function

τW0 = 1

1 − a
(7.97)

A region of interest would be where

τW0 
 τk, ∀k (7.98)

In other words, the value of µ is set so that the response times of the adaptive weights
are short compared to the time constant of the nonstationary. Under these conditions,
equation (7.95) reduces to

CovV ′
li

∣∣
τW 
τk

= σ 2

2
diag(τk) = σ 2

4µ

−1 (7.99)

and by using equation (7.85), we have

E[ξexl]i = σ 2

2

n∑
k=1

τkλk = nσ 2

4µ
(7.100)

The misadjustment due to lag is

Ml =
(

nσ 2

4ξmin

)
1

µ
(7.101)

Using equations (7.84, 7.75 and 7.101), the total misadjustment is

M = µtr R +
(

1

µ

)
nσ 2

4ξmin
(7.102)
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Solving the equation
∂M

∂µ
= 0 (7.103)

gives the optimal µ as

µ0 =
√

nσ 2

4ξmintr R
(7.104)

7.5 PRACTICAL APPLICATIONS: CDMA
NETWORK OVERLAY

The most important application of the theory shown in this chapter is military systems. In
the presence of the extremely high level of interference due to jamming, the receiver has
to apply this kind of preliminary interference suppression in order to get to the operating
point where processing gain would be enough to handle the residual interference. Besides
these applications, some research projects are also looking into a possibility to overlay a
wideband W-CDMA and the existing narrowband systems. In the sequel, we will present
such a system with parameters that are mainly based on Reference [54].

7.5.1 Application scenario

In many locations, the capacity of a large macrocell is insufficient to support all the
demands for service. In an analogue system [like AMPS (American mobile phone sys-
tem)] with the 12.5 MHz allocated for each cellular service in an area, there are a
possible 416 channels, each 30 kHz wide. With a 7-frequency reuse pattern, this becomes
59 channels per cell. In high traffic environments, the cell is usually subdivided into three
120 sectors, with 18 or 19 channels per sector, plus three control/access channels. In
order to provide additional capacity for hot spots at, say, shopping malls, office plazas,
transportation hubs, and so on, microcells serving limited areas are desirable. A possible
scenario is shown in Figure 7.9.

7.5.2 Cell parameters

The macrocell antenna has height Ha, which is considerably higher than that of the
microcell, Hc. In the example, a simple two-ray propagation model is used. This leads
to propagation loss proportional to R−2 before and R−4 after a breakpoint distance given
by 4hthr/λ, in which ht and hr are the transmit and receive antenna heights, respectively.
The microcell radius RC = 4HmHC/λ was selected, in which Hm is the mobile antenna
height. This is primarily for ease of calculation and may not be the optimum design. With
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Figure 7.9 Microcell underlay geometry.

the wavelength λ = 1 ft. and Hm = 5 ft., we have RC = 20HC. The effects of shadow loss
are ignored for analytical simplicity.

7.5.3 System parameters

For the number of analog users M = 0, 8, and 16, the following parameters of the system
were considered:

Microcell radius RC = 0.1RA

Macrocell antenna height 4X microcell antenna height (δ = 0.25)
CDMA bandwidth BC = 10 MHz
Analog bandwidth BA = 15 kHz
Spread spectrum gain K = 666
Chip rate fC = 8 Mcps
Bit rate fb = 8 kbps
Processing gain G = 1000
Channel activity factor α = 0.75 (with overhead)
Required mobile Eb/N0 �CM = 4.5 dB
Required analog mobile

carrier-to-interference ratio (CIR)
�AM = 17 dB due to

CDMAinterference

The required CDMA mobile Eb/N0 of 4.5 dB assumes the use of the interleaved, rate
1/2 convolutionally encoded data with constraint length 7. Fast closed-loop power control
is assumed to compensate for multipath fades, resulting in an approximately constant
signal level. In that case, a 3 dB Eb/N0 is required to provide an acceptable bit error rate
(BER) of 0.001. This leaves a 1.5-dB margin for implementation loss and power control
inaccuracies.

Figure 7.10 represents possible additional capacity in microcells versus the normalized
distance of the microcell base station from the base station of the macrocell [54]. One
can see a significant capacity achievable in this system. Figure 7.11 shows the power
ratio of CDMA microcell-to-analog macrocell base stations. Figures 7.12 and 7.13 show
significant improvement in the capacity if notching of the analog user is used.
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Figure 7.10 CDMA microcell forward link capacity versus normalized distance from macrocell
base, for various macrocell usage.

0.2 0.3 0.4       0.5        0.6       0.7 0.8 0.9

−10

−20

−30

−40

−50

0 

P
ow

er
 r

at
io

  (
dB

)

M = 0 

M = 4 

M = 8 

M = 16 

Normalized distance  (d = D/RA) 

Figure 7.11 CDMA microcell-to-analog macrocell base transmit power ratio versus normalized
distance from macrocell base, for various macrocell usage.
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Figure 7.12 CDMA microcell forward link capacity with fixed power versus normalized
distance, with 20 dB notch filter depth.
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Figure 7.13 CDMA microcell forward link capacity versus normalized distance from the
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8

CDMA network

In this chapter, we initiate discussion on CDMA network capacity. The issue will be
revisited again later in Chapter 13 to include additional parameters in a more comprehen-
sive way.

8.1 CDMA NETWORK CAPACITY

For initial estimation of CDMA network capacity, we start with a simple example of
single cell network with n users and signal parameters defined as in the list above.

If αi is the power ratio of user i and the reference user with index 0, and Ni is the
interference power density produced by user i defined as

αi = Pi/P0, i = 1, . . . , n − 1

Ni = Pi/Rc = PiTc = αiP0Tc (8.1)

then the energy per bit per noise density in the presence of n users is(
Eb

N0

)
n

= Eb

N0 +
n−1∑
i=1

Ni

(8.2)

If (Eb/N0)R is the required single-user Eb/N0 necessary to make the n-user signal-to-
noise ratio (SNR), namely, (Eb/N0)n equal to (Eb/N0)1, then we have(

Eb

N0

)
n

= (Eb/N0)R

1 + G−1(Eb/N0)R

(
n−1∑
i=1

αi

)

=
{

(Eb/N0)
−1
R + G−1

(
n−1∑
i=1

αi

)}−1

(8.3)
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where G
�= Tb/Tc = Rc/Rb is the so-called system processing gain. At the point where

(Eb/N0)n = (Eb/N0)1, equation (8.3) gives

(
Eb

N0

)
R

= (Eb/N0)1

1 − G−1(Eb/N0)1

(
n−1∑
i=1

αi

) (8.4)

and the degradation factor DF can be represented as

DF = (Eb/N0)R

(Eb/N0)1
= 1

1 − G−1(Eb/N0)1

(
n−1∑
i=1

αi

) (8.5)

For n equal-power users, and no coding we have αi = 1 for all i, and equation (8.5) becomes

DF = 1

1 − (n − 1)G−1(Eb/N0)1(
Eb

N0

)
n

= (Eb/N0)R

1 − (n − 1)G−1(Eb/N0)R
(8.6)

For large values of (Eb/N0)R,

lim
(Eb/N0)R→∞

(
Eb

N0

)
n

= G

(n − 1)
, n ≥ 2 (8.7)

This is the largest value that the SNR = (Eb/N0)n can attain. With this motivation, we
define the multiple-access capability factor (MACF) as G/(n − 1) normalized by the SNR,
(Eb/N0)n.

MACF
�= G

(n − 1)

(
Eb

N0

)−1

n

(8.8)

which can also be expressed as

MACF
�= G

(n − 1)

(
Eb

N0

)−1

n

= G

(n − 1)

(
Eb

N0

)−1

R
(8.9)

As long as the desired SNR, namely, (Eb/N0)n, is such that the left-hand side is greater
than or equal to one, we can achieve that SNR by appropriately adjusting (Eb/N0)R in
the right-hand side. If the left-hand side is less than one, however, no value of (Eb/N0)R

will give the desired value of (Eb/N0)n. An example of the system performance is shown
in Figure 8.1. One can see that for G = 100 and 1000 the maximum number of users
that can be accommodated with finite DF is 10 and 100, respectively. In other words, the
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system capacity C (maximum number of users) is about 10% of the processing gain in
the system, C ∼= 0.1G.

If we now assume n = 2 users of different powers, and set α = P1/P0 The DF becomes

DF = [1 − αG−1(Eb/N0)2]−1 (8.10)
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It shows that the performance is equivalent to n users for the equal-power example when
we substitute α = n − 1. In other words, having two users one of which is α times stronger
is equivalent to having additional (n − 1) users of the same power.

This is to be expected, particularly since we have modeled additional users as adding
more broadband noise. This is the first time where we explicitly demonstrate the impor-
tance of near–far effect and the role of power control discussed in Chapter 6. These
results are demonstrated in Figure 8.2. Figure 8.3 demonstrates the same results for the
system with coding. In general, more coding would require less S/N ratio for the same
performance, which means that more users can be brought into the system, C ∼= 0.4G.

8.2 CELLULAR CDMA NETWORK

In this section, we extend our analysis on a whole cellular network. In such a network
users communicate through a central point, the base station (BS) placed usually in the
middle of an area called cell. The link between the mobile and BS is called reverse or
uplink and between the BS and mobile is called forward or downlink. These two links
may be separated in frequency, which is referred to as frequency division duplexing
(FDD) or in time, referred to as time division duplexing (TDD). The basic block diagram
of the system transmitter is shown in Figure 8.4 and the network layout, composed of a
collection of cells is shown in Figure 8.5.
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Figure 8.4 Cellular system simplified block diagram: (a) reverse link subscriber
processor/transmitter, (b) forward link cell-site processor/transmitter.

For the initial discussion we assume single cell scenario and existence of:

1. Pilot signal in the forward (cell-site-to-subscriber) direction.
2. Initial power control by the mobile, based on the level of detected pilot signal. The

mobile adjusts its output power inversely to the total signal power it receives.

This, plus closed loop control, described in Chapter 4, should justify the assumption
that at the BS all received signals have the same power S. Under this assumption SNR,
and energy per bit per noise density in the network with N users can be expressed as

SNR = S

(N − 1)S
= 1

N − 1
(8.11)

Eb/N0 = S/R

(N − 1)S/W
= W/R

N − 1
∼= G

N
(8.12)

If the presence of thermal noise is also taken into account, we have

Eb/N0 = W/R

(N − 1) + (η/S)
(8.13)
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Figure 8.5 Cell geometrics: (a) reverse link geometry, (b) forward link geometry.

For a given Eb/N0, required for a certain bit error rate (BER), the number of users is

N = 1 + W/R

Eb/N0
− η

S
∼= G

Eb/N0
(8.14)

where R is the bit rate, W is the bandwidth proportional to chip rate, G is the processing
gain G = W/R and η is Gaussian noise (thermal noise) power density. This very simple
expression shows that the system capacity measured in number of users is inversely
proportional to Eb/N0 required for a certain quality of service (QoS). This explains why
the equipment in a CDMA network should use everything available in the modern signal
processing technology to keep this level as low as possible. Powerful coding, antenna
diversity and advanced signal processing including multiuser detectors are considered for
these applications. In order to extend the previous analysis on a network of cells we make
the following assumptions:

For the reverse direction, noncoherent reception and dual antenna diversity are used.
The required Eb/N0 = 7 dB (constraint length 9, rate 1/3 convolution code) [1].

The forward link employs coherent demodulation by the pilot carrier. Multiple trans-
mitted signals are synchronously combined. Its performance in a single cell system will
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be much superior to that of the reverse link. For a multiple-cell system, however, other
cell interference will tend to equalize performance in the two directions.

Using directional antennas at the cell site both for receiving and transmitting signals
is assumed. With three antennas per cell site, each having 120◦ effective beamwidths, the
interference sources seen by any antenna are approximately one-third of those seen by an
omnidirectional antenna. Using three sectors, the number of users per cell is N = 3NS.

If voice activity is monitored and a signal is transmitted only if there is a signal at
the output of the microphone, the level of interference will be in average reduced, and
equation (8.13) becomes

Eb

N0
= W/R

(NS − 1) ∝ +(η/S)
(8.15)

where ‘the voice activity factor’ ∝ = 3/8.

8.2.1 Reverse link power control

Prior to any transmission, each of the subscribers monitors the total received signal power
from the cell site. According to the power level it detects, it transmits at an initial level
that is as much below (above) a nominal level in decibels as the received pilot power
level is above (below) its nominal level. Experience has shown that this may require a
dynamic range of control on the order of 80 dB. Further refinements in power level in
each subscriber can be controlled by the cell site, depending on the power level it receives
from the subscriber (20 dB dynamics). For these purposes a closed loop power control
of the type described in Chapter 4 is used. In multiple-cell CDMA the interference level
from subscribers in the other cells varies not only according to the attenuation in the path
to the subscriber’s cell site, but also inversely to the attenuation from the interfering user
to his own cell site. This may increase, or decrease, the interference to the desired cell
site through power control by that cell site.

8.2.2 Reverse link capacity for multiple-cell CDMA

The generally accepted model for propagation is as follows:

• The path loss between the subscriber and the cell site is proportional to 10(ξ/10)r−4.
• r is the distance from the subscriber to the cell site.
• ξ is a Gaussian random variable with standard deviation σ = 8 and with zero mean.
• Within a single cell the propagation may vary from inverse square law, very close to

the cell antenna, to as great as the inverse of 5.5 power, far from the cell in a very
dense urban environment such as Manhattan.

The cell geometry is shown in Figure 8.5
In order to reach its own BS with power level S, the user with index m would have

to transmit power Pm. This can be represented as

S = Pm

(
10ξm/10

r4
m

)
(8.16)
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This signal will at the same time represent interference at the reference site that can be
represented as

I (r0, m) = Pm

(
10ξ0/10

r4
0

)
(8.17)

By substituting Pm from equation (8.16) to equation (8.17) we have

I (r0, rm)

S
=

(
10(ξ0/10)

r4
0

) (
r4
m

10(ξm/10)

)

=
(

rm

r0

)4

10(ξ0−ξm)/10 ≤ 1 (8.18)

ξ0 and ξm are independent so that the difference has zero mean and variance 2σ 2.

Signal to noise ratio

Eb/N0 given by equation (8.13) in the reverse link now becomes

Eb/N0 = W/R

Ns−1∑
i=1

χi + (I/S) + (η/S)

(8.19)

where the first term in the nominator represents intracell interference with

χi =
{

1, with probability ∝
0, with probability 1− ∝ (8.20)

Parameter I represents other (multiple) cell user interference approximated as Gaussian
random variable with E(I/S) ≤ 0.247Ns and var(I/S) ≤ 0.078Ns [1]. Parameters W /R
and S/η, are constants.

Outage probability

If we define
P = Pr(BER < 10−3) = Pr(Eb/N0 ≥ 5) (8.21)

then the system outage probability is defined as

1 − P = Pr(BER > 10−3) = Pr

(
Ns∑
i=1

χi + I/S > δ

)

where

δ = W/R

Eb/N0
− η

S
, Eb/N0 = 5 (8.22)
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Since the random variable χi has binomial distribution and I/S is a Gaussian variable,
the averaging gives

1 − P =
Ns−1∑
k=0

Pr
(
I/S > δ − k

∣∣∣∑ xi = k
)

Pr
(∑

xi = k
)

=
Ns−1∑
k=0

(
Ns − 1

k

)
∝k (1− ∝)Ns−1−kQ

(
δ − k − 0.274Ns√

0.078Ns

)
(8.23)

This equation is represented graphically in Figure 8.6 for the system parameters from
the standard IS-95. The standard is presented in more detail in Chapter 16. If we accept
outage probability of 1%, the system capacity becomes 37 for the sector that repre-
sents 37/(W/R) ∼= 20% of processing gain, 0.2G. For Universal Mobile Telecommuni-
cation System (UMTS) standard, this number would be modified by two factors. From
equation (8.14) the capacity in UMTS would be three times larger (Gw) owing to the three
times larger chip rate. This effectively is not a gain because with three IS-95 systems in
the same bandwidth, the capacity would be also increased three times.

The real improvement would come from the fact that by using three times larger chip
rate, the multipath resolution would be better and the RAKE receiver (with gain GRAKE)
would be more effective, requiring lower Eb/N0. These issues will be discussed later.

At this point it would be worth comparing the capacity of CDMA and time division
multiple access (TDMA) system [like global system of mobile communication (GSM)].
GSM uses 200 kHz bandwidth for 8 users. In the band of 1.2 MHz (6 times 200 kHz) it
would be possible to accommodate 6 × 8 = 48 ∼= 50 users. One should be aware that the
frequency reuse factor in TDMA network would be 7 as opposed to 1 in CDMA network
which makes the normalized equivalent capacity of GSM in 1.2 MHz bandwidth 50/7 ∼=
7 as opposed to 37 obtained in CDMA network.
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Figure 8.6 Reverse link capacity/sector (W = 1.25 MHz, R = 8 kbps, voice activity = 3/8).
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For a fair comparison, one should be aware that GSM codec uses 13 kbit as opposed
to 8 used in the previous calculus for CDMA, which reduces 37 by a factor of 8/13. The
intention of this discussion is not to offer at this stage a final statement about the capacity
but rather to give some initial elements relevant for this discussion. The numbers will
be modified throughout the following chapters. They will be increased by a number of
sophisticated algorithms for signal processing and also reduced by a number of sources
of degradation, due to imperfections in the implementation of these algorithms.

8.2.3 Multiple-cell forward link capacity with power allocation

We assume that measurement by the mobile of its relative SNR, defined as the ratio of
the power from its own cell-site transmitter to the total power received, is available.

Measurements can be transmitted to the selected (largest power) cell site when the
mobile starts to transmit. On the basis of these two measurements, the cell site has
reasonably accurate estimates of ST1 and

∑K
i=1 STi

, where

ST1 > ST2 > · · · > STK
> 0 (8.24)

are the powers received by the given mobile from the cell-site sector facing it. ST1 is
the total power transmitted from the cell site. The remainder of ST1 as well as the other
cell-site powers are received as noise. Thus for user i, Eb/N0 can be lower bounded by(

Eb

N0

)
i

≥ β∅iST1/R



 K∑

j=1

STj


 + η


 /W

(8.25)

There is inequality because the interference includes the useful signal too. β is the fraction
of the total cell-site power devoted to subscribers (1 − β is devoted to the pilot). ∅i is
the fraction of this devoted to subscriber i. From equation (8.25) we have

∅i ≤ (Eb/N0)i

βW/R


1 +




K∑
j=2

STj

ST1




i

+ η

(ST1)i


 (8.26)

where
Ns∑
i=1

∅i ≤ 1 (8.27)

Outage probability

The relative received cell-site power measurements are defined as

fi
�=


1 +

K∑
j=2

STj
/ST1




i

, i = 1, . . . , NS (8.28)
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and from equation (8.27) we have

Ns∑
i=1

fi ≤ βW/R

Eb/N0
−

Ns∑
i=1

η

ST1

�= δ′ (8.29)

If we take β = 0.8 to provide 20% of the transmitted power in the sector to the pilot signal
and use the required Eb/N0 = 5 dB to ensure BER ≤ 10−3, then the outage probability
can be represented as

1 − P = Pr(BER > 10−3) = Pr

(
Ns∑
i=1

fi > δ′
)

(8.30)

8.2.4 Histogram of forward power allocation

By using the propagation model [1] defined as

10(ξk/10)r−4
k

k = 0, 1, 2, . . . , 18 (8.31)

for each sample, the 19 values were ranked to determine the maximum (ST1), after which
the ratio of the sum of all other 18 values to the maximum was computed to obtain fi − 1.
This was repeated 10 000 times per point for each of 65 equally spaced points on the
triangle. From this, the histogram of fi − 1 was constructed and the results are shown in
Figure 8.7.
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Figure 8.7 Histogram of forward power allocation [1]. Reproduced from Gilhousen, K. S.,
Jacobs, I. M., Padovani, R., Viterbi, A. J., Weaver, L. A. and Wheatley, C. E. (1991) On the

capacity of a cellular CDMA system. IEEE Trans. Veh. Technol., 40(2), 303–312, by permission
of IEEE.
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Figure 8.8 Forward link capacity/sector (W = 1.25 MHz, R = 8 kbps, voice activity = 3/8, pilot
power = 20%).

Outage probability

From this histogram the Chernoff upper bound is obtained as

1 − P ≤ min
s>0

E exp

[
s

Ns∑
i=1

fi − sδ′
]

= min
s>0

[
(1− ∝)+ ∝

∑
k

Pk exp(sfk)

]Ns

e−sδ′
(8.32)

where E stands for expectation, Pk is the probability (histogram value) that fi falls in the
kth interval. The result of the minimization over s based on the histogram is shown in
Figure 8.8. The results are obtained for IS-95 systems parameters. Discussion for UMTS
standard is already presented in the section for reverse link capacity.

8.3 IMPACT OF IMPERFECT POWER CONTROL

We start with the cellular network shown in Figure 8.9. The signal received from cell j

in mobile i can be represented as

Iij = Pp · r−n
ij · 10(ξ/10) (8.33)
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Figure 8.9 Hexagonal cell layout.

where Pp is the transmitted pilot signal power of a BS, rij is the distance between ith
mobile and j th BS, n is the propagation constant, ξ is a random variable corresponding to
shadowing, which is lognormally distributed with a mean of 0 dB and standard deviation
of σs dB. The ith mobile transmitter transmits signal to a BS whose pilot signal power
received by the mobile receiver satisfies

Ai = max
j

(Iij ) (8.34)

If in equation (8.18) power S is not perfectly controlled and the real received power can
be represented as

Si → S10δi/10 (8.35)

where δi (in decibels) denotes the control error in the transmitter power, then by using
the same steps as in Section 8.2 instead of Figure 8.6 we get the results shown in
Figure 8.10 [2,3].

Set of parameters used to generate Figure 8.10 is: power control error 10δi/10 has a
lognormal pdf with a standard deviation of σE, spread-spectrum bandwidth is 1.25 MHz,
the information bit rate was 8 kbps, the speech activation factor α was 3/8, the required
Eb/N0 was 7 dB, the values of the propagation constant n and shadowing standard devi-
ation σs used are n = 4 and σs = 8 dB. One can see significant losses due to imperfect
power control.

8.3.1 Forward link TPC

We assume that all the transmitted signals (including pilot signal) arrive at the i-mobile
station with power PM(i, j) of

PM(i, j) = Pt · r−n
ij · 10(ξ/10) (8.36)
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Figure 8.10 Reverse link capacity under imperfect TPC.

where Pt is the total transmitted power (including pilot signal) from BS j . Assume that
before the forward link transmitter power control (TPC) is performed, φi × 100% of the
j th BS transmitter power was assigned to communicate with the ith mobile station.

The interference signal power is the sum of each of the signal powers arriving at the
mobile receiver except that of the desired signal. If β × 100% of the total transmission
power is used for signal transmission to all the mobile stations communicating with the
j th BS (1 − β is used for the pilot signal transmission), the received signal-to-interference
ratio (SIR) of the ith mobile receiver can be expressed as

1

SIR
∼=

m∑
j=1

PM(i, j)

β · φi · PM(i, j)
(8.37)

If the power ratio of the ith receiver (φi) is modified

φ′
i
∼= φi

n∑
i=1

ψi · φi

(8.38)

by the forward link TPC for all mobile receivers, they receive their desired signals with
the smaller SIR. Because of control error, the power ratio φ′

i deviates from its correct
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value as

φ′
i = 10(δi/10) · φi

n∑
i=1

ψi · 10(δi/10) · φi

(8.39)

where δi (in decibel) denotes the control error in the transmitter power assignment. The
required forward link communication quality is realized if

1

SIR
∼=

m∑
j=1

PM(i, j)

β · φ′
i · PM(i, j)

� W

R

1

Eb/N0
(8.40)

The outage probability calculated with the same procedure as in Section 8.2 is now
represented in Figure 8.11.

In the analysis shown in Section 8.2, parameters E(I/S) and var(I/S) were calculated
under the assumption that the users were uniformly distributed within the cell. If the
distribution is modified, for example, as shown in Figure 8.12, the outage probability
will be modified accordingly as shown in the same figure. The new distribution from
Figure 8.12 means that the users from surrounding cells are concentrated within the belt
of width ar close to the reference cell.

In equation (8.20) parameters E(I/S) and var(I/S) were calculated under the assump-
tion that the propagation factor n = 4 and the standard deviation of shadowing σ = 8 dB.
If n and σ are changed in a certain range, these parameters will change as shown in
Figures 8.13 and 8.14.
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The impact of variation in n and σ on carrier-to-interference ratio, and the number of
users in a cell are shown in Figures 8.15 to 8.17.

8.4 CHANNEL MODELING IN CDMA NETWORKS

In general, fading channel can be characterized by multipath propagation and the impulse
response of such a channel can be represented as

h(t, τ ) =
N(τ)−1∑

k=0

ck(t)δ(τ − τk(t))e
jθk(t)

ωD(t) = ∂θ(t)/∂t (8.41)

where N (τ ) is the number of paths, ck(t) is the path intensity coefficient and τk and θk its
delay and phase. Different channel coefficients can vary in time as shown in Figure 8.18.

8.4.1 Distribution of the arrival time sequence

In theory, different functions are used for the distribution of the arrival time sequence
such as

• Standard Poisson model
• Modified Poisson – the �–K model
• Modified Poisson-nonexponential interarrivals
• The Neyman–Scott clustering model
• The Gilbert’s burst model
• The pseudo-Markov model

c1

c2

c3

c4

Figure 8.18 Variation of channel coefficients in time.
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Table 8.1 Suburban area

Probability
Excess delay (µs)

Number of paths 0–0.78 0–1.56 0–6.24
2 0.12 0.1 0.08
4 0.2 0.18 0.18
6 0.1 0.11 0.13

Table 8.2 Urban area

Probability
Excess delay (µs)

Number of paths 0–0.78 0–1.56 0–6.24
4 0.05 0.02 0
6 0.17 0.05 0.02
8 0.25 0.1 0.04

10 0.02 0.12 0.06
12 0 0.11 0.08
14 0 0.08 0.08
16 0 0.03 0.08

8.4.2 Distribution of the number of paths

Probability of finding N paths (echos) in the delay window (excess delay) is given in
Tables 8.1 and 8.2 for suburban and urban areas, respectively. These probabilities are
presented graphically in Figures 8.19 and 8.20. The correlation between the paths is
presented in Figure 8.21.

This gives you a rough picture of how many fingers of a RAKE receiver will be used
and with what probability.

8.4.3 The mean excess delay and the root mean square (RMS) delay spread

The expected delays for different environments are

• 20–50 ns – small and medium size office buildings
• <100 ns – university buildings
• 30–300 ns – factory environments
• <1 µs – rural area
• 1–5 µs – suburban area
• 10–20 µs – urban area
• <100 µs – (rarely) mountainous/hilly regions.
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Figure 8.19 Probability of path occurrence: (a) suburban locality, (b) urban locality.

8.4.4 The path loss

For a macrocell, the path losses are modeled as

10ξ/10r−n (8.42)

ξ is a Gaussian variable with standard deviation σ = 8 and zero mean and n = 2 (rural)
to 5.5 (urban).

For indoor communications model r−n is used with 2 < n < 12.
r n

1–10 m 2
10–20 m 3
20–40 m 6
>40 m 12
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8.4.5 Voice activity factor

The voice statistics are shown in Table 8.3.
On the basis of this, the voice activity factor is in the range

∝= talk spurt

pause + talk spurt
∼= 0.4 − 0.5 (8.43)

For the relative channel coefficient intensities we use CODIT (COde DIvision Test bed)
model [4]. For macro-, micro- and picocells the results are shown in Tables 8.4 to 8.6,
respectively. The results are also shown graphically in Figures 8.22 to 8.24, respectively.
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Figure 8.21 Correlation coefficients of echo strengths: (a) urban, (b) suburban.
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Table 8.3 Average talk spurts and pauses based on the
study by Brady

Threshold −45 dB −40 dB −35 dB
Talk spurt (ms) 1311 1125 902
Pause (ms) 1695 1721 1664

Table 8.4 CODIT channel model realization in COST 207 format

Tap Relative delay (ns) Relative power (dB) Doppler spectra

1 100 −3.2 CLASS
2 200 −5.0 CLASS
3 500 −4.5 CLASS
4 600 −3.6 CLASS
5 850 −3.9 CLASS
6 900 0.0 CLASS
7 1050 −3.0 CLASS
8 1350 −1.2 CLASS
9 1450 −5.0 CLASS

10 1500 −3.5 CLASS

Macrocellular channel

In the table CLASS refers to Jack’s classical model with channel correlation function
ρ(τ) = J0(wDτ), where wD is the Doppler and J0 is the zero-order Bessel function.
These results are obtained with the signal bandwidth of 20 MHz, so that the maximum
resolution between paths is 50 ns. In UMTS, the chiprate is 3.84 Mchips and these results
will be modified by combining a number of paths into one equivalent path. This will be
discussed later in the book.

Microcellular channels

Table 8.5 CODIT microcell channel model using COST 207 format

Tap Delay (ns) Average power (dB) Doppler spectrum Ricean factor (dB)

1 0 −2.3 RICE −7.3
2 0 0.0 RICE −3.5
3 0 −13.6 CLASS –
4 50 −3.6 RICE −3.5
5 50 −8.1 CLASS
6 100 −10.0 CLASS
7 1700 −12.6 RICE −2.2
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Picocellullar channels
Table 8.6 CODIT picocell channel model using COST 207 format

Tap Relative delay (ns) Relative power (dB) Doppler spectra

1 0 −3.6 CLASS
2 50 0.0 CLASS
3 100 −3.2 CLASS

8.4.6 Static path loss models

Macrocells

The path losses are characterized by equation (8.42). Values for the loss exponent n are
in the range from 3.0 to 5.0 depending on the environment. Value n = 3.6 is used in the
CODIT model. In addition, there is the shadowing effect. A Gaussian random variable, ξ

(dB), is used for modeling this long-term loss, (see equation (8.42)). In CODIT project [4]
the proposal is to use a mean and variance as follows:

〈ξ 〉 = 0 dB

σξ = 6 dB(8.44)

The resulting path loss in dB is computed as

Lmacro = ξ + 3.6 · 10 log(r)(dB) (8.45)

Microcells

In this case, a three-slope path loss model is used as follows:

LLoS1 = Lb + 20 · nLoS1 · log(x/Rb) x ≤ Rb, LoS

LLoS2 = Lb + 40 · nLoS2 · log(x/Rb) x > Rb, LoS
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Figure 8.22 Impulse responses of the CODIT macrocell channel model.
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Figure 8.24 Impulse responses of the CODIT picocell channel model.

LnLoS = LLoS(xcorner) + Lcorner

+ 10 · nnLoS · log(x/xcorner) nLoS (8.46)

In equation (8.46) nLoS1, nLoS2, and nnLoS denote each segment slope, where LoS and
nLoS refer to line of sight and nonline of sight. Distance from the transmitter to the
receiver is measured along the street path, x. If in a nLoS situation the distance from the
transmitter to the corner is xcorner, the breakpoint distance is given as

Rb = 4 · hb · hm

λ
(8.47)

where hb and hm are the heights of base and mobile stations, respectively.

Lb =
∣∣∣∣20 · log

(
λ2

8 · π · hb · hm

)∣∣∣∣
Lcorner = −0.1 ws + 0.05xcorner + 20

nnLoS = −0.05 ws + 0.02xcorner + 4 (8.48)
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For the microcellular scenario ws = 30 m. As a typical example let us assume wavelength
of λ = 0.15 m. If the mobile station (MS) and BS antenna heights are defined as hbhm =
11.25 m2, then we have

Rb = 300 m

Lb = 82 dB

Lcorner = 17 + 0.05xcorner

nnLoS = 2.5 + 0.02xcorner

nLoS1 = 1

nLoS2 = 2 (8.49)

LLoS1 = 82 + 20 · log
( x

300

)
x ≤ 300, LoS

LLoS2 = 82 + 40 · log
( x

300

)
x > 300, LoS

LnLoS = LLoS(xcorner) + 17 + 0.05xcorner

+ (25 + 0.2xcorner) log
(

x

xcorner

)
nLoS (8.50)

As in the case of macrocells, the shadowing effect is modeled by 10ξ/10, where ξ is again
a Gaussian random variable with

〈ξ 〉 = 0 dB and σξ = 4 dB (8.51)

Picocells

In this case the Motley–Keenan model is used

Lpico = L0 + 10n log(x) +
J∑

j=1

Nwj
·Lwj

+
I∑

i=1

Nfi ·Lfi (8.52)

L0 denotes the loss at the reference point (at 1 m) and n is the power decay index. x

represents the transmitter to receiver path length. Nwj and Nfi denote the number of walls
and floors, respectively, of different kinds that are traversed by the transmitted signal. Lwj

(dB) and Lfi (dB) represent their corresponding losses factors. Typical values for these
parameters are

L0 = 37 dB

n = 2

Lf = 20 dB

Lw = 3 dB (8.53)
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This yields
Lpico = 37 + 20 log(x) + 3Nw + 20Nf (dB) (8.54)

Unlike macro- and microcellular environments, no shadowing is modeled in picocells. This
model is widely accepted for modeling the picocellular path loss. It yields to excessive
losses predictions when a corridor is involved. This is due to a certain waveguide effect
present in corridors.

8.4.7 Dynamic path loss models

Dynamic lognormal shadowing

The shadowing effects are usually modeled with a lognormal law. Dynamic behavior is
controlled by a proper correlation (autoregressive) model

sh(n) =
√

(1 − ρ2) · a(n) + ρ · sh(n − 1) (8.55)

where a(n) is the sample of a lognormal law. The correlation factor ρ is in the range
between 0 and 1. Evaluation of the correlation factor is based on propagation mea-
surements. The concept of a decorrelation length distance where the autocorrelation
(or autocovariance) function of the long-term fading is equal to 0.5 is used. Decorre-
lation lengths have been evaluated for each environment (20 m in rural areas and 5 m in
metropolitan areas). In the system simulation the decorrelation profile is introduced so
that mobiles move with steps equal to the decorrelation length. Shadowing samples are
generated at each movement with a correlation factor equal to 0.5. A linear or cosine
interpolation is then used to ensure a smooth transition between consecutive path loss
plus shadowing values. This simplified scheme is thought of as being a good compromise
between computation time and accuracy of the correlated shadowing model.

8.4.8 Microcellular corners transition model

The static path loss model for microcells is not valid anymore for a dynamic analysis.
This is due to the rough behavior of this model in the corners transitions. The transition
distance xt is a distance beyond which the MS quits the corner transition situation (newly
introduced slope) and goes into a deep nLoS region. The signal loss at the corner is not
constant any longer. In this case losses are calculated as

Lcorner(x) = LLoS(xcorner)

+ LLoS(xt) − LLoS(xcorner)

log
(

xt

xcorner

) · log
(

x

xcorner

)
(8.56)
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The corner transition condition

Lcorner(x) ≤ LnLoS(x)

x ≤ xt

xt = 2 ws (8.57)

The combination of equations (8.46) and (8.56) results in

LLoS1 = Lb + 20 · nLoS1 · log
(

x

Rb

)
x ≤ Rb, LoS

LLoS2 = Lb + 20 · nLoS2 · log
(

x

Rb

)
x > Rb, LoS

Lcorner(x) = LLoS(xcorner)

+ LLoS(xt) − LLoS(xcorner)

log
(

xt

xcorner

) · log
(

x

xcorner

)
x ≤ xt, nLoS

LnLoS = LLoS(xcorner) + Lcorner + 10 · nnLoS · log
(

x

xcorner

)
nLoS (8.58)

Equation (8.50) now becomes

LLoS1 = 82 + 20 · log
( x

300

)
x ≤ 300, LoS

LLoS2 = 82 + 40 · log
( x

300

)
x > 300, LoS

Lcorner(x) = LLoS(xcorner)

+ LLoS(xt) − LLoS(xcorner)

log
(

xt

xcorner

) · log
(

x

xcorner

)
x ≤ xt, nLoS

LnLoS = LLoS(xcorner) + LLoS(xt) + 0.05xcorner

+ (25 + 0.2xcorner) log
(

x

xcorner

)
nLoS (8.59)

All results for the propagation losses discussed in this section will be used in the next
chapter to analyze the network (cell) coverage, which is the main input parameter for
CDMA network design and deployment.

8.4.9 Mobility

Mobility models for outdoor environments

Here we start with the following assumptions: The macrocell layout is based on the
classic hexagonal grid. The microcell is based on the Manhattan grid with pedestrian and
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vehicular users moving along the streets. The users are completely free to move in the
whole service area in the macrocell environment. Movements are restricted to the street
line in the microcell layout.

Mobility model for the simulation of outdoor macrocellular environments

The movement of a mobile is modeled with snapshots of a realistic trajectory, with a short
observation interval. Every new position is calculated according to the mobile speed and
its old direction. The new direction is randomly generated with a small variation with
respect to the present one. Mobile speed is kept fixed during the whole simulation, but
can be different for different mobiles. A realistic trajectory for a slow mobile (such as a
pedestrian) can comprise also sharp curves, while a fast mobile (such as a car) can go along
quasi-linear paths. This behavior can be obtained considering the centrifugal acceleration
of a trajectory and setting a maximum value. A relation can be found between speed and
maximum allowed variation in direction.

Centrifugal acceleration

Referring to Figure 8.25, the approximate expression for speed and acceleration as a
function of moving during observation time is

v = �x

�t
ac = v2

r
=

(
�x2

�t2

)
1

r
(8.60)

The variation of direction as a function of speed and observation time can be expressed as

sin
�θ

2
= �x

r
⇒ �θ = 2 arcsin

(
ac�t

2v

)
(8.61)

The variation of direction is generated as a Gaussian random variable with zero mean. The
variance is chosen according to the maximum acceleration the mobile is supposed to have

erfc
(

�θ

σ
√

2

)
= p[�θ > �θ] (8.62)

 ∆q/2

∆q/2
∆x

∆x

∆q

Figure 8.25 Centrifugal acceleration.
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where erfc is the complementary error function:

erfc(x) = 2√
π

∫ ∞

x

e−t2
dt (8.63)

The maximum value for acceleration is 9.81 m s−2. For exceeding the probability by less
than 1% the possible trajectory is shown in Figure 8.26. The model cannot take care of
any topological information (streets, corners, etc.).

Mobility model for outdoor microcellular environment

The movement of a mobile in a microcellular environment depends on the user speed
and has the main constraint of street layout – fixed directions with standard rotation of
90◦ when turning at a street corner. The mobility model can be implemented with the
same formulas adopted for a macrocell, with specific constraints on the permitted values of
each parameter. Whenever the user is generated, its movement is characterized by the user
speed, two possible directions along the street with equal probability and three possible
changes in direction (0◦

,±90◦) at the street corner area, again with the same probability.

Mobility model for indoor environments

The steady-state model is characterized by the following assumptions:

• The SIG5 indoor scenario [5]
• 12 rooms and one corridor, divided into 18 areas as shown in Figure 8.27.
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Figure 8.26 Examples of generated trajectories.
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Figure 8.27 Example of a possible scenario in which the users are grouped in four classes: each
class is characterized by given values for the mean crossing time and the average number of

mobile terminals.

– 12 square areas, 5 m × 5 m, for the 12 rooms;
– 6 rectangle areas, 5 m × 3 m, for the corridor.

In each area users have similar behavior and distribution

– mean crossing time of an exponential distribution
– average number of mobile terminals.

The environment should be organized by grouping the areas in few classes.

• As a first step, only two classes could be considered.
• A class for the rooms, with high mean crossing time (600 s) and average number of

mobile terminals (7% of total number of users).
• A class for the corridor, with lower value for those parameters (10 s and 2.7% of total

number of users, respectively).
• The mean crossing time represents the average time spent by a user within an area and

it is used as the mean value of an exponential probability density function.
• The transition probability matrix Pij governs the movement of the users.
• The generic element pij gives the probability that a user leaving the area i is going

into an adjacent area j .
• The matrix Pij is generated by an algorithm resolving the following equations:

M∑
j=1
j �=i

φij = φi,

M∑
i=1
i �=j

φij = φj

φij ≥ cij

(8.64)
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Figure 8.28 Example of an MS path.

where, for each area i

φi = Ni/Ti

Ni = average number of mobile terminals in area i,
Ti = mean crossing time of area i

M = number of areas (18 in this case),
φij = flow from area i to area j ,
cij = constant, pij = φij /φi .

For the generation of the matrix Pij , the following parameters are needed:

• total number of areas representing the environment under study (18 in this case);
• a matrix Aij representing the adjacencies between the areas: this matrix also allows to

indicate the position of walls (there is no adjacency between two areas separated by a
wall with no door);

• average number of mobile terminals per area (depends on the class to which the area
belongs) and

• average area crossing times (depends on the class to which the area belongs).

The obtained matrix Pij , when used in the simulation program to move the mobile ter-
minals from area to area of environment, according to the defined crossing times Ti ,
produces the distribution of mobile terminals Ni . Figure 8.28 shows the possible path of
a mobile terminal during the simulation time. The destination points within each area are
chosen randomly.

8.5 RAKE RECEIVER

Time-varying multipath channel represented by equation (8.41) will be further specified
by an explicit representation of Doppler as

hc(τ ; t) =
L∑

i=1

βi(t)δ(τ − τi) exp j [�ωi(τ − τi) + θi(t)] (8.65)
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Figure 8.29 Transmission model in the baseband.
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Figure 8.30 Functional block diagram of the RAKE-correlator of Figure 8.29 with
L-despreading arms.

where L is the total number of paths and βi(t), �ωi(t), θi(t), τi(t) are the ith path ampli-
tude, frequency shift, phase and delay, respectively. The transmission model is shown in
Figure 8.29 with an additional elaboration of the channel impulse response hc(t).

Elaboration of the RAKE receiver from Figure 8.29 is shown in Figure 8.30. The
receiver will synchronize L replicas of the local code c(t) to each incoming path with
delay τi and despread the signal received through the path generating the variable ri .
The possible paths that will be picked up in this process are shown in Figure 8.31 for
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Figure 8.31 Magnitude of a typical channel impulse response h(t) with a possible placing of
L = 3 arms for data demodulation.
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Figure 8.32 Diversity combiner.

L = 3. In the next step, variables ri will be combined after being weighed with a certain
coefficient Wi as shown in Figure 8.32.

Weight values that maximize Eb/N0 [maximum ratio combiner (MRC)] are given as

Wi =
βi


 N0 + Ia

L∑
j=2

β2
j




β1


 N0 + Ia

L∑
j=1
j �=i

β2
j




(8.66)
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For Wi we need to know N0. When N0 is difficult to estimate, a suboptimal solution
is to use Wi = βi/β1. BER for Lth order diversity was already discussed in Chapter 6.
equations (6.21) and (6.22) give the BER for nonconstant and constant multipath intensity
profile (MIP). The gain obtained from MRC expressed as

GMRC = SNRcom

SNR
⇒ NMRC = GMRCN (8.67)

used in equation (8.14) is a direct indication of how much the network capacity will
be increased. By using equation (8.12) one can see that for the case of L paths with
correlated equal-power signal and uncorrelated noise we have
L paths, no RAKE

Eb

N0

∼= Gp

LN
; reference (8.68)

L paths, L combined
Eb

N0

∼= Gp

N
; GMRC = L (8.69)

L paths, M combined
Eb

N0

∼= M

L

Gp

N
; GMRC = M (8.70)

Ma antennas, L paths, M combined/antenna

Eb

N0

∼= MaM

L

Gp

N
; GMRC = MaM (8.71)

If the noise is correlated, the improvement factor when the number of fingers doubled
is 2/(1 + ρ), where ρ is the correlation coefficient between the noise samples in the
two paths. Implementation of the system presented by equation (8.71) for two antennas
(Ma = 2) and no multipath (L, M = 1) is shown in Figure 8.33.

r1(t ) 

r2(t ) 

2PN1(t-t11)cos(w0t + q11) 

2PN1(t-t12)cos(w0t + q12) 

g1

g2

w11

w12 

w11 g1 + w12 g2

T + t12

t12
∫ ( ) dt

T + t11

t11
∫ ( ) dt

Figure 8.33 Antenna diversity receiver.
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The gains suggested by equations (8.69)–(8.71) are obtained under rather artificial
scenario. For a better insight into the possible gains we assume the following:

• The cell-of-interest is surrounded by 24 other cells.
• The variance of the fade caused by shadowing is assumed to be 6 dB.
• All cell shapes are squares.
• All mobile units are assumed to be uniformly distributed in the cells.
• The number of multipaths that the channel can resolve is L = 3.
• The channel has an exponential MIP with

E{γ1} = E{γl}e−β(l−1), l = 1, 2, . . . , L (8.72)

or
αl = α1e−β(l−1), l = 1, 2, . . . , L (8.73)

where β is a decay constant. We consider three types of receivers: (a) selection combiner
S1 chooses the largest path, (b) S2 receiver selects two of the largest and combines them
and MRC combines all three parts by using the MRC principle.

Figures 8.34 to 8.36 present error probability as a function of the number of users in
the cell. The results are obtained by using techniques presented in Section 8.2. One can
see from these figures that for constant MIP it makes sense to combine more and more
paths because all these paths are equally relevant. The larger the decay factor β, the less
it makes sense to use the third component. Figures 8.37 to 8.39 represent the same results
versus SNR.

Decay constant b = 2.0

The number of active users per cell

E
rr

or
 p

ro
ba

bi
lit

y

30252015105
0 

0.01 

0.02 

0.03 

0.04 

0.05 

0.06 

0.07 

0.08 

0.09 

0.1 

‘S1’
‘S2’
MRC 

Figure 8.34 Error probability comparison of three different combining techniques as a function
of the number of CDMA users for an exponential MIP.
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Figure 8.35 Error probability comparison of three different combining techniques as a function
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Figure 8.36 Error probability comparison of three different combining techniques as a function
of the number of CDMA users for a constant MIP.

8.6 CDMA CELLULAR SYSTEM WITH ADAPTIVE
INTERFERENCE CANCELLATION

If in equation (8.12) we can cancel interfering components originating from own and
surrounding cells, then we can increase the number of users in these cells. The problem of
multiple-access interference (MAI) cancellation will be discussed in depth in Chapters 11
and 12. Here we start with a simple solution in order to get a first insight into the
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Figure 8.37 Error probability comparison of three different combining techniques as a function
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Figure 8.38 Error probability comparison of three different combining techniques as a function
of the SNR for an exponential MIP with a higher decay rate.

possibility of improving the system capacity by using this approach. For this purpose we
assume a very simple signal format at the input of the receiver (in the baseband)

r =
∑

k

bkCk (8.74)

where user k uses code Ck . At the receiver (assume the reference receiver with no index)
r will be correlated with code C to produce

y(t) =
∫ T

0
rC dt = b +

∑
k

bkRk + n (8.75)
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Figure 8.39 Error probability comparison of three different combining techniques as a function
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where Rk is the cross-correlation between the reference code C = (c1, c2, . . . , cT/Tc) and
code Ck . The receiver makes preliminary estimation of bit

b̂ = sgn y(t) (8.76)

and then uses ε(t) = y(t) − b̂ in the minimum mean square error (MMSE) algorithm to
change chips in C as long as the bit takes to minimize ε2(t).

For differential modulation and partial matched filter with mT/Tc taps, the receiver
block diagram is shown in Figure 8.40. By minimizing �Rk we are actually orthogonal-
izing the codes, hence the name code orthogonalizing filter (COF). BER for the system
with COF and with standard MF is shown in Figure 8.41. A significant improvement in
performance is evident. For a system with antenna diversity as shown in Figure 8.42 and
COF and the parameters listed in Table 8.7, BER curves are shown in Figure 8.43. One
can see that system performance with 24 users and COF get close to the performance of
the system with only one user (no MAI).

A network with 19 cells is simulated with parameters shown in Table 8.8. Performance
results, outage probability versus number of users per cell are shown in Figure 8.44. For
outage probability of 5%, an increase in capacity from 5 to 14 can be seen.

As discussed in Section 8.2, the system capacity given by equation (8.14) depends
on the required Eb/N0. For the system specified in Table 8.8, the results are shown in
Figure 8.45 and Table 8.9.

One can see that a system using adaptive interference cancellation significantly increases
the system capacity. For this reason, in Chapters 11 and 12 we will discuss this technology
in much more detail.
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Figure 8.40 CDMA adaptive interference canceler (AIC) [6]. Reproduced from Yoshida, S. and
Ushirokawa, A. Capacity evaluation of CDMA-AIC: CDMA cellular system with adaptive

interference cancellation. 1995 Fourth IEEE International Conference on Universal Personal
Communications Record , pp. 148–152, by permission of IEEE.
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interference cancellation. 1995 Fourth IEEE International Conference on Universal Personal
Communications Record , pp. 148–152, by permission of IEEE.
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Table 8.7 Receiver simulation parameters [6]. Reproduced from Yoshida, S. and
Ushirokawa, A. Capacity evaluation of CDMA-AIC: CDMA cellular system with adaptive

interference cancellation. 1995 Fourth IEEE International Conference on Universal
Personal Communications Record , pp. 148–152, by permission of IEEE

Modulation scheme BPSK/QPSK (0.2 roll-off factor)
Bit rate 8 kbps (BPSK)/16 kbps (QPSK)
FEC scheme Convolutional coding (K = 9, R = 1/2) (20 ms block

interleaving)
Symbol rate 16 kbps (BPSK/QPSK)
Spreading codes Gold sequences (31 code length)
Chip rate 496 kHz
Number of users 1, 8, 16, 24, 32
Transmission channel 1 path Rayleigh fading (fD = 128 Hz) independent

among users
Signal received timing Uniformly distributed among users with 0.5 chip

resolution
Received signal power Equal among users
Sampling rate 992 kHz (double chip rate)

Note: FEC – forward error correction.
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Figure 8.42 AIC with 2-branch space diversity.

8.7 DIVERSITY HANDOVER IN DS-CDMA
CELLULAR SYSTEMS

When a mobile is moving from one cell to another, it should switch connection from
one BS to another. This process is called handover. One should be aware that at the
region where handover is about to happen, a mobile talking to its BS is using pretty
high power level in order to reach the BS with the proper level. Because of that, at the
same time it is producing a high level of interference in the next cell. If the mobile
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can talk to both BS simultaneously then it would require less power per BS and could
reduce its level giving way to additional mobile to be admitted in the cell. Figure 8.46
illustrates capacity improvements (capacity/processing gain) versus required SIR. The
largest capacity is obtained for an isolated cell (single cell). The lowest capacity is in
the network with selection combining which means that the mobile is talking to the BS
with strongest signal (select the strongest). If MRC is used to combine two or more BS
signals, the capacity would increase.

In practice, not all signals will be combined but rather the signals that are less than a
threshold � lower than the strongest one. In other words,

• A mobile station compares the levels of signals received from surrounding cell sites
for cell selection.

• The BS whose differential level from the maximal level is within a certain threshold
are selected as site diversity BS.

A possible scenario of received signals is shown in Figure 8.47.

 8 12 16 20

BER 

BER 

 

AIC (186 Tap COF) 24 Users

DECOD BER 

MF 1 user

DECOD BER

QDPSK
BDPSK

DPSK
2-branch
SD theory 

1 path 
Rayleigh
fading 
fD T = 1/125

4 dB

10−1

10−2

10−3

10−4

0 4

B
E

R

Es / N0  (dB)

Figure 8.43 BER performance with 2-branch space diversity [6]. Reproduced from Yoshida, S.
and Ushirokawa, A. Capacity evaluation of CDMA-AIC: CDMA cellular system with adaptive

interference cancellation. 1995 Fourth IEEE International Conference on Universal Personal
Communications Record , pp. 148–152, by permission of IEEE.
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Table 8.8 System simulation parameters [6]. Reproduced from Yoshida, S.
and Ushirokawa, A. Capacity evaluation of CDMA-AIC: CDMA cellular

system with adaptive interference cancellation. 1995 Fourth IEEE
International Conference on Universal Personal Communications Record ,

pp. 148–152, by permission of IEEE

Cell layout 19 hexagonal cells
MS location Uniformly distributed in a cell
Spread bandwidth 0.5 MHz
Bit rate 8 kbps (BPSK)/16 kbps (QPSK)
Spreading factor 62 (BPSK)/31 (QPSK)
Path loss ρ = 4
Shadowing Lognormally distributed (σ = 8 dB)
Fading Rayleigh distributed
Voice activity factor α = 50%, 100%
Power control error σe = 0 dB, 1.5 dB
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Table 8.9 User capacity comparison (3 sectors/cell) [6]. Reproduced from
Yoshida, S. and Ushirokawa, A. Capacity evaluation of CDMA-AIC: CDMA

cellular system with adaptive interference cancellation. 1995 Fourth IEEE
International Conference on Universal Personal Communications Record ,

pp. 148–152, by permission of IEEE

Schemes Users/cell/MHz ×AMPS F , reuse

FDMA (AMPS) 4.8 1.0 7 cells
TDMA (D-AMPS) 14.4 3.0 7 cells
CDMA@0.5 MHz 9 × 2.55 = 26 4.8 1 cell
CDMA@1.25 MHz,

α = 50%
14 × 2.55 = 36 7.4

(CDMA@1.25 MHz,
α = 40%)

(18 × 2.55 = 46) (9.6)

CDMA-AIC@0.5 MHz 43 × 2.55 = 110 22.8 1 cell
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Capacity versus the threshold � is shown in Figure 8.48. One can see that for � equals
10 dB there is not much difference if the signals are combined all the time as opposed to
the restriction that only signals with differential level less than � are combined.

8.7.1 Forward link system capacity

Normalized capacity in this case is presented in Figure 8.49. Ideal SC means that only one
BS, the one with minimum propagation loss, transmits the signal to the mobile station.
In the ideal model, site diversity gain is small, so the total transmit power becomes
larger than that when each BS transmits without diversity. This increases the interference
power and reduces system capacity. In case of MRC (two sites combined), forward link
system capacity is 70% of that with ideal SC. Figure 8.50 represents C/G with threshold
restrictions. Practical implementation of this system would require signals for the reverse
link to be combined somewhere in the network. In general this would not impose traffic
problem because from the BS up, links are not critical from the point of view of capacity.
Still, it seems more feasible to implement this approach to combine the signals from
different sectors of the same BS.
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Figure 8.49 Forward link system capacity versus required SIR [7].Reproduced from Nakano,
E., Umeda, N. and Ohno, K. Performance of diversity handover in DS-CDMA cellular systems.
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Figure 8.51 Sector structure [7]. Reproduced from Nakano, E., Umeda, N. and Ohno, K.
Performance of diversity handover in DS-CDMA cellular systems. 1995 Fourth IEEE

International Conference on Universal Personal Communications Record , pp. 421–425, by
permission of IEEE.
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In UMTS standard, this is the specified option. The cell sectorization and antenna
beams used are shown in Figure. 8.51. and 8.52, respectively.

In this scenario, we use two different strategies.

Strategy 1: SC for all combining nodes.
Strategy 2: MRC between sectors in the common cell, SC for the others.

The results are shown in Figures 8.53 to 8.55 and Table 8.10.
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Figure 8.53 Reverse link system capacity with sectorization [7]. Reproduced from Nakano, E.,
Umeda, N. and Ohno, K. Performance of diversity handover in DS-CDMA cellular systems. 1995

Fourth IEEE International Conference on Universal Personal Communications Record ,
pp. 421–425, by permission of IEEE.
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Figure 8.54 Reverse link system capacity with threshold restriction (realistic model) [7].
Reproduced from Nakano, E., Umeda, N. and Ohno, K. Performance of diversity handover in

DS-CDMA cellular systems. 1995 Fourth IEEE International Conference on Universal Personal
Communications Record , pp. 421–425, by permission of IEEE.
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Figure 8.55 Forward link system capacity with threshold restriction (realistic model) [7].
Reproduced from Nakano, E., Umeda, N. and Ohno, K. Performance of diversity handover in

DS-CDMA cellular systems. 1995 Fourth IEEE International Conference on Universal Personal
Communications Record , pp. 421–425, by permission of IEEE.

Table 8.10 Standard deviation of received SIR with threshold = 10 dB [7]

fDT SD in reverse link (dB) SD in forward link (dB)

HHO 0.1 3.65 2.20
0.001 0.75 0.72

SC-DHO 0.1 3.28 1.31
0.001 0.58 0.55

MRC-DHO 0.1 3.13 1.07
0.001 0.55 0.53

Note: HHO – Hard hand over; DHO – Diversity hand over.

A number of additional issues related to CDMA cellular systems are discussed in
References [8–20].

SYMBOLS

Section 8.1

CDMA – code division multiple access
αi = Pi/P0 – power ratio of user i and referent user 0
Pi – power of user i

n – number of users
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Ni – interference i power density
(Eb/N0)1 – signal-to-noise ratio with one user in the network
(Eb/N0)n – signal-to-noise ratio with n users in the network
(Eb/N0)R – required signal-to-noise ratio with one user in the network to guarantee the required
quality of service
Tb, Tc – bit, chip interval
Rb, Rc – bit, chip rate
G – processing gain
DF – degradation factor
MACF – multiple-access capability factor

Section 8.2

φi – portion of downlink power for user i

S – signal power
N, Ns – number of users per cell, sector
Rc, R – chip, bit rate
W = 1/Rc

G – processing gain
η – noise density
∝ – voice activity factor
r – distance
ξ – parameter of lognormal distribution (zero mean Gaussian variable)
STi

– total power transmitted by cell site
I – interference power
β – fraction of the total cell-site power devoted to subscribers, (1–β is devoted to the pilot)
∅i – fraction of β devoted to subscriber i

K – number of interfering cell sites

Section 8.3

Pp – transmitted pilot signal power of a BS
rij – distance between ith mobile and j th BS
n – propagation constant
ξ – random variable corresponding to shadowing lognormally distributed with mean of 0 dB and
standard deviation of σs dB
δi – (in decibel) control error in the transmitter power
σE – power control error standard deviation
σs, σ – shadowing standard deviation
Pt – total transmitted power (including pilot signal) from BS
φi · 100% – of the j th BS transmitter power is assigned to communicate with the ith mobile station
ar – radius modification factor for nonuniform user distribution
µ, v2 – overall interference mean value and variance

Section 8.4

h – channel impulse response
N – number of paths
ck , τk , θk – intensity, delay, phase, respectively, of path k



SYMBOLS 269

ωD – Doppler
r, x – distance
ξ – shadowing variable
n, α – propagation constant
L – losses
Rb – two segment propagation break distance
hb, hm – base, mobile station height
L0 – loss at the reference point (at 1 m)
Nwj and Nfi – number of walls and floors of different kinds that are traversed by the transmit-
ted signal
Lwj (dB) and Lfi (dB) – corresponding loss factors
erfc – complementary error function
φi = Ni/Ti

Ni – average number of mobile terminals in area i

Ti – mean crossing time of area i

M = number of areas
φij – flow from area i to area j

pji = φij /φi

Section 8.5
hc – channel impulse response
L – total number of paths
βi(t), �ωi(t), θi(t), τi(t) – the ith path amplitude, frequency shift, phase and delay, respectively
Gp – processing gain
K – number of users
c, PN – code
Wi – maximum ratio combiner coefficients
M – number of combined paths
Ma – number of antennas
α – flat fading channel coefficient
b – data (bits)
e – code error correction capabilities
η0 – Gaussian noise spectral density
σ 2 – variance of Rayleigh faded signal
n – propagation factor

Section 8.6
T , Tc – bit, chip interval
c – code
AIC – adaptive interference cancellation
MF – matched filter
fD – Doppler
COF – code orthogonalization filter
SD – selection diversity
α – voice activity factor
σe – power control error variance
ρ – propagation coefficient
σ – shadowing variance
γ – signal to noise ratio
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CDMA network design

9.1 BASIC SYSTEM DESIGN PHILOSOPHY

In Code Division Multiple Access (CDMA) systems, the capacity increase is based on
how much interference the desired signal can tolerate. Prior to despreading, the signal
level of a desired signal is always below the interference level. All the users have to share
the same radio channel. If one user takes more power than needed, then the others will
suffer and the system capacity will be reduced.

In analog and TDMA systems, the most important key element is the carrier to inter-
ference ratio (C/I ). There are two different kinds of C/I . One is the measured (C/I ),
which is used to indicate the voice quality in the system. The higher the measured value,
the better it is. The other is called the specified (C/I )s, which is the required value for
a specified performance of the cellular system. For example, the (C/I )s in the American
mobile phone system (AMPS) is 18 dB. Since in analog and TDMA systems, owing to
the spectral and geographical separations, the interference (I ) is much lower than the
received signal (C), sometimes we can utilize field strength meter to measure C to deter-
mine the coverage of each cell. The field strength meter therefore becomes a useful tool
in designing the TDMA system.

In CDMA all the traffic channels are served solely by a single radio channel in every
cell. In an m-voice channel cell, one of the m traffic channels is the desired channel
and the remaining m − 1 traffic channels are the interference channels. In this case, at the
receiver front end (prior to despreading) the interference is much stronger than the desired
channel. C/I is hard to obtain by using the signal strength meter that will receive more
interference than the desired signal. The key elements in designing a CDMA system are
different from the key element in designing a TDMA system. We can design the CDMA
system based on the specified Eb/I0

C

I
=

(
Eb

I0

)
·
(

Rb

B

)
· η ⇔ Eb

I0
= G · C

Iη
(9.1)

Adaptive WCDMA: Theory And Practice.
Savo G. Glisic

Copyright 2003 John Wiley & Sons, Ltd.
ISBN: 0-470-84825-1
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The left-hand side of equation (9.1) is derived from the right-hand side specifying that the
signal-to-noise ratio (SNR) after despreading is G times higher than the input SNR. Values
of Eb/I0 for the forward-link channels and for the reverse-link channels are different
because of the different modulation schemes. In general, there will be two different
requirements for C/I . One (C /I )F for the forward-link channels and the other (C /I )R for
the reverse-link channels. In Chapter 8 we used (Eb/I0)R = 7 dB and (Eb/I0)F = 5 dB. So,
for a given Eb/I0 the network design should make sure that the required C/I is guaranteed
in each spot of the coverage area. In the first step, we start with a simple, very much
approximative approach to the problem in order to get the very first initial insight into the
system parameters. In the next iteration we will come up with a more detailed analysis.

9.1.1 Uniform cell-size scenario

For the forward link a worst-case scenario is used to find the relation among the transmitted
powers of cell sites. The position of the mobile for this case is shown in Figure 9.1.

If we assume that the signal propagation losses can be approximated as R−4 (shadowing
ignored at this stage) and if R is the cell parameter, then C/I at the mobile front end can
be represented as

C

I
= α1R

−4

I (s) + I (a) + I (i) + I (d)
(9.2)

where

I (s) = I (self cell) = α1(m1 − 1)R−4

I (a) = I (2 adjacent cells) = (α2m2 + α3m3)R
−4

I (i) = I (3 intermediate cells) = β(2R)−4

I (d) = I (6 distant cells) = γ (2.633R)−4

Home 

Pt
S

Figure 9.1 CDMA system and its interference (from a forward link).
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αi(1, 2, 3) is the transmitted power of each voice channel in the cell
mi is the number of channels per cell
β and γ are transmitted powers of the combined adjacent cells at a distance 2R and
2.633R, respectively.

By solving the equation we get m1 as follows:

m1 =
(

1

C/I
+ 1

)
−

[
α2m2 + α3m3

α1

]
− β

α1
(2)−4 − γ

α1
(2.633)−4 (9.3)

If there is no adjacent cell interference, α2 = α3 = β = γ = 0 in equation (9.3) and
we have

m1 = 1

C/I
+ 1 (9.4)

For C/I = −17 dB, we have m1 = 51.
If there is no interference other than from the two close-in interfering cells then

α1 = α2m2 + α3m3

[1/(C/I)] + 1 − m1
(9.5)

If C/I = −17 dB, m1 = 30, m2 = 25 and m3 = 15, then

α1 = 25α2 + 15α3

51 − 30
= 1.19α2 + 0.714α3 (9.6)

which gives the relationship among α1, α2 and α3.
If the total transmitted power P in each cell site is P1 = α1m1, P2 = α1m2, P3 = α3m3,

when m1, m2, m3 are given, then P1, P2 and P3 are the maximum transmitted powers of
three cells. (

1

C/I
+ 1

)
· P1

m1
= P1 + P2 + P3 (9.7)

Following the same derivation steps

(
1

C/I
+ 1

)
P2

m2
= P1 + P2 + P3

(
1

C/I
+ 1

)
P3

m3
= P1 + P2 + P3 (9.8)

The relationship of three maximum transmitted powers of three cells are

P1

m1
= P2

m2
= P3

m3
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Deduced from the equation, a design criterion that will be used in general for a CDMA
system of N cells can be expressed as

Pi

mi

= Pj

mj

= constant

For the reverse link the received signal from a desired mobile unit at the home cell site is
C. Each signal of other m1 channels received at the home site is also C (owing to power
control). The interference power of certain mobile units, say r · m1, from the two adjacent
cells comes from the cell boundary (see the worst case scenario in Figure 9.2). Because
of the power control in each adjacent cell, the interference coming from the adjacent cell
for each voice channel would roughly be C at the home cell site. So we have

C

I
= C

(m1 − 1) · C + r12 · m2C + r13 · m3C
= 1

m1 − 1 + r12m2 + r13m3
(9.9)

r12 and r13 are a portion of the total number of voice channels in adjacent cells that will
interfere with the desired signal at the home cell, which is Cell 1. The worst-case scenario
is when

m1 + r12 · m2 + r13 · m3 ≤ 1

C/I
+ 1

r21m1 + m2 + r23m3 ≤ 1

C/I
+ 1

r31m1 + r32m2 + m3 ≤ 1

C/I
+ 1 (9.10)

Home 

I 
S I

m1 − 1 

m2

m3

Figure 9.2 CDMA system and its interference (from a reverse-link scenario).
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r depends on the size of the overlapped region in the adjacent cell and can be reasonably
assumed to be 1/6 (which is 0.166) if the system is properly designed. If C/I = −17 dB,
which is 50−1 and r12 = r13 = 0.166, then

m1 + 0.166 · (m2 + m3) ≤ 51 (9.11)

This is a relationship among the number of voice channels in each cell, m1, m2 and m3.
From the reverse-link scenario, we can check to see whether all the conditions expressed
in the equations can be met. The unknowns in these conditions come from the demanded
voice channels, m1, m2 and m3. Then, on the basis of the forward-link equations, we can
determine the maximum transmitted power of each cell.

9.1.2 Nonuniform cell scenario

We may first assign the number of voice channels m in each cell owing to requirements
from demographical data. Then we may calculate the total transmit power on the forward-
link channel in each cell from the worst-case scenario as shown in Figure 9.3.

The (C/I)F received at vehicle 1 is

(
C1

I1

)
F

= α1R
−4
1

(m1 − 1)α1R
−4
1 + α2m2R

−4
2 + α3m3R

−4
3 + Ia1

(9.12)

Ia is the interference coming from other interfering cells besides these three cells. This
component is usually very small as compared to the two terms and can be neglected.

Cell 1

Cell 3

Cell 2

R1
R2

R3

m1 – 1

m3 – 1

m2 – 1

a3

a1 a2

Ia

Figure 9.3 The worst-case scenario on a forward-link channel.
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(C2/I )F received at vehicles 2 and 3 can be expressed as

(
C2

I2

)
F

= α2R
−4
2

(m2 − 1)α2R
−4
2 + α1m1R

−4
1 + α3m3R

−4
3 + Ia2

(9.13)

(
C3

I3

)
F

= α3R
−4
3

(m3 − 1)α3R
−4
3 + α1m1R

−4
1 + α2m2R

−4
2 + Ia3

(9.14)

If (
C1

I1

)
F

=
(

C2

I2

)
F

=
(

C3

I3

)
F

=
(

C

I

)
F

and Ia1 = Ia2 = Ia3 = 0 (9.15)

gives

α1m1 + α2m2

(
R2

R1

)−4

+ α3m3

(
R3

R1

)−4

= α1

[
1

(C/I)F
+ 1

]
= α1 · G

α1m1

(
R1

R2

)−4

+ α2m2 + α3m3

(
R3

R2

)−4

= α2 · G

α1m1

(
R1

R3

)−4

+ α2m2

(
R2

R3

)−4

+ α3m3 = α3 · G (9.16)

Solving these equations gives

α1R
−4
1 = α2R

−4
2 = α3R

−4
3 (9.17)

Assume that the minimum values of α1, α2 and α3 will be α0
1, α

0
2 and α0

3 , respectively,
then we have

α1 ≥ α0
1 = C0R

+4
1 /k1

α2 ≥ α0
2 = C0R

+4
2 /k2

α3 ≥ α0
3 = C0R

+4
3 /k3 (9.18)

where C0 is the required signal received level at the vehicle location and ki is a constant
gain related to the antenna heights at the cell sites. Now the total transmit power of each
cell site will be

P1 = m1α1

P2 = m2α2

P3 = m3α3 (9.19)
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Cell 1
Cell 2

Cell 3

(m1 – 1)a1′

r • m2 • a2′
Ia

r • m3 • a3′

a1

Figure 9.4 The worst-case scenario for reverse link.

The worst-case scenario for reverse link is depicted in Figure 9.4. On the basis of the
power control algorithm, all the signals will be the same on reaching the cell site.

(
C1

I1

)
R

≥ α′
1 · R−4

1

(m1 − 1)α′
1R

−4
1 + r12m2α

′
2R

−4
1 + r13m3α

′
3R

−4
1 + İa1

(9.20)

where α′
1, α

′
2 and α′

3 are the power of individual channels transmitted back to their cor-
responding cell sites. r12 and r13 are the portion of the total number of voice channels in
the adjacent cell that will interfere with the desired signal at cell 1. İa1 is the interference
coming from other users in other cells that are not cell 2 and cell 3, which is a relatively
small value and can be neglected. Similarly we have

(
C2

I2

)
R

≥ α′
2R

−4
2

r21 · m1α
′
1R

−4
2 + (m2 − 1)α′

2 · R−4
2 + r23 · m3α

′
3R

−4
2(

C3

I3

)
R

≥ α′
3R

−4
3

r31m1α
′
1R

−4
3 + r32m2α2R

−4
3 + (m3 − 1)α3 · R−4

3

(9.21)

where r is the percentage of total channels from the interfering cell received by the home
site. Simplifying the equations gives

(
I

C

)
R

≥ (m1 − 1) + r12m2
α′

2

α′
1

+ r13m3
α′

3

α′
1
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(
I

C

)
R

≥ r21m1
α′

1

α′
2

+ (m2 − 1) + r23m3
α′

3

α′
2(

I

C

)
R

≥ r31m1
α′

1

α′
3

+ r32m2
α′

2

α′
3

+ (m3 − 1) (9.22)

where (
C

I

)
R

=
(

C1

I1

)
R

=
(

C2

I2

)
R

=
(

C3

I3

)
R

(9.23)

The minimum values of α′
1, α

′
2 and α′

3 can be defined as follows:

α′
1 ≥ α0

1 = C0R
4
1

k1

α′
2 ≥ α0

2 = C0R
4
2

k2

α′
3 ≥ α0

3 = C0R
4
3

k3
(9.24)

where R1, R2 and R3 are the radii of the three cells and k is a constant gain related to
the antenna heights at the cell sites. Now equation (9.23) becomes

(
I

C

)
R

≥ (m1 − 1) + r12m2

(
R2

R1

)4

+ r13m3

(
R3

R1

)4

(
I

C

)
R

≥ r21m1

(
R1

R2

)4

+ (m2 − 1) + r23m3

(
R3

R2

)4

(
I

C

)
R

≥ r31m1

(
R1

R3

)4

+ r32m2

(
R2

R3

)4

+ m3 − 1 (9.25)

which gives the basic design equation for the relation between the network parameters.
From this we have

m1, m2 or m3 <
1

(C/I)R
+ 1 (9.26)

9.2 CDMA NETWORK PLANNING

In this section we provide more details on network planning and dimensioning. The
approach is based on References [1–5]. WCDMA radio network dimensioning is the
process through which the possible configurations and the amount of network equipment
is estimated, on the basis of the operator’s requirements related to the following:
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Coverage, which includes coverage regions, area type information, propagation conditions.
Capacity, which includes spectrum available, subscriber growth forecast, traffic density

information.
Quality of Service, which includes area location probability (coverage probability), block-

ing probability, end user throughput.

Dimensioning activities include radio link budget and coverage analysis, capacity esti-
mation, estimations on the amount of sites and base station hardware, radio network
controllers (RNCs), equipment at different interfaces and core network elements (i.e.
circuit-switched domain and packet-switched domain core networks).

9.2.1 Radio link budgets and coverage efficiency

The interference margin is needed in the link budget because of the loading of the
cell by other users. The load factor, which will be later related to (Eb/N0)R defined
in equation (8.2) of Chapter 8, affects the coverage. The more loading is allowed in
the system, the larger is the interference margin needed in the uplink, and the smaller
is the coverage area. For coverage-limited cases a smaller interference margin is sug-
gested, while in capacity-limited cases a larger interference margin should be used. In
the coverage-limited cases the cell size is limited by the maximum allowed path loss in
the link budget, and the maximum air interference capacity of the base station site is not
used. Typical values for the interference margin in the coverage-limited cases are 1.0 to
3.0 dB, corresponding to 20 to 50% loading. Some headroom is needed in the mobile
station transmission power for maintaining adequate closed-loop fast power control. This
applies especially to slow-moving pedestrian mobiles in which fast power control is able
to effectively compensate the fast fading. Typical values for fast fading margin are 2.0 to
5.0 dB for slow-moving mobiles.

Handovers – soft or hard – give a gain against slow fading (lognormal fading) by
reducing the required lognormal fading margin. This is because the slow fading is partly
uncorrelated between the base stations, and by making handover the mobile can select
a better base station. Soft handover gives an additional macro diversity gain against fast
fading by reducing the required Eb/N0 relative to a single radio link, owing to the effect of
macro diversity combining, as explained in Chapter 8, Section 8.7. The total soft handover
gain is assumed to be between 2.0 and 3.0 dB in the examples given below, including the
gain against slow and fast fading. The following system assumptions given in Tables 9.1
and 9.2 will be used in this section [1–5].

On the basis of this assumption, the link budget for three different services is shown
in Tables 9.3 to 9.5.

Table 9.1 Assumptions for the mobile station

Speech terminal Data terminal

Maximum transmission power 21 dBm 24 dB
Antenna gain 0 dBi 2 dBi
Body loss 3 dB 0 dB



280 CDMA NETWORK DESIGN

Table 9.2 Assumption for the base station

Noise figure 5.0 dB
Antenna gain 18 dBi (three-sector base station)
Eb/N0 requirement Speech: 5.0 dB

144-kbps real-time data: 1.5 dB
384-kbps non-real-time data: 1.0 dB

Cable loss 2.0 dB

Table 9.3 Reference link budget of adaptive multirate (AMR) 12.2-kbps voice service
(120 km h−1, in-car users, vehicular A type channel, with soft handover)

12.2-kbps voice service (120 km h−1, in-car)

Transmitter (mobile)

Max. mobile transmission power
(dBm)

21 A

Body loss (dB) 3 B

Equivalent isotropic radiated power
(dBm)

18 c = a + b

Receiver (base station)

Thermal noise density (dBm Hz−1) −174 d

Base station receiver noise figure
(dB)

5 e

Receiver noise density (dBm Hz−1) −169 f = d + e

Receiver noise power (dBm) −103,2 g = f + 10∗ log(3840000)

Interference margin (dB) 3 h

Receiver interference power (dBm) −103,2 i = 10∗ log(10∗∗[(g + h)/10 − 10∗∗(g/10)]
Total effective noise + interference

(dBm)
−100,2 j = 10∗ log[10∗∗(g/10) + 10∗∗(i/10)]

Processing gain (dB) 25 k = 10∗ log(3840/12.2)

Required Eb/N0 (dB) 5 l

Receiver sensitivity (dBm) −120,2 m = l − k + j

Base station antenna gain (dBi) 18 n

Cable loss in the base station (dB) 2 o

Fast fading margin (dB) 0 p

Max. path loss (dB) 154,2 q = c − m + n − o − p

Coverage probability (%) 95
Lognormal fading constant (dB) 7
Propagation model exponent 3,52
Lognormal fading margin (dB) 7,3 r

Soft handover gain (dB), multicell 3 s

In-car loss (dB) 8 t

Allowed propagation loss for cell
range (dB)

141,9 u = q − r + s − t
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Table 9.4 Reference link budget of 144-kbps real-time data service (3 km h−1, indoor user
covered by outdoor base station, vehicular A type channel, with soft handover)

144-kbps voice service (120 km h−1, in-car)

Transmitter (mobile)

Max. mobile transmission power (dBm) 24 a

Mobile antenna gain [dBm] 2 b

Body loss [dB] 0 c

Equivalent isotropic radiated power (dBm) 26 d = a + b − c

Receiver (base station)

Thermal noise density (dBm Hz−1) −174 e

Base station receiver noise figure (dB) 5 f

Receiver noise density (dBm Hz−1) −169 g = e + f

Receiver noise power (dBm) −103,2 h = g + 10∗ log(3840000)

Interference margin (dB) 3 i

Receiver interference power (dBm) −103,2 j = 10∗ log(10∗∗[(h + i)/
10 − 10∗∗(h/10)]

Total effective noise + interference (dBm) −100,2 k = 10∗ log[10∗∗(h/10)

+ 10∗∗(j/10)]
Processing gain (dB) 14,3 l = 10∗ log(3840/144)

Required Eb/N0 (dB) 1,5 m

Receiver sensitivity (dBm) −113 n = m − l + k

Base station antenna gain (dBi) 18 o

Cable loss in the base station (dB) 2 p

Fast fading margin (dB) 4 q

Max. path loss (dB) 154,2 r = d − n + o − p − q

Coverage probability (%) 80
Lognormal fading constant (dB) 12
Propagation model exponent 3,52
Lognormal fading margin (dB) 4,2 s

Soft handover gain (dB), multicell 2 t

Indoor loss (dB) 15 u

Allowed propagation loss for cell range (dB) 133,8 v = r − s + t − u

It was assumed in Table 9.3 that mobile antenna gain is omnidirectional.
The coverage efficiency of WCDMA is defined by the average coverage area per site,

in square kilometers per site, for a predefined reference propagation environment and
supported traffic density. From the link budgets above, the cell range R can be readily
calculated for a known propagation model, like those defined in Chapter 8.

The propagation model describes the average signal propagation in that environment,
and it converts the maximum allowed propagation loss in decibels to the maximum cell
range in kilometers.
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Table 9.5 Reference link budget of non-real-time 384-kbps real-time data service (3 km h−1,
outdoor user, vehicular A type channel, no soft handover)

384-kbps non-real-time data, no soft handover

Transmitter (mobile)

Max. mobile transmission power (dBm) 24 a

Mobile antenna gain (dBm) 2 b

Body loss (dB) 0 c

Equivalent isotropic radiated power (dBm) 26 d = a + b − c

Receiver (base station)

Thermal noise density (dBm Hz−1) −174 e

Base station receiver noise figure (dB) 5 f

Receiver noise density (dBm Hz−1) −169 g = e + f

Receiver noise power (dBm) −103,2 h = g + 10∗ log(3840000)

Interference margin (dB) 3 i

Receiver interference power (dBm) −103,2 j = 10∗ log(10∗∗((h + I )/
10 − 10∗∗(h/10))

Total effective noise + interference (dBm) −100,2 k = 10∗ log(10∗∗(h/10)

+10∗∗(j/10))

Processing gain (dB) 10 l = 10∗ log(3840/144)

Required Eb/N0 (dB) 1 m

Receiver sensitivity (dBm) −109,2 n = m − l + k

Base station antenna gain (dBi) 18 o

Cable loss in the base station (dB) 2 p

Fast fading margin (dB) 4 q

Max. path loss (dB) 147,2 r = d − n + o − p − q

Coverage probability (%) 95
Lognormal fading constant (dB) 7
Propagation model exponent 3,52
Lognormal fading margin (dB) 7,3 s

Soft handover gain (dB), multicell 0 t

Indoor loss (dB) 0 u

Allowed propagation loss for cell range (dB) 139,9 v = r − s + t − u

Example – with the fine tuning of (8.45) propagation model for an urban macrocell
with base station antenna height of 30 m, mobile antenna height of 1.5 m and carrier
frequency of 1950 MHz [1–5],

L = 137.4 + 35.2 log10(R) (9.27)

L is the path loss in dB and R is the range in kilometer. In this case propagation coefficient
n = 3.52 is used. For suburban areas an additional area correction factor of 8 dB is used.

L = 129.4 + 35.2 log10(R) (9.28)
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So, the cell range of 12.2-kbps speech service with 141.9-dB path loss in Table 9.3
in suburban area would be 2.3 km. The range of 144 kbps indoors with parameters from
Table 9.4 would be 1.4 km. Once the cell range R is determined, the site area, which is
also a function of the base station sectorization configuration, can then be derived. For a
cell of hexagonal shape covered by an omnidirectional antenna, the coverage area can be
approximated as 2.6 R2.

9.2.2 Load factors and spectral efficiency

The second phase consists of estimating the amount of supported traffic per base station
site. When the frequency reuse is 1, the system is typically interference-limited. For this
purpose modification of equation (8.12) gives

(
Eb

N0

)
j

= Gj · Signal power of user j

Total receiver power (excl. own signal)
(9.29)

where Gj is the processing gain of user j . This can be represented as

(
Eb

N0

)
j

= W

αjRj

· Pj

Itotal − Pj

(9.30)

In equation (9.30) the following notation is used. W is the chip rate, Pj is the receiver
signal power from user j , αj is the activity factor of user j, Rj is the bit rate of user j

and Itotal is the total receiver wideband power including thermal noise power in the base
station. From equation (9.30) we have

Pj = 1

1 + [W/(Eb/N0)j · Rj · αj ]
Itotal (9.31)

By defining Pj = Lj × Itotal, we obtain the uplink load factor Lj of one connection

L = 1

1 + [W/(Eb/N0)j · Rj · αj ]
(9.32)

It defines in what proportion connection j participates in the overall interfering signal.
The total receiver interference, excluding the thermal noise PN, can be represented as

Itotal − PN =
N∑

j=0

Pj =
N∑

j=1

Lj · Itotal (9.33)

The noise rise is defined as

Noise rise = Itotal

PN
= 1

1 −
N∑

j=1

Lj

= 1

1 − ηUL
(9.34)
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and the overall uplink load factor as

ηUL =
N∑

j=1

Lj (9.35)

When ηUL becomes close to 1, the corresponding noise rise approaches infinity and the
system has reached its pole capacity. We leave it to the reader to elaborate the relation
between the degradation factor introduced in Chapter 8, Section 8.1 and the load factor
defined by equation (9.35). In the expression for load factor the interference from the other
cells must be taken into account by the ratio of other-cell to own-cell interference, i:

i = other cell interference

own cell interference
(9.36)

The uplink load factor now becomes

ηUL = (1 + i) ·
N∑

j=1

Lj = (1 + i) ·
N∑

j=1

1

1 + [W/(Eb/N0)j · Rj · αj ]
(9.37)

The load equation predicts the amount of noise rise over thermal noise due to interference.
From equation (9.34) the noise rise is equal to −10 log10(1 − ηUL). The interference
margin in the link budget must be equal to the maximum planned noise rise. The required
Eb/N0 can be derived from link level simulations and from measurements. It includes the
effect of the closed-loop power control and soft handover. The effect of soft handover is
measured as the macro diversity combining gain relative to the single-link Eb/N0 result.
The other-cell to own (serving)-cell interference ratio i is a function of cell environment or
cell isolation (e.g. macro/micro, urban/suburban) and antenna pattern (e.g. omni, 3-sector
or 6-sector). The parameters are further explained in Table 9.6.

The load equation is commonly used to make a semianalytical prediction of the average
capacity of a WCDMA cell, without going into system-level capacity simulations. This
load equation can be used for the purpose of predicting cell capacity and planning noise
rise in the dimensioning process. For a classical all-voice-service network, where all N

users in the cell have a low bit rate R, equation (8.15) of Chapter 8 is valid and we have

W

(Eb/N0) · R · α
� 1 (9.38)

So, the uplink load equation can be approximated and simplified to

ηUL = Eb/N0

W/R
· N · α · (1 + i) (9.39)

By using equation (9.39) in equation (9.34), an example for uplink noise rise is shown
in Figure 9.5 for data service, assuming an Eb/N0 requirement of 1.5 dB and i = 0.65.
The noise rise of 3.0 dB corresponds to a 50% load factor and the noise rise of 6.0 dB
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Table 9.6 Parameters used in uplink load factor calculation [1] Reproduced from Holma, H. and
Toskala, A. (2000) WCDMA for UMTS. New York: John Wiley & Sons, by permission of IEEE

Definitions Recommended values

N Number of users per cell
Activity factor of user j at physical layer 0.67 for speech, assumed 50%

voice activity and DPCCH
overhead during DTX 1.0
for data

Eb/N0 Signal energy per bit divided by noise
spectral density that is required to meet a
predefined Quality of Service (e.g. bit
error rate). Noise includes both thermal
noise and interference

Dependent on service, bit rate,
multipath fading channel,
receive antenna diversity,
mobile speed, etc.

W WCDMA chip rate 3.84 Mcps
Bit rate of user j Dependent on service

(i) Other-cell to own-cell interference ratio
seen by the base station receiver

Macrocell with omnidirectional
antennas: 55%

Note: DPCCH – Dedicated physical control channel.
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Figure 9.5 Uplink noise rise as a function of uplink data throughput [1]. Reproduced from
Holma, H. and Toskala, A. (2000) WCDMA for UMTS. New York: John Wiley & Sons, by

permission of IEEE.
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to a 75% load factor. Instead of showing the number of users N , we show the total data
throughput per cell of all simultaneous users. In this example, a throughput of 860 kbps
can be supported with 3.0-dB noise rise and 1300 kbps with 6.0-dB noise rise.

For downlink the load factor becomes

ηDL =
N∑

j=1

αj · (Eb/N0)j

W/Rj

· [(1 − orthj ) + ij ] (9.40)

where orthj is the orthogonality of user j and −10 log10 (1–ηUL) is the noise rise over
thermal noise due to multiple access interference. The downlink load factor ηDL exhibits
very similar behavior to the uplink load factor ηUL, in the sense that when approaching
unity, the system reaches its pole capacity and the noise rise over thermal goes to infinity.
For illustration purposes we use parameters presented in Table 9.7 [1].

Table 9.7 Parameters used in downlink load factor calculation [1]. Reproduced from Holma, H.
and Toskala, A. (2000) WCDMA for UMTS. New York: John Wiley & Sons, by permission of

IEEE

Definitions Recommended values

N Number of users per cell = number of
users per cell ∗ (1+ soft handover
overhead)

Activity factor of user j at physical layer 0.67 for speech, assumed 50% voice
activity and DPCCH overhead during
DTX 1.0 for data

Eb/N0 Signal energy per bit divided by noise
spectral density that is required to
meet a predefined Quality of Service
(e.g. bit error rate). Noise includes
both thermal noise and interference

Dependent on service, bit rate, multipath
fading channel, receive antenna
diversity, mobile speed, etc.

W WCDMA chip rate 3.84 Mcps
Bit rate of user j Dependent on service
Orthogonality of channel of user j Dependent on the multipath propagation

1: fully orthogonal 1-path channel 0:
no orthogonality

Ratio of other-cell to own-cell base
station power, received by user j

Each user sees a different ij, depending
on its location in the cell and
lognormal shadowing

Average orthogonal factor in the cell ITU vehicular A channel: ∼60%
ITU pedestrian A channel: ∼90%

Average ratio of other-cell to own-cell
base station power received by user.
Own-cell interference is here
wideband

Macrocell with omnidirectional
antennas: 55%

Note: DPCCH – Dedicated physical control channel.
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The effect of noise rise due to interference is added to this minimum power and the
total represents the transmission power required for a user at an ‘average’ location in
the cell.

PB =
Nrf · W · L ·

N∑
j=1

αj

(Eb/N0)j

W/Rj

1 − ηDL
(9.41)

where Nrf is the noise spectral density of the mobile receiver front end.

Nrf = k · T + NF = −174.0 dBm + NF (for T = 290 K) (9.42)

where k is the Boltzmann constant of 1.381 × 10−23 J K−1, T is the temperature in Kelvin
and NF is the mobile station receiver noise figure with typical values of 5 to 9 dB. The
load factor can be approximated by its average value across the cell, that is,

ηDL =
N∑

j=1

αj · (Eb/N0)j

W/Rj

· [(1 − orth) + i] (9.43)

In both uplink and downlink the air interface load affects the coverage but the effect is
not exactly the same.

The maximum path loss, that is, coverage, as a function of the load for both uplink
and downlink is shown in Figure 9.6. A three-sector site is assumed, and the throughputs
are shown per sector per 5-MHz carrier. The uplink is calculated for 144-kbps data
and the link budget is shown in Table 9.4. An other-cell to own-cell interference ratio
i = 0.65 is used. In the downlink, orth = 0.6 and Eb/N0 of 5.5 dB are assumed, giving a
pole capacity of 820 kbps per cell. No transmit diversity is assumed in this Eb/N0. The
base station transmission power is assumed to be 10 W and additionally cable loss is
taken into account. The effect of downlink common channels is included in the downlink
calculations, that is, part of 10 W is allocated for downlink common channels. The uplink
pole capacity in this example is 1730 kbps per cell, (out of the scope of the figure).

In the downlink the coverage (maximum path loss) depends more on the load than in
the uplink. The reason is that in the downlink the maximum transmission power is the
same 10 W regardless of the number of users and is shared between the downlink users,
while in the uplink each additional user has its own power amplifier. Therefore, even
with low load in the downlink, the coverage decreases as a function of the number of
users. We note that with the above assumptions the coverage is clearly limited by the
uplink for a load below 650 kbps, while the capacity is downlink-limited. This is why
we continue with the discussion of coverage on the uplink and the discussion of capacity
on the downlink. One should remember that in third generation networks, traffic can be
asymmetric between uplink and downlink, and the load can be different in these links.

In Figure 9.6 a base station maximum power of 10 W is assumed. The question is
how much could we improve the downlink coverage and capacity by using more power,
such as 20 W. The difference in downlink coverage and capacity between 10 and 20 W
base station output powers is shown in Figure 9.7. If we increase the downlink power
by 3.0 dB, we can allow 3.0-dB higher maximum path loss regardless of the load. The
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Reproduced from Holma, H. and Toskala, A. (2000) WCDMA for UMTS. New York: John Wiley
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capacity improvement is smaller than the coverage improvement because of the load curve.
If we now keep the downlink path loss fixed at 153 dB, which is the maximum uplink path
loss with 3 dB interference margin, the downlink capacity can be increased by only 10%
(0.4 dB) from 680 to 750 kbps. Increased downlink transmission power is an inefficient
approach to increase downlink capacity, since the available power does not affect the
pole capacity. Assume we had 20-W downlink transmission power available. Splitting
the downlink power between two frequencies would increase downlink capacity from
750 kbps to 2 × 680 kbps = 1360 kbps, that is, by 80%. The splitting of the downlink
power between two carriers is an efficient approach to increase the downlink capacity
without any extra investment in power amplifiers. The power splitting approach requires
that the operator’s frequency allocation allows the use of two carriers in the base station.

9.3 SPECTRAL EFFICIENCY OF WCDMA

The spectral efficiency of WCDMA can be defined either by the number of simultaneous
calls of some defined bit rates as in Chapter 8 or more appropriately in third-generation
systems, by the aggregated physical layer throughput supported in each cell per 5-MHz
carrier, measured in kbps per cell per carrier. Spectral efficiency is a function of radio
environment, user mobility and location, services and quality of service and propagation
conditions. The variation can be quite large (e.g. 50–100%). Therefore, most system
simulations that attempt to offer some indication of the average spectral efficiency of
WCDMA reflect only the results for some predefined cell conditions and user behavior.

9.3.1 Soft capacity

Erlang capacity

The traffic density can be measured in Erlang:

Traffic density [Erlang] = Call arrival rate [calls per second]

Call departure rate [calls per second]
(9.44)

If the capacity is hard-blocked, that is, limited by the amount of time slots in TDMA, the
Erlang capacity can be obtained from the Erlang B model. If the maximum capacity is
limited by the amount of interference in the air interface, it is referred to as a soft capacity,
since there is no single fixed value for the maximum capacity. For a soft capacity–limited
system, the Erlang capacity cannot be calculated from the Erlang B formula, since it would
give too pessimistic results. The total channel pool is larger than just the average number of
channels per cell, since the adjacent cells share part of the same interference, and therefore
more traffic can be served with the same blocking probability. The lesser the interference
from the neighboring cells, the more will be the channels available in the middle cell. With
a low number of channels per cell, that is, for high bit rate real-time data users, the average
loading must be quite low to guarantee low blocking probability. Since the average loading
is low, there is typically extra capacity available in the neighboring cells. This capacity
can be borrowed from adjacent cells; therefore the interference sharing gives soft capacity.
Soft capacity is important for high bit rate real-time data users, for example, for video
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connections. It can also be obtained in global systems of mobile communications (GSM)
if the air interface capacity is limited by the amount of interference instead of the number
of time slots; this assumes low frequency reuse factors in GSM with fractional loading.

A detailed presentation of soft capacity in packetized CDMA network will be pre-
sented in the next chapter. Here we provide an initial presentation based mainly on
References [1–5].

In the soft capacity calculations, presented below, it is assumed that the number of
subscribers is the same in all cells but the connections start and end independently. In
addition, the call arrival interval follows a Poisson distribution. This approach can be used
in dimensioning when calculating Erlang capacities. There is an additional soft capacity
in WCDMA if also the number of users in the neighboring cells is smaller. WCDMA
soft capacity is defined as the increase of Erlang capacity with soft blocking compared to
that with hard blocking with the same maximum number of channels per cell on average
with both soft and hard blocking:

Soft capacity = Erlang capacity with soft blocking

Erlang capacity with hard blocking
− 1 (9.45)

The wideband power-based admission control strategy gives soft blocking and soft capac-
ity. Uplink soft capacity can be approximated on the basis of the total interference at the
base station. This total interference includes both own-cell and other-cell interference.
Therefore, the total channel pool can be obtained by multiplying the number of chan-
nels per cell in the equally loaded case by 1 + i, which gives the single isolated cell
capacity, since

i + 1 = other-cell interference

own-cell interference
+ 1

= other-cell interference + own-cell interference

own-cell interference

= isolated-cell capacity

multicell capacity
(9.46)

The basic Erlang B formula is then applied to this larger channel pool (= interference
pool). The Erlang capacity obtained is then shared equally between the cells. These steps
should be summarized as follows:

1. Calculate the number of channels per cell, N , in the equally loaded case and on the
basis of the uplink load factor solve equation (9.37).

2. Multiply that number of channels by 1 + i to obtain the total channel pool in the soft
blocking case.

3. Calculate the maximum offered traffic from the Erlang B formula.
4. Divide the Erlang capacity by 1 + i.

For illustration purposes parameters from Table 9.8 were used [1].
The results are shown in Table 9.9. One can see that capacity gain increase for the

services with higher bit rates and can reach as much as 28% for 144 kbps. The trunking
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efficiency shown in Table 9.9 is defined as the hard-blocked capacity divided by the
number of channels. The lower the trunking efficiency, the lower is the average loading,
the more capacity can be borrowed from the neighboring cells, and the more soft capacity
is available. Figure 9.8 illustrates results from Table 9.9. More detailed discussion on soft
capacity will be given in the next chapter.

Table 9.8 Assumptions in soft capacity calculations

Bit rates Speech: 12.2 kbps
Real-time data: 16–144 kbps

Voice activity Speech 67%
Data 100%

Eb/N0 Speech: 4 dB
Data 16–32 kbps: 3 dB
Data 64 kbps: 2 dB
Data 144 kbps: 1.5 dB

(i) 0.55
Noise rise 3 dB (= 50% load factor)
Blocking probability 2%

Table 9.9 Soft capacity calculations in the uplink

Bit rate
(kbps)

Channels per
cell

Hard-blocked
capacity (Erlang)

Trunking
efficiency (%)

Soft-blocked
capacity

Soft capacity

12,2 60,5 50.8 84 50.8 5
16 39,0 30.1 77 32.3 7
32 19,7 12.9 65 14.4 12
64 12,5 7.0 59 8.2 17

144 6,4 2.5 39 3.2 28
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20 %
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12.2 kbps

16 kbps 32 kbps 64 kbps 144 kbps

Figure 9.8 Soft capacity as a function of bit rate for real-time connections.
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A number of additional issues related to cell capacity and coverage are presented in
References [6–22].

SYMBOLS

C – signal power (carrier)
I – interference power
m – number of voice channels
G – processing gain
Rb – bit rate
B – bandwidth
η – voice activity factor
F, R (index) – forward, reverse
Eb/I0 – energy per bit per overall interference density
α – power per user
R – cell radius
P – base station overall transmit power
rik – portion of users from cell k interfering in cell i
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10

Resource management and access
control

10.1 POWER CONTROL AND RESOURCE
MANAGEMENT FOR A MULTIMEDIA
CDMA WIRELESS SYSTEM

10.1.1 System model and analysis

In this section we assume N different classes of users in the system characterized by the
following set of parameters [1]

Transmitted power vector P = [P1, P2, . . . , PN ]
Vector of rates R = [R1, R2, . . . , RN ]
Vector of required Eb/N0s � = [γ1, γ2, . . . , γN ]
Power limits p = [p1, p2, . . . , pN ]
Rate limits r = [r1, r2, . . . , rN ]
Channel gains vector h

Energy per bit per noise density Eb/N0 of each user can be represented as(
Eb

N0

)
i

= W

Ri

hiPi∑
j �=i

hjPj + η0 W
(10.1)

The resource management has to provide quality of service (QoS) for each user that can
be represented as

W

Ri

hiPi∑
j �=i

hjPj + η0 W
≥ γi i = 1, . . . , N (10.2)

Adaptive WCDMA: Theory And Practice.
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Copyright 2003 John Wiley & Sons, Ltd.
ISBN: 0-470-84825-1



296 RESOURCE MANAGEMENT AND ACCESS CONTROL

Power and rate constraints can be defined as

0 < Pi ≤ pi Ri ≥ ri i = 1, . . . , N (10.3)

As optimization criteria, we can have

1. Minimum total transmitted power. For this criterion we also find the maximum num-
ber of users of each class that can be simultaneously supported while meeting their
constraints.

2. Maximum sum of the rates (overall throughput).

10.1.2 Minimizing total transmitted power

For a single cell system, let P be the transmitted power vector. The problem we are
looking at is defined by

MinimizeP,R

N∑
i=1

Pi (10.4)

subject to constraints P, given by equation (10.3). An easily proven observation about the
solution is

1. at the optimal solution all QoS constraints are met with equality,
2. the optimal power vector is one that achieves all rate constraints with equality.

The optimum rate vector is R∗ = [r1, r2, . . . , rN ]. If we write equation (10.2) for each
user with equality, we have

W

ri

hiP
∗
i∑

j �=i

hjP
∗
j + η0 W

= γi ∀i = 1, . . . , N (10.5)

By using r ′
i = riγi , this yields the matrix equation

AP∗ = η0 W1 (10.6)

where

A =




Wh1

r ′
1

−h2 . . . −hN

−h1
Wh2

r ′
2

. . . −hN

...
...

...

−h1 −h2 . . .
WhN

r ′
N




(10.7)
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[P ∗
1 , P ∗

2 , . . . , P ∗
N ]T is the optimal power vector and 1 = [1, 1, . . . , 1]T is an all-ones vec-

tor. By elementary row operations (subtraction of each row from the next), this reduces
to the following equation in P ∗

1

(
W

r ′
1

+ 1
)

h1P
∗
1


1 −

N∑
j=1

1
W

r ′
j

+ 1


 = η0 W (10.8)

Positivity of P * implies the following condition:

N∑
j=1

1
W

r ′
j

+ 1
< 1 (10.9)

If this condition is satisfied for a set of rates and Eb/N0 requirements, the powers can be
obtained. By solving for the powers and imposing power constraints, equation (10.8) gives

N∑
j=1

1
W

r ′
j

+ 1
≤ 1 − η0W

mini

[
pihi

(
W

r ′
i

+ 1
)] i = 1, . . . , N (10.10a)

This equation now determines feasibility of a set of rates, QoS requirements and
power constraints. By solving for the powers and imposing power constraints,
equation (10.8) gives

N∑
j=1

1
W

r ′
j

+ 1
≤ 1 − η0 W

mini

[
pihi

(
W

r ′
i

+ 1
)] i = 1, . . . , N (10.10b)

This equation now determines feasibility of a set of rates, QoS requirements and power
constraints.

10.1.3 Capacity (number of users) of a cell in the multimedia case

Consider K classes of users. For any class i, γi the QoS requirement, ri the rate required
and pi the upper bound on the power are all fixed. Ni represents the number of simulta-
neous users of class i. The channel gains for the users of class i are given as

hi = [h1
i , h

2
i , . . . , h

Ni

i ]T (10.11)
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Equation (10.10b) in this case becomes

K∑
j=1

Nj

W

r ′
j

+ 1
≤ 1 − η0 W

mini

{
pi

[
minj (h

j

i )

(
W

r ′
i

+ 1
)]} (10.12)

10.1.4 Maximizing sum of rates

The system tries to give each user the best throughput possible within the specified
constraints. For a received power vector Q, this is defined as

MaximizeQ,R

N∑
i=1

Ri (10.13)

Subject to

W

Ri

Qi∑
j �=i

Qj + η0 W
≥ γi i = 1, . . . , N

0 < Qi ≤ qi Ri ≥ ri i = 1, . . . , N (10.14)

From equations (10.13 and 10.14), the problem can be written as

MaximizeQ

N∑
i=1

W

γi

Qi∑
j �=i

Qj + η0 W
(10.15)

subject to

0 < Qi ≤ qi

W

γi

Qi∑
j �=i

Qj + η0 W
≥ ri i = 1, . . . , N (10.16)

The objective function is nonlinear, whereas the constraints are linear functions of the
variables. Efficient methods analogous to linear programming exist for solving such prob-
lems. Furthermore, the objective function is convex in each of the variables. This restricts
the search to the surfaces of the polyhedron defined by the constraints. One technique that
can be used is the gradient projection method, which is well elaborated in textbooks [2]. A
solution to the rate maximization problem exists if and only if a solution to the minimum
total power problem exists. The equation is first checked. If it is satisfied, the correspond-
ing power vector is chosen as the initial iterate to the gradient projection method. The
similar rate constraint is the first included in the active set. It was found that the method
converges quickly to the solution [3]. However, with initial guesses containing the maxi-
mum rate constraint in the active set, the algorithm converged to a local minimum. With
other initial guesses, this problem was avoided.
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10.1.5 Example of capacity evaluation for minimum power problem

Consider a system with two classes of service, voice and data. The parameters of the
system are [1]

Item Symbol Value

Bandwidth W 1.25 MHz
Voice rate Rv 8 kbps
Data rate Rd 4, 8, 20 kbps
(Eb/N0) voice γv 5 (7 dB)
(Eb/N0) data γd 12, 10, 5
Max. power voice pv 0.5 W
Max. power data pd 0.3, 0.5, 0.6 W
Min. channel gain voice hv 0.25
Min. channel gain data hd 0.25
AWGN spectral density η0 10−6

With these parameters and equations (10.4 to 10.12), the maximum number of data
users of each class is found for a given number of active voice users in the network.
These results are shown in Figures 10.1 and 10.2. These results can be used for data
access control in the system.

0           5 10 15 20 25 30 35
0

5

10

15

20

25

30

Number of voice users

N
um

be
r 

of
 d

at
a 

us
er

s Rd = 4 kbps

Rd = 8 kbps

Rd = 20 kbps

Figure 10.1 Capacity curves for unconstrained power case. Parameters Rv = 8 kbps, γv = 5. For
data, three cases γd = 12, Rd = 4 kbps; γd = 10, Rd = 8 kbps and γd = 5, Rd = 20 kbps [1].
Reproduced from Sampath, A., Kumar, P. S. and Holtzman, J. M. (1995) Power control and

resource management for a multimedia CDMA wireless system. Proc. PIMRC , Vol. 1, pp. 21–25,
by permission of IEEE.
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Figure 10.2 Capacity curves for constrained power case. Parameters Rv = 8 kbps, pv = 0.5 W
and γv = 5 for voice. For data, three cases γd = 12, Rd = 4 kbps; pd = 0.3 W; γd = 10,
Rd = 8 kbps, pd = 0.5 W and γd = 5, Rd = 20 kbps, pd = 0.6 W [1]. Reproduced from

Sampath, A., Kumar, P. S. and Holtzman, J. M. (1995) Power control and resource management
for a multimedia CDMA wireless system. Proc. PIMRC , Vol. 1, pp. 21–25, by permission

of IEEE.

10.2 ACCESS CONTROL OF IN DATA INTEGRATED
VOICE/DATA CDMA SYSTEMS

The problem from the previous section is now elaborated in more detail in the case when
only voice and one class of data users are used. Equation (10.9) still holds

N∑
j=1

1
W

rjγj

+ 1
< 1 (10.17)

If we use the following notation for the bit rates for voice (RV) and data (RD), respectively,
when active, then inequality from the above equation can be written as [3]

S = v

aV
+ d

aD
< 1 (10.18)

where v is the number of active voice users and d is the number of data users who
transmit and

aV = (W/RVγV + 1)

aD = (W/RDγD + 1) (10.19)
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S is called the load. If we discretize the timescale into slots, then equation (10.19) becomes

S(n) = V (n)

aV
+ D(n)

aD
< 1 (10.20)

V (n) is the number of active voice users in the nth slot. Through access control, the
number D(n) can be dynamically controlled. More data users can be allowed to transmit
when the voice load V (n) is low and less when the voice load is heavy. This is the
motivation behind access control, and for the same target outage probability, more data
calls can be admitted into the system than if no access control scheme was used. The
penalty lies in introducing delay for the packets of data since they may have to wait to
be transmitted.

In practice, power control is not perfect, and also, power control loops are designed
to adjust the power of users on an individual basis, on the basis of current conditions for
that user. Dynamic range limitations at the base station (BS) receiver require that the total
received power be limited. Of interest is to maintain the total received power Z to within
around 10 dB of the background noise power. In a probabilistic access control scheme,
permission probability for data is varied on the basis of either measuring S or Z. If S

(or Z) is less than the limit, the permission probability is increased, and it is reduced
if otherwise.

The performance measure presented in the sequel is very much based on Reference [3].
As defined, the probability of outage (Pout) is the fraction of time that the outage condition
is violated. Since no retransmission for voice is possible, it is designed to keep this
probability low, nominally around 1%. For data users, outage probability is important
too since it affects throughput. When the outage condition is violated, data packets are
errored but can be retransmitted subsequently. In addition, mean access delay for data
(DA) and goodput for data (G) are also considered. For these purposes the voice activity
is modeled with the two-state process shown in Figure 10.3. The system model in the
presence of Kv voice users is shown in Figure 10.4.

P(i/j ) is P {V (n + 1) = i/V (n) = j}

Off On

l

m

Figure 10.3 Two-state model for voice activity.
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Figure 10.4 (a) Continuous-time Markov chain that represents the cumulative voice process.
(b) Approximate discrete-time Markov chain for the cumulative voice process.

The time epochs correspond to positive integer multiples of the slot duration d . It is
assumed that d is small compared to 1/λ and 1/µ, so that the probabilities of two or
more events in a slot are negligible. Under these assumptions, we can use the Markov
model for the process. Time spent in state k before making a transition to state (k + 1) is
exponentially distributed with mean 1/λ̃k = 1/λ(KV − k). The transition time to state (k −
1) is exponentially distributed with mean 1/µ̃k = 1/(µk). The probability of remaining in
state k is one minus the sum of two previous probabilities. From the theory we have

P {V (n + 1) = k|V (n) = k} = exp(−λkd) · exp(−µkd) = exp(−(λ̃k + µ̃k)d) (10.21)

This is the probability that there will now be new arrival or new departure. The probability
that there will be exactly one arrival and one departure is neglected. So, we have

P [V (n + 1) = k + 1|V (n) = k] = λ̃k

λ̃k + µ̃k

{1 − exp[−(λ̃k + µ̃k)d]}

P [V (n + 1) = k − 1|V (n) = k] = µ̃k

λ̃k + µ̃k

{1 − exp[−(λ̃k + µ̃k)d]} (10.22)
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The stationary probability of state k can be obtained from the state equations for the
model from Figure 10.4 and the solution is

�V(k) =

(
KV

k

)
(λ/µ)k

KV∑
j=0

(
KV

j

)
(λ/µ)j

(10.23)

A simple data model with a fixed number of admitted data calls KD and each offering
exactly one packet per slot is used. If a packet is blocked by the access control scheme
or errored on the channel, it remains in the buffer to be transmitted. No new packets are
generated until that packet is delivered. Transmitted packets are at rate RD bits s−1. This
model would be adequate for services such as file transfer, e-mail and store-and-forward
facsimile. The result can be extended to other data models. A Poisson model is believed to
represent short message service (SMS) very well. Although the analysis gets complicated
in this case, the qualitative results from the simple data model still hold. Interactive data
service can be modeled as a queue of packets at each source with an arrival process
into the queue. All results from the fixed data model directly apply in this case, with an
additional stability condition to ensure that none of the queue lengths become unbounded.

10.2.1 Access control under perfect power control

Assumptions

There is a slotted system for the reverse link. No processing or feedback delay of the
permission probability is considered. All voice users share a common target signal-to-
interference ratio (SIR), as do the data users. Whenever power control is feasible, transmit
power assignment that gives each user its desired SIR is made. No limits on total received
power at the BS or transmit power limits at the mobile station are considered. Other cell
interference is incorporated as background noise. With no received power limits at the
BS or the transmit power limits at the mobile station, other cell interference only leads
to a scaling of the received powers and does not affect the feasibility condition for
power control.

No access control

From equation (10.20) the load in the nth slot is

S(n) = V (n)

aV
+ KD

aD
(10.24)

Probability of outage is given by

Pout = lim
n→∞ P {S(n) ≥ 1} (10.25)
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Hence, from equations (10.23 and 10.25) we have

Pout =
KD∑

j=[aV(1−KD/aD)]

(
KV

j

)
(λ/µ)j

KV∑
l=0

(
KV

l

)
(λ/µ)l

(10.26)

where [x] is the smallest integer greater than or equal to x. Since no access control is
used, the mean access delay for data DA is zero.

Average throughput

A data packet that is transmitted in a slot in which the outage condition is violated is
errored and must be retransmitted. A packet transmitted in a slot in which the outage
condition is met is received error-free. Let DS(n) be the random variable that represents
the number of successful data packets (over all data users) in the nth slot. Then

DS(n) =
[

KD, if S(n) < 1
0, if S(n) ≥ 1

]
(10.27)

The expected value of DS(n) represents the goodput for data

G = lim
n→∞ E[DS(n)] = KD lim

n→∞ P [S(n) < 1] = KD(1 − Pout) (10.28)

The goodput per user is simply

G

KD
= (1 − Pout) (10.29)

Access control based on prediction

This control is based on the following steps:

1. Measure V (n), the number of active voice users in the nth slot.
2. Predict the number of active voice users in the (n + 1)th slot

�
V (n + 1) =




V (n + 1) for perfect prediction

E[V (n + 1)|V (n), V (n − 1), V (n − 2), . . . ,]

for MMSE prediction


 (10.30)

3. Compute permission probability for data such that

P

[�
V (n + 1)

aV
+ D(n + 1)

aD
< 1

]
= δ (10.31)
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where D(n + 1) is the number of data users who transmit in the (n + 1)th slot and (1 − δ)

is the outage probability requirement. The minimum mean square error (MMSE) predicted
value for the number of active voice users can be represented as [3]

�
V MMSE(n + 1) = E[V (n + 1)|V (n), V (n − 1), V (n − 2), . . . ,]

= E[V (n + 1)|V (n)]

=
1∑

j=−1

[V (n) + j ]P [V (n + 1) = V (n) + j |V (n)] (10.32)

By using equations (10.20 to 10.22) we have

�
V MMSE(n + 1) = V (n) + λ̃V(n) − µ̃V(n)

λ̃V(n) + µ̃V(n)
{1 − exp[−(λ̃ + µ̃)d]}

where λ̃V(n) = λ[KV − V (n)] and µ̃V(n) = µV (n) (10.33)

Permission probability for the (n + 1)th slot P is implicitly defined by

P
�
V (n + 1) = max

0<p≤1
arg

{
P

[�
V (n + 1)

aV
+ D(n + 1)

aD
< 1

]
= δ

}

= max
0<p≤1

arg


{aD[1−(

�
V (n+1)/aV)]}∑
j=0

(
KD

j

)
pj(1 − p)KD−j = δ


 (10.34)

In other words, the data users should transmit with maximum probability p for which the
above condition is satisfied.

If the upper limit is 	aD(1 − [
�
V (n + 1)/aV])
 ≥ KD, then P�

V (n+1) = 1. If 	aD(1−
[
�
V (n + 1)/aV])
 < 0, then P�

V (n+1) = 0. The actual performance of the control depends
on V (n + 1).

A simple access control scheme

The access control methods based on prediction are useful as benchmarks and upper
bounds on performance. However, they are not very useful in practice. In the sequel we
present a simple, real-time access control scheme originally by Viterbi [4].

If in the nth slot the persistence state parameter is j (n), each data user, independent
of other users, transmits with probability πj(n) = pt(n) and refrains from transmitting
probability 1 − πj(n). The parameter π(0 < π < 1) is fixed and known to the data users.
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The persistence parameter is broadcast to all users by the BS. The persistence parameter
in the (n + 1)th slot is assigned as follows:

j (n + 1) =
{
j (n) + K, if S(n) ≥ 	

j(n) − 1, if S(n) < 	
(10.35)

where 	 ≤ 1 is the threshold used to trigger access control.

10.2.2 Access control under imperfect power control

The relevant outage condition can be written in terms of the received SIR as

Z = 1

GV

KV∑
i=1

viε
V
i + 1

GD

KD∑
i=1

ζiε
D
i ≤ (1 − η) (10.36)

v(·) and ζ(·) are {0, 1} activity indicators for voice and data, GV and GD are the
processing gains, εV and εD are the SIRs for voice and data, respectively, assumed to be
independent and lognormal. 1/η is the maximum tolerable received power to background
noise density. In a multicell system, the measured received power at the BS will include
interference from other cells. Access control will respond to changes in other cell inter-
ference, as it should. Access control schemes limit the probability of outage by reducing
the permission probability for data when the load Z is ‘high’ and increasing the per-
mission probability when the load is ‘low’. Persistence parameter access control is now
triggered by Z(n) rather than S(n). For illustration purposes the following parameters are
used [3].

Parameter Symbol Value

Bandwidth W 1.25 MHz
Voice and data rates RV, RD 9.6 kbps
Perf. PC-SIR voice, data γV, γD 7 dB
Imp. PC-mean SIR voice, data mV, mD 7 dB
Std. Dav. SIR voice, data σV, σD 2.5 dB
Permission parameter π 0.95
Persistence step K Variable
Slot duration d 0.02 s
Voice mean ON time 1/µ 1.0 s
Voice mean OFF time 1/λ 1.5 s
Outage threshold for imperfect PC (1 − η) 0.9

The system performance is shown in Figures 10.5 to 10.7. One can see from Figure 10.5
that the system throughput (goodput) can be increased by a proper choice of K .

Probability of outage will be reduced by a larger K as shown in Figure 10.6 but the
larger K will also increase the access delay as shown in Figure 10.7.
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Figure 10.5 Goodput for data users for different control schemes under perfect power control.
Parameters are KV = 10, π = 0.95 and 	 = 1.0.
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Figure 10.7 Mean access delay versus data load for KV = 10 and K = 1, 2, 5, 10 and 20. The
outage threshold ω = 1 − Pout was 0.9 and the access control threshold 	 was 0.7.

10.3 DELTA MODULATION–BASED PREDICTION
FOR ACCESS CONTROL IN INTEGRATED
VOICE/DATA CDMA SYSTEMS

The prediction scheme used in the previous section for estimating residual capacity had
only theoretical value for setting up the upper limit on system performance. For practical
application a modified delta modulation (MDM) for estimating the residual capacity can
be used. Two different access protocols, MDM with scheduled access (MDM-S) and
MDM with random access (MDM-R), will be discussed. Results are compared to those
of the persistence state–based access control, shown in the previous section and it is
shown that both MDM-S and MDM-R perform better. The approach is very much based
on Reference [5]. By choosing δ to be a very small value (e.g. δ = 0.001), the condition
(10.18 or 10.24) is guaranteed to be true if

S(n) = v(n)

av
+ d(n)

ad
≤ 1 − δ (10.37)

which gives

d(n) ≤ ad(1 − δ) − ad

av
v(n) (10.38)

d(n) is the ideal residual capacity of the system, (remaining capacity) after the voice
contribution is subtracted. Violation of equation (10.38) constitutes an outage.
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Since v(n) is a random variable, only an estimate d(n) as a function of v(n − 1) can
be derived. The access control protocol attempts to schedule exactly 	d(n)
 users at each
time slot. To maintain QoS, the fraction of the time the outage condition is violated should
be very small, typically 1%. The outage may be caused by (1) imperfections in estimating
the residual capacity; (2) imperfections in scheduling the desired number of data users
and (3) imperfections in power control.

Several modifications for DM are necessary in order to guarantee d(n) ≤ d(n). First of
all a guard margin equal to the step of modulation (�) is used, such that the function to be
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approximated becomes dt(n) = d(n) − �, where d(n) is computed as the maximum value
for which equation (10.38) holds. DM and its approximation are illustrated in Figure 10.8.
Then the steps of the DM algorithm are modified as follows: (1) For the first time slot,
no access procedure is used: at the end of the first time slot, the number of active voice
users is measured [v(1)] and the value d(1) is computed by using equation (10.38) and
definition of dt(n). So, d(2) is initialized as d(2) = d(1) − �. So, d(2) users are allowed
to transmit in the second time slot. (2) At the end of each time slot n, n > 1 the following
steps are taken. The number of active voice users in the current time slot v(n) is measured
and dt(n) = d(n) − � is computed.

If d(n) > d(n) − �, d(n + 1) = d(n) − �

If d(n) < d(n) − �, d(n + 1) = d(n) + �

If d(n) = d(n) − �, d(n + 1) = d(n) (10.39)

An access procedure is used to allow 	d(n + 1)
 users to transmit in the next time slot.

10.3.1 MDM-S protocol

For MDM-S, the BS will maintain a round fair list with all data users admitted in the
system and will signal users to transmit or not using a 1-bit access flag: one if the user
is allowed to transmit in the next time slot, zero if not. A drawback for this procedure
is that the access bit cannot be broadcast; a possible solution will be for the users to
listen to a dedicated fraction of a time slot to extract the proper access bit. The algorithm
guarantees d(n) ≤ d(n); thus the access control protocol will never schedule more users
than the available residual capacity d(n). In the case of perfect power control, the access
procedure causes no outage, that is, MDM-S gives zero outage probability.

10.3.2 MDM-R protocol

At each time slot n an access probability p(n) to all data users will be

p(n) =
⌊
d(n)

⌋
Kd

(10.40)

The performance can be fine-tuned by introducing a probability tolerance (tp) parameter.

p(n) =
⌊
d(n)

⌋
− tp

Kd
(10.41)

A positive value of tp has the effect of decreasing the access probability, which results
in a smaller probability of outage. For an imposed outage value, decreasing p(n) gives
larger capacity for the system. The penalty is an increase in the data access delay. For
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illustration purposes the following set of simulation parameters is used [5]. W = 1.23 MHz,
Gv = 128, Gd = 64, Rv = 9.6 kbps, Rd = 19.2 kbps, 1/λ = 1.0 s, 1/µ = 1.5 s, d = 0.02 s,
γv = γd = 7 dB and Kv = 10. The results are compared with the protocol defined by
equation (10.35) called persistent state algorithm (PSA) and shown in Figures 10.9 to 10.12.
From Figure 10.9 one can see that the outage probability for PSA is slightly better than for
MDM protocols. On the other hand, delay and goodput characteristics are better for MDM
protocol as shown in Figures 10.10 and 10.11. The gain in goodput is shown in Figure 10.12.
As much as 40% better goodput can be achieved by using MDM protocols.
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10.4 MIXED VOICE/DATA TRANSMISSION USING
PRMA PROTOCOL

The presentation in this section is based on Reference [6]. We assume that terminals can
send three types of information: ‘periodic’, ‘random’ and ‘continuous’. Speech packets
are always periodic, data packets can be random (isolated packets) or periodic and video
packets are continuous as video terminals transmit data in (almost) every slot (assuming
a constant bit rate source as a very simple model).

Each downlink (base to mobile station) packet is preceded by feedback based on the
result of the most recent uplink transmission. If the base is able to decode the header
of one or more arriving packet(s), the feedback identifies the packet sending terminal(s),
indicates which of the corresponding packets were received successfully and transmits the
permission probabilities for periodic and random information. This information is valid
in the corresponding slot in the next frame.

1. Frames and slots: The transmission timescale is organized in frames, each contain-
ing a fixed number of time slots. The frame rate is identical to the arrival rate of
voice packets. All transmitters transmit their packets such that they arrive at the BS
within the slot boundaries. In contrast to conventional packet reservation multiple
access (PRMA), terminals do not classify slots as either ‘reserved’ or ‘available’, as
the channel access for contending terminals is governed by time-varying permission
probabilities.

2. Reservation mode: A terminal that generates periodic data switches from contention
to reservation mode as soon as a successful packet reception is acknowledged by the
BS. It will stay in reservation mode until the last packet of the current spurt is trans-
mitted. The BS counts all the packets sent from periodic terminals in each slot. This
can be achieved as long as the headers are detected correctly so that it can compute
the permission probability for the same slot in the next frame with the Channel Access
Function (CAF), and then transmits this probability in the feedback.

3. Collisions: If packets originating from data or video terminals are corrupted because
of excessive multiple access interference (MAI), they have to be retransmitted. Cor-
rupted voice packets do not have to be retransmitted. They contribute, together with
the dropped voice packets, to the total number of lost voice packets.

4. Contention and packet dropping : In order to transmit a packet, terminals in contention
mode have to perform a Bernoulli experiment with the current permission probability
(either for voice ps or data pd) as the parameter. They are allowed to transmit a packet
if the outcome of the Bernoulli experiment is positive. The terminals attempt to trans-
mit the initial packet of a spurt until the BS acknowledges successful reception of the
packet or until the packet is discarded by the terminal because it has been delayed too
long. The maximum packet holding time of speech packets, Dmax s, is determined by
delay constraints on speech communication.

If a terminal drops the first packet of a spurt, it continues to contend for a reservation
to send subsequent packets. It drops additional packets as their holding times exceed
Dmax s. Terminals transmitting periodic data packets store packets indefinitely while
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they contend for reservations (Dmaxs = ∞). Random information packets are always
sent in contention mode. When a joint CDMA/PRMA (JCP) system becomes con-
gested, the speech packet dropping rate and the data packet delay both increase.

5. Access for terminals with continuous data: Terminals with continuous data that do
obtain permission to start transmission are allowed to transmit one packet in every slot
of every frame; thus they are in a permanent reservation mode. Whether they obtain
permission to start transmission depends on the current load of the network and is not
to be decided by the MAC layer.

10.4.1 Effects of network congestion

In general, as traffic increases, access to the channel must be restricted in order to avoid
excessive packet loss due to MAI, and terminals will encounter delays in gaining access
to the channel. Whereas data sources absorb these delays as performance penalties, speech
terminals must discard delayed packets since conversations require prompt information
delivery. This packet loss occurs at the beginning of talkspurts and is referred to as
front-end clipping, which impairs the quality of received speech. The amount of front-end
clipping is measured by the packet dropping probability Pdrop. Efficient channel access
control will have to find a trade-off between Pdrop and the probability of packet cor-
ruption due to MAI, Pcpted. As Pdrop increases, Pcpted might increase as well and cause
additional speech quality impairment. Assuming that the quality impairments due to Pdrop

and Pcpted are perceived in a similar way, then only the sum of these two probabili-
ties, the probability of packet loss Ploss, needs to be considered. A key measure of JCP
is the number of voice terminals that can share a channel within a given maximum
value of Ploss.

10.4.2 The channel access function

The permission probabilities for speech, ps, and data, pd, for a given slot in a sub-
sequent frame are set according to the number of periodic users in the current frame.
The number of users is related to the permission probability by the CAF shown in
Figure 10.13. The purpose of this function is to control the total number of users K

in every slot, such that the throughput is maximized without exceeding the ploss limit.
The optimal number of simultaneous users K per slot for a system with constant channel
load would be

Kopt = max
K=1,2,...

(K|1 − QE[K] ≤ (Ploss)req) (10.42)

QE[K] is the resulting packet success probability when K simultaneous users are on
the channel.

Efficient CAF should enforce a channel load such that most of the slots are loaded
with Kopt packets. Therefore, the permission probability should be low if a large num-
ber of users in reservation mode are already on the channel and zero when Kopt in
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Aghvami, A. H. (1996) Performance of a joint CDMA/PRMA protocol for mixed voice/data
transmission for third generation mobile communication. IEEE J. Select. Areas Commun., 14,

1698–1707, by permission of IEEE, 14, 1698–1707, by permission of IEEE.

equation (10.42) is exceeded. A heuristic approach function with two linear segments and
the following parameters (see also Figure 10.14):

(1) the initial probability psi or pdi, (2) the slopes α and β of the two linear segments
(probability decrease/additional user) and (3) the position of the breakpoint (in number of
users), is used for these purposes. The average signal-to-noise ratio is calculated as [7,8]

SNR =
√√√√√√√√√

Pi
 3N−1

K∑
k = 1
k �= i

Pk + N0

2T




(10.43)
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for single cell and

SNR =
√√√√√√√√√

3P0N

(K − 1)P0︸ ︷︷ ︸
Intracell

+
K∑

k=1

R∑
i=1

P(k,i)0︸ ︷︷ ︸
Intracell

(10.44)

for a cellular network with intercell interference. In these equations

N → SF(spreading factor) (10.45)
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Figure 10.15 Packet success probability for SF = 7, L = 511 b and t = 38.

Table 10.1 Design parameters of the joint CDMA/PRMA (JCP) protocol.

Definition Notation Units Values

CDMA channel rate Rc Ships/s−1 3577000
PRMA channel rate after coding Rcc b/s−1 511000
PRMA channel rate before coding Rp b/s−1 229000
BCH code (L, M , t) 511, 229, 38
Source rate (voice terminal) Rs b/s−1 8000
Source rate (random data terminal) Rd b/s−1 Variable
Frame duration Tf s 0.02
Information bits per packet RsTf b 160
Overhead H b 69
Slots per frame N 20
Maximum delay Dmax s 0.02
Speech permission probability ps Variable
Data permission probability pd Variable
Conversations M Variable
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For an isolated cell, with equal power reception, a spreading factor SF = 7 and packets of
length L = 511 b, where a code is employed that can correct up to t = 38 errors; QE[K]
is depicted in Figure 10.15.

For a system specified in Table 10.1 and Figure 10.16(a) [6] and for single cell the
results are plotted in Figure 10.16(b). M0.02 in Table 10.2 for instance is the maximum
number of simultaneous conversations supported with Ploss ≤ 0.02. In Figure 10.16 the
following notation is used:

1. Perfect scheduling : With the definition of Kopt in equation (10.42) and with respect
to the shape of QE[K], it is apparent that to achieve maximum throughput within a
given Ploss limit, slots must be loaded with either Kopt or Kopt + 1 packets.
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traffic in an isolated cell [6]. Reproduced from Brand, A. E. and Aghvami, A. H. (1996)

Performance of a joint CDMA/PRMA protocol for mixed voice/data transmission for third
generation mobile communication. IEEE J. Select. Areas Commun., 14, 1698–1707, by

permission of IEEE. (b) Simultaneous conversations M versus average Ploss for random access
and controlled access in an isolated cell, (voice only).
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Table 10.2 Simulation results for voice-only traffic in different environments [6]. Reproduced
from Brand, A. E. and Aghvami, A. H. (1996) Performance of a joint CDMA/PRMA protocol for
mixed voice/data transmission for third generation mobile communication. IEEE J. Select. Areas

Commun., 14, 1698–1707, by permission of IEEE

Environment Single cell Cellular n = 4 Cellular n = 3

Protocol RA JCP Gain RA JCP Gain RA JCP Gain
M0.02 227 379 67% 180 280 55% 151 220 45%
M0.01 201 358 78% 162 266 64% 138 209 51%
M0.001 145 277 91% 116 214 84% 100 168 68%

2. Optimized a posteriori expectation access scheme: If the number of contending termi-
nals in a particular slot Kcont and the number of terminals that will use that slot in
reservation mode Kres were known, one could choose the permission probability in
that slot as

ps = Kopt − Kres

Kcont
(10.46)

such that E[K] = Kopt in every slot. Although an optimum access scheme would also
have to minimize Var[K], this scheme can be employed as a good benchmark for
efficient access control.

Similar results for multiple cell and single cell are compared in Table 10.2. The prop-
agation exponent n = 4 and 3.

The results for a mixture of voice/video traffic are shown in Figure 10.17.
For mixed voice, random data traffic results are shown in Figure 10.18 with

pd = cp · ps (10.47)

Packet success probability in cellular network will depend on propagation exponent n as
shown in Figure 10.19. For these reasons, CAF parameter should be modified as shown
in Table 10.3 and Figure 10.20. Parameter Ploss is now shown in Figure 10.21.
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Figure 10.17 Simulation results for mixed voice/video traffic with one, two and three
video terminals.
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Table 10.3 Channel access function parameters for different environments

Environment Single cell Cellular n = 4 Cellular n = 3

psi 0.3 0.3 0.3
α 0.007 0.008 0.009
Breakpoint 6 4 3
β 0.1 0.1 0.12
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10.5 FUZZY/NEURAL CONGESTION CONTROL

In this section we continue to focus our analysis on the access control in more realistic
environment when a cell operates within a cellular network so that the impact of inter-
ference from other cells is also present. A frame reservation multiple access (FRMA) is
used together with fuzzy logic for interference prediction, access control and performance
indication. The general relation between these segments of the system is indicated in
Figure 10.22. The analysis in this section is based on Reference [9].
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10.5.1 System model

In both uplink and downlink, the DS-CDMA/FRMA protocol has a time-division frame
structure, which consists of N slots per frame time T as shown in Figure 10.23. The
operation procedures are the same as in the previous section. Each slot has several Code
Division Multiple Access (CDMA) code channels for users to transmit their packets.
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If a contention user wants to transmit information packets, it first transmits a contention
information packet at the contention slot according to its access probability. The voice and
data access probabilities for (n + 1)th frame are denoted by PV(n + 1) and PD(n + 1),
respectively.

The radio propagation model here contains two main loss factors: mean path loss
and lognormal shadowing, as discussed in Chapter 8. The whole system is assumed to be
under perfect power control so that the slow fading can be equalized and thus the received
power at the BS has a constant value S. The interference power of user j at any time
instant n in BS k is composed of the home cell interference, the first tier adjacent cell
interference and the background noise [additive white Gaussian noise (AWGN)], denoted
by IH,k(n), IA,k(n) and �, respectively. Home cell interference and the adjacent cell
interference are much larger than the background noise, thus we ignore it. The interference
power in a basic channel at time instant n, denoted by IS(n) is the summation of IH,k(n)

and IA,k(n). IS(n) is periodically measured every frame time nT at BS and is chosen as
an input variable for the pipeline recurrent neural network (PRNN) interference predictor.
Voice source model is characterized as a two-state (talkspurt and silence) Markov chain
and will generate one packet in each frame time T . The talkspurt and silence periods
are assumed to be exponentially distributed with mean 1/µ and 1/λ, respectively (see
Figure 10.3). Data source model is assumed to be a Poisson process with mean arrival
rate λd. Voice (data) packets will be put into voice (data) queue with capacity BV(BD)

before being transmitted. If the queue is full or if the packet cannot be successfully
received at the base, the packet is considered as dropped.

10.5.2 Fuzzy/neural congestion controller

The building blocks for the fuzzy/neural congestion controller are the PRNN interfer-
ence predictor, the fuzzy performance indicator and the fuzzy/neural access probability
controller as shown in Figure 10.22.

PRNN interference predictor

PRNN is a pipeline structure of recurrent neural network (RNN). It has good pre-
diction capability and fast converges speed, with real-time recurrent learning (RTRL)
algorithm [10]. In the PRNN interference predictor, the predicted interference sample at
frame (n + 1), ĨS(n + 1), can be obtained from p previously measured interference sam-
ples IS(i), n–p + 1 ≤ i ≤ n and q prediction errors ẽ(j), n − q + 1 ≤ j ≤ n, based on
a nonlinear ARMA (NARMA) model of the process.

ĨS(n + 1) = h[IS(n), . . . , IS(n − p + 1); ẽ(n), . . . , ẽ(n − q + 1)] (10.48)

where h(·) is an unknown nonlinear function and ẽ(j) = IS(j) − ĨS(j). To approximate
the nonlinear function h(·) by RNN with RTRL algorithm, inputs of RNN cannot be error
samples [10]. For this reason the above recursive formula is reformulated by using a new
function H

ĨS(n + 1) = H [IS(n), . . . , IS(n − p + 1); ĨS(n), . . . , ĨS(n − q + 1)] (10.49)
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Figure 10.24 The RNN structure.

A fully connected RNN structure has M neurons and p + q + M input nodes as shown
in Figure 10.24. The first p input nodes are the external inputs that are the measured
interference signals from IS(n) to IS(n–p + 1). There is a bias input value, which is
always 1. The next q input nodes are the predicted signals from ĨS(n) to ĨS(n − q + 1).
Finally, M − 1 feedbacks from neuron outputs, y2(n − 1) ∼ yM(n − 1), are also used. In
the figure, wji are weights of the connection from the ith input node to the j th neuron
for 1 ≤ i ≤ p + q + M , 1 ≤ j ≤ M .

The j th neuron calculates a weighted sum, denoted by vj (n) as

vj (n) =
p+q+M∑

i=1

wji(n)ui(n) (10.50)

where ui(n) is the ith input node. Then, it transforms vj (n) by a sigmoidal activation
function ϕ(·) to an output yj (n)

yj (n) = ϕ[vj (n)] = 1

1 + exp[−vj (n)]
(10.51)
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After that ĨS(n + 1) can be obtained as

ĨS(n + 1) = y1(n) = ϕ

(
p∑

i=1

w1i (n)IS(n + 1 − i) + w1,p+1(n)

+
p+q+1∑
i=p+2

w1i (n)ĨS(n − i + p + 2) +
p+q+M∑
i=p+q+2

w1i(n)yi−p−q(n − 1)




= Ĥ
(
IS(n), . . . , IS(n − p + 1), ĨS(n), . . . ,ĨS(n − q + 1)

)
(10.52)

where Ĥ (·) is a nonlinear approximated function of H(·). The incremental change of
weight wij is according to the steepest descent method in the RTRL algorithm (see
Chapter 7).

wij (n + 1) = wij (n) − η
∂C(n)

∂wij

(10.53)

where η is the learning rate parameter. C(n) is the cost function defined as

C(n) =
q∑

i=1

λi−1
n ê2(n − i + 1) (10.54)

where λn is the exponential forgetting factor that is bounded in [0, 1].

Fuzzy performance indicator

The performance indicator should include simultaneously the voice packet dropping
ratio LV, the contention corruption ratio RC, the system utilization U and the data
packet DD. Neither of them can represent the system performance alone without the
consideration of others. Fuzzy logic is used to get an overall system performance
indication A, on the basis of the four performance measures mentioned above as
input linguistic variables. Congestion controller has a concluding performance indication
feedback so that it is a closed-loop system and has stable and robust operations.
Similarly to discuss on fuzzy logic power control introduced in Chapter 6, we define
the term set of LV as T (LV) = {Low, High} = {Lo, Hi}, RC as T (RC) = {Little, Big} =
{Lt, Bg}, U as T (U) = {Small, Large} = {Sm, La} and DD as T (DD) = {Short, Long} =
{Sh, Lg}. The membership functions (set of values) for T (LV), T (RC), T (U) and
T (DD) are defined as M(LV) = {µLo, µHi}, M(RC) = {µLt, µBg}, M(U) = {µSm, µLa}
and M(DD) = {µSh, µLg} where

µLo(LV) = q(LV; LV,min, Loe, 0, Low)

µHi(LV) = q(LV; Hie, LV,max, Hiw, 0)
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µLt(RC) = q(RC; RC,min, Lte, 0, Ltw)

µBg(RC) = q(RC; Bge, RC,max, Bgw, 0)

µSm(U) = q(U ; Umin, Sme, 0, Smw)

µLa(U) = q(U ; Lae, Umax, Law, 0)

µSh(DD) = q(DD; DD,min, She, 0, Shw)

µLg(DD) = q(DD; Lge, DD,max, Lgw, 0) (10.55)

and LV,min, LV,max, RC min, RC,max, Umin, Umax, and DD,min, DD,max are the minimum and
maximum possible values for LV, RC, U and DD, respectively. q(·) is trapezoidal function
defined as

q(x; x0, x1, a0, a1) =




x − x0

a0
+ 1, for x0 − a0 < x ≤ x0

1, for x0 < x ≤ x1
x0 − x

a1
+ 1, for x1 < x ≤ x1 + a1

0, otherwise

(10.56)

The output linguistic variable is the performance indicator A. The term set of A is
defined as T (A) = {A1, A2, A3, A4, A5, A6, A7, A8}, and the membership function of A

is denoted by M(A) = {µA1, µA2, µA3, µA4, µA5, µA6, µA7, µA8}, where

µA1(A) = f (A; A1,c, 0, 0)

µA2(A) = f (A; A2,c, 0, 0)

µA3(A) = f (A; A3,c, 0, 0)

µA4(A) = f (A; A4,c, 0, 0)

µA5(A) = f (A; A5,c, 0, 0)

µA6(A) = f (A; A6,c, 0, 0)

µA7(A) = f (A; A7,c, 0, 0)

µA8(A) = f (A; A8,c, 0, 0) (10.57)

where f (·) is triangular function defined as

f (x; x0, a0, a1) =




x − x0

a0
+ 1, for x0 − a0 < x ≤ x0

x0 − x

a1
+ 1, for x0 < x ≤ x0 + a1

0, otherwise

(10.58)
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Table 10.4 The rule structure for the fuzzy performance indicator

The values for Ai,c are heuristically set Ai,c = (0.5 + 0.5 × i), 1 ≤ i ≤ 8 to reflect dif-
ferent degrees of the performance indication. A4,c in the middle represents the best
performance. Table 10.4 shows the rule structure. These rules are set according to experi-
ence and knowledge that the contention corruption ratio RC and the voice packet dropping
ratio LV have the dominant impact on overall system performance. The max–min inter-
ference method is used to calculate the membership value of each term in T (A). Take
rules 4 and 5, which have the same term A2 for example. In the first step, the max–min
interference method applies the min operator on membership values of associated term
of all the input linguistic variables for each rule. If we denote the weights of rules 4 and
5 by w4 and w5, then

w4 = min[µHi(LV), µLt(RC), µLa(U), µSh(DD)]

w5 = min[µLo(LV), µLt(RC), µSm(U), µLg(DD)] (10.59)

The max operator on w4 and w5 yields the overall membership value of A2, denoted by

wA2 = max(w4, w5) (10.60)

Fuzzy performance indicator uses the center of area defuzzication method to obtain the
performance indicator A by combining wAi

, 1 ≤ i ≤ 8
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A =

8∑
i=1

wAi × Ai,c

8∑
i=1

wAi

(10.61)

Fuzzy access probability controller (FAPC)

FACP takes the predicted interference sample at frame (n + 1), ĨS(n + 1) and the
performance indicator at frame n, A(n) as two input linguistic variables. We define
term set of ĨS(n + 1) ⇒ T (ĨS) = {Low, Medium, High} = {Lo, Me, Hi} and the term set
of A(n) ⇒ T (A) = {Small, Middle, Large} = {Sm, Md, La}. Membership functions for
ĨS(n + 1) and A(n) ⇒ M(ĨS) = {µLo, µMe, µHi} and M(A) = {µSm, µMd, µLa} where

µLo(ĨS) = q(ĨS;ĨS,min , Loe, 0, Low), µMe(ĨS) = f (ĨS; Mec, Mew0, Mew1)

µHi(ĨS) = q(ĨS; Hie, ĨS,max , Hiw, 0)

µSm(A) = q(A;Amin, Sme, 0, Smw), µMd(A) = f (A; Mdc, Mdw0, Mdw1)

µLa(A) = q(A; Lge, Amax, Lgw, 0) (10.62)

Parameters ĨS,min, ĨS,max and Amin, Amax are the minimum and maximum possible values
for ĨS and A, respectively. The output linguistic variable is here defined as the adjustment
amount of PV (n), denoted by �P . The term set for

�P ⇒ T (�P ) = {�P1, �P2, �P3,�P4, �P5,�P6}

The membership function (the set of values) of

�P ⇒ M(�P) = {µ�P1, µ�P2, µ�P3, µ�P4, µ�P5, µ�P6}

Parameters µ�Pi
(�P ), i = 1, . . . , 6 are given as

µ�P1(�P ) = f (�P ;�P1, 0, 0), µ�P2(�P ) = f (�P ;�P2, 0, 0)

µ�P3(�P ) = f (�P ;�P3, 0, 0), µ�P4(�P ) = f (�P ;�P4, 0, 0)

µ�P5(�P ) = f (�P ;�P5, 0, 0), µ�P6(�P ) = f (�P ;�P6, 0, 0) (10.63)

where �Pi, 1 ≤ i ≤ 6, is the ith adjustment step. Heuristically we set −0.125 ≤ �Pi ≤
0.125 and �Pi = (−0.175 + 0.05 × i) to reflect different degrees of predicted interference
and performance indication. As ĨS is low and A is in the middle, ⇒ �P = �P6, denoting
a larger increment for the access probability. If ĨS is large and A is large, we select
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Table 10.5 The rule structure for FAPC

⇒ �P = �P1 denoting a larger decrement for the access probability. These rules are
elaborated in Table 10.5.

Max–min interference method is used to calculate the membership value for each term
of T (�P ) and then apply the center of area for defuzzication. Once �P is obtained,
PV(n + 1) is given as

PV(n + 1) = PV(n) + �P (10.64)

The access probability for data ready contention users PD(n + 1) is obtained by

PD(n + 1) = fd · PV(n + 1) (10.65)

where fd is a real number smaller than 1, denoting voice users have higher access priority
than data users (see also previous sections).

Neural-network access probability controller (NAPC)

NAPC adopts radial basis function network (RBFN) shown in Figure 10.25.
The hidden node q in the RBFN performs the normalized Gaussian activation function.

zq ≡ exp	−|x − mq |2/2σ 2
q


k∑
�=1

exp
[−|x − m�|2/2σ 2

�

] , 1 ≤ q ≤ k (10.66)

x the input vector, mq(σq) is the mean (variance) of the qth Gaussian function and k

is the number of hidden nodes. In this way, hidden node q has its own receptive field
center on mq with size proportional to σq , and it will give a maximum response to the
input vector closest to mq . For an input vector x = [ĨS(n + 1), A(n)] lying somewhere
in the input space, the receptive fields that are close to it will be properly activated. The
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Z1 . . . Zq . . .   

Wiq 

PV(n + 1)  

a(•) 

ZK

Output

Is (n + 1)
~

A (n)
Inputs

Figure 10.25 The structure of RBFN for NAPC.

output of RBFN, PV(n + 1), is simply the mapping of the weighted sum of the hidden
node outputs by

PV(n + 1) = a


 k∑

q=1

wiqzq




where a(·) is the output activation function. The function of RBFN is to group the input
vectors, which are close to each other, and then teaches every group to which output
level it belongs. Parameters σ 2

� and m� are trained either by the hybrid learning rule or
the error backpropagation rule. The details can be found in a number of textbooks [10].

For illustration purposes the following simulation environment is assumed [9]: K = 49,
propagation loss exponent, n = 4, standard deviation of ξ is 8 dB, T = 20 ms, N =
10, 1/µ = 0.44 s, 1/λ = 0.56 s, 1/λd = 0.04, F = 15, TD = 40 ms, BV = 12, BD = 200,
RBFN output activation function a(x) = 1/[1 + exp(−x)]. The voice source rate is 8 kbps
and thus generates 160 information bits per frame time. In addition, 64 header bits
and (L = 511, M = 229, ζ = 38) Bose–Chaudhuri–Hocquenghem (BCH) code is used.
The total bandwidth is 3.8325 MHz. We set the packet error probability PE

∗ and the
interference level IS

∗ to PE
∗ = 0.01 and IS

∗ = 16 × S. For the system CAF defined in
Section 10.4, parameters from Table 10.3 are used with slight modification: psi = 0.03,
α = 0.007, β = 0.08, breakpoint = 6 and fd is set to be 0.25. The performance indicator
includes voice packet dropping ratio LV, corruption ratio RC, utilization U and packet
delay Dp. These parameters are shown in Figures 10.26 to 10.29.

For the same LC, fuzzy/neural congestion controller with NAPC provides the higher
capacity (see Figure 10.26). In Figure 10.27 one can see that the same method provides
by far the best corruption ratio RC.
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Figure 10.26 The voice packet dropping ratio LV versus the number of users in a cell.
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Figure 10.27 The corruption ratio RC versus the number of users in a cell.

Utilization for NAPC is also the best (see Figure 10.28).
As one could expect, because of the strict control that provides better values for the

previous three parameters, the delay in such a system will be increased as shown in
Figure 10.29.



ADAPTIVE TRAFFIC ADMISSION BASED ON KALMAN FILTER 331

NAPC 
FAPC 
Channel access function

0.6

150 160 170 180

Number of users in a cell

190 200

0.7  

0.8

0.9

U
til

iz
at

io
n 

U

Figure 10.28 The utilization U versus the number of users in a cell.
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Figure 10.29 The data packet delay DD versus the number of users in a cell.

10.6 ADAPTIVE TRAFFIC ADMISSION BASED
ON KALMAN FILTER

A framework for adaptive connection admission in the uplink direction is again based on
the estimation of the interference at the BS receivers. This time the estimation algorithm
employs a linear Kalman filter, which is driven by a measurement of the interference
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Figure 10.30 Traffic admission environment.

and by predicted traffic parameters of the admitted connections [11]. We discuss several
generic variants of the control architecture. They vary from a fixed strategy (FS) with
fixed power control (FPC) to an adaptive strategy with full information about network
state and adaptive power control. The general block diagram of the control architecture
is given in Figure 10.30.

The decision criterion is to accept the call if the outage probability P {BERs > ε} ≤ γ .
Three basic categories of information are potentially available to the bandwidth man-

ager. (1) Information about connection traffic parameters. These parameters, ad, can be
defined by the source type, for example, voice connection. Alternatively, it may be that
the source itself specifies the traffic characteristics of the connection (e.g. peak rate, burst
length, average rate). The traffic parameters resulting from the superposition of all sources
served by a BS will be denoted as Ad. In general, the declared parameters are stochastic
in nature and should be treated only as estimates since the source itself may not know
them exactly in advance. In other words, there is certain declaration error. The range of
this error is associated with the source type and can be limited by a policing mechanism at
the transmitter. The traffic parameters of the connections within the cell are not sufficient
to determine accurately the BERs since the interference form the out-of-cell connections
is an independent random variable. (2) Information obtained by measuring channel char-
acteristics, H , pertinent to BERs , which are available in the local BS. The most important
are the current SIR distribution, SIR(t) = S(t)/I (t). There is a direct relation between
them and BERs (SIR(t) → BERc (coded) → BERs (uncoded). From the traffic admission
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point of view, SIR(t) is the most convenient information to analyze. This follows from
the fact that the total interference can be treated as a superposition of the interference
caused by each connection signal. In this case, the influence of a new connection on the
interference level can be assessed by adding the predicted interference from the new call,
ip(t), to the existing one I ′(t) = I (t) + ip(t). Current value of SIR(t) is not sufficient to
make an accurate decision since the decision should provide the required QoS for some
period in the future, while SIR(t) may change significantly in this period due to variation
in the propagation and traffic parameters. Parameters of the current SIR(t) distribution
must be estimated. (3) Information that can be retrieved from neighboring BSs, G. Basi-
cally this is the same type of information as in category one and two, except that it may
be transformed into more useful form by the bandwidth managers of the neighboring BSs.
Two additional factors need to be taken into account when applying the information from
the neighboring BSs for traffic admission control. Firstly, there is additional complexity
caused by the exchange of a large amount of information between the BSs. Secondly, there
is a delay in the information exchange protocol so the information, generally, reflects the
state of the network a short time ago. On the basis of the indicated information structure,
the bandwidth manager can reject the new call in order to keep QoS at the desired level.
It should be mentioned that, in general, the bandwidth manager could use some additional
mechanisms to control the QoS level. Most important are mechanisms that can reduce
(or increase) the source rate during the connection. In particular, this may be a source
with selectable variables or a data source that can vary the transmission rate according
to the available bandwidth in the network. In the sequel, we will discuss three different
control strategies. Basically for more efficient control we will need more information to
make access decisions. The analysis is based on Reference [11].

1. Fixed strategy (FS ): The admission decision is based on traffic source declarations
only. The bandwidth manager ensures that the declared traffic parameters do not exceed
the thresholds AT(Ad). The thresholds are defined so that the information bit error rate
(BER) constraint is met for any source and propagation distribution

Ad ≤ AT(Ad) ⇒ P {BERs > ε} ≤ γ (10.68)

The obvious advantage of the scheme is its simplicity. On the other hand, the algorithm
has to be designed for the worst case of source location and propagation distribu-
tions, which are not under the BS control so the bandwidth utilization can be far
from optimum.

2. Local adaptive strategy (LS ): The admission decision is based on both the source
traffic declarations and the channel characteristics measured at the local BS H . The
threshold AT adapts to the current propagation conditions at the local BS.

Ad ≤ AT(Ad, H) ⇒ P {BERs > ε} ≤ γ (10.69)

It is clear that the adaptive capabilities of this scheme can provide better bandwidth
utilization. At the same time, monitoring of the transmission conditions increases the
complexity of the algorithms.
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3. Global adaptive strategy (GS )and soft capacity management : This is an extension of
the LS where the decision is also based on information from the neighboring BSs, G.
The idea is to manage the soft capacity too.

Ad ≤ AT(Ad,H, G) ⇒ P {BERs > ε} ≤ γ (10.70)

The level of traffic that is accepted by the local BSs takes into account the propagation
conditions in a larger region. The framework for adaptive traffic admission is presented
in Figure 10.31. The objective of the estimation part is to obtain reliable estimates of
the state-dependent mean and variance of interference Î (y), V̂ (y).

For as long as the interference level is lower than Imax, the allowable BER will be
below the threshold ε.

Is ≤ Imax ⇒ BERs ≤ ε (10.71)

The threshold Imax can be updated periodically on the basis of comparison of measured
channel BERc and Is to compensate for possible model errors. Having determined Imax,
the decision criterion based on equation (10.71) is to accept the call if in the new state,
for all connections

P {Is > Imax} ≤ γ (10.72)

If the estimated and the predicted values are exact, the condition (10.72) is fulfilled if

Î (y) + ip ≤ Imax − r ′ (10.73)
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Figure 10.31 Framework for adaptive traffic admission.
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where r ′ is the reservation threshold given by

r ′ = U(γ )

√
V̂ (y) + vp (10.74)

and U (γ ) is the coefficient derived from the normalized Gaussian distribution.

10.6.1 Receiver structure

Suppose that the correlation receiver with noncoherent square law combining is employed
in the uplink direction of the studied CDMA access network. Assume that there are M

signaling waveforms used in the transmission of information, namely,

sm(t) = Re[um(t)ej2πfct ], m = 1, 2, . . . , M (10.75)

where {um(t)} are equivalent lowpass waveforms. For BPSK/CDMA u2 = bc where b =
±1 is binary data and c = ±1 is the spearing code. The channel through which the
signaling waveforms are transmitted is assumed to introduce an attenuation factor α and
a phase shift φm for each signal. Thus the equivalent lowpass received signal, corrupted
by additive noise z(t), is represented as

r(t) = αe−jφmum(t) + z(t) (10.76)

In the sequel, we make the following assumptions.
(1) The phases {φm} are mutually statistically independent and uniformly distributed;
(2) the additive Gaussian noise is white and (3) the M signals are equally likely and
have equal energy. The optimum demodulator is the one that computes the M decision
variables from

Um =
∣∣∣∣
∫ T

0
r(t)u∗

m(t)dt

∣∣∣∣ ; m = 1, . . . ,M (10.77)

and selects the signal corresponding to the largest decision variable, as shown in
Figure 10.32. When broadband signals are used over a frequency-selective slowly fading
channel, a RAKE demodulator is used to achieve diversity. The RAKE demodulator
combines the outputs of l optimum demodulators with inputs r[t + (i/W)]; i =
0, 1, . . . , l − 1, where W is the bandwidth of the input signal (see Chapter 8).

The measured signal energy and interference per symbol are given as

Es = 1

ns

ns∑
j=1

max

k

{dj,k} − Is

M − 1
(10.78)

Is = 1

ns

ns∑
j=1

M∑
k=1

k �=kmax

dj,k (10.79)
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Figure 10.32 Optimum demodulator for noncoherent detection.

where kmax is the index of the largest decision value for the given symbol interval, ns is
the number of symbols in the measurement interval of 1.25 ms (power control command
bits are generated every 1.25 ms when fast power control is employed), and dj,k is the
kth decision value at the output of the diversity combiner during the j th symbol interval.
Assume that Es and Is are available since these parameters are used anyway in the power
control mechanism.

Two power control schemes are considered:

1. The signal power at the output of the RAKE receiver is kept constant. This scheme is
henceforth referred to as FPC.

2. The power control tries to keep the SIR at a certain level, SIRT. If the current SIR is
below SIRT, the signal power is increased by 0.5 dB. In the opposite case, the signal
power is reduced by 0.5 dB.

10.6.2 Measurement

The estimation process requires measurement of the interference process (FPC) or the
interference to signal ratio process (SIR power control). Signal power level is always avail-
able. The interference samples Is can be obtained from the fast power control algorithm.
On the basis of these samples, one can evaluate the required values of the interference
mean and variance during a particular state following the standard estimation approach:

I =
∑

Is

N
(10.80)

V =
∑

(Is − I )2

N − 1
(10.81)
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where N is the number of samples in the state under consideration. The time window for
variance measurement should be chosen as

Tv = 1

λh + 0.1λn
(10.82)

where λh is the connection arrival intensity at the local base and λn is the total connection
arrival intensity in the neighboring bases. The idea is to have the window size related to the
average interval between two arrivals. The parameter 0.1 is introduced to reduce the weight
of arrival in the neighboring stations due to their smaller share in the interference level.
The window Tv ensures that the accuracy of the measured variance does not degenerate
to an unacceptable level.

The Kalman filter applied for final estimation of the interference mean and variance
requires also information about the measured error variances. The measurement errors for
mean and variance of interference are defined as

δ
i = I − I (10.83)

δ
v = V − V (10.84)

The variance of the error of measured interference variance is given by

vv
e = E[V

2
] − (E[V ])2 (10.85)

E[V
2
] = E[(Is − E[Is])

4] = E[I 4
s ] − 4E[I 3

s ]E[Is] + 6E[I 2
s ]E2[Is] − 3E4[Is] (10.86)

(E[V ])2 = (E[I 2
s ] − E2[Is])

2 = E2[I 2
s ] − 2E[I 2

s ]E2[Is] + E4[Is] (10.87)

By substituting equations (10.86 and 10.87) into equation (10.85), we get

vv
e = E[I 4

s ] − 4E[I 3
s ]E[Is] + 8E[I 2

s ]E2[Is] − E2[I 2
s ] − 4E2[Is] (10.88)

For a measurement with N samples, the estimated variance of the interference variance
error is given by

vv
e = I 4

s − 4I 3
s Is + 8I 2

s · I 2
s −

(
I 2

s

)2 − 4I
2
s (10.89)

I
j
s =

∑
i

I j
s

N
, j = 1, 2, 3, 4 (10.90)

In order to avoid a large correlation between the measured interference variance and
the estimated error vv

e , the window for vv
e estimation, Te, is larger than Tv.

10.6.3 Estimation

Let k be the sequential index of the BS states. The objective of the estimation process is to
provide the best estimate of the state average interference, Ik , and interference variance,
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Vk. For estimation of these variables, a linear discrete Kalman filter will be used. In
general, the Kalman filter provides an optimal least-squares estimate of the system state
under the condition that the system is linear and the model and measurement errors are
Gaussian random variables. For local strategy (no communication with neighboring BSs),
the block diagram of the system model and Kalman filter is shown in Figure 10.33 where
Xk denotes either Ik or Vk . As mentioned earlier in Chapter 4, the dynamics of the system
is modeled as

Xk = FkXk−1 + ek

Fk = 1 ± xk

Xk−1
(10.91)

where ek is the model error and xk denotes either the predicted average interference, ip,
or the predicted interference variance, vp, of the new (+) or departing (−) connection.

If Yk is the variance of the measurement error (vi
e or vv

e), the Kalman gain is

Kk = P e
k (P e

k + Yk)
−1 (10.92)

where

P e
k = F 2

k−1Pk−1 + Qk

Pk−1 = (1 − Kk−1)P
e
k−1 (10.93)

and Qk is predicted variance of the model error (vi
e or vv

e ). The system state estimate
update is given by

X̂k = X̂e
k + Kk(Zk − X̂e

k) (10.94)

where X̂e
k = X̂k−1 + xk the state estimate extrapolation and Zk is measurement (I k or V k).

Note that under the Gaussian assumption of the model and measurement errors, the

Connection
parameter

Model
error

System
model

Measurement
model

Kalman
filter

Measurement
error

xk
Xk

ek

Xk −1

Xk −1

Xk −1

xk −1

Kk −1
Zk −1

uk −1

Delay 

Delay 

Delay 

+
+ 

+
+ 

Kalman gain
+ 

+ 

+ 

+

+ + + − 

^

Xk − 2
^

Xe
k −1

^

Figure 10.33 System model and Kalman filter.
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distribution of the estimation error is also Gaussian with zero mean and variance (vi
e or vv

e)

defined by error covariance matrix, Pk .
The estimation process for global strategy (communication with neighboring bases) is

basically the same with the exception of the transition matrix, which is defined as

Fk = 1 ± xk + xn
k

Xk−1
(10.95)

where xn
k is the predicted change in the average interference, inp , or interference variance,

vn
p , during the state duration in the local BS, caused by state changes in the neighboring

BSs. Prediction of xn
k is based on the state changes in the neighboring BSs during the

last state in the local BSs
xn

k =
∑

j

αl
j (±x

(j)

k ) (10.96)

where j is the neighboring BS index, ±x
(j)

k denotes the total change in BS j during state
k of the local BS, αj is the coefficient defining the average interference in the local BS
caused by a connection in the j th BS, l = 1 for the average interference estimation and
l = 2 for the interference variance estimation. The model error, ek in equation (10.91),
requires some additional discussion. In general, the model error is defined as the difference
between the real value in state k and the extrapolation from the previous state

ek = Xk − (Xk−1 + xk) (10.97)

The evaluation of the model error is based on the assumption that the aggregate interfer-
ence process can be treated as stationary in two subsequent states. Under this assumption
the model error is equal to the prediction error xk . This error can be caused either by a
declaration error in the source parameters or by the nonorthogonality of codes and non-
perfect synchronization (two signals with the same power at the BS can cause different
levels of interference to the third signal). The variance of these errors can be estimated
from statistics. This approach does not take into account possible nonstationarity inter-
ference caused by the connection arrivals and departures in the neighboring BSs during
the local base state k. In general, the nonstationarity error could be included in the model
error. To simplify the analysis, the reservation for this error and the SIR power control
error (defined in the next section) are evaluated separately.

10.6.4 Reservation

The main function of the reservation parameter, r in equation (10.93), in the connection
acceptance decision is to provide protection against the variability of the estimated inter-
ference and possible estimation errors. There are five main factors that influence the value
of the reservation parameter.

1. Estimated interference varianceV̂ : From the reservation viewpoint, it is important that
the interference is assumed to have Gaussian distribution.
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2. Variance of the mean interference estimation error v̂i
e: According to the Kalman filter

model the estimation error has a Gaussian distribution.
3. Nonstationarity error : As indicated in the previous section, the estimated interference

variance V̂ for a given state is used in the admission decision as a prediction for
the next state (stationarity assumption). Since on average there are several connection
arrivals and departures in the neighboring BS during local base state k, this feature can
cause a prediction error, which is henceforth called as nonstationarity error. Note that
this effect exists even if the traffic offered to the neighboring stations is stationary.

4. SIR Power control feedback error : In the case of SIR power control, the connection
acceptance causes certain additional interference variably caused by the power control
feedback effect.

5. Priority for arrivals in the neighboring cells : As will be illustrated in the next section,
the system capacity can be increased when the connection admission in the neighbor-
ing cells has priority over the admission of a local connection. This priority can be
implemented by increasing the reservation parameter for local connection admission.
The reservation level, r1, for the first two factors can be evaluated from

r1 = U(γ )

√
V̂ + v̂i

e (10.98)

where U (γ ) is the coefficient derived from the normalized Gaussian distribution, which
provides that the condition (10.72) is fulfilled if Î ≤ Imax − r1. The remaining three factors
are taken into account by increasing the reservation level for local connection admission.

r = r1 + r2 (10.99)

Analytical evaluation of the parameter r2 is complex and requires more information
about the traffic process. Here, the optimal values of r2 are found from numerical exper-
iments. The same approach is used to find the reservation parameter, r3, for admission
decision of connections from neighboring BSs [11].

10.6.5 Connection admission strategies

The three generic strategies are implemented as follows:

1. Fixed strategy (FS ): The fixed traffic admission thresholds, AT(Ad), ensure that

Ad ≤ AT(Ad) ⇒ P {Is > Imax} ≤ γ (10.100)

The thresholds are found from numerical experiments under stationary and uniform
traffic conditions. This approach gives system capacity larger than the worst-case design
(in the case of nonuniform distribution of portables within the cells the system capacity
can be smaller).

2. Local adaptive strategy (LS ): A new connection is accepted if

Î � Imax − r1 − r2 (10.101)
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3. Global adaptive strategy (GS ): A new connection is accepted if

Î � Imax − r1 − r2 (10.102)

in the local BS and
Î =� Imax − r1 − r3 (10.103)

in all neighboring BSs. For illustration purposes the following assumptions are used.
The network consists of a 7 × 7 grid of square cells. In order to avoid excessive
complexity, the traffic and propagation models take into account only characteristics
that are important from the viewpoint of traffic admission. Examples are limited to
homogenous connections. Each cell generates a stream of connection demands from
portables that obey a Poisson distribution with intensity xi . The demands are uniformly
distributed within the cell. A portable with connection demand chooses the BS pro-
viding the best SIR. This BS is referred to as the local BS of the portable. Once the
connection is accepted, the terminal generates on–off traffic with activity rate 0.35
and means holding time 3 min (voice or bursty data traffic). The propagation model
assumes exponential path loss and lognormal shadow fading. The variance of the log-
normal shadowing used in the example is 6 dB. The portable mobility and hand-offs
are not modeled. The values of the signals and interference at the BSs are evaluated
from the propagation model for average values only. At this stage, the model error,
Qk , is added according to its Gaussian distribution. The variability of the signals,
caused by source burstiness, is modeled for the superposition signals at the BSs as
a Gaussian noise added to the average value. The performance of the investigated
strategies is evaluated on the basis of the traffic carried in the nine central cells. The
boundary conditions are provided by the remaining 40 cells that operate under FS
and are offered uniform background traffic. The traffic pattern in the nine central cells
can be nonuniform and nonstationary. The examples chosen for study are described in
Table 10.6 and Figure 10.34 [11].

Table 10.6 Traffic levels [11]. Reproduced from
Dziong, Z., Jia, M. and Mermelstein, P. (1996)

Adaptive traffic admission for integrated services
in CDMA wireless–access networks. IEEE

J. Select. Areas Commun., 14(9), 1737–1747, by
permission of IEEE

Examples Ah Al Ab

SU2 90 90 90
SU4 150 150 150
SC2, NC2 120 18 90
SC4, NC4 180 30 150
SX2, NX2 75 0.3 75
SX4, NX4 105 15 105
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Figure 10.34 Traffic patterns [11]. Reproduced from Dziong, Z., Jia, M. and Mermelstein, P.
(1996) Adaptive traffic admission for integrated services in CDMA wireless–access networks.

IEEE J. Select. Areas Commun., 14(9), 1737–1747, by permission of IEEE.

They are denoted by two letters and an index. The first letter indicates whether the
traffic is stationary (S) or nonstationary (N). The second letter denotes traffic uniformity:
U – uniform, C – nonuniform with one overloaded cell (central) and X – nonuniform
with several overloaded cells forming an X pattern. The subscript of each example corre-
sponds to the path loss exponent. The nonuniformity and nonstationarity are realized by
two levels of traffic offered to the cells – high (Ah) and low (Al). These levels together
with the background traffic levels Ab are given in Table 10.6.

The traffic patterns for nonuniform cases are presented in Figure 10.34. The same
figure illustrates the nonstationary patterns that are achieved by periodical changes (every
6 min) of the original nonuniform pattern, P , to its complement, P , and vice versa.

Table 10.7 Average number of voice connections per cell with fixed power control
[11]. Reproduced from Dziong, Z., Jia, M. and Mermelstein, P. (1996) Adaptive

traffic admission for integrated services in CDMA wireless–access networks. IEEE
J. Select. Areas Commun., 14(9), 1737–1747, by permission of IEEE

Fixed strategy Local strategy Global strategy

A �A r2 �A r2 r3

SU2 34.5 +4% 9 +7% 5 1
SU4 60.3 +10% 9 +12% 5 1
SC2 11.6 +20% 9 +22% 5 1
SC4 14.7 +13% 9 +17% 5 1
SX2 29.9 +3% 9 +8% 5 1
SX4 50.8 +7% 9 +10% 5 1
NX2 28.1 +5% 9 +10% 5 1
NX4 50.8 +6% 9 +8% 5 1
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Table 10.8 Mean connections per cell with SIR power control [11]. Reproduced
from Dziong, Z., Jia, M. and Mermelstein, P. (1996) Adaptive traffic admission for

integrated services in CDMA wireless–access networks. IEEE J. Select. Areas
Commun., 14(9), 1737–1747, by permission of IEEE

Fixed strategy Local strategy Global strategy

A �A r2 �A r2 r3

SC2 11.5 +20% 10 +24% 5 1
SC4 14.7 +27% 10 +33% 5 1
SX2 29.3 +15% 10 +31% 5 1
SX4 51.3 +14% 10 +24% 5 1
NX2 28.8 +16% 30 +17% 25 21
NX4 52.2 +10% 30 +17% 25 21

The nonstationary and stationary examples constitute the two extremes of a wide range of
possible nonstationary cases with different speed of traffic pattern changes. The QoS in the
system is determined by the outage probability defined by equation (10.72). The value of
Imax (or equivalently SIR) is a function of the channel and antenna characteristics. Since
these parameters are not modeled in this system, Imax = 30 is chosen. Because of the
nonstationary arrival rates in some of the examples, the outage probability was estimated
over 1-min windows. The optimal reservation thresholds, r2, r3, (found by exhaustive
search) ensure that the outage probability does not exceed the 1% constraint in any of
the time intervals. The model error variances are as follows: vi

e = 0.25, vv
e = 0.01. The

results presented in this section are based on simulations corresponding to 120 min of
system time. Results for the first 8 min of the initial transient period are not included in
the statistics. The results are shown in Tables 10.7 and 10.8 [11] for two different power
control strategies. Capacity increase up to 30% can be seen.

10.7 SOFT HANDOFF IN CDMA CELLULAR
NETWORKS

We will assume that one mobile unit carries one call only. It means that there is no bulk
handoff arrival. During the handoff, the mobile combines signals from two BSs soft hand-
off. Each cell will reserve Ch channels out of a total of C available channels exclusively
for handoff calls, a so-called cut-off priority, because a suddenly forced termination during
a call session will be more upsetting than a failure to connect. Every handoff requirement
is assumed to be perfectly detected and the assignment of the channel is instantaneous if
the channel is available. From the intrinsic property of the soft handoff process, a handoff
requirement must not be denied immediately when there is no available channel. The
handoff requirement shall be put into a queueing list. It is assumed that the allowable
maximum queue length is equal to Q.
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The call duration time Tc is assumed to be exponentially distributed with mean T c =
µ−1

c . A cell is divided into two regions: the normal and the handoff region as shown
in Figure 10.35 [12]. A handoff process shall be carried out for any call that enters the
handoff region from outside the cell, and the diversity reception from different BSs is
possible only in this area. New call and handoff arrivals are assumed to be Poisson
distributed with rates �n and �h, respectively. The location of a new generated call is
uniformly distributed all over a cell. In the sequel, we use the following notation:

�n1
�= the new call arrival rate in handoff region = a · �n

�n2
�= the new call arrival rate in normal region = (1 − a) · �n (10.104)

where

a = area of handoff region

area of a cell
(10.105)

When a new call is generated in the handoff region, it can ask for channel assignment
from both the cell of interest and a neighboring cell with which it can communicate. If the
cell of interest has a channel available for such a generated call, the new call is considered
as a successful new call. If not, the new generated call is said to be blocked from the point
of view of the cell of interest. In the latter case, the new call may successfully enter the
cellular system by getting a channel assignment from the neighboring cell and becoming
a handoff arrival for the cell of interest. If the new call cannot get channel assignment
from either of the two cells, the call is said to be blocked by this cellular system, and the
mobile unit shall try its attempt later.

The dwell times of a call in two distinct regions are assumed to be exponentially
distributed. The mean dwell time in handoff regions is T d1 = µ−1

d and that in normal
region is T d2 = µ−1

d . Since the relations between the mean dwell time in the whole cell
T dc and the mean dwell time in each region shall be a function of the covered area of
each region, we can find the related functions. All the mobile units are assumed to be
‘random walking’ in a cell, which is very suitable for the urban area. According to these

Normal region

Handoff region
(a) (b)

Approximation

Figure 10.35 Handoff region and normal region of: (a) cellular network and (b) simplified cell.
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Area = p2

Area = p

Area = 1

A B C 

Figure 10.36 Three concentered circles A, B and C [12]. Reproduced from Su, S., Chen, J. and
Huang, J. H. (1996) Performance analysis of soft handoff in CDMA cellular networks. IEEE

J. Select. Areas Commun., 14(9), 1762–1769, by permission of IEEE.

related functions, we can get the values of T d1 and T d2 for given values of T dc and ‘a’.
To do so, we consider three concentered circles whose areas are 1, p and p2, respectively,
as shown in Figure 10.36 [12] where 0 < p < 1. Since the circles are in the same regular
shape and the mobile units are assumed to be randomly walking in the whole area, we
can conclude that the ratio of the average dwell times in two distinct circles shall be a
function of the ratio of the area only. This can be represented as

TC = f
(
p2) · TA = f (p) · TB = f (p) · f (p) · TA (10.106)

where TA, TB and TC are average dwell times of three distinct circles A, B and C,
respectively and f (p) is the related function. Thus, f (p2) = f 2(p). Similarly, f (pn) =
f n(p) for any positive integer n. From this particular formula, we assume f (p) = xlog10p,
where x is a proper chosen constant.

For the cell of interest as shown in Figure 10.35(b), if the fraction of the occupied area
of the handoff region is ‘a’ then we can conclude the relation between the dwell time of
the whole cell

(
T dc

)
and the dwell time of the normal region

(
T d2

)
is

T d2 = f (1 − a) · T dc = xlog10(1−a) · T dc (10.107)

The computer simulations of T d2/T dc and T d1/T dc are shown in Figure 10.37 [12].
From the simulation results x = 2 is a proper value in function f (p). Another related
function q(a) = 16loga is a good approximation of the values of T d1/T dc.

10.7.1 System analysis

For the analysis, the birth–death model of the process is used. The state in the process is
defined as

s = (v1, v2, q) v1, v2 ≥ 0 and 0 ≤ q ≤ Q (10.108)
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Figure 10.37 Simulation results and approximated relations of the dwell time ratio [12].
Reproduced from Su, S., Chen, J. and Huang, J. H. (1996) Performance analysis of soft handoff
in CDMA cellular networks. IEEE J. Select. Areas Commun., 14(9), 1762–1769, by permission

of IEEE.

where v1, v2 are the number of active calls in the handoff, normal region and q is the
number of mobile units in queue. N(s) is the total number of active channels at state s

of a cell, that is, N(s) = v1 + v2 and N(s) ≤ C. New calls will be blocked when N(s) ≥
C − Ch and the handoff arrival will be put in queue while all the channels are in use,
that is, N(s) ≥ C. Since the queue is not used when v1 + v2 ≤ C and it is used only
when v1 + v2 = C, the two-dimensional (2D) Markov chain is enough to describe the
state transitions. An example with C = 5, Ch = 2 and Q = 3 is shown in Figures 10.38
and 10.39.

There are five conditions that can cause a state transition: New call arrival, call com-
pletion, handoff arrival, handoff departure, and region transitions (from the normal region
to the handoff region and vice versa). A region transition in which a mobile unit drives
into the handoff region from the normal region of the current communicating cell and
asks for a channel from the neighboring cell is also a handoff arrival for the neighboring
cell. If the mobile unit drives from the handoff region to the normal region in the cell, it
is a handoff departure of the neighboring cell. If a mobile unit drives out of the handoff
region of a cell, according to its moving direction, it can be a true handoff departure
or only region transition of the cell of interest. We assume the rate of the former is
µdo = (1 − Pb) · µd and that of the latter is µdk = Pb · µd, where the parameter ‘Pb’ is
the average probability of moving back to the normal region of the cell of interest for a
mobile unit in the handoff region. The value of Pb is a function of the value of ‘a’ and
the related function between ‘Pb’ and ‘a’ described in the sequel. If a mobile unit is at
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Figure 10.39 The queueing part of the birth–death processes of Figure 10.38 with Q = 3.

the point K in the handoff region, as shown in Figure 10.40 [12], the probability that it
will drive toward the handoff region is

Pb(r1) = θ

π
= sin−1(r/r1)

π
(10.109)

The average probability of moving back to the normal region for all the mobile units
in the handoff region is

Pb = 2

π · (1 − r2)

∫ 1

r

r1 · sin−1
(

r

r1

)
dr1 (10.110)

Figure 10.41 shows the relation between ‘a’ and the moving back probability ‘Pb’.

10.7.2 Flow equilibrium equations and steady-state probabilities

Let p(i, j, q) be steady-state probability of the state s = (i, j, q). There is a flow equilib-
rium equation for each state, that is, the total rate of flowing into a state will be equal to
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Figure 10.40 The mobile unit is at point K , which has a distance r1 from the center. The radius
of the normal region (inner circle) is r and the radius of the whole cell (outer circle) is one [12].
Reproduced from Su, S., Chen, J. and Huang, J. H. (1996) Performance analysis of soft handoff
in CDMA cellular networks. IEEE J. Select. Areas Commun., 14(9), 1762–1769, by permission

of IEEE.
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Huang, J. H. (1996) Performance analysis of soft handoff in CDMA cellular networks. IEEE

J. Select. Areas Commun., 14(9), 1762–1769, by permission of IEEE.
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the total rate of flowing out from it. If the total number of states is 	, there are 	 = 1 lin-
early independent flow equilibrium equations with parameters like those in Figures 10.38
and 10.39. Besides, the sum of the steady state probabilities is

C∑
i=0

C−i∑
j=0

Q∑
q=0

p(i, j, q) = 1. (10.111)

Steady-state probabilities are obtained by solving 2D birth–death process from the chosen
linearly independent flow equilibrium equations and equation (10.111). The parameters
used in the Markov chain, such as �h, µD, . . ., and so on are mutually related. Some
implicit relations among them are restricted by the system behaviors. A call, which enters
the handoff region from the normal region of the current communicating cell, will ask
for a channel from the neighboring cell. It is a handoff arrival from the point of view of
the neighboring cell. Under the assumption that all the cells have the same probability
characteristics in steady state, the parameter shall satisfy the homogenous equation

�h =
C∑

i=0

C−1∑
j=0

(j · µD) · p(i, j, 0) +
C∑

i=0

Q∑
q=1

(j · µD) · p(i, j, q)|j

= C − i + �n1 · (1 − PB) · PB (10.112)

The last term represents the rate of new generated calls that can only get a channel
assignment from the neighboring cell and become a handoff arrival for the cell of interest,
and PB is the blocking probability from the cell’s point of view, which will be derived
in the next section.

10.7.3 Performance measurement

Carried traffic

The carried traffic per cell is defined as the average number of occupied channels in the
cell of interest, that is,

Ac =
C∑

i=0

C−i∑
j=0

(i + j) · p(i, j, 0) +
C∑

i=0

Q∑
q=1

C · p(i, j, q)|j=C−i (10.113)

where Q is the queue length.

Carried handoff traffic

The carried handoff traffic per cell is defined as the average number of occupied channels
in the handoff region of the cell of interest, that is,

Ach =
C∑

i=0

C−i∑
j=0

i · p(i, j, 0) +
C∑

i=0

Q∑
q=1

i · p(i, j, q)|j=C−i (10.114)
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Blocking probability

A new call will be blocked by a cell when the total number of used channels N(s) =
(i + j) ≥ C − Ch. The blocking probability from the cell’s point of view is given as

PB =
∑
B0

p(i, j, q)

B0 = {(i, j, q)|C − Ch ≤ (i + j), 0 ≤ q ≤ Q} (10.115)

Since a new cell in the handoff region can ask for channel assignment from two cells,
its blocking probability from the system’s point of view is P 2

B. The average blocking
probability from the system’s point of view is

PBS = �n1 · P 2
B + �n2 · PB

�n

(10.116)

Handoff refused probability

Probability of unsuccessful handoff requirement for three classes of events is defined as

PHA =
C∑

i=0

Q∑
q=0

p(i, j, q)|j=C−i (10.117)

PHA is the probability that channels are all occupied when an active mobile unit drives
into a cell. In this case, the handoff requirement is unsuccessful at the temporal moment
and it may be put into queue for a latter trial or, if the queue is full, it is refused forever.
Failure of the handoff requirement does not mean ‘immediate communication drop’. If
the queue is full and the handoff requirement is refused forever, define PHC for class C
such that

PHC =
C−Ch∑
j=0

p(i, j, Q)|i=C−j (10.118)

Define, for class B

PHB =
∑C−Ch

j=0

∑Q
q=1 q · (µc + µd) · p(i, j, q)|i=C−j

�h · (1 − PHC)
+ PHC (10.119)

The numerator of the first term of PHB means the average leaving rate of the mobile
units in queue before being served. Hence, PHB is the total probability that a handoff
call does not get any service ultimately from the cell of interest. It is also a sense of
refused handoff.

10.7.4 Channel efficiency (trunk resource efficiency)

For assessing the channel efficiency, we define the ‘efficiency’ of each channel by its
‘necessity’. It means that the efficiency of a channel equals one if the corresponding
active call holds only one channel and the efficiency reduces to one half if the active
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call holds two channels. Since we only consider the case that there are at most two
different sources in diversity reception in this analysis, each active call in the handoff
region will hold at most two channels from two neighboring cells, one from each. We
can distinguish the active calls in the handoff region into two classes by the number of
its carried channels, as follows:

1. There are three different conditions in which an active call in the handoff region will
carry two channels. The following are their generated rates:

F2n
�= the generated rate of new calls with two channels

= �n1 · (1 − PB)2 (10.120)

F2h
�= the arrival rate of handoff calls with two channels

= �h · (1 − PHB) (10.121)

F2t
�= the transition rate of active calls from the normal region

that will hold two channels

= � · (1 − PHB) (10.122)

where � is the total rate of calls transiting from the normal region to the handoff region

� =
C∑

i=0

C−i∑
j=0

(j · µD) · p(i, j.0) +
C∑

i=0

Q∑
q=1

(j · µD) · p(i, j, q)|j=C−i (10.123)

2. Any other active call, which has been acquired by the cell of interest, will hold exactly
one channel. The total generated rate of this kind of call in the handoff region is

F1 = �n1 · (1 − PB) · PB + � · PHB (10.124)

The average number of active calls in the handoff region that hold two channels is

k2 = Ach · F2n + F2h + F2t

F2n + F2h + F2t + F1
(10.125)

The total channel efficiency in a cell can be defined as

E = 1 − 1

2
·
(

k2

Ac

)
(10.126)

For illustration purposes we use the following parameters [12]:

C = 12, Ch = 2, µc = 0.01, µdc = (Tdc)
−1 = 0.03 and Q = 4.

‘a’ is fraction of occupied area of the handoff region in a cell.
A diversity reception in the handoff region is assumed.
In numerical examples, two conditions are considered.
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Figure 10.42 The carried traffic in a cell versus the new call arrival rate �n.
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Figure 10.43 The new call blocking probability versus the new call arrival rate �n.
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Figure 10.44 The channel efficiency versus the new call arrival rate �n.

Condition 1 Fixed channel capacity C = 12 in a cell regardless of the value of ‘a’. In
this case, the voice/data quality will be better for a larger ‘a’ because of the higher SIR
from the diversity reception in the larger area.

Condition 2 The channel capacity in each cell is increased under the requirement of the
same voice/data quality when the value of ‘a’ becomes larger. Here, we adopt C = 14,16
when a = 0.3, 0.5, respectively.

The results are shown in Figures 10.42 to 10.44 [12]. In Figure 10.42 one can see
that the carried traffic in a cell will be increased for larger λn if C is increased with
increasing α.
The blocking probability will be reduced if C is increased with a as shown in Figure 10.43.

As one could expect under the above conditions, if C is increased with larger a, the
channel efficiency E would be reduced as shown in Figure 10.44.

10.8 A MEASUREMENT-BASED PRIORITIZATION
SCHEME FOR HANDOVERS

In this section, we present a method of improving the QoS in mobile cellular CDMA
systems based on prioritization of handover requests. The objective here is to improve
the perceived quality of cellular service by minimizing both the probability of forced
termination of ongoing calls due to handover failures and the degradation in spectrum
utilization. A model is based on a nonpreemptive priority queueing discipline. New calls,
which originate within the cell at a Poisson rate, are blocked if all channels are occupied.
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Handover requests are queued such that as soon as a channel is available, it is offered
to the mobile subscriber with the measurement results closest to the minimum acceptable
power level for communication. Handover requests arrive with a Poisson distribution and
are queued if no channel is available at the time of arrival. The queue is dynamically
reordered as new measurement results are submitted. Service rate is given by channel
occupancy time distribution and is assumed to be exponential. The performance criteria
of interest are probability of handover failure, probability of call blocking, delay and
carried versus offered traffic.

The so-called ‘guard channel ’concept, described in the previous section, offers a means
of improving the probability of successful handover by simply reserving a fixed or dynam-
ically adjustable number of channels exclusively for handover requests. Having exclusive
handover channels is seen to bear the risk of inefficient spectrum utilization (see results
from Figure 10.44). The use of guard channels requires careful determination of the
optimum number of these channels, knowledge of the traffic pattern of the area and esti-
mation of the channel occupancy time distributions. Reserving channels for handovers
means that fewer channels are being granted to originating calls so that the total carried
traffic is reduced. This disadvantage can be overcome to a certain extent by allowing
the queueing of originating call attempts, which are considerably less sensitive to delays
than handovers.

Queueing handover requests, with or without reserving channels for handovers, is
another method of reducing the probability of forced termination at the expense of an
increased call blocking probability and a decrease in the ratio of carried-to-admitted traffic.
The reason is that no originating call is granted a channel before the handover requests in
the queue are served. Queueing of handover requests is made possible by the existence
of the time interval the mobile station (MS) spends in the handover area, where it is
physically capable of communicating with both the current and the next BS as shown in
Figure 10.45. The fact that a successful handover can take place anywhere during this
interval marks a certain amount of tolerance in the delay for the actual channel assignment
to the handover request.

10.8.1 Measurement-based prioritization scheme

The handover process is initiated by the issuing of a handover request when the power
received by the MS from the BS of a neighboring cell exceeds the power received from
the BS of the current cell by a certain amount. This is a fixed value called the handover
threshold. For successful handover, a channel must be granted to the handover request
before the power received by the MS reaches the receiver threshold, that is, the threshold
in the received power, below which acceptable communication with the BS of the current
cell is no longer possible. The handover area is the area where the ratio of received
power levels from the current and the target BSs is between the handover and the receiver
thresholds. If the power level from the current BS falls below the receiver threshold prior
to the MS being assigned a channel by the target BS, the call is terminated; therefore, the
handover attempt fails.

As previously stated, queueing of handovers is possible because the MS spends some
period of time in the handover area, during which its communication with the current
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Figure 10.45 Queueing of the handovers during the ‘degradation interval’ the period in which
the MS spends in the handover area where the received power level is between the handover and

the receiver thresholds.

BS degrades at a rate depending on its velocity. This degradation is easily monitored
by means of radio channel measurements, usually taken by the MS and submitted to the
network. The queueing schemes suggested for protection of handovers in Section 10.7
utilize the First-in, First-out (FIFO) queue discipline, which does not consider the rate of
degradation in the current radio channel. Measurement-based prioritized scheme (MBPS),
which is described in further detail below, provides a significantly improved probability
of successful handover by taking into account the degradation rate.

In MBPS, if all channels of a cell are occupied, calls originating within that cell are
simply blocked and the handover requests to that cell are queued. MBPS is a nonpreemp-
tive dynamic priority discipline. The handover area can be viewed as regions marked by
different ranges of values of the power ratio, corresponding to the priority levels such that
the highest priority belongs to the MS whose power level is closest to the receiver thresh-
old. On the other end, the MS that has just issued a handover request has the least priority.
Obviously, the last comer joins the end of the queue. The power levels are monitored
continuously, and the priority of an MS dynamically changes depending purely on the
power level it receives while waiting in the queue. A queued MS gains higher priority as
its power ratio decreases from the handover threshold to the receiver threshold. The MSs
waiting for a channel in the handover queue are sorted continuously according to their
priorities. When a channel is released, it is granted to the MS with the highest priority.

MBPS is designed as a handover protection method, which a cellular communica-
tion network can utilize along with any channel allocation strategy, with or without the
employment of guard channels. The queueing can be performed at the BS or the mobile
switching center (MSC) depending on the intelligence distribution between these cellular
network components. The basic idea that originating calls are not assigned channels until
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the queued handover requests are served remains the same. If handover request is queued
at the MSC, there is a separate queue maintained for each cell. One should be aware that
the employment of guard channels has the effect of reducing the number of handover
requests to be queued. However, since we start with a congested cell whose channels are
already occupied, the number of guard channels, if any, will not have an impact on the
waiting time distributions of the arriving handover requests.

As before call blocking probability, PB, is the probability that a new call cannot enter
service because of the unavailability of channels. In MBPS, new calls are served only
when a channel is available and no handover request exists in the queue. Probability of
forced termination, PF, is the probability that an originated call is eventually not com-
pleted because of an unsuccessful handover attempt. PF, therefore, gives the percentage
of handover requests that are not served because the power received by the MS from the
current BS approaches the receiver threshold before a channel is granted.

One of the most obvious merits of a cellular network is the total traffic it carries.
Total carried traffic is the amount of traffic admitted to the cellular network defined by
equation (10.113) as opposed to the offered load. In light traffic conditions, the carried
traffic can be taken to be equal to the offered traffic. However, in general, the carried
traffic is less than the offered load because of blocking of calls and handover failures.
The percentage of the offered load that is carried is certainly desired to be as high as
possible. This percentage decreases with the increase of offered load, and probabilities
of call blocking and handover failure. Another major performance measure is delay, as
it is in any queueing system. MBPS aims to minimize the time spent by the MS on a
poorer communication channel in terms of the power ratio in the handover area before
a channel is granted. The aim is to improve perceived quality of cellular service. We
call the interval between the submission of the handover request and the actual handover
process the degradation interval, referring to the fact that communication with the current
channel deteriorates during this period. The objective is to minimize the time spent by the
MS in higher priority, corresponding to poorer signal reception, by favoring those MSs
that receive the lowest power level from their current BS in channel assignment.

For illustration purposes a system with the following parameters is assumed [13]:
Channel occupancy times are drawn from an exponential distribution with a mean of
60 s. An occupied channel will be released either because of voluntary termination of
a call by the user or because of a handover that is completed with success or failure.
Whether the channel was assigned to a call that was initiated within the cell or to a
handover from another cell does not have to be taken into consideration. It is also not
important whether the channel was released because of voluntary termination of the call
by the user or because of a handover to another channel. The memoryless property of
the exponential distribution is exploited. The only effect of handovers on the channel
occupancy time distribution is that the mean is less than that of call duration distribution,
which is generally accepted to be an exponential with a mean of 100 s.

It is accepted that once the handover request is issued the power that the MS receives
from the current BS will monotonically degrade as in Figure 10.45. The rate of the degra-
dation, and hence the maximum tolerable degradation interval depends on the velocity of
the MS. We assume that the velocities of the MSs have a normal distribution; therefore, the
maximum tolerable degradation interval associated with each MS entering the handover
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area is drawn from a normal distribution with a mean of 10 s and a standard deviation
of 2 s. This implies that an MS is physically able to communicate with two BSs during
one-tenth to one-fourth of the total channel holding time, which is a reasonable assump-
tion. These values can be altered for different cell sizes and velocity ranges; however,
they will not impact the results of comparison of the schemes under consideration.

The radio channel measurements that the prioritization is based on are assumed to be
monitored continuously. In the simulation model, each handover request starts a timer.
The maximum degradation interval that the handover request can stand is assigned from
the normal distribution mentioned above. If the timer of a handover request reaches its
maximum tolerance prior to being served, a handover failure has occurred. This introduces
a natural boundary on the queue size; therefore, the assumption of an infinite buffer size
is not unrealistic. The current power level for each of the queued handover requests is
calculated from the timer value divided by the maximum tolerable degradation interval for
that MS. This corresponds to a projection onto the power level axis in Figure 10.46. The
MS with the lowest power level, that is, closest to the receiver threshold, has the highest
priority. Whenever a channel is released, it is given to the MS with the highest priority.

Figure 10.47 presents the probability of forced termination versus offered traffic
obtained by simulation [13]. As it was noted earlier, in the nonprioritized call handling
scheme, this probability is equal to the probability of call blocking at origination since no
distinction between new call attempts and handover requests is being made. The handover
prioritization scheme using FIFO queueing (Section 10.7) provides some reduction in the
probability of handover failure. As expected, the MBPS (Section 10.8) provides a greater
improvement, which becomes more obvious with increasing offered traffic load.

Handover threshold

Receiver threshold

Time

Legend
t0: arrival of handover request; start timer
t1: channel released
t3 - t0 = maximum degradation interval MS can tolerate
(t1-t0)/(t3-t0)=(HT-p1)/(HT-RT)
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Figure 10.46 Priority profile for the queued handover request.
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Figure 10.47 Probability of forced termination versus offered load for 50% handover traffic.
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Figure 10.48 Carried traffic versus offered load for 50% handover traffic.

Carried traffic is shown in Figure 10.48 [13]. One can see that MBPS performs better
than FIFO system described in Section 10.7.

The same system performs better with respect to delay in handover too, which can be
seen from Figure 10.49.
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Figure 10.49 Average delay in handover versus offered load for 20% handover traffic.

10.8.2 Analytical modeling

For the nonprioritized call handling scheme, the probability of forced termination equals
the probability of call blocking, which is given by the well-known Erlang B formula for
the M/M/c/c queue.

PB = PF =
(cρ)c

c!
c∑

i=1

(cρ)i

i!

, ρ = λ/cµ (10.127)

In equation (10.127) it is assumed that 1/µ = 1 min and, thus, the number of Erlangs
of traffic is numerically equal to the sum of the arrival rates of originating calls and
handover requests. The number of channels, c, is accepted to be equal to 50. Substituting
these values into the above formula and varying the offered traffic, λ/µ, the curve in
Figure 10.50 was obtained. This figure shows this curve together with the curve obtained
from the simulation of the nonprioritized call handling scheme.

On the basis of Section 10.7, the FIFO queueing scheme can be approximated by
an M/M/c queue with nonhomogeneous arrival rates. Until all servers are occupied,
the arrival rate is that of the sum of originating calls and handovers, whereas once the
number in the system equals the number of servers, only handovers are queued. The
blocking probability of originating calls is simply given by the probability of the number
in the system being equal to or more than the number of servers, c

PB =
∞∑

n=c

pn (10.128)
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Figure 10.50 Probability of call blocking versus offered traffic for nonprioritized call handling.

and when n ≥ c

pn = (λC + λc
H)λn−c

H

cn−cc!µn
p0 (10.129)

where λC and λH are the arrival rates of new calls and handovers, respectively. Using the
above expression for pn and

∞∑
0

pn = 1 (10.130)

p0 is found to be

p0 =
[

c−1∑
n=0

1
n!

(
λC + λH

µ

)n

+ 1

c!

(
λC + λH

µ

)c (
cµ

cµ − λH

)]−1

(10.131)

On the basis of the above equations, the probability of call blocking for the FIFO scheme
is found to be

PB = 1

c!

(
λC + λH

µ

)c
c

c − λH/µ
(10.132)

Figure 10.51 demonstrates the accuracy of this model by comparing the analytical and
simulation results in the case of 20% handover traffic. The average queue size is given by

Lq =
∞∑

n=c

(n − c)pn (10.133)
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Figure 10.51 Probability of call blocking versus offered traffic for FIFO queueing of handover
requests; handover traffic of 20%.

Substituting the expression for pn,

Lq = p0

(
λC + λH

µ

)c 1

c!

ρ

(1 − ρ)2
, ρ = λH

cµ
(10.134)

Again, this result is compared to the simulation output in Figure 10.52 [13].
The probability of forced termination, that is, handover failure, is the probability that

the waiting time in the queue exceeds the maximum tolerable degradation interval for
an MS, which was assumed to be normally distributed with a mean of 10 seconds and
standard deviation of 2. In this case we first compute the cumulative queue waiting time
distribution Wq(t) = Probability {TH ≤ t), where TH denotes the random amount of time
spent in the queue and t stands for any arbitrary point in time. Letting Td represent the
normally distributed degradation interval, the probability of forced termination in a FIFO
scheme is given by PF = 1–Wq (Td)

Wq(t) =
∞∑

n=c

[Pr(n − c + 1) completions take ≤ t |arrival found n]pn + Wq(0) (10.135)

where Wq (0) = Probability (c – 1 or less in the system), that is,

Wq(0) = 1 − 1

c!

(
λC + λH

µ

)c (
c

c − λH/µ

)
p0 (10.136)
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Figure 10.52 Average queue size versus offered traffic for FIFO queueing of handover requests;
handover traffic of 20%.
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Figure 10.53 Probability of forced termination versus offered traffic for FIFO queueing of
handover requests; handover traffic of 20%.
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The cumulative queue waiting time distribution is obtained by making the substitution
for pn from equation (10.129) and integrating the service times from 0 to t . The resulting
expression is

Wq(t) = p0

(
λC + λH

µ

)c 1

(c − 1)!

(1 − e(µc−λH)t )

(c − λH/µ)
+ Wq(0) (10.137)

The probability of forced termination is given by

PF = 1 −
∫ ∞

0
Wq(t)fTd(t) dt, fTd(t) is N(·, ·) (10.138)

The integral is numerically computed and the results are graphed in Figure 10.53 together
with the simulation results.

A number of related issues to resource management and access control are discussed
in References [14–82].

SYMBOLS

P{Pi} – transmitted power vector
R{Ri} – vector of rates
�{γi} – vector of required SNRs
p{pi} – power limits
r{ri} – rate limits
h{hi} – channel gains
Q{qi} – received powers
W – bandwidth
N – number of users
η0 – noise density
v, d (index) – voice, data
v, V (n) – number of active voice users
d,D(n) – number of data users who transmit
S, S(n) – the load
av = W/Rvγv + 1
aD = W/RDγD + 1
λ – voice model transmission probability from off to on state
µ – voice model transmission probability from on to off state
P(i/j) – Markov model state transition probability
�v(k) – Markov model steady state probability
Pout – outage probability
δ – required threshold on outage probability
πj – transmission probability
	–load threshold
K – transmission probability exponent (j ) correction factor
v( ), ξ – activity indicators for voice, data
GV,GD – processing gains
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11

CDMA packet radio networks

11.1 DUAL-CLASS CDMA SYSTEM

In this chapter we consider some additional details of packet transmission in a Code
Division Multiple Access (CDMA) radio network. The approach is very much based on
Reference [1]. We start with dual-class traffic and then extend the analysis to multimedia
systems. These two classes are characterized by the following set of parameters:

Class 1: The users in this class are delay intolerant. When transmitting information, they
require support for a constant bit rate of R1 bit s−1; they can tolerate a bit error rate
(BER) of at most Pb1.
Class 2: The users in this class are delay tolerant. When transmitting information, they
require support for a bit rate of at least Rmin bit s−1; they can tolerate a BER of at
most Pb2.

When not transmitting information, it is assumed that the users still communicate with
the base for synchronization purposes. The bit rate used in this synchronization mode
is denoted as R0 bit s−1, and is referred to as the ‘idle rate’. One would expect that
R0 < R1, R0 < Rmin; more detailed constraints on R0 are given later.

In an actual system, Classes 1 and 2 could represent voice and data users, respectively.
Minimum rate R0 would be used in a control channel. According to equation (10.10) a
unique solution to a minimum total transmit power problem exists if and only if

N1∑
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By using the following notation
h1: (mobile to base) gain of the ith generic user

• SIR(1)
i = γ1 = constant ∀ Class 1 users i;

SIR γ1 ⇔ BER Pb1

• SIR(2)
i = γ2 = constant ∀ Class 2 users i;

SIR γ2 ⇔ BER Pb2

minimum total transmit power solution is obtained from equation (11.1) for minimum
required rate Rmin.P peak

i → ∞∀i, constraint (11.1) now becomes

N1(
W

R1 · γ1
+ 1

) + Nmax
2(

W

Rmin · γ2
+ 1

) < 1 (11.2)

Given that N1 Class 1 users are present, one may support at most

Nmax
2 =

1 + W

Rmin · γ2
− N1 ·

(
W

Rmin · γ2
+ 1

)
(

W

R1 · γ1
+ 1

)
 Class 2 users (11.3)

Given that N1 Class 1 and up to Nmax
2 Class 2 users are present, the transmit powers

assigned to the users will then be such that the following hold, (see also Chapter 10,
Section 10.1). Each Class 1 user and Class 2 user will achieve an signal-to-interference
ratio (SIR) of exactly γ1 and γ2, respectively; this follows, as noted before, from the
assumption of perfect power control. The BER requirements of users of both classes will
therefore also be met with equality. The transmitted powers will be such that their sum
is as small as possible; hence, the interference to other cells is minimized. It is assumed
that admission control will handle the task of ensuring that the number of users of each
class satisfies the constraints in equations (11.2 and 11.3).

11.1.1 Maximization of Class 2 throughput

1. Mode 1-Unscheduled Class 2 Transmissions:
All N2 users are allowed to transmit information, each at rate R2. The rate R2 is chosen
to be the largest possible so as to satisfy constraint (11.1). Since N2 ≤ Nmax

2 , one has
R2 ≥ Rmin. This transmission mode is very similar to that followed in the present systems.
A more efficient (from the point of view of throughput) version of this scheme would
allow each Class 2 user to transmit at an appropriate different rate.

2. Mode 2-Scheduled Class 2 Transmissions:
The Class 2 transmissions are scheduled in such a way that at any given instant, only
k2(<N2) of users are transmitting information. The remaining (N2 − k2) are in contact
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with the base at the idle/synchronization rate R0 bit s−1. When transmitting information,
a Class 2 user is allowed to transmit at a rate R∗

2 , which, again, is chosen so as to
be the maximum value satisfying constraint (11.1). Thus, assuming a fair division of
time, each Class 2 user has a ‘duty cycle’ of a fraction of time when it is transmitting

information, given by
(

N2−1
k2−1

)/(
N2
k2

)
= (k2/N2). The remaining fraction of time is spent

in maintaining synchronization with the base at a rate R0. If the transmission rate T of
Class 2 for k2 = 1 is T2, then the throughput gain G measured by the ratio of Mode 2 to
Mode 1 throughputs is [1]

G = T2

R2
=

R0

R2

(
W

R2γ2
+ 1

)
+ N2

W

R2γ2

(
1 − R0

R2

)

N2

(
W

R2γ2
+ 1

)
− N2

2

(
1 − R0

R2

) (11.4)

Given R0, one has the following possibilities:

Case 1 – R0 ≤ R0,upper,1: In this case, one has T ≥ R2 for any admissible value of k2,
that is, ∀k2 ∈ [1, . . . , N2 − 1].

Case 2 – R0,upper,1 < R0 ≤ R0,upper,2: In this case, one has T ≥ R2 for the set of k2 values
k2 ∈ {1, . . . , kmax

2 }.
Here, kmax

2 ≤ (N2 − 1); also N2 ≥ 1 ⇒ kmax
2 ≥ 1.

Case 3 – R0 > R0,upper,2: In this case, one has T < R2 for any admissible k2. Parameters
R0,upper,1, R0,upper,2 and kmax

2 are given as

R0,upper,1 = R2
2(

W

γ2
+ 2R2

)

R0,upper,2 = N2R
2
2(
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(
W

γ2
+ R2

)
 (11.5)

For illustration purposes we use a system [1] with spreading bandwidth W = 1.23 MHz;
Class 1 bit rate R1 = 9.6 kb s−1, with a minimum SIR of γ1 = 7 dB, minimum Class 2
bit rate Rmin = 14.4 kb s−1, with a minimum SIR of γ2 = 8.5 dB (7.0795) and idle bit
rate R0 = 1.2 kb s−1. The Class 2 SIR requirement γ2 is chosen under the conservative
assumption that power control at higher rates might involve higher overheads. The number
of Class 1 users N1 was taken to be the primary variable; on the basis of this, the maximum
number Nmax

2 of Class 2 users permitted was computed according to equation (11.3).
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Figure 11.1 Gain G = T2 /R2 versus Class 2 population N2 with N1 = 8, Nmax
2 = 9.

The number of Class 2 users in the system was then varied from 1 to Nmax
2 , and the

corresponding gain G was computed from equation (11.4). The results are plotted in
Figure 11.1. One should be aware that for N1 smaller and smaller, G would be larger
and larger. Variation of the synchronization rate limits R0,upper,1 and R0,upper,2 is shown
in Figure 11.2.

In the case of imperfect power control, the initial condition (11.1) should be replaced
accordingly (see Section 10.1 of Chapter 10). We use again the spreading bandwidth
W = 1.23 MHz, Class 1 bit rate R1 = 9.6 kbit s−1, with the power-controlled target SIR
parameter γ1 = 7 dB, minimum Class 2 bit rate Rmin = 14.4 kbit s−1, with the power-
controlled target SIR γ2 = 8.5 dB (7.0975) and idle bit rate R0 = 1.2 kbit s−1. The results
are shown in Figure 11.3.

In the sequel, we consider a situation where an upper limit is placed on the peak
interference that a particular cell can create in another. Clearly, such a constraint would
translate to peak transmit-power limits on the mobiles in that cell. Also, mobiles located
close to the boundary between the cells would have more stringent peak transmit-power
limits than those in the interior. Considering the application of the scheduled transmission
mode described earlier in such a situation, we note that the presence of constraints on
the peak transmit powers translate to constraints on the peak transmission rate, which
limits the throughput gains due to scheduling. Thus, in order to better exploit the looser
constraints on the Class 2 users in the cell interior, it might be advantageous in such
situations to schedule the transmissions of only a certain subset of the Class 2 users in
the cell. We use notation (IW /h(2 )

j Ppeak
j ) for the ratio of the power received from all
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sources outside the cell to that of the weakest link user at the base station (BS), assuming
that the user is transmitting at its maximum power. It will be referred to as the received
power ratio (RPR). Figure 11.4 shows gain G = T2/R2 versus Class 2 population N2

with N1 = 8 and RPR being a parameter.

11.1.2 Adaptive and reconfigurable transmission

The Class 2 mobiles must be capable of variable rate transmission, dependent on avail-
able residual capacity and the base station capable of the corresponding reception. The
information transmission rate to be used by the Class 2 users (which was denoted as R∗

2 )
will be decided by the base station, using information about the population distribution in
the system, and in the constrained transmit power case, knowledge of the RPR parame-
ter. In practice, the user-population distribution may be a slowly changing variable. This
would imply that Class 2 information rate changes do not have to be effected too often.
The Class 2 mobiles transmission rate alternates between the information rate R∗

2 and the
synchronization rate R0; hence, there must also be a mechanism to coordinate these rate
changes with the base station.

Mechanism to schedule the Class 2 transmission must be available. One option is
for Class 2 mobiles to transmit in a ‘round-robin’ fashion. Another option is that each
mobile has a fixed information transmission time of τ units within each cycle time of C

units. The actual value of C depends on the amount of buffer space to be provided at
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the mobile, the average number of Class 2 users expected and so on. Once C is known,
an adaptive τ is simply given by τ = (C/N2) where, as before N2 is the number of
Class 2 users.

This form of scheduling will also have to be centrally controlled by the base station
using information about the user-population distribution. There has to be a mechanism
by which the base station informs a particular Class 2 mobile about the cycle time C,
its information transmission time τ , as well as its ‘place’ within the cycle (this is called
the slotting mechanism). Although it is desirable to have a fine slotting of the Class 2
users, that is, an arrangement of the slots such that their transmissions do not overlap,
it may be difficult to achieve in practice without a significant increase in complexity. In
that case, one could resort to coarse slotting in which some (as small as possible) part of
the slot assigned to a user overlaps with that assigned to another user. The overlapping
portions would then correspond to the case k2 = 2 rather than the desired best case k2 = 1.
This would lead to a certain reduction in the throughput gains, but would simplify the
implementation of the slotting mechanism.

More sophisticated scheduling schemes, which exploit the traffic characteristics of the
Class 2 mobiles, can be designed above the basic scheme. For example, a Class 2 mobile
may have no information to transmit in its assigned slot in which case that particular slot
could be reassigned to some other user. This would require an adaptive reconfiguration
of the upper layers in the network. Such schemes would lead to additional throughput
gains. However, the base station would need additional knowledge about the state of the
data in the mobiles, and would add some additional scheduling load to the system. Delay
constraints need to be incorporated into the scheduling. A Class 2 mobile would need
to use significantly higher transmit power in its information transmission slot time τ as
compared to the rest of the time in a cycle, in order to maintain the same SIR. During
its information transmission slot of time τ , a Class 2 mobile must increase its transmit
power to correspond to the rate R2 and lower it for the rest of the cycle to correspond to
the rate R02.

11.2 ACCESS CONTROL FOR WIRELESS MULTICODE
CDMA SYSTEMS

We assume a short-term traffic control in the uplink, that is, burst level traffic control.
A multicode CDMA system (MC-CDMA) for the integration of multirate, multimedia
services is considered [2,3]. In MC-CDMA, a code can be used to transmit information
at a basic bit rate. Users (video or data) who need higher transmission rates can use
multiple codes in parallel. A two-phase congestion control is used for managing the data
traffic and the Packet Error Rate (PER) of Real-Time (RT) traffic. The first congestion
control phase makes sure that there is at most a prespecified number of data users who
can transmit at a time. For those data users who have been granted the right to transmit
(i.e. those who have been assigned CDMA codes), they further follow the second con-
gestion control phase imposed by the BS so as to minimize the impact on the PER of
RT traffic.
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11.2.1 Call level model

The CDMA system consists of a large number of users who can generate voice calls or
data calls. Users with voice calls or data messages will contact the central station (called
the base station or BS in the context of cellular networks) by sending reservation requests
through the signaling channels. For details on the Universal Mobile Telecommunica-
tion System (UMTS) standard, see Chapter 17. On successful reception of a reservation
request, the central station will make a decision as to whether the request can be granted
the admission control. Depending on whether the system has enough resources in the
traffic channel to handle the incoming call, the reservation request will be accepted or
rejected, and the user is notified via the downlink (DL) (the forward link). An accepted
voice call is assigned a CDMA code immediately, but an accepted data call is first queued
at the central station, and will be assigned CDMA codes subject to the congestion control
to be elaborated.

The time axis of the CDMA system is fully slotted, with a slot duration equal to the
transmission time of a packet that is of the same size for both types of traffic. All users
are synchronized at the packet level. The voice generation processes and data calls are
Poisson distributed with the average rates of λv and λd calls per slot, respectively. It is
assumed that the duration of a voice call and the data message length are geometrically
distributed with an average of 1/µ and L slots, respectively.

11.2.2 Data congestion control scheme

As it was already discussed in Chapter 10, owing to the on–off nature of accepted voice
calls, the CDMA channel is not always fully utilized. Therefore, the central station can
allow data traffic to dynamically ‘steal’ the unused channel capacity left by the voice users.
It is the congestion control scheme that makes sure that the quality of service (QoS) of the
established voice calls is not compromised, that is, the packet error probability remains
less than a prespecified value. The congestion control scheme will make sure that among
the accepted data message requests queued at the central station, only the first Md requests
are assigned Cd CDMA codes. The data users with assigned CDMA codes start to transmit
their outstanding messages with probability pstart, which can be determined by the central
station according to the state of the system. Upon starting the transmission of its data
message, the data user will not stop until the end of the message. Since the data message
length is geometrically distributed with an average of L packets, the transmission time
of the data message approximately follows a geometric distribution with an average of
L/Cd slots.

When a data user advances to the first Md positions, it is in the standby state, where
the user will enter the active state with probability pstart. When in the active state, the user
will transmit Cd packets in parallel using the Cd spreading codes assigned by the central
station. Since the transmission time of a data message is geometrically distributed with
mean L/Cd, the transition probability from the active state to the done state is Cd/L. The
state diagram of an admitted data user is shown in Figure 11.5. How pstart is determined
on the basis of some side information will be discussed next.
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Figure 11.5 State transition diagram of an admitted data user.

11.2.3 Feedback-driven congestion control

In order to fully utilize the unused channel capacity while maintaining the voice PER, pstart

needs to be dynamically updated (according to the extra information about the system
state available to the central station) and broadcast to the data users in the standby state.
To set pstart, for time-slot t + 1, we assume that the central station can obtain some side
information about the number of users transmitting in time-slot t . Although there exist
many ways to update pstart based on the side information I (Nv

t , Nd
t ), where Nv

t and Nd
t

denote the number of voice and data users that transmits in time-slot t , respectively, we
consider a threshold scheme with I (Nv

t , Nd
t ) = (Nv

t , Nd
t ). Define

f (Nv
t , Nd

t ) = Nv
t + Nd

t × Cd (11.6)

f (·) gives the number of active codes in the CDMA channel in time slot t , which can
be used as a congestion index. Given the side information (Nv

t , Nd
t ), the probability pstart

for time-slot t + 1 is

pstart =




min
(

1,
T − f (Nv

t , Nd
t )

Cd(min(Md, N
q
t ) − Nd

t )

)
,

if f (Nv
t , Nd

t ) ≤ T

0, otherwise




(11.7)

T is the threshold for congestion control N
q
t is the number of data requests accepted by

the system, and min(x, y) is the minimum of the two arguments. In other words, if the
system congestion index does not exceed the threshold T , the data users who are in the
standby state should transmit with a probability selected so as to fill available ‘slots’ on an
average. On the other hand, if the system congestion index exceeds T , active data users
are allowed to continue their transmission, but other data users standing by should refrain
from transmitting. The rationale behind the selection of pstart is that [T − f (Nv

t , Nd
t )]/Cd

can be thought of as the residual channel capacity, and [min(Md, N
q
t ) − Nd

t ] is the number
of data users standing by for transmission. By choosing pstart equal to the ratio of the
above two factors, the expected number of data users who start to transmit will be equal
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Figure 11.6 System level view of the traffic control mechanism.

Table 11.1 System parameters

Symbol Value

Number of voice users admitted to the system Mv 1–6
Transition probability of a voice source from On-to-Off state pon−off 1/17
Transition probability of a voice source from On-to-Off state pon−off 1/22
Slot duration (msec) 20
Data message arrival rate (message/slot) λd Variable
Average length of data message (packets) L 10
Capacity of the data message request queue at BS Mmax

d 10 or 15
Maximum number of data users in the standby state Md 2–8
Number of CDMA codes per data user Cd 1, 2
Threshold for congestion control T 4–10
Packet length (bits) 255
Number of correctable bit errors per packet 4
Bit energy to (one-sided) noise spectral density (dB) Eb/N0 11
Processing gain G 64
Rician factor KR 5 − ∞

to the left over (residual) capacity. The system level view of the traffic control mechanism
is shown in Figure 11.6.

For illustration purposes a set of the system parameters from Table 11.1 are used [3].
Data throughput versus data arrival rate is shown in Figure 11.7. Optimal threshold T

as a function of Mv is shown in Table 11.2 [3].
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Figure 11.7 Data throughput versus data arrival rate λd. This shows that the single code per
data user has better performance. A larger buffer in the request queue of the central station can

increase the data throughput when the data traffic load is moderate. Mv = 4.

Table 11.2 Optimal T as a function of Mv

Mv = 1 Mv = 4 Mv = 6

Cd = 1 Cd = 2 Cd = 1 Cd = 2 Cd = 1 Cd = 2

Threshold T 6.07 5.38 5.46 5.07 5.22 4.86
Maximum data throughput 5.15 4.54 3.79 3.27 2.82 2.45

11.3 RESERVATION-CODE MULTIPLE ACCESS

Most CDMA systems described so far employ the strategy of ‘one-code-for-one-terminal’
for code assignment. This assignment, though simple, fails to efficiently exploit the lim-
ited code resource encountered in practical situations. In this segment, a protocol called
reservation-code multiple access (RCMA), which allows all terminals to share a group
of spreading codes on a contention basis and facilitates introducing voice/data integrated
services into spread-spectrum systems is presented. The RCMA protocol can be applied
to short-range radio networks and can be easily, extended to wide area networks if the
code-reuse technique is employed. In RCMA, a voice terminal can reserve a spreading
code to transmit a multipacket talk spurt while a data terminal has to contend for a code
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for each packet transmission. As before, the voice terminal will drop a long delayed
packet while the data terminal just keeps it in the buffer. Therefore, two performance
measures used to assess the proposed protocol are the voice packet dropping probability
and the data packet average delay.

The RCMA is designed as a protocol to control the uplink communication for a star
topological network with a small coverage. The control is implemented through three
operations. First, the BS synchronizes all the terminals by broadcasting the system tim-
ing whereby the terminals can adjust their timing clock. Since the timing error among
terminals in a short-range area is small, it is feasible to use the slotted (synchronous)
spread-spectrum signaling in the system. Second, the base broadcasts traffic information
including the status of transmitted packets and the codes that will be available in the
next slot. A short time delay for small coverage makes it possible for the terminal with
a transmitted packet to receive feedback information from the base in the same slot as
the packet was sent. Finally, by assigning different priority to voice and data, the RCMA
system provides a powerful mechanism to integrate the two services.

The speech model introduced in Chapter 10, Section 10.1 is used again with the mean
duration of a talkspurt t1, the mean duration of a gap t2 and the transition probabilities as
shown in Figure 11.8 with

γ = 1 − exp(−τ/t1); σ = 1 − exp(−τ/t2) (11.8)

where τ is the width of a slot. The empirical values for t1 and t2 are 1 and 1.35 s,
respectively (see Chapter 8).

When entering the talking state, the voice signal is encoded into a bit stream by a speech
encoder at the bit rate of Rs = 8 kb s−1. The bit stream is then packetized with a H -bit
header added to each packet. The packet header contains address bits, synchronization
bits, parity check bits, and control bits. One of the control bits is used to indicate the type
of terminal (voice or data). Usually, several packets are continuously generated in the
talking state. These packets make up a talkspurt, the length of the talkspurt is a random
variable (RV). Let L denote the length of a talkspurt. Then we can write the probability
of L as

Pr{L} = (1 − γ )L−1γ (11.9)

1 − s 1 − gSIL TALK 

s

g

Figure 11.8 Speech on-off model.
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A data terminal generally has a bit rate different from a voice terminal and its data
stream can be discontinuous. Rd is the average bit rate of the data terminal, assume that
Rd ≤ Rs. The data stream is packetized in the same way as the information stream of a
voice terminal. A data packet is independently generated in each slot. σd is the probability
of generating a packet in a slot. The bit rate of a data terminal is Rs when a data packet
is generated and is zero otherwise. Hence, the mean bit rate is

Rd = Rsσd + 0 · (1 − σd) = σdRs (11.10)

In the system, voice requires RT service while data does not. This factor is taken into
account in the design of the RCMA protocol. The common point of the two services
is that a packet from either voice or data terminal has the same size and is spread by
a spreading code, which is chosen by the RCMA protocol. The signal parameters are:
Rc, the chip rate of the spreading code, τ , the slot width and Gs, the spread-spectrum
processing gain given by

Gs = 10 log10[Rcτ/(Rsτ + H)] (11.11)

The processing gain increases with the slot width τ , and the maximum processing gain
is 10 log10[Rc/Rs] when the slot width τ is large so that the effect of the packet header
becomes negligible.

11.3.1 Contention and reservation

In an RCMA network, all dispersed terminals in a cell share a group of spreading codes
to transmit packetized information over a slotted channel to the BS. Let Mv, Md be total
numbers of voice, data terminals. Among them, b data terminals and c voice terminals
are in contention. Each code is identified as ‘reserved’ or ‘available’ based on the feed-
back information (acknowledgment message) from the base at the end of each slot. The
feedback information is carried on one or more specific spreading codes on the DL from
the base to the terminals (control channel). A ‘reserved’ code will exclusively serve the
terminal that has been granted a reservation in the subsequent slots. An ‘available’ code
can probably be used by any terminal with packets in its buffer but no reserved code
in possession.

The RCMA protocol treats voice packets and data packets differently because the
two services have different features. Once a voice packet succeeds in contending for an
‘available’ spreading code, the protocol grants the terminal a reservation for the exclusive
use of this code in subsequent slots until all packets in that talkspurt are transmitted. If,
a voice packet fails to obtain a spreading code and stays in a ‘contending’ state for time
longer than a preset threshold Dmax (in second), it has to be dropped.

The threshold is determined by the delay constraints on speech communication and is a
design parameter of the RCMA system. The data terminal has to compete for a spreading
code to transmit each of its packets. The data packets failing to be transmitted will be
held in the buffer without time limitation.
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11.3.2 Statistical parameters to describe the RCMA system

As the RCMA traffic becomes congested, voice packets drop frequently and the time
delay for data packets increases. The packet dropping probability (Pdrop) for the voice
terminal and the average packet delay (Dav) for the data terminal is measured to evaluate
the system performance of the RCMA.

A contending terminal needs ‘permission’ to use an ‘available’ spreading code. Let
Pv be the probability for a voice terminal to obtain permission and Pd its counterpart
for a data terminal. The probabilities Pv and Pd are adjustable parameters in the system
design. The remaining parameter that is needed to describe the RCMA system is the total
number, N , of spreading codes in a group.

A voice terminal can be in a ‘silence,’ ‘contention,’ or ‘reservation’ state. Given a state
of ‘reservation,’ there are still N possibilities since the terminal can reserve any of the
N spreading codes. Accordingly, the total number of states a voice terminal can take is
N + 2. The state evolution can be described by a Markov model, shown in Figure 11.9,
where all the transitions occur at the end of a slot. A terminal moves from the silent state
(SIL) to the contending state (CON) when a talkspurt (which consists of multipackets)
begins. The probability is σ for the transition from SIL to CON and γ for the reverse
transition. Parameters σ and γ take the same values as their counterparts in the speech
on-off model shown in Figure 11.8. The base broadcasts feedback messages, keeping all
the terminals informed of the reservation status of each code.

A voice terminal in the CON state gets a reservation on the ith spreading code and
enters the ‘Rci’ state, as a result of the concurrence of the events {Evk, k = 0, 1, . . . , 5}
as described below:

Ev0 terminal does not enter an ‘SIL’ state at the end of the slot;
Ev1 code is unreserved;
Ev2 code happens to be randomly selected by the terminal from a pool of all avail-

able codes;

1−g 1−g 1−g1−g

1−s

f

f

f
f

s

g g

gg

gRCi RCNRC1 RC2

CON 

1−g−Nf 

SIL

Figure 11.9 Speech subsystem model.
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Ev3 terminal has permission (Pv) to transmit packets;
Ev4 no other contending voice terminal selects this code or gets permission to transmit a

packet even if it selects this code; and
Ev5 no contending data terminal (with backlogged data packets) selects this code, or

obtains permission (Pd) even if selects this code.

A data terminal is not permitted to reserve a spreading code. Hence, it can only stay
either in an ‘idle’ state or in a ‘contention’ state. The data terminal can store its delayed
packets in an infinite buffer. The data terminal remains in the ‘contention’ state as long
as it has at least one packet in its buffer. A data terminal with a nonempty buffer is called
a backlogged data terminal. A backlogged data terminal has to contend for a code to
transmit each packet; a successful transmission is the result of concurrence of the below
five events {Edi}
Ed0 code is unreserved;
Ed1 code happens to be selected by the terminal;
Ed2 terminal has permission (Pd) to transmit;
Ed3 no contending voice terminal (of c terminals) selects this code, or has permission

even if it selects this code; and
Ed4 no other backlogged data terminal (of b – 1 terminals) selects this code, or has

permission (Pd) even if it selects this code.

The data subsystem model is shown in Figure 11.10.
For illustration purposes, a microcellular mobile radio network with a hexagonal topol-

ogy is used [4]. The system employs binary phase-shift keying (PSK) and the total
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Figure 11.10 Data subsystem model.
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Reproduced from Tan, L. and Zhang, Q. T. (1996) A reservation random-access protocol for

voice/data integrated spread-spectrum multiple-access systems. IEEE J. Select. Areas Commun.,
14(9), 1717–1727, by permission of IEEE.

bandwidth is 1568 kHz. The seven neighboring cells share the channel bandwidth by
using spreading codes with the chip rate of Rc = 1568 kb s−1. The number of the spreading
codes is N = 20, 40, 80,120. The channel is slotted with a slot duration τ = 20 ms. Voice
signals are encoded at the rate of Rs = 8 kb s−1 and segmented into packets of length
equal to 224 b plus 64-bit overhead (H = 64 b). The bit rate of data source is chosen
as Rd = 1200 and 2400 b s−1.Pdrop ≤ 0.01 is assumed and the maximum data packet
average delay is Dav ≤ 4 packets. To focus on the performance of the protocol, the
channel is assumed to be ideal so that the transmitted packet is free from distortion,
noise, and other interferences. A Packet Reservation Multiple Access (PRMA) proto-
col is chosen for comparative study because of its popularity and good performance.
The PRMA protocol is applied to a time division multiple access (TDMA) microcel-
lular system also employing a seven-cell repeat pattern. The seven cells use different
carrier frequencies each having a transmission rate of 224 kb s−1 so that the total band-
width is the same as that of the RCMA system, namely, 1568 kHz. The results for an
only voice service is shown in Figure 11.11. One can see that Mv increases rapidly
in the lower Pv region and becomes basically constant when Pv > 0.6. This implies
that there is no need to use a random number generator to generate ‘permission.’ We
also observe that the system capacity increases with the available number of spread-
ing codes, N , with Mv being approximately twice as large as N . The PRMA system,
though occupying the same system bandwidth, has a much smaller system capacity than
the RCMA system. The maximum number of users that PRMA system can support is
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42, located in the interval Pv ∈ [0.35, 0.40]. One can see that the RCMA system has
significant capacity improvement over the PRMA. When the number N of spreading
codes takes the values = 40, 80, and 120, the improvement factor is 2.0, 3.9, and 6.0,
respectively.

For both data and voice services, Md as a function of Pd, for three different values
of N , is shown in Figure 11.12(a) for Mv = N , and Figure 11.12(b) for Mv = Md. The
value of Pv was 1 for the RCMA system and 0.35 for the PRMA. The system capacity,
again, increases with the number of the available spreading codes. For a given value
of N and the data rate, there exists an optimum value for Pd, located in (0.6, 1]. The
choice of the optimal Pd only results in a slight increase in Md as compared to that at
Pd = 1. Thus, for a practical application, we would suggest using Pd = 1 instead, so as to
simplify the system design since in this case the permission generator can be removed. In
Figure 11.12, the system capacity for PRMA has been shown for two different data rates;
they are 1200 b s−1 and 2400 b s−1, respectively. In any event, the best system capacity
that can be supported by the PRMA is less than 24. Clearly, the RCMA system is much
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Figure 11.13 Voice packet dropping probability versus the number of terminals assuming that
Mv = Md.

superior to its PRMA counterpart in terms of system capacity even when a median size
of code set is used.

Figure 11.13 depicts Pdrop as a function of Mv and Md. The system parameters are
shown in the figure. For the RCMA system, Mv = Md and Pv = Pd = 1 was assumed.
For the PRMA system, Pv = 0.35 and Pd = 0.07 was used. These values were chosen on
the basis of previous results, in an attempt to optimize the PRMA system performance for
fair comparison. Simulation results for Pdrop at each point of Mv were obtained after an
observation of a long time to ensure good estimation accuracy. Specifically, simulations
were performed over 106 slots (packets) to obtain Pdrop when Pdrop is less than 10−3 and
over 5 × 105 slots when Pdrop ≥ 10−3.

For N = 120, one can see significant improvements of RCMA protocol over
PRMA.The data packet average delay versus Md (equal to Mv) is plotted in Figure 11.14
where the same conditions for Mv,Md, Pv, and Pd as for Figure 11.13 were used. For
simulation results, each point in Figure 11.14 was obtained over an observation interval
of 106 slots. Theoretical performance is also included in the figures for comparison.

11.4 MAC PROTOCOL FOR A CELLULAR PACKET
CDMA WITH DIFFERENTIATED QoS

In this section, we consider a protocol for handling a variety of multimedia traffic types
in an integrated wireless-access network (IWAN). For instance, the protocol is suited for
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Figure 11.14 Data packet average delay versus the number of terminals assuming
that Mv = Md.

carrying multiple traffic types of different priorities, (differentiated QoS). A comparative
evaluation of the protocol is done for three different radio frequency bandwidths currently
of interest for personal communication services (PCS), that is, 1.25 MHz, 5 MHz, and
10 MHz. The protocol is both robust and flexible for the intended IWAN applications.
It offers a significant multiplexing gain as the bandwidth increases. We classify users
into � types according to their traffic rate. In the case that the traffic of the same rate
has different priorities, different traffic types can be created even for the same rate. As
the traffic arrives from the source, it is buffered in a finite-length buffer, one for each
traffic type as shown in Figure 11.15. The buffer length is Bδ packets for δ-type traffic,
where 1 ≤ δ ≤ �. Mobiles receive basic synchronization information from the BS and
are able to transmit packets slot-synchronously. If there is any packet in the queue, the
user attempts transmission at the beginning of the next slot.

The user can assume three states, ‘idle,’ ‘active,’ and ‘blocked,’ on the basis of the state of
the buffer (used or empty) and the success of the previous transmission (see Figure 11.16).
If there is no packet queued in the buffer, the user assumes the ‘idle’ state. An ‘active’
or ‘blocked’ user may further assume a ‘substate’ based on how many packets are queued
in the transmission buffer. For instance, being ‘active’ with two packets in the buffer is a
‘substate’ that is different from the active substate with three packets in the buffer.

If an ‘idle’ user’s information source generates a packet, the packet is queued in
the transmission buffer and the user assumes the ‘active’ state. An ‘active’ δ-type user
attempts transmission of the head-of-the-queue packet with probability of pδ, which may
differ in value for different δ to assure priority treatment for different queues. A higher pδ
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corresponds to a higher priority. If the transmission succeeds, the user attempts to transmit
the next packet in the queue if it is not empty and the user’s state remains unchanged.
If the successful transmission emptied the queue and no new packets arrived, the user
assumes the ‘idle’ state. If the transmission failed, the user assumes the ‘blocked’ state.
A δ-type user in the ‘blocked’ state attempts a retransmission with the probability of qδ .
If the retransmission fails, the user remains in the ‘blocked’ state. Otherwise, the user
assumes the ‘idle’ or the ‘active’ state depending on whether the buffer has been emptied
or not. For illustration purposes IWAN will carry heterogeneous types of traffic, such as
voice, video, data, and interactive data. Therefore in IWAN, the traffic is of mixed type,
in general. In order to gain some insight readily, we focus on a two-type case in this
section. It may represent an integrated voice and video network. Later on, more general
examples will be presented. All users are divided into two major groups (� = 2) – high
(hi) and low (lo) rate group, each of them may correspond to the video and the voice
users, respectively. Given that voice can be transmitted at 8 kb s−1 after compression with
a voice activity factor of 0.375, it results in an average rate of 3 kb s−1. Similarly, given
that the low-quality video can be transmitted at an average rate of 64 kb s−1, the average
rate of high rate traffic, 64 kb s−1, is assumed. Both types of traffic are expected to be
bursty, that is, it is expected that the packets arrive in batches. The packet arrival is
Poisson distributed. Then the probability, rloi

, that i low rate traffic data packets arrive
during one packet transmission is

rloi
= (λloT )i

i!
e−λloT (11.12)

where λlo is the arrival rate of the low rate traffic packets and T is the duration of one
packet transmission. Similarly, the probability, rhii, that i high rate traffic data packets
arrive during one packet transmission is

rhii = (λhiT )i

i!
e−λhiT (11.13)

where λhi is the arrival rate of the high rate traffic packets. For illustration, an ATM-
size packet [asynchronous transfer mode (ATM) cell] is assumed. The ATM cell consists
of 48 bytes of payload and 5 bytes of the cell overhead. This packet size results in the
cell rates, λlo = 7.81 cell s−1 and λhi = 166.6 cell s−1 for the low and high rate traffic,
respectively. A transmission rate of 76.8 kb s−1 conveniently accommodates the expected
cell rate, resulting in 5.52 ms of ATM cell transmission duration and leaving about 8%
reserved for other purposes such as synchronization and maintenance overheads. The
error-control-coding overhead is absorbed in the spreading, which is normal for the Direct
Sequence (DS)/CDMA systems. The reserved space for the extra overhead, if unused, is
not wasted but is reflected in reduced average transmitted power, thus in reduced mutual
interference. The length of buffers is Blo = 40 and Bhi = 80 for the low rate and high rate
users, respectively. The radio capacity, defined as the maximum number of simultaneously
transmitting users per cell for 1% outage probability is given in Table 11.3. The number of
users is assumed to be in pairs of high-rate and low-rate users. This assumption allows us
to model the case of each user using both types of traffic. Applications such as videophone
and teleconferencing tend to warrant this assumption.
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Table 11.3 Radio capacity for different bandwidths and
resulting coefficient throughput [5]. Reproduced from
Pichna, R. and Qiang, W. (1996) A medium-access

control protocol for a cellular packet CDMA carrying
multirate traffic. IEEE J. Select. Areas Commun., 14(9),

1728–1736, by permission of IEEE

Bandwidth [MHz] Radio capacity Throughput

1.25 1.0096 0.99701
5 4.9435 4.8853

10 11.8 11.7649

Table 11.4 Default cell population and corresponding throughput efficiency and delay for three
different bandwidths [5]. Reproduced from Pichna, R. and Qiang, W. (1996) A medium-access

control protocol for a cellular packet CDMA carrying multirate traffic. IEEE J. Select. Areas
Commun., 14(9), 1728–1736, by permission of IEEE

Bandwidth
[MHz]

Default cell
population

Throughput
efficiency

Delay
[ms]

Low rate High rate Low rate High rate Low rate High rate

1.25 1 1 0.99999 0.99999 8.57 46.86
5 4 4 0.9999 0.99999 8.54 44.30

10 11 11 0.9999 0.99999 8.56 46.25

The throughput efficiency and expected delay for the specified cell population, the
default cell population, are shown in Table 11.4. More details are given in Figures 11.17
to 11.19. The issue of multimedia packet transmission in WCDMA will be addressed in
much more detail in Section 11.7.

11.5 CDMA ALOHA NETWORK USING p-PERSISTENT
CSMA/CD PROTOCOL

11.5.1 Network description

A network consists of a number of terminals that are equally likely to transmit to one
another by using bursty data. In the network, a CDMA ALOHA is used, which allows for
an individual ‘virtual channel’ for each receiving station. With the use of a ‘receiver-based
code’ multiple-access protocol, it is also possible for a station to listen to the channel of
the intended receiver before transmission, and also to abort transmission when it detects
others transmitting on the same channel. A fully connected, full-duplex, slotted CDMA
ALOHA network with channel sensing and collision detection is used. The network is
modeled by using a discrete time Markov chain. For a system with a large number of
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users, where Markov analysis is impractical, equilibrium point analysis (EPA) is used to
predict the stability of the system, and to estimate the throughput as well as the delay
performance of the system when it is stable.

A comparison with a simple channel sense multiple access with collision detection
(CSMA-CD) network, shows that a substantial improvement in the performance is
achieved by this network.

11.5.2 Network mode/p-persistent MAC-protocol

In the network model, the following assumptions are used. Time is divided into minislots
and each station is assigned a different spreading sequence or a different chip phase of the
same maximal length spreading sequence, if the stations are synchronized, with which it
will receive messages. Thus the bandwidth of the system is divided into ‘virtual channels,’
one for each station. Messages are generated at each of the stations at a similar rate of s

messages per minislot independent of other stations and other messages, and each station
is equally likely to transmit to any other stations. s ≤ 1 is assumed, as the stations in the
system have only one buffer slot to hold messages. Parameter s can also be interpreted
as the message generation probability of each station per minislot. This assumption does
not pose a big restriction to the analysis since ALOHA access works well only when
s 
 1. The messages are assumed to have a random number of minipackets, each one of
a minislot in length, which are geometrically distributed with an average of l.

If a station has no message to transmit, it is said to belong to the idle mode T0 and has
an empty buffer to hold a message. Whenever a message arrives at an idle station during
a minislot for station k, the station will listen to the channel of the intended receiver. If
the channel is quiet, the station will attempt with probability one to transmit the packet
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during the next minislot. If no other packets are transmitted to the same receiving station
during that same minislot, the station will capture the channel and continue transmitting
until the whole message is successfully transmitted. If a collision occurs or if the channel
is sensed to be busy, then the station will enter the blocked mode Rk . Blocked stations in
Rk will not accept new messages that are generated, and will listen to the channel k during
all the following minislots. When the channel is sensed to be free, the blocked station will
attempt to transmit with probability p in the following minislot. Since the average length
of the messages is l, once a station starts transmitting a message, the probability that the
message will be completely sent during each subsequent minislot is pt = 1/l. All timing
imperfections, multipath fading, noise, and other sources of interference (such as finite
cross-correlation between spread signals meant for different stations) are neglected in this
model, and messages sent that do not collide are assumed to be received accurately. The
minislots are assumed to be long enough so that acquisition of the spreading sequence
can be achieved, collisions of messages can be detected by all stations, and the channels
suffering from collisions can be left quiet before the start of the next minislot.

11.5.3 Analysis of the model

In the analysis the following notation is used:

m0 – The number of idle stations that belong to the idle mode M0.

mk – The number of blocked stations belonging to the blocked mode Rk .
(m1t1m2t2 . . . mNtN ) – The state of the system during a minislot, the state vector, tk is 0

or 1, and is represented by a blank or t , depending on whether there is a station that
has captured channel k during that minislot.

�all i (mi + ti ) = N – the total number of stations.

All rearrangements of mktk in (m1t1n2t2 . . . mNtN ) are substates of the same state and are
equally likely since all the stations are statistically identical.

Example, (0 0t 1), (0 1 0t), and (1 0 0t) are all of the same state in a three-user
system. They all show that one station is blocked trying to transmit to another while
another station has successfully captured a channel. Note that each substate may have
several configurations. For example, (0 0t 1) can mean either station 1 is successfully
transmitting to station 2, with station 2 blocked trying to transmit to station 3, or station
3 successfully transmitting to station 2 and station 1 blocked trying to transmit to station
3. The details of the Markov model analysis are omitted and the results of the analysis
are given in Figures 11.20 and 11.21.

11.5.4 Equilibrium point analysis of multichannel networks

In the analysis presented so far, the amount of computation rises rapidly with the number
of users. For the system with just five stations, the number of states is already 71 and the
number of substates 1672. A much simpler approach that can be used for large systems
is EPA. The idea behind EPA is that in the long run, the system will stay near the states
where the number of messages generated will balance the number of messages successfully
transmitted. Some results for the system defined above are shown in Figures 11.22 and
11.23 and Tables 11.5 to 11.8.
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Table 11.5 Throughputs and delays for a multichannel system with N = 50, s = 0.004 and
l = 10 and various values of p. Simulations are done over 100 000 minislots [6]. Reproduced

from Fook Loong Lo, Tung Sang Ng and Yuk, T. T. (1996) Performance analysis of a
fully-connected, full-duplex CDMA ALOHA network with channel sensing and collision

detection. IEEE J. Select. Areas Commun., 14(9), 1708–1716, by permission of IEEE

s p l Scap-average EPA Status Simulation
capture rate delay Throughput Delay

0.04 0.01 10 1.19 6.78 Stable 1.1783 6.81
0.04 0.15 10 1.23 5.71 Stable 1.2009 6.07
0.04 0.20 10 1.24 5.15 Unstable 1.2170 5.52
0.04 0.25 10 1.25 4.80 Unstable 1.2295 5.25
0.04 0.60 10 1.28 3.97 Unstable 0.0500 965.02

Table 11.6 Throughputs and delays for a single-channel system with N = 50, s = 0.001 and
l = 20 and for various values of p. Note that simulations are done over 100 000 minislots, and

for unstable systems, the equilibrium values for the first equilibrium point are tabulated [6].
Reproduced from Fook Loong Lo, Tung Sang Ng and Yuk, T. T. (1996) Performance analysis of

a fully-connected, full-duplex CDMA ALOHA network with channel sensing and collision
detection. IEEE J. Select. Areas Commun., 14(9), 1708–1716, by permission of IEEE

s P l Scap EPA Delay Status Simulation
Throughput Delay

10−3 0.10 0.20 0.0423 181.1 Stable 0.0429 135.5
10−3 0.15 0.20 0.0424 178.3 Unstable 0.0421 156.1
10−3 0.20 0.20 0.0410 218.3 Unstable 0.00106 3639.0
10−3 0.22 0.20 0.0001 498600 Congested 0.0019 25502

Table 11.7 Throughputs and delays for a multichannel system with N = 50, and various values
of s, p and l [6]. Reproduced from Fook Loong Lo, Tung Sang Ng and Yuk, T. T. (1996)

Performance analysis of a fully-connected, full-duplex CDMA ALOHA network with channel
sensing and collision detection. IEEE J. Select. Areas Commun., 14(9), 1708–1716, by permission

of IEEE

s p l Scap EPA delay Status Simulation
Throughput Delay

10−3 0.05 10 0.0495 0.40 Stable 0.050 0.01
10−3 0.05 20 0.0490 1.02 Stable 0.050 0.15
10−3 0.10 10 0.0495 0.20 Stable 0.050 0.00
10−3 0.10 20 0.0490 0.61 Stable 0.050 0.15
2 × 10−3 0.05 10 0.0979 0.71 Stable 0.100 0.01
2 × 10−3 0.05 20 0.0958 1.77 Stable 0.100 0.01
2 × 10−3 0.10 10 0.0979 0.51 Stable 0.100 0.01
2 × 10−3 0.10 20 0.0959 1.35 Stable 0.098 0.01
10−3 0.20 20 0.0490 0.61 Stable 0.050 0.00
2 × 10−3 0.20 20 0.0959 1.15 Stable 0.098 0.01
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Table 11.8 Throughputs and delays for a single-channel system with N = 50 and the same values
of s, p and l as in Table 11.7. Note that simulations are done over 100 000 minislots, and for the

unstable system, the equilibrium values for the first equilibrium point are used [6]. Reproduced
from Fook Loong Lo, Tung Sang Ng and Yuk, T. T. (1996) Performance analysis of a

fully-connected, full-duplex CDMA ALOHA network with channel sensing and collision
detection. IEEE J. Select. Areas Commun., 14(9), 1708–1716, by permission of IEEE

s p l Scap EPA delay Status Simulation
Throughput Delay

10−3 0.05 10 0.0487 26.9 Stable 0.0495 17.4
10−3 0.05 20 0.0412 213.6 Stable 0.0418 156.7
10−3 0.10 10 0.0494 13.2 Stable 0.0496 15.8
10−3 0.10 20 0.0423 181.1 Stable 0.0423 148.0
2 × 10−3 0.05 10 0.0728 186.5 Stable 0.0718 159.1
2 × 10−3 0.05 20 0.0417 697.8 Stable 0.0420 626.0
2 × 10−3 0.10 10 0.0720 194.2 Stable 0.0716 167.3
2 × 10−3 0.10 20 0.0329 1019.2 Stable 0.0335 933.6
10−3 0.20 20 0.0411 215.3 Unstable 0.0057 7712.5
2 × 10−3 0.20 20 0.0002 249400 Congested 0.0008 62512.9

When the system is lightly loaded, for example, with s = 0.001, l = 10, and p = 0.005
and 0.10, both the multichannel as well as single-channel CSMA-CD networks can han-
dle almost the maximum message generation rate, Ns = 0.05. The delays suffered by
the multichannel system, however, are much lower. The difference in performance is
even more evident when the system is more heavily loaded. For s = 0.002, l = 20, and
p = 0.1, the single-channel system can handle only about 33% of the maximum possi-
ble number of messages generated, with delays suffered by successful messages that go
beyond 1000 minislots. The multichannel system, on the other hand, can still handle about
96% of the maximum possible number of messages generated, with successful messages
suffering minimal delays. Even when the single-channel system enters the unstable and
congested region with p = 0.20, the multichannel system can still handle above 95% of
the maximum number of messages generated, with negligible message delays.

11.6 IMPLEMENTATION LOSSES IN MAC
PROTOCOLS IN WIRELESS CDMA NETWORKS

A number of protocols described in Chapters 10 and 11 depend on the feedback channel
state information (FCSI). This section presents an analysis of implementation losses in such
systems. Such protocols can be used in different segments (or domains) of the future wireless
IP networks including WCDMA cellular networks, wireless LANs and Ad Hoc networks.
The motivation behind these protocols is to control the channel access by statically or
dynamically changing packet transmission permission probability (TPP), also referred to
as persistence probability, depending on FCSI. This is supposed to keep the uplink (UL)
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load under a certain threshold depending on the QoS requirements. In this section effects
of the feedback delay, access delay, and imperfect channel sensing are discussed. These
effects are referred to as imperfections. For performance analysis, the system sensitivity
functions are introduced. These functions represent the relative performance losses due to
the imperfections, which are also referred to as implementation losses. The trade off between
throughput, outage probability and packet delay in the presence of imperfections is discussed
on the basis of numerical examples for a number of queuing system models.

11.6.1 Network model

Consider the UL of a centralized asynchronous packet radio network, in which N data
users (terminals) communicate via central BS using a common DS/CDMA radio chan-
nel. The UL and the DL use separate frequency bands. Each user is assigned a unique
code sequence for transmitting data packets. The code sequences have NC chips per bit
(processing gain ≡ NC). The packets have equal duration of TP seconds for their trans-
mission including M bits or MNC chips. Because of the interference-limited nature of
CDMA systems, the radio channel has threshold effects as discussed in Chapter 10. That
is, when the number of simultaneous transmissions rises above a certain threshold (effec-
tive capacity), collision will occur. The channel threshold can be determined for given
QoS requirements. To simplify the system model, the transmit power control is assumed
to be perfect. However, the effects of uncertainty in the time-varying radio channel will
be investigated in the context of imperfect sensing.

Let K be the channel threshold, which is small compared to the population N , and pn

be the steady-state probability of the system being in state n representing n simultaneous
transmissions. Under the perfect power control and homogenous traffic assumptions made
above, a packet is considered to be transmitted correctly if, during its transmission period
TP, the system state never exceeds K . The equilibrium system outage probability is defined
as the probability that the system state exceeds K . This probability should be kept as low
as possible.

11.6.2 Channel access protocol and imperfect sensing

Assume that all data terminals are able to receive the FCSI perfectly in DL. In the FCSI
based medium access control (MAC) systems, if a terminal has a packet to send, it uses
the latest received FCSI to calculate the TPP probability πn. It transmits with probability
πn and refrains from transmission with probability (1 − πn). The latest FCSI is supposed
to be identical to the current system state n. For the hard-decision system, πn is defined by

πn =
{

1, if n < K

0, otherwise
(11.14)

For the soft-decision system (one option is discussed in Chapter 10, Section 10.7), πn has
the form shown in Figure 11.24 and can be represented as

πn =



1, if 0 ≤ n < L

πAn−L, if L ≤ n < U

πBn+U , otherwise
(11.15)

where L, U, A and B are positive parameters, L ≤ K ≤ U and 0 < π < 1.
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Figure 11.24 The motivation behind the FCSI based MAC protocols.

The alternative is to use the tangent hyperbolic, tgh(n), function as follows:

πn = 1

2
[1 − tgh(an − b)] (11.16)

where a and b are also positive parameters acting as A and B listed above. equation (11.16)
can be further modified as

πn = 1

2
[1 − tghk(α, β, n − b)] k = 1, 2 (11.17)

where tghk(α, β, n), k = 1, 2 α > 0, β > 0 is defined as follows:

tgh1(α, β, n) = αen − βe−n

αen + βe−n
; tgh2(α, β, n) = αeαn − βe−βn

αeαn + βe−βn
(11.18)

Assume that the BS has a bank of matched filters matched to the codes of the users,
and that the presence of a particular transmission can be detected upon reception of one
bit [7]. For perfect power control and one-class traffic, the number of users characterizes
the state of the channel. However, because of numerous certain and uncertain factors
affecting the spread-spectrum transmission in unreliable radio channels, the BS eventually
makes a wrong decision upon detecting the channel state. In order to be able to quantify
the performance losses and also to get a better insight into the system performance in
the presence of imperfect sensing of the channel state, we introduce two parameters to
specify the imperfect sensing effects. These are: D ≡ Pr { the BS correctly detects the
channel state under the threshold K}; F ≡ Pr {the BS falsely detects the channel state
over the threshold K}. D and F are mutually dependent and can be also state-dependent
determined as in Reference [7], but herein we use them as the parameters taking different
constant values to investigate the performance losses. In the presence of imperfect sensing,
the channel states may be up to the population N even for the hard-decision system.
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11.6.3 Possible extensions of the model

In the case of imperfect power control, a continuum of received signal power level
is possible like in Chapter 10 and the overall multiple-access interference level infor-
mation should be used for access control rather then the number of equivalent users.
Thereby, the πn function can be defined in such way that it adapts to the UL inter-
ference distribution, for example. Gaussian, to compensate the error of local-average
interference level that dominates the QoS and to benefit from the soft-capacity feature
of CDMA systems. Because of limited space these extensions are not considered in
this section.

The model can be extended to include multimedia applications. In that case a user
may have 2k higher bit rate with respect to a reference user, resulting in processing
gain reduction by the same factor 2k , which on the other hand requires increase in
the power by factor 2k with respect to the power of reference user. This is equiva-
lent to increasing the number of reference users by the same factor 2k . In this case the
analysis should be modified to allow for bulk arrivals. This issue will be discussed in
Section 11.7.

11.6.4 Traffic model and delay effects

The traffic model is based on the following assumptions. For the system offered load,
data packets are generated by a finite population of N identical data sources (terminals)
according to a state-dependent Poisson process with rate λn

λn =
{
(N − n)λ, if n ≤ N − 1
0, otherwise

(11.19)

where λ is a packet arrival rate at each terminal, λ/TP ≤ 1. The terminal has two states:
free (idle) and blocked, and no buffer. Upon the arrival of a new packet at a free terminal,
the terminal goes to the blocked state immediately and stays in that state until the cur-
rent packet is successfully transmitted [8]. The blocked terminals attempt to occupy the
channel according to the FCSI-based MAC protocol. Erroneous packets defined before
must be retransmitted. Those blocked terminals, which cannot transmit their packet within
TP seconds, shall reschedule their packet. The scheduling is randomized according to the
Poisson process with the rate also equal to λ so that the overall offered load for the packet-
access attempting process is kept the same. The average system offered load defined as
the average number of packets generated in a packet interval TP is

G = TP

N−1∑
n=0

λnpn (11.20)

where pn is the system steady-state probability. The average offered load for the system
in the state n is therefore

Gn = TP

N−1∑
i=n

λipi (11.21)
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11.6.5 Model validity conditions

It would make sense to use FCSI-based MAC protocols only if the BS was able to provide
in time correct FCSI for the terminals to make a decision on their attempt to access the
channel. The throughput improvement offered by using FCSI-based MAC protocols will
depend on the feedback delay and access delay relatively to the rates at which the channel
state varies. If the channel state is changing fast compared to the delays then users can
no longer adapt to the channel variations and hence this access control may not result in
any significant improvement. To make it work, proper choices and trade- offs of the mod-
els and design parameters must be made. These include the service time distribution, the
offered load and delay models, the mean values and so on. To be able to trace the changes
of the channel states during the service time of a packet, the Erlang type r distribution
function with mean 1/µ ≡ TP is chosen to represent the service. This service process can
be seen to be of r identical stages having exponential distribution with mean 1/rµ [9].
During the packet transmission it is assumed that the channel state may vary from stage
to stage, but remains unchanged within a stage. Also it is assumed that the BS senses the
channel state and broadcasts the updated FCSI once per stage, that is, every TP/r interval.
For the validity of this assumption, r should take such value that the probability of hav-
ing more than one event (arrival or departure) in TP/r interval is negligible, at the same
time TP/r must be feasible for the updating process of the FCSI. The reported results in
Reference [10] have shown that this assumption is valid. For instance, if TP = 20 ms and
r = 30, then TP/r = 2/3 ms, that is identical to the random-access channel time-slot offset
(contention slots) defined in the 3GPP standards for the 3G WCDMA cellular PCS (see
Chapter 17). In Reference [10] for a similar feedback control protocol, the assumption
that at most one event can occur in a time-slot with zero feedback and access delays was
used, which justifies the Markov model for the process. In the sequel, this assumption is
referred to as the validity condition of the model.

The delays considered in this section are the access delay and the feedback delay. The
access delay is defined as a sum of the decision-making processing time at a terminal
and the UL propagation delay excluding the random back-off delay. The feedback delay
is a sum of the channel-sensing processing time in the BS and the DL propagation delay.
To simplify the analysis, we introduce the access timing delay as a sum of the access
delay and the feedback delay, which is modeled as an exponentially distributed RV having
mean 1/γ and independent of the service time. This access timing delay is supposed to
be not longer than TP/r interval or 1/rµ. Since 1/rµ is considered to be very small,
compared to 1/λ and 1/µ, owing to the model validity condition, the effects of the delays
can be ignored. In case the access timing delay is not smaller than TP/r , the effects of
delays may cause expansion (increase the number) of the system states. For the analytical
method used to derive the performance, the service time distribution as well as TPP of
a terminal, at a given system state, should be modified to take into account the delay
effects. In Reference [11], a hypothetical packet concept has been developed to take care
of access timing delay also resulting in expansion of the channel states. It was assumed
that state expansion is a Poisson RV. For this reason in some cases, the average system
throughput could even exceed the channel threshold, which cannot happen in practice.
Here, because of the validity condition, the number of system states may increase by a
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factor of �rµ/γ 
 (the largest integer that does not exceed the argument). The TPP for
attempting transmission of a packet should now be modified as

πn =
m∑

i=0

πn−iPr{i arrivals in 1/γ | given maximum m arrivals in 1/γ }

where m = min(n, �rµ/γ 
). That is

πn =
m∑

i=0

πn−i

(Gaµ/γ )i

i!
e−Gaµ/γ


 m∑

j=0

(Gaµ/γ )j

j !
e−Gaµ/γ




−1

(11.22)

where Ga is the average offered load of the system without access control given again
by equation (11.20), and πn is defined as in Figure 11.24.

Meanwhile, each packet generated with rate λ at a terminal will experience the mean
delay of 1/γ before entering service, given no random back-off delay. If we treat the
wasted time as a part of the service time, the system can be seen with no delays. The
wasted time can be approximated by a minimum of the access timing delay and the time
until the next arrival due to random back-off. The average value of this time is equal to
1/(λ + γ ). The distribution of the modified service time is the convolution of the service-
time distribution and the wasted-time distribution. If the service time were exponentially
distributed with mean 1/µ, the probability distribution function of the modified service
time would be

µ(λ + γ )

λ + γ − µ
[e−µt − e−(λ+γ )t ] (11.23)

Since we assume that 1/γ is very small compared to 1/µ, the above distribution can be
approximated as an exponential distribution with mean

1

µ′ = 1

µ
+ 1

λ + γ
(11.24)

The analysis can be expanded for the hard-decision system in the presence of access timing
delay and imperfect sensing. Together with the effect of false detection (probability F )
in overload states that is referred to as ‘false alarm’, the imperfections will cause the
expansion of the system states to K ′. Recall the validity condition of the traffic model.
If only the delays were present (nonzero delays and D = 1 and F = 0), K ′ would be
min(N, K + �rµ/γ 
). If only imperfect sensing was present (zero delays and D �= 1,
F �= 0), K ′ would be up to min(N , r). Finally, in the presence of all imperfections, K ′
would be equal to min(N, r + �rµ/γ 
). In order to make the analysis more systematic,
the system with only delay effects is considered first, then the system with the effects of
imperfect sensing and delays. The detailed analysis can be found in Reference [12].

Here we define the sensitivity functions for the system throughput and the average
packet delay as the functions of the imperfection parameters, that is, the imperfect sensing
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probabilities and the normalized access timing delay. The throughput sensitivity Ss is
defined as:

Ss = |S − S0|
max(S, S0)

(11.25)

where S is the system throughput in the presence of the corresponding imperfections, S0

is the throughput of the perfect system. Similarly, the average packet delay sensitivity Ds

is defined as:

Ds = |DP − D0|
max(DP, D0)

(11.26)

where DP is the average packet delay in the presence of the corresponding imperfections,
and D0 is the average packet delay without those imperfections.

For illustration purposes the following system parameters are used in Reference [12]:
K = 7, N = 30, TP = 20 ms, r = 30. This set of the system parameters is chosen in
order to be able to present the numerical results compatible with those presented in
References [13,14] while the validity condition is still kept. Figure 11.25 presents the
performance of the perfect soft-decision system with different persistence probability
functions in comparison with the perfect hard decision and the unslotted ALOHA sys-
tems. The results show that the soft-decision system outperforms the others. The system
throughput improvements for a given delay can be clearly seen from the figure for the
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Figure 11.25 The system throughput-delay trade-off for perfect systems.
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Figure 11.26 The system throughput losses due to the effects of access timing delay.

system having the power persistence function (PwFunction) defined in equation (11.15)
with U = 7, L = 5, A = 2, B = 2.5, and π = 0.8. The same conclusion is for the sys-
tem having the tgh persistence function defined in equation (11.16) with a = 0.5, b = 2,
which is the best and will be further discussed in the sequel.

Both protocols show more or less the same throughput sensitivity to the access tim-
ing delay (Figure 11.26). In high-loaded systems, more than 90% performance losses
can be expected if the normalized access delay is larger than 20%. Figure 11.27 shows
that the soft-decision system has more stable delay characteristics. Overall, it has been
shown that the systems with the FCSI-based MAC perform much better than the systems
without access control even for reasonably high values of imperfect sensing probabili-
ties and delays. A significant improvement in throughput, and more stable performance
characteristics under these effects can be obtained by using soft-decision FCSI-based
MAC protocol.

11.7 RADIO RESOURCE MANAGEMENT IN
WIRELESS IP NETWORKS AND
DIFFERENTIATED SERVICES

In this section we summarize the material from this chapter with the focus on possible
applications in wireless IP networks.
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The idea behind ‘wireless IP’ is to use Internet Protocol (IP) technology as common
service platform for all mobile services, and also as unified transport platform for a
seamless delivery of IP-based services across wired and wireless networks. Recently, a
variety of emerging technologies and protocol enhancements has been investigated and
designed for providing such IP-based multimedia services to mobile users. These research
and standardization efforts are summarized in References [15–17]. Evolution of today’s
cellular mobile communications and currently being developed third generation systems
or in short 3G, are believed to be the most significant segments of future wireless IP
networks for reliable mobile access and operations. The radios of those cellular systems
are based on WCDMA technology and are likely to remain unchanged or to have minor
modifications in the long run because of economic reasons.

11.7.1 Service models

Integration of IP-based multimedia capabilities in the wireless IP leads to unpredictable
extensions of mobile applications. The increasing bit rates supported with 3G-radios
together with the increasing processing power of mobile terminals gives opportunities for
introducing various RT interactive multimedia applications and services to mobile users.
In the process of moving toward a seamless convergence of fixed and mobile services
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or, a coexistence of voice/video and elastic applications like File Transfer Protocol (FTP)
or www-browsing over common IP-based platform, it is important to have a robust QoS
classification that is capable of providing a fine QoS resolution. In IP-based networks,
different applications have different requirements concerning delay-tolerant and error-
tolerant characteristics. For examples, voice applications can tolerate low-packet delay
and moderate BER while it is vice versa for messaging service. However, it can be
expected that QoS parameters of wireless users are more complicated than that of wired
users for the same application due to restrictions and limitations of air-interface. The delay
that a packet experiences during its delivery in the network is one of the most important
QoS parameters for both wired and wireless packet access. The BER parameter is very
important in the wireless environment, which is often used as a performance measure of
wireless link. Other QoS parameters can be, for example, minimum-guaranteed bit rate,
maximum bit rate, maximum packet size and so on.

There are several standardized QoS classifications. Recommendation I.211 [18] of the
International Telecommunication Union Telecommunication Sector (ITU-T) has identified
two main classes: interactive and distribution services. The interactive services are fur-
ther classified into conversational (e.g. voice, video, interactive game), messaging (e.g.
paging, short message service, e-mail, multimedia message) and retrieval services (e.g.
tele-text, Web-browsing, e-shopping). On the other hand, the distribution services are
further classified into distribution services without (e.g. broadcasting, multicasting) and
with (e.g. uni-casting, video-on-demand) user individual presentation control. The ITU-T
classification is application oriented.

Standards of the 3rd Generation Partnership Project (3GPP) and European Telecom-
munications Standards Institute (ETSI) for UMTS [19,20] define four QoS classes on the
basis of network QoS parameters (mainly delay and BER). These are conversational or
service Class A, streaming or service Class B, interactive or service Class C, and back-
ground or service Class D. The first two classes correspond to RT connection-oriented
services with strict-delay constraints, for example, 20 to 50[ms] for Class A and around
50[ms] for Class B. The last two classes are for non-real-time (NRT) connectionless
services, where bounded delay constraint is applied for Class C, for example, utmost
300[ms], and low BER is required for Class D, for example, at least 10−8.

Finally, standardization efforts of the Internet Engineering Task Force (IETF) for new
IP service models should be mentioned while considering wireless IP networks. IETF
introduces two alternative service models: integrated services (IntServ) [21] and differen-
tiated services (DiffServ) [22] to support QoS for multimedia applications. In addition to
the best-effort service class of today’s Internet, two more classes are introduced in both
IntServ and DiffServ models. These are guaranteed class (e.g. RT services) and predictive
class (e.g. NRT interactive services) in IntServ and expedited-forwarding class (e.g. strict-
delay RT services) and assured-forwarding class (e.g. RT services and NRT interactive
services) in DiffServ.

11.7.2 Radio resource management (RRM)

Consider a cellular system or segment of the wireless IP network consisting of Nb cellular
access points (CAP) or BS. There are Nc waveforms (or channels) available; Nm possible
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packet transmission modes, each corresponding to a different bit rate; and Nu active
users in the system. Let: B = {1, 2, . . . , Nb}; C = {1, 2, . . . , Nc}; M = {1, 2, . . . , Nm};
and U = {1, 2, . . . , Nu}. To establish a radio link for any communication services in the
UL direction, for instance, each active terminal ui ∈ U needs to be assigned to a serving
CAP b ∈ B, suitable waveform or channel(s) ci ∈ C, a mode mi ∈ M, and transmitter
power Ptx,i . This resource assignment is restricted by limitations of available waveforms
or channels in C, transmitter power Ptx,i together with tolerable interference level of CAP
and allowable modes in M. The main tasks of RRM are to allocate and maintain adequate
radio resources for all active radio connections in the system so that the required QoS
of mobile users, moving around the service area, can be met once they are admitted into
the system. This means that signal to interference + noise ratio (SINR), dominating the
quality of radio link in radio transmissions, has to be kept above a target level depending on
the transmission mode. Thus, the following inequality must hold for the radio connection
between user ui and serving CAP b using waveform ci

γi = Ptx,iGb,i∑
n �=i

Ptx,nθi,nGb,n + N0b

≥ γi target (11.27)

where γi and γi target denote actual and target SINR of ui connection respectively; Gb,i

denotes the path loss (or link gain) between ui transmitter and b receiver for all ui ∈ U;
θi,n denotes the cross-correlation between waveform ci and cn for all active users; and
N0b denotes the thermal noise power received at b.

As the number of users and the demands for services increase, the number of available
waveforms or channels becomes insufficient to support QoS requests of all the users com-
plying with equation (11.27). Resource assignment strategies (RAS) provide the means to
access the resources of each cell efficiently and assign the available resources to achieve
the highest spectrum efficiency. RAS can be classified into static, dynamic and flexible
classes. In static RAS class, the resource allocation is often based on a priori knowledge
of available network resources and resource consumption of users for requested services.
This is mainly done during the planning stage, by assigning a set of channels to each cell
permanently according to a frequency-reuse pattern, then allowing users to borrow one
or several channels from that set for its requested services. The design for static RAS
is often simple and distributed, but it has to take into account the ‘worst-case’ scenarios
of network and channel conditions, and also resource consumption in order to guarantee
QoS. In the dynamic RAS class, the resource allocation is supposed to make use of avail-
able resources fully. There is no need for planning frequency-reuse patterns. The design
in most cases relies on complicated online measurements and excessive signaling to keep
tracks on changes of network conditions and user-resource consumption for accommodat-
ing as many service requests as possible. In practice, adopted RAS combines aspects of
both static RAS and dynamic RAS, forming a so-called flexible RAS class. For example,
radio resources can be allocated in the static manner up to a certain level, the rest is
utilized in the dynamic manner; or a flexible RAS can be based on both static modeling
and dynamic measurements of resource and traffic statistics.
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Other important RRM functions are call admission control (CAC), packet access control
(PAC), power control, and handoff. These mutually support each other and RAS. Technical
issues of power control and handoff in wireless IP networks are addressed in Chapters 6
and 10, respectively. The focus of this chapter is on CAC and PAC providing QoS while
optimizing GoS (grade of service) and RRU (radio resource utilization).

11.7.3 Overview of call admission control (CAC) policies

In general, CAC policies can be evaluated with respect to the following parameters:

1. Effectiveness: based on trade offs between simplicity in implementation and ability in
autoconfiguration with various traffic, user and network profiles for maximizing system
capacity and revenues. The performance measures are the probabilities of call blocking
and handoff failure or some cost functions, for example, GoS defined in detail later.

2. Reliability : measured by the probability of loosing communication quality during
services for given offered multimedia traffic intensities (MTI).

3. Robustness: seen against the need for redesign due to uncertainty and changes of the
system parameters.

In the sequel, an elaboration of three different CAC policies, namely static modeling-
based complete-sharing CAC (MdCAC), dynamic measurement-based CAC (MsCAC),
and flexible system statistics- based soft-decision CAC (SCAC), for UL of CDMA cel-
lular access segments of the wireless IP is presented. QoS differentiation paradigms are
introduced and integrated into CAC mechanisms, in which load-based thresholds or frac-
turing factors are defined for preshaping the traffic (i.e. hard or soft blocking of less
important calls).

11.7.4 Principles of MdCAC, MsCAC and SCAC systems

Let us consider UL direction of a cell in a DS/CDMA cellular system consisting of
multiple and identical cells. This system is assumed to support M connection-oriented
RT service classes and has bandwidth or chip rate W . Let K = {1, 2, . . . ,M} and for all
k ∈ K let rk be the bit rate, γtarget k the target SINR of class-k (link-quality requirements),
and gk the processing gain of class-k radio transmissions that depend on the spreading
factor, data-source activity factor, diversity-combining gain and so on. Define:

n = (nk, k ∈ K) is the occupancy vector, where nk is the number of class-k calls
in progress;

w = (wk, k ∈ K) is the load vector, where wk is the average load factor of a class-k
call, representing the average resource consumption of radio connections onto system
spectrum or radio resources given by wk =γtarget k/gk .

Ca− the average normalized UL capacity. In the ideal situation, 100% of the available
radio spectrum can be utilized resulting in Ca = 1. In real situations, Ca is strongly
dependent on thermal noise and interference from other nearby cells. The quantity of
actual capacity is a RV and Ca itself can be considered as a bounded stationary RV
as well. The ‘traditional’ average system capacity corresponding to each service class,
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defined as the largest number of users that the system can handle properly, is given by the
ratio Ca/wk . By modification of results from Chapter 8, the average system capacity Ca is
often predicted by using load equation in the boundary condition of tolerable interference
level as in References [23,24]:

Ca = 1 − η

1 + f
(11.28)

where η is the ratio of thermal noise density and UL is the maximum tolerable interference
level; f is the coefficient representing the ratio between other- and own-cell interference
(for both mean and variance values), which varies with change of propagation parameters,
transmitter power control (TPC) inaccuracy, traffic distributions and so on. The fluctu-
ations of f have essential impacts on system capacity resulting in the ‘soft-capacity’
feature of CDMA systems.

The most straightforward CAC policy is to share ‘fixed’ Ca units of radio resources
in static complete-sharing fashion among active users on the basis of their QoS requests,
resulting in MdCAC policy. In the MdCAC system, a call request for class-k service is
accepted immediately if utmost (Ca − wk) units of resources are occupied, otherwise it is
rejected. This system may face the following problems. First, the QoS guaranteed scenario
results in the ‘worst case’ of system capacity and RRU. Second, there is a need for redesign
of the system-capacity constraint Ca for changes of CDMA radio channel parameters and
traffic statistics. Third, advantages of CDMA techniques, such as ‘soft-capacity’ feature,
cannot be exploited.

Results of recent research have emphasized that robust CAC policies may require
online measurements (see Chapter 10 and References [25–27] and [28]), resulting in far
more complex and high-cost SW/HW implementations [29,30]. The principle of MsCAC
is that a new call is accepted immediately into the system if at least the required resource
consumption of its service class is available, otherwise it is rejected. The decision is
made on the basis of online measurements of related statistics. Latest analysis and simu-
lation results show that when UL traffic is less bursty, the MsCAC has no capacity-gain
over the MdCAC described above. It may even suffer degradation due to measurement
errors, which agrees with the results presented in References [26,27,30]. Some of these
algorithms have been discussed in Chapter 10.

To harmonize the advantages and overcome the problems of static MdCAC and dynamic
MsCAC with a flexible system statistics-based SCAC policy, let us first reconsider the
resource consumption by using the well-known effective-bandwidth concept. The param-
eters γtarget k, wk and f are now treated as stationary RVs and we use the same fonts
to denote their mean values. It is assumed that parameters of the requested services and
adequate TPC mechanism can provide and ensure a priori knowledge and stationary
behavior of the resource consumption. Thus, based on the knowledge of local-average
SINR (i.e. lognormal RV with standard deviation σ in range of 2[dB] [23,24,31] and cell
interference distributions (i.e. normal or Gaussian [23,29,30]), the resource consumption
can be modeled as follows. For all k ∈ K, resource consumption of a class-k connec-
tion is a stationary, independent, and bounded normal RV having mean wk , variance σ 2

k ,
and falling in between a max- and min-guaranteed resource consumption wu,k and wl,k .
The system capacity is accordingly modeled with a bounded Gaussian RV having mean
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Ca, variance 
2, and falling in between Cl and Cu. In theory, Cu can be set up to the
isolated-cell capacity of (1 − η). In general, the mean, variance and boundary values of
link resource consumption and cell capacity can be estimated by using the definition of
load vector w above and equation (11.28) together with mean, variance and boundaries
of SINR and f . Because of the interference-limited nature of CDMA systems the cell
shall meet their QoS constraints if

cother + cown ≤ (1 − η) (11.29)

where cother represents the equivalent UL load factor produced by other-cell interference
and cown is the load factor generated by active users in own cell. Define:

c = nw the system load state that is identical to cown, where n is the occupancy vector
and w is the load vector defined above.

From equation (11.29) and with Gaussian interference and lognormal local-average
SINR, the QoS loss probability (i.e. local outage) conditioned on the system load state c,
can be determined by

Pr{QoS loss|c} = Q

(
1 − η − E[Z|c]√

Var[Z|c]

)
(11.30)

with:

E[Z|c] = c(1 + f )exp[(εσ )2/2]

Var[Z|c] = c(1 + f )exp[2(εσ )2]

where Q(x) is the standard Gaussian integral function; σ is the standard deviation of
lognormal SINR in [dB]; and constant ε = ln(10)/10. In the long run, with respect to
Gaussian-distributed intercell interference we have:

Pr{cother ≤ 1 − η − c} = 1 − Q

(
1 − η − c − f E[c]√

f Var[c]

)
(11.31)

This relation implies that intercell interference has significant impact on the soft capac-
ity and over all communication quality in the long run. Therefore, an optimal way to
benefit from this soft-capacity feature is to use flexible CAC mechanisms having deci-
sion functions adapted to intercell interference distribution to compensate fluctuations of
local-average SINR, hence maintaining the link quality while expanding the admissible
region. Initial discussion under the name Global Access Strategy is presented in Chap-
ter 10. SCAC policy is a solution that works as follows. Instead of using only the average
system capacity Ca as in MdCAC, here we use both the upper and lower limits Cu and
Cl , respectively. This will improve the system capacity and the robustness. In the SCAC
system, based on equations (11.15 to 11.18), a new call of class-k shall be

1. admitted immediately if the current system load state c is utmost (Cl − wk),
2. admitted with a probability πk(c), as defined below on the basis of equation (11.31),

if c is utmost (Cu − wk) but larger than (Cl − wk), and
3. rejected immediately otherwise.
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Handoff calls are admitted in a non-preemptive priority discipline, that is, a handoff
failure of class-k call occurs only when c is larger than (Cu − wk). The state-dependent
admission probability πk(c) of a new class-k call is based on equations (11.15 to 11.18)
and is given by

πk(c) =




1, if c + wk ≤ Cl

1 − Q

(
1 − η − c − wk − f E[c]√

f Var [c]

)
, if Cl < c + wk ≤ Cu

0, otherwise

(11.32)

Additional options can be used for such decision functions that increase the flexibility
of SCAC in tuning the system performance. For instance, to avoid overestimation of Cu

that may cause an increase of the system local-outage probability, some adjustments of
the mean and variance in Q(x) function, or other functions, such as incomplete-Gamma
�(ν, x), can be used to hold back the offered traffic more in high load states. For the
latter option, πk(c) for Cl < c + wk ≤ Cu becomes

πk(c) = 1 − �(ν, α(1 − η − c − wk)) (11.33)

where α and ν are implicitly defined as: f E[c] = ν/α and f Var[c] = ν/α2. In general,
E[c] and Var[c] can be calculated by using steady-state solutions and inversion techniques.
To reduce the computational complexity, the corresponding mean and variance values
of MdCAC system can be reused. This is reliable because the MdCAC system can be
expected to represent the stationary behavior well.

The SCAC policy has advantages over both MdCAC and MsCAC policies. It is simple,
robust and has better RRU. The SCAC can also be combined with measurement-based
techniques to reduce the complexity of estimators to compensate the bias of measurements
and to enhance performance. Implementation issues will be discussed later on in more
detail. Further, SCAC provides better traffic-shaping gain than MdCAC and MsCAC. It
gives more chance for calls of high resource-consuming classes to access the system when
traffic intensity of lower classes is heavy. This cannot be improved with the other two
CAC policies.

11.7.5 QoS differentiation paradigms

Suppose there are J different user classes sorted in the decreasing order of priority, for
example, 1 is ‘gold’, 2 is ‘silver’ and so on. Let J = {1, 2, . . . , J }. Together with M

different service classes sorted in the increasing order of resource consumption, it can be
considered as if there are J × M prioritized traffic classes, which form different group
behaviors according to user or service classes. Note that hereafter the term traffic class or
class-(j, k) is used when QoS differentiation is applied to distinguish from service class-k
alone in complete-sharing scenarios. Let us introduce a J × M prioritized admission
probability table given in matrix-form as follows:

A0 = [ajk(c)] with j ∈ J, k ∈ K, 0 ≤ ajk(c) ≤ 1 (11.34)
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where ajk(c) is the prioritized admission probability of a new call request from class-j
user for class-k service at a given system load state c.

In a hard threshold-blocking case, it is straightforward that J × M thresholds may be
needed, each corresponding to a traffic class. Define a threshold table

L = [ljk] for all j ∈ J, k ∈ K, ljk ≥ luv if j ≥ u and k ≥ v.
Thus, ajk(c) in equation (11.34) can be given by

ajk(c) =
{

1 if c + wk ≤ ljk

0 otherwise
(11.35)

The number of necessary thresholds could be reduced significantly if only group behaviors
were of interest, for example, J or M thresholds would be needed instead of J × M . For
example, upper bound Cu of the system capacity can be used for the ‘gold’ class access
in SCAC system, whereas the ‘bronze’ class has a blocking threshold of lower bound Cl

regardless of requested services.
In the softer blocking case, ajk(c) can take any value in the [0,1] interval depending

on the system load state and the priority of requested traffic class. This results in load-
based fracturing factors for each traffic class or group behavior. The fractional paradigm
on one hand gives operators better flexibility to tune the GoS, and on the other hand
allows to unify analysis of a class of guard-resource (or guard-channel) schemes for QoS
differentiation and CAC. The hard threshold-blocking case described previously is in fact
a special variation of this fractional rule.

Using QoS differentiation, the admission probability of a class-(j , k) call for all j ∈
J and k ∈ K in SCAC system, conditioned on the system load state c, is given by

As = [πk(c)ajk(c)] (11.36)

where πk(c) is defined in equations (11.32 or 11.33) alternatively; and ajk(c) in
equation (11.34). Up to this point, handoff calls have been assumed to have the highest
priority regardless of their associated traffic classes. If not so, prioritization of handoff
calls can be handled similarly as of new calls. QoS differentiation of the background
NRT packet-switched services can be done not only in a blocking fashion but also by
granting different throughput-delay connections. A detailed performance analysis of these
systems can be found in Reference [32]. For illustration purposes we use a cellular system
supporting three RT service classes: Class-1 is 12.2 kbps effective rate (EFR) voice, Class-
2 is 64 kbps video and Class-3 is 144 kbps multimedia calls. The parameters are given
in Table 11.9. The offered traffic intensities of the three classes are considered in the
following proportions: 7:2:1 and 4:3:3 for Class-1, Class-2 and Class-3, respectively.
These are called multimedia traffic intensity profiles, MTIP. In other words, let λ be a
so-called common divisor of the three-class offered traffic; then 7:2:1 MTIP for instance
means that the offered traffic of Class-1 is 7λ [Erlang], Class-2 is 2λ [Erlang] and Class-3
is λ [Erlang]. Thus, the total offered traffic is 10 [Erlang] if λ = 1.

In scenarios with QoS differentiation, the customers are assumed to be divided into
two user classes: business (j = 1) and economy (j = 2) having equal service demands:
λl,1k = λl,2k for k = 1, 2, 3. The offered traffic patterns given by MTIP above, for example,
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Table 11.9 Summary of the system parameters

Name Definition Values

W CDMA chip rate 3.84[Mcps]
f Coefficient of the average other-to-own 40 ± 15% (microcellular)

cell interference
η Constant coefficient of the thermal −10[dB]

noise density and maximum tolerable
cell interference level

Ca Average of system capacity 0.6429
Cl Lower limit of system capacity 0.5806
Cu Upper limit of system capacity 0.7200

2 Variance of system capacity 9e-03
σ Standard deviation of local-average 1.5[dB]

SINR
L Cell perimeter (microcellular) 200[m]
A Cell area with hexagon shape 2.5981e4[m2]
E[v] Mean value of users velocity 1[m/s]
r1 Bit rate for Class-1 service 12.2[kbps] (EFR voice)
γtarget−1 SINR target for Class-1 QoS 6 ± 1[dB] for BER = 10e-03
ρ1 Voice-source activity factor 0.4
w1 Mean of Class-1 connection effective 0.0050

load factor (CELF)
wl,1 Lower limit of Class-1 CELF 0.0040
wu,1 Upper limit of Class-1 CELF 0.0063
σ 2

1 Variance of Class-1 CELF 2.69e-06
r2 Bit rate for Class-2 64[kbps] (video)
γtarget−2 SINR target for Class-2 QoS 2.75 ± 0.75[dB], BER = 10e-05
ρ2 Video-source activity factor 1
w2 Mean of Class-2 CELF 0.0304
wl,2 Lower limit of Class-2 CELF 0.0257
wu,2 Upper limit of Class-2 CELF 0.0360
σ 2

2 Variance of Class-2 CELF 3e-05
r3 Bit rate for Class-3 144[kbps] (multimedia)
γtarget−3 SINR target for Class-3 QoS 2 ± 0.5[dB], BER = 10e-05
ρ3 Data-source activity factor 1
w3 Mean of Class-3 CELF 0.0561
wl,3 Lower limit of Class-3 CELF 0.0503
wu,3 Upper limit of Class-3 CELF 0.0625
σ 2

3 Variance of Class-3 CELF 7e-05
1/µ1 Mean call-holding time 120[s]
Tp TTI of packets 10[ms], 40[ms], 200[ms]
Rp Bit–rate 32[kbps], 64[kbps], 384[kbps]
γp SINR for the above bit rates 3[dB], 2[dB], 1[dB]
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4:3:3, is split in half for each user class resulting in 2:2:1.5:1.5:1.5:1.5 MTIP of 6 traffic
classes. The business class is served as long as enough resources are available. In a
hard threshold-blocking scenario, the economy users are served only if less than 70% of
effective resources are occupied. Parameters a2k(c) in equation (11.35) are used with l2k

equal to 0.5 for all k. In a soft-fractional blocking scenario, the economy class can share
the resources equally with the business class if less than 65% of effective resources are
occupied, that is, c is less than 0.47. Else if c is less than Cl , invoke equation (11.34)
with a21(c) = 0.8, a22(c) = a23(c) = 0.6. Else if c is less than Cu, a21(c) = 0.4, a22(c) =
a23(c) = 0.3. Otherwise, a2k(c) = 0 for all k.

Figure 11.28 provides a detailed insight into the performance characteristics of the
SCAC system in comparison with MdCAC for each and every service class using 7:2:1
MTIP. It shows that the SCAC system suffers from a slight degradation of communication
quality or QoS loss, in turn it yields significant improvements in the handoff failure and
new-call blocking probability, especially for higher resource-consuming classes. The traf-
fic shaping gain of the SCAC is clearly illustrated. Figure 11.29 provides an insight into
SCAC systems with QoS differentiation in 4:3:3 MTIP. The business class experiences
much better GoS than the economy class. The communication quality during the calls is
also improved by QoS differentiation paradigms.
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Figure 11.28 SCAC versus MdCAC in 7:2:1 MTIP.
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Figure 11.29 SCAC with QoS differentiation.

The MdCAC and SCAC policies are simple to implement without need for any special
SW/HW. However, the modeling parameters are required a priori without which the CAC
mechanisms cannot operate. Because of the diverse nature of different traffic sources
and their often-complex statistics, some of the parameters might be hard to determine
efficiently. The soft-decision solutions are believed to offer more flexibility in determining
the modeling parameters, thus, good multiplexing gain and robustness can be achieved.
On the other hand, implementations of the MsCAC policy require advanced HW and SW
to ensure the reliability of measurements. For this reason, it is not a cost-effective solution.
Moreover, estimation errors in some circumstances may cause significant degradations of
the system performance (see discussion on sensitivity in Section 11.6). But the advantage
of MsCAC is that it seems ‘insensitive’ to the traffic nature and the operation is robust. The
network can learn and adapt to the statistics of traffic even when the burstiness of traffic
is considered as out of control for the modeling-based systems. To gain the best from all
design criteria, a hybrid soft-decision/measurement-based implementation is a reasonable
choice. Parameters needed for soft-decision functions, that is, means and variances can
rely on auto-regressive measurements. For such solutions, parameters and constraints
can simply be thresholds of the UL interference level of cell- and connection-basis, an
allowable outage probability, estimates of the current total received interference level with
its mean and variance and so on. These are anyhow needed for TPC mechanisms.
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11.7.6 Packet access control

Let Rp be the bit rate, Lp the packet length in bits, γp the target SINR to meet quality
requirements, and Tp the transmit time interval (TTI) of a packet in UL, Tp = Lp/Rp. In
scenarios without QoS differentiation, TTI is assumed to be a time-slot, Tp ≡ Ts.

Let c(t) be the RT system load state at time t ; C(t) the system soft capacity at time
t ; and z(t) the free resources left by the RT traffic in the system at time t . The quasi-
stationary behavior of c(t) or z(t) over a sustained period of time is of interest. In
the equilibrium condition, we have z = (Ca − c). The process of z and c itself is not
Markovian in general, but for larger Ca/wk it behaves as an approximate Markovian
process. For instance, to obtain the equivalent one-dimensional birth–death process for c

in complete-sharing systems, we can use the Pascal approximation as in Reference [33].
First, we need to scale the system capacity and resource consumption of each RT service
class into integers. To do so we assume min{wk, k ∈ K} ≡ w1 and define the scaled load
vector, the scaled system state, and the scaled average system capacity as follows:

w∗ = {w∗
k , k ∈ K} ≡ {�wk/w1
, k ∈ K}; c∗ ≡ �c/w1
; and C∗

a ≡ �Ca/w1
 where �x

is the maximum integer not exceeding the argument. The set of equivalent system states
is therefore

�∗ ≡ {c∗ : c∗ = 0, 1, 2, . . . , C∗
a }

Let the normalized mean service time be 1/µ ≡ 1. The equivalent birth–death process at
steady state c∗ has a death rate of c∗ and a birthrate of

λ(c∗) = υ2/ω2 + c∗(1 − υ/ω2) with υ =
∑
k∈K

w∗
kαk and ω2 =

∑
k∈K

(w∗
k )

2αk (11.37)

where the normalized αk = (λl,k + λhl,k). The steady-state probability s(c∗) for c∗ ∈
�∗ satisfies

c∗s(c∗) = λ(c∗ − 1) s(c∗ − 1), c∗ ≥ 1 and
C∗

a∑
0

s(c∗) = 1 (11.38)

The quasi-stationary probability of being in load state c∗ over a period of time τ can be
defined by

p(c∗, τ ) = lim
t→∞ Pr{c∗(t + τ) = c∗|c∗(t) = c∗} (11.39)

This can be approximated by an exponential function [34] as follows:

p(c∗, τ ) = e−τ [λ(c∗)+c∗] (11.40)

Equation (11.40) for τ = Tp provides the equilibrium probability that there are maximum
z∗ = C∗

a − c∗ units of resources available for packet transmissions. Let S(c∗) be the state-
dependent upper limit number of successful packet transmissions in a given time-slot, thus

S(c∗) = p(c∗, Tp)
(C∗

a − c∗)w1

Rpγp/W
(11.41)
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Equation (11.41) can be used to study trade offs of the design parameters for optimal
PAC schemes. For example, let us assume that there are N data users in the system; each
generates data packets according to a Poisson process with rate � per time-slot, � ≤ 1.
Thus, there are Np = �N�
 average number of active data sources per time-slot. If each
of them attempts to transmit their packets at the beginning of a given time-slot with
the probability of min(1, S(c∗)/Np), the successful packet transmission probability, that
is, Pr{having less than S(c∗) transmissions actually initiated} according to the binomial
distribution, is at least 1/2. This is very reasonable compared to ALOHA random access.
The average upper limit of UL packet-data throughput denoted by S is given by

S = (1 − Pl)
∑

c∗∈�∗
s(c∗)S(c∗) (11.42)

where Pl is the QoS loss probability defined in the previous section. By using Little’s
formula [35], the average lower limit of packet delay is given by S/Np time slots.

Figure 11.30 presents the average upper-limit UL data throughput of packet transmis-
sions; also the impacts of RT traffic, bit rates and TTI on the throughput. One can see
that throughput characteristics are more sensitive to bit rate than to TTI. Such results can
give valuable quantitative input data for the design of effective PAC schemes.

A number of related topics are discussed in References [42–66].
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Adaptive CDMA networks

12.1 BIT RATE/SPACE ADAPTIVE CDMA NETWORK

This section presents a throughput delay performance of a centralized unslotted Direct
Sequence/Code Division Multiple Access (DS/CDMA) packet radio network (PRN) using
bit rate adaptive location aware channel load sensing protocol (CLSP).

The system model is based on the following assumptions. Let us consider the reverse
link of a single-cell unslotted DS/CDMA PRN with infinite population and circle cell
coverage centered to a hub station. Users communicate via the hub using different codes
for packet transmissions with the same quality of service (QoS) requirements [e.g. the
target bit error rate (BER) is 10−6]. The radio packets considered herein are of medium
access control (MAC) layer (i.e. MAC frames formed after data segmentations and cod-
ing). Packets have the same length of L (bits). The scheduling of packet transmissions,
including the retransmissions of unsuccessful packets at mobile terminals, is randomized
sufficiently enough so that it is possible to approximate the offered traffic of each user
to be the same, and the overall number of packets is generated according to the Poisson
process with rate λ. In the sequel, we will use the following notation:

ζ – the path-loss exponent of the radio propagation attenuation in the range of [2, 5]
r – the distance of a mobile terminal from the central hub that is normalized to the cell

radius, thus in the range of [0, 1]
R0 – the primary data rate for given system coverage and efficiency of mobile power

consumption;
T0 – the packet duration (i.e. the time duration needed for transmitting a packet com-

pletely) of the primary rate T0 = L/R0.

The cell area is divided into M + 1 rings (M is a natural number representing the
spatial resolution) centered to the hub. Let M = {0, 1, . . . , M}; and for all m ∈ M,

rm – the normalized radius of the boundary-circle of ring (m + 1) given by rm = 2−m/ζ ,
r0 = 1 for the cell-bounding circle and rM+1 = 0 for the most inner ring;

Rm – the rate of packet transmissions from users in ring (m + 1) given by Rm = 2mR0,
that is, packets from the more inner ring will be transmitted with the higher bit rate;
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Tm – the corresponding packet duration Tm = 2−mT0 and also the mean service time of a
packet transmission using rate Rm.

For a fixed packet length L, the closer the mobile terminal to the hub, the higher
is the bit rate and the shorter is the packet transmission time. In order to ensure the
optimal operation of transceivers, the packet duration should be kept not too short, for
example, minimum of around 10 ms as the radio frame duration of the 3GPP standards
for WCDMA cellular systems. Therefore, a proper trade-off between L, R0 and M is
needed. For example, with L = 2560 bits, R0 = 32 kbps and M = 3, there are four
possible rates for packet transmissions: 32, 64, 128 and 256 kbps with 80, 40, 20 and
10 ms packet duration, respectively. In the absence of shadowing, for the same mobile
transmitter power denoted by P from any location in the network, approximated with
the spatial resolution described above, the received energy per frame denoted by E is
the same:

E = PTm

r
ζ
m

= P 2−mT0

(2−m/ζ )ζ
= PT0 (12.1)

This significantly reduces the maximum radiated power into the user direction, reducing
the health risk and the interference level produced in the adjacent cell and therefore
increasing capacity in the cell. The bit-energy Eb = E/L is also constant. Let

W – the CDMA chip rate, for example, 3.84 Mcps;
gm – the processing gain of a transmission using rate Rm that is given by gm = W/Rm;
η – the ratio of the thermal noise density and maximum tolerable interference (N0/I0);
γm – the local average signal to interference plus noise ratio (SINR), also denotes the

target SINR for meeting the QoS requirements of transmissions with rate Rm.

The transmitter power control (TPC) is assumed sufficient enough to ensure that the
local average SINR can be considered as a lognormal random variable having standard
deviation σ in the range of 2 dB. Because the transmitter power of mobile terminals in
the rate adaptive system is kept at the norm level (denoted by P above), the dynamic
range of TPC can be significantly reduced compared to the fixed rate counterpart for the
same coverage resulting in less sensitive operation. Thus, σ of the adaptive system can be
expected to be smaller than that in the fixed rate system. Once again, if there were only
near–far effects in the radio propagation, due to rate adaptation and perfect TPC, SINR
of all transmissions would be the same at the hub. However, the required SINR target of
higher bit rate transmissions in DS/CDMA systems tends to be lower for the same BER
performance due to less multiple access interference (MAI). For example, the simulation
results of Reference [1] show that in the same circumstances the required SINR target
for 16-kbps transmissions is almost double that of the 256 kbps transmissions. Thus, less
transmitter power is needed for close-in users using higher data rate. The rate/space adap-
tive transmissions increase the energy efficiency for mobile terminals. It will be shown
later that even when the same target SINR was required regardless of the bit rates, the
adaptive system still outperforms the fixed counterpart. In the sequel, we will use the
following notation:
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n = {nm,m ∈ M} is the system state or occupancy vector, where nm is the number of
packet transmissions in progress using rate Rm;

w = {wm, m ∈ M} is the transmission load vector, where wm = g−1
m γm represents the

average load factor produced by a packet transmission with rate Rm and target SINR
γm. The higher the bit rate, the more the network resources that will be occupied by
the transmission.

c = nw is the system load state representing MAI in the steady state condition.

It has been shown in Chapter 11 that simultaneous transmissions are considered ade-
quate, that is, meeting the QoS requirements, if MAI satisfies the following condition:

MAI ≡
∑
m∈M

nmwm ≤ (1 − η) (12.2)

The task of CLSP is to ensure that the condition (12.2) is always satisfied. Define

� = {n, condition (12.2) is true} the set of all possible system states;
� = {c, c = nw and n ∈ �} the set of all possible system load states.

Because of the TPC inaccuracy, the probability that the condition (12.2) is satisfied
and the SINR of each packet transmission is kept at the target level, conditioned on the
steady system load state c and lognormal SINR can be determined as in Chapter 11,
equation (11.30)

Pok(c) = 1 − Q

(
1 − η − E[MAI|c]√

Var[MAI|c]

)
(12.3)

with

E[MAI|c] = c exp[(ln 10/10σ)2/2]

Var[MAI|c] = c exp[2(ln 10/10σ)2]

where Q(x) is the standard Gaussian integral function, and σ is the standard deviation
of lognormal SINR in dB. This is because the system load state c defined above uses
the mean (target) values of lognormal SINR for calculating the average load factor of
each transmission. The Gaussian integral term Q(x) in equation (12.3) represents the
total error probability caused by a sum of lognormal random variable composing the
load state.

The above analysis implies that in the equilibrium condition, for a given system load
state c, the system will meet its QoS target (e.g. actual bit error probability is less than
the target BER of 1e-5) with a probability of Pok(c). In other words, it will lose its QoS
target (actual bit error probability is larger than the target BER of 1e-5) with a probability
1 − Pok(c). As a consequence, each equilibrium system load state c can be modeled with
a hidden Markov model (HMM) having two states, namely ‘good’ and ‘bad’, which is
illustrated in Figure 12.1.
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good bad

Figure 12.1 Two-state HMM of the system load state.

The stationary probability of HMM state (‘good’ or ‘bad’) conditioned on the system
load state c is given by

Pr{‘good’|c} = Pok(c) (12.4)

Pr{‘bad’|c} = 1 − Pok(c) (12.5)

Let us introduce two other parameters for analytical evaluation purposes:

Peg – the equilibrium bit error probability over all ‘good’ states of the channel, in which
the QoS requirements are met. The target BER is supposed to be the worst case of
Peg, for example, 1e-5.

Peb – the equilibrium bit error probability over all ‘bad’ states of the channel, in which
the QoS requirements are missed to some extent, for example, Peb = 1e − 4 when the
target BER is 1e − 5. The target BER is therefore the upper bound of Peb.

In the perfect-controlled system, Peg = Peb and equal to the target BER. This assump-
tion is widely used in the related publications investigating the system performance on the
radio packet level. In this section, the impacts of channel imperfection are evaluated in
the context of SINR errors with total standard deviation σ and Peb as a variable parameter
representing effects of ‘bad’ channel condition. Let

p(c) – the steady state probability of being in the system load state c ∈ �;
Pe – the equilibrium bit error probability of the system for the actual QoS of packet

transmissions. From the above results, we have

Pe =
(∑

c∈�

cp(c)

)−1 [
Peg

∑
c∈�

cp(c) Pr{‘good’|c} + Peb

∑
c∈�

cp(c) Pr{‘bad’|c}
]

(12.6)

It is obvious that in the perfect-controlled system as mentioned above, Pe is also equal
to the target BER. Let

Pc – the equilibrium probability of a correct packet transmission. With employment of
forward error correction (FEC) mechanism having the maximum number of correctable
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bits Ne(Ne < L and dependent on the coding method; Ne = 0 when FEC is not used),
Pc is generally given by

Pc =
Ne∑
i=0

(
L

i

)
P i

e (1 − Pe)
L−i (12.7)

In the fixed rate system with the same coverage, the primary rate R0 is used for all packet
transmissions. From equation (12.2) under perfect TPC assumption, the channel threshold
or system capacity defined as the maximum number of simultaneous packet transmissions
can be determined by

C0 = �(1 − η)/w0� (12.8)

where �x� is the maximum integer number not exceeding the argument.
Thus, with respect to CLSP, the hub senses the channel load (i.e. MAI, in general,

or the number of ongoing transmissions for the fixed rate system) and broadcasts the
control information periodically in a forward control channel. Users having packets to
send should listen to the control channel and decide to transmit or refrain from the
transmission in a nonpersistent way. The feedback control is assumed to be perfect, that
is, zero propagation delay and perfect transceivers in the forward direction. The impacts of
system imperfection, such as access delay, feedback delay and imperfect sensing have been
investigated in Chapter 11 for the fixed rate systems with dynamic persistent control. Let
G – the system offered traffic G = λT0 (the average number of packets per normalized
T0 ≡ 1) is kept the same for both adaptive and fixed rate systems for fair comparison
purposes. In the adaptive system, G ≡ λ is distributed spatially among users that are in
different rings.

For m ∈ M, let
λm – be the packet arrival rate from ring (m + 1), which is dependent on λ and the

spatial user distribution (SUD) having the probability density function (PDF) f (r, θ). In
general, λm is given by

λm = λ

rm∫
rm+1

2π∫
0

f (r, θ) dr dθ (12.9)

For instance, let us assume that the SUD is uniform per unit area in the mobility equilib-
rium condition. Thus, λm can be determined by

λm = λ(r2
m − r2

m+1) (12.10)

For the derivation of the performance characteristics of the rate adaptive CLSP unslotted
CDMA PRN, a multirate loss system model of the stochastic knapsack-packing prob-
lem [2] can be used. The analysis presented in this section can therefore be used for
investigating PRNs supporting multimedia applications and QoS differentiation, where
users transmit with different rates depending on the system load state, their potential
subscriber class and the required services.
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12.1.1 Performance evaluation

Fixed-rate CLSP

The performance characteristics of the unslotted CDMA PRN using fixed-rate CLSP
under perfect TPC is given in Chapter 11. Herein, we consider the system with imperfect
TPC. Define

n – the number of ongoing packet transmissions in the system or the system state;
pn – the steady state probability of the system state n;
Psucc – the equilibrium probability of successful packet transmissions;
S – the system throughput as the average number of successful packet transmissions per

T0;
D – the average packet delay normalized by T0;

Using the standard results of the queuing theory for Erlang loss formula [3] with the
number of servers set to the channel threshold C0, the arrival rate of λ and the normalized
service rate of 1/T0 ≡ 1, we have for the steady state solutions:

pn = Gn/n!
C0∑
i=0

Gi/i!

for 0 ≤ n ≤ C0 (12.11)

The equilibrium probability of a successful packet transmission consists of two factors.
The first factor is the probability that the given packet is not blocked by the CLSP given
by (1 − B), where B is the packet blocking probability:

B = pC0 (12.12)

The second factor is the equilibrium probability of correct packet transmissions Pc given
by equation (12.7) with a modification of equation (12.6) as given below:

Pe =
(

C0∑
n=0

npn

)−1 [
Peg

C0∑
n=0

npn Pr{‘good’|n} + Peb

C0∑
n=0

npn Pr{‘bad’|n}
]

(12.13)

where similarly to equations (12.4) and (12.5)we have

Pr{‘good’|n} = 1 − Q

(
C0 − ne(ln 10/10σ)2/2

√
ne2(ln 10/10σ)2

)
(12.14)

Pr{‘bad’|n} = 1 − Pr{‘good’|n} (12.15)

The equilibrium probability of a successful packet transmission, Psucc, is now given by

Psucc = (1 − B)Pc (12.16)
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The system throughput is given by

S = GP succ (12.17)

The average packet delay is decomposed into two parts: Db the average waiting time of
a packet for accessing the channel including back-off delays and Dr the average resident
time of the given packet from the instant of entering to the instant of leaving the system
successfully. Formally, the average packet delay (normalized to T0) is given by

D = Db + Dr (12.18)

with

Db =
∞∑
i=0

Bi = B

1 − B
(12.19)

and according to Little’s formula [3]

Dr = S−1
C0∑

n=0

npn (12.20)

Thus, the performance characteristics can be optimized subject to trade-off of the packet
length and the transmission rate. This can be achieved by using adaptive radio techniques
for link adaptation.

Rate adaptive CLSP

This system, as mentioned above, can be modeled with a multirate loss network model.
It is well known that the steady state solutions of such a system have a product form [2]
given by

p(n) = 1

G0

∏
m∈M

αnm
m

nm!
n ∈ 
 (12.21)

with

G0 =
∑
n∈


∏
m∈M

αnm
m

nm!

where p(n) is the steady state probability of having n transmission combination in the
system, n ∈ �; αm is the offered traffic intensity from ring (m + 1) using rate Rm. Thus,
αm = λmTm, where λm and Tm are defined above.

For large state sets, that is, large M and C0, the cost of computation with the above for-
mulas is prohibitively high. This problem has been considered by many authors, resulting
in elegant and efficient recursion techniques for the calculation of the steady system load
state and blocking probabilities. The steady state probability p(c) of system load state



428 ADAPTIVE CDMA NETWORKS

c ∈ � defined above can be obtained by using the stochastic knapsack approximation
described in Reference [2]

p(c) = q(c)∑
c∈�

q(c)
(12.22)

with q(c) given in recursive form as

q(c) = 1

c

∑
m∈M

wmαmq(c − wm) for c ∈ �+, q(0) = 1 and q(−) = 0

The equilibrium probability of successful transmissions using rate Rm can be determined
similarly to equation (12.16) as

Psucc m = (1 − Bm)Pc (12.23)

where Pc is given by equation (12.7) with Pe given by equation (12.6) and Bm is the
packet blocking probability of transmissions using rate Rm from ring (m + 1)

Bm =
∑

c∈�:c>C0 w0−wm

p(c) (12.24)

The system throughput can be given by

S =
∑
m∈M

λmPsucc m (12.25)

Note that G = λT0 ≡ ∑
m∈M λm because of normalized T0 ≡ 1. The average packet delay

of this system, similar to equation (12.18), can be obtained by

D =
∑
m∈M

Db mTm + Dr (12.26)

with the components

Db m = Bm

1 − Bm

(12.27)

Dr =
(∑

m∈M

λmPsucc mwm

)−1 ∑
c∈�

cp(c) (12.28)

For illustration purposes, the system parameters summarized in Table 12.1 are used [4].
Two simple SUDs are considered: the two-dimensional uniform (per unit area) and the
one-dimensional uniform (per unit length) distributions. For the first scenario, the packet
arrival rate from ring (m + 1) is given in equation (12.6). For the second scenario, the
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Table 12.1 System parameter summary [4]. Reproduced from Phan, V. and Glisic, S. (2002)
Unslotted DS/CDMA Packet Radio Network Using Rate/Space Adaptive CLSP-ICC’02, New York,

May 2002, by permission of IEEE

Name Definition Values

W CDMA chip rate 3.84 Mcps
η Coefficient of the thermal noise density −10 dB

and max. tolerable interference
ζ Path-loss exponent 2, 3, 4
L Packet length 2560, 5120 bits
R0 Primary rate 32 kbps
γ0 SINR target of primary rate 3 dB

transmission
C0 Fixed primary rate system capacity 56

M + 1 Number of possible rates 4
Rm Rate of ring 2, 3, 4 for m = 1, 2, 3 64, 128, 256 kbps
γm SINR target of Rm rate transmission for 3 dB or γ0 for all rates

1e − 5 target BER
σ Standard deviation of lognormal SINR 1, 2, 3 dB
Peg Equilibrium bit error probability over 1e − 5

‘good’ condition
Peb Equilibrium bit error probability over 1e − 5, 5e − 4, 1e − 3

‘bad’ condition

packet arrival rate from ring (m + 1) is given by λm = λ(rm − rm+1) with rm = 2−m/ζ

and rM+1 = 0 as defined above. This one-dimensional uniform SUD is often used for
modeling the indoor office environment in which users are located along the corridor
or the highway. The target SINR is set to 3 dB for all transmissions regardless of the
bit rates. This is not taking into account the fact that higher bit rate transmissions need
smaller target SINR for the same QoS than the lower bit rate transmissions. The load
factor introduced by the transmission is therefore linearly increasing with the bit rate
that is compensated by shortening the transmission period with the same factor. Because
of this, under perfect-controlled assumption (Peb = Peg set to target BER as explained
above), the fixed rate CLSP system could have slightly better multiplexing gain than
the adaptive counterpart for the same offered traffic resulting in slightly better through-
put as shown in Figure 12.2. In reality, the BER is changing because of the random
noise and interference corrupting the packet transmissions. The throughput characteris-
tic of the fixed system worsens much faster than that of the adaptive system because
it suffers from higher MAI owing to larger number of simultaneous transmissions and
longer transmission period. Further, when the transmission is corrupted, longer trans-
mission period or packet length could cause a drop of the throughput performance and
wasting battery energy (Figures 12.2 and 12.6). In any case, the adaptive system has
much better packet delay characteristics than the fixed counterpart (Figures 12.2–12.7).
The same can be expected for the throughput performance in real channel condition or
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Figure 12.2 Effects of channel imperfection on the throughput performance (two-dimensional
uniform SUD, ζ = 3, σ = 2 dB, L = 2560 bits, Peg = 1e − 5).
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Figure 12.3 Effect of channel imperfection on the packet delay performance (two-dimensional
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BIT RATE/SPACE ADAPTIVE CDMA NETWORK 431

0 5 10 15 20 25 30 35 40
0

1

2

2.5

1.5

0.5

A
ve

ra
ge

 p
ac

ke
t 

de
la

y

System throughput

Fixed system
Adaptive system with 1-dim uniform SUD
Adaptive system with 2-dim uniform SUD

Figure 12.4 Effects of SUD on the performance trade-off (ζ = 3, σ = 2 dB, L = 2560 bits,
Peg = 1e − 5, Peb = 5e − 4).
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Figure 12.6 Effects of packet length on the performance trade-off (two-dimensional uniform
SUD, ζ = 3, σ = 2 dB, Peg = 1e − 5, Peb = 5e − 4).
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even in ideal channel condition if the advantage of less SINR for higher rate is taken into
account. For example, according to Reference [1], target SINR is 1.5 dB for 256 kbps,
2 dB for 128 kbps, 2.5 dB for 64 kbps and 3 dB for 32 kbps. The numerical results for
such advantages are not presented in this chapter because of limited space. Overall, the
adaptive system outperforms the fixed counterpart. Figures 12.4 to 12.7 show the effects
of design and modeling parameters on the performance characteristics. The adaptive sys-
tem is sensitive to the SUDs (Figure 12.4) and path-loss exponent ζ (Figure 12.5). In
the rate/space adaptive systems, spatial positions of the clusters formed by mobile users
affect the overall throughput-delay improvement, whereas performance of the fixed rate
counterpart is less sensitive to user population profile or does not depend on it given that
TPC is perfect. These effects could be desirable if the advantage of less SINR for higher
rate was taken into account. That more users are put to more inner rings depending on ζ

and SUD boosts up the rate and reduces the time of communications, resulting in better
throughput-delay performance. One should keep in mind that larger ζ also causes much
larger dynamic range of transmitter power, especially for the fixed system that degrades
the TPC performance, significantly resulting in more erroneous packet transmissions thus
worse system performance. Figure 12.7 shows the effects of the standard deviation of
lognormal SINR (σ ) that represents the TPC errors. Although the adaptive system can
be expected to have better TPC performance and thus smaller σ , the same value of σ is
used for both systems in the numerical examples.

The throughput-delay performance of unslotted DS/CDMA PRNs using rate/space-
adaptive CLSP is evaluated against the fixed rate counterpart. The combination of CLSP
and adaptive multirate transmissions not only provides a significant performance improve-
ment but also increases the flexibility of access control and reduces the uncertainty of
the unslotted DS/CDMA radio channel. Once again, one should be aware that because
of equation (12.1) the system is more environment friendly and reduces the level of
interference in the surrounding cells too.

12.2 MAC LAYER PACKET LENGTH ADAPTIVE
CDMA RADIO NETWORKS

Impacts of packet length on throughput-delay performance of wired/wireless networks
have been extensively investigated in the open literature. The packet length optimization
problem based on numerous factors is also well elaborated. Let us revisit a standard for-
mula (12.7) for the probability of correct packet transmission determining the throughput
characteristic.

It is easy to see from the equation that the smaller L makes the better Pc. In order to
have Pc as close to 1 as possible for optimum throughput-delay performance, PeL needs
to be very small compared to max (Ne, 1). In radio transmissions, SINR that is dependent
on transmitter power, path loss and MAI, dominates Pe. In the bad channel conditions,
Pe can be relatively large and may require impracticably small L in order to meet the
performance requirements; otherwise throughput can drop to zero because all packets get
corrupted. Meanwhile, mobile terminals are wasting battery energy for having to transmit
erroneous packets.
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On the other hand, in order to reduce the overhead and improve the goodput, L should
be large. This can be seen from the formula for normalized goodput [5],

G

R0
= Pc(L − H)

L
(12.29)

where

G – the goodput, that is, the effective average data rate successfully transmitted excluding
protocol overhead;

R0 – the bit rate for packet transmission;
H – the length of protocol overhead, that is, the total length of packet header and packet

tail in (bit).

Equations (12.7) and (12.29) are the basis for the derivation of optimum packet length
and packet length adaptation. However, in order to obtain comprehensive and applicable
results, further research efforts are required. For the last decade, there have not been many
papers actually elaborating the packet length adaptation problem for PRNs. Reference [6]
presents a simulation-based study of throughput improvement for a stop-and-wait auto-
matic repeat request (ARQ) protocol using packet length adaptation in mobile packet
data transmission. The channel estimation for the adaptation mechanism is based on the
number of positive/negative acknowledgements (ACK/NACK). This is a learning-based
adaptive process on the data link layer; thus the adaptation can happen even when the
radio channel is in good conditions or vice versa owing to the bias of the learning toward
actual conditions of unreliable radio channel. Reference [5] exploits equations (12.7) and
(12.29) as such with no FEC capability to adopt adaptation mechanisms based on estima-
tions of BER or frame error rate (FER). Results are supported by physical measurements
with Lucent’s WaveLAN radio. No comprehensive channel modeling, derivations and
adaptation mechanisms are given despite the fact that equation (12.7) may not be accu-
rate to apply for different fading environments and long-packet applications as targeted
with maximum-transmission-unit TCP/IP link in Reference [5]. Technical reasons behind
the applicability of equation (12.7) are elaborated in, for example, References [7–11].
The bottom line is that, for robust adaptation, instead of using the uncorrelated formula
(12.7), the correlation between channel conditions and packet length in time domain needs
to be considered. Moreover, in less correlated fading environments, using suitable FEC
channel coding can be a more effective solution. Reference [12] presents a broad adaptive
radio framework for energy efficiency of the battery in mobile terminals including packet
length adaptation. Similar to Reference [5], Lucent’s WaveLAN radio is used to provide
results. Although Reference [12] provides valuable insights into adaptive radio problems,
no comprehensive mechanisms are given that affect the accuracy and the practicality
of the analysis. We should also add here that References [5,6,12] consider the case of
noncontention packet access, that is, a single connection-oriented radio link. The packet
delay characteristic and the throughput delay trade-off are ignored in References [5,6]. In
addition to providing an overview of the existing work in this section, we consider the
heavily correlated flat fading, where the error-correcting coding has not yet been effective.
Packet length adaptation is used for a multiple access unslotted CLSP/DS-CDMA channel
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in order to improve the system throughput delay performance and the energy efficiency
of mobile terminals.

The adaptation criteria are to eliminate the impacts of fading for an optimal trade-off
between throughput, average packet delay and goodput. Two alternative strategies are
presented: (A1) keeping the packet length as large as possible to avoid degradation of the
goodput while fulfilling the specified QoS requirement, for example, Packet Error Rate
(PER); (A2) maximizing the goodput. The correlation between fade duration statistics and
packet duration in time domain over a flat Rayleigh-fading channel is studied to ensure
the robustness and the practicality of adaptation mechanisms. The chapter also presents
comprehensive modeling and analysis tools, taking into account impacts of imperfect
power control and user mobility.

12.2.1 Unslotted CLSP/DS-CDMA packet radio access

This section considers the packet radio access in the uplink of a single-cell unslotted
DS-CDMA PRN using CLSP with infinite population and circle coverage around a hub
station. Mobile users communicate via the hub using different sequences and fixed bit
rate R0 for packet transmissions with the same QoS requirement. Further, the following
assumptions are made without loss of generality.

User data are coded and segmented into information blocks. Then a header that contains
address, control information and error-correcting control fields is added to each block to
form a radio packet, which is sent over the air toward the hub. For a packet length L

(bit) including a constant H (bit) of the protocol overhead, define
T – the packet duration, T = L/R0 (ms), also referred to as the packet length in

time domain. Thus, T is proportional to L for a given constant bit rate R0. In practical
implementations, for example, according to radios of current 3GPP standards, T should be
kept between Tmin and Tmax and should take the value of one or multiples 10-ms periods
for effective operation of CDMA radios for long-packet duration applications.

In this CLSP system, similar to the model described in Section 12.1, the hub is respon-
sible for sensing the channel load (number of ongoing transmissions) and rejecting further
incoming packets when the load is reaching a certain channel threshold by forcing users
to refrain from the transmission with feedback control. The hub broadcasts the control
information periodically in a forward control channel. Users having packets to send will
listen to the control channel and decide to transmit or refrain from the transmission in
a nonpersistent fashion. Thus, the ‘hidden terminal’ problem of distributed carrier sense
multiple access (CSMA) systems can be avoided. The feedback control is assumed to
be perfect, that is, zero propagation delay and perfect receiving in the forward direction.
The impacts of system imperfection, such as access delay, feedback delay and imperfect
sensing have been investigated in Chapter 11 for a nonadaptive, perfect power-control
system. The channel threshold or system capacity, defined as the maximum number of
simultaneous packet transmissions is given by equation (12.8).

The traffic model is based on the assumption that the scheduling of packet transmis-
sions including retransmissions of unsuccessful packets at mobile terminals is randomized
sufficiently enough so that the overall number of packets is generated according to the
Poisson process with rate λ. Let us define
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n – the system state, that is, the number of ongoing packet transmissions in the sys-
tem. The CLSP is responsible for keeping n under C0. However, because of imperfect
power control, characterized by a lognormal error of average SINR with standard devi-
ation σ (dB), the equilibrium probability that n simultaneous transmissions are not cor-
rupted by the system outage state (i.e. target SINR is kept) can be given by modifying
equation (12.3)

Pok(n) = 1 − Q

(
C0 − E[MAI|n]√

Var[MAI|n]

)
(12.30)

where E[MAI|n] = n exp[(εσ )2/2] and Var[MAI|n] = n exp[2(εσ )2] and C0 is given by
equation (12.8), ε = ln(10)/10, and Q(x) is the standard Gaussian integral.

This equation represents the interference-limited nature of DS-CDMA systems. The
smaller L makes the shorter packet transmission duration T = L/R0 and thus the smaller
number of simultaneous transmissions n for a given packet arrival rate λ and bit rate R0.
This improves the system outage probability and therefore can be used for adaptation
strategy as well. However, in this section CLSP is used to compensate MAI. To simplify
the analysis, we assume that all packet transmissions hit by the system outage state are
erroneous with Probability 1.

12.2.2 Fading model and impacts on packet transmission

Let us assume that the system operates at 2.4-GHz carrier frequency [industrial scientific
and medical (ISM) band] with omnidirectional antenna, 64-kbps packet transmission and
64 spreading factor. The user speed is in the range of 0 to 4 ms−1, which means that it
may take at least 32 ms for the user to travel the distance of one wavelength, and the
maximum Doppler frequency is up to 32 Hz. This radio channel is modeled as a flat
Rayleigh-fading channel, where the fading process is heavily correlated according to the
correlation properties presented in References [7,11]. For a certain fade margin, depending
on the packet duration T (one or multiple of 10 ms), several fades may occur during the
packet transmission period. To determine the probability of correct packet transmission
as well as the packet length adaptation criteria, one needs to consider the impacts of fade
and interfade duration statistics, and packet lengths. The correlation between them in time
domain is illustrated in Figure 12.8. Let us use the following notation:

tf – the fade duration, that is, the period of time a received signal spends below a threshold
voltage R, having PDF g(tf) and mean tf avrg

tif – the interfade duration, that is, the period of time between two successive fades, having
PDF h(tif) and mean tif avrg

tfia – the fade interarrival time, that is, the time interval between the time instants that
two successive fades occur: tfia = tf + tif, having PDF s(tfia) and mean tfia avrg.

For a Rayleigh-fading channel, it has been shown in numerous papers [9,13,14] that
tf avrg and tif avrg can be approximated as

tf avrg = eρ2 − 1√
2πfdρ

(12.31)
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Figure 12.8 Illustration of fading and related time intervals.

tif avrg = 1√
2πfdρe−ρ2

(12.32)

where fd is the maximum Doppler frequency; ρ = R/Rrms is the ratio of Rayleigh-fading
envelope R and the local root-mean-square (RMS) Rrms. The value of ρ is set to – 20 dB
throughout the paper as in Reference [12], that is, the fade margin is equal to 20 dB, and
thus tf avrg/tif avrg = 1%. The channel is considered as a slow but deep fading channel.

The closed-form generalized theoretical expressions for fade and interfade duration dis-
tributions or PDFs are not available. However, for a deep fading channel, Reference [15]
provides an asymptotic formula for the probability that the fade duration tf lasts for more
than t as follows:

Ptf{tf > t} = 2

u
I1

(
2

πu2

)
exp

(
− 2

πu2

)
(12.33)

where I1(z) is the modified Bessel function of the first kind and the first order for imag-
inary argument; and u = t/tf avrg is the normalized fade duration. It has been shown in
References [13] and [9] by experiment and simulation that equation (12.33) is valid for
the fade margin range of at least 10 dB. The distribution in equation (12.33) has high
density around the mean value.

For the interfade duration, the exponential distribution is often assumed, for
example, References [9,14] because of the validity of the finite-state Markov channel
models [7,8,11]:

Ptif{tif ≤ t} = 1 − exp(−t/tif avrg) (12.34)

This assumption is not precise in general for correlated fading channels [10,11]. Refer-
ence [10] presents an elegant matrix-form for the distribution of level-crossing numbers
resulting from a more complicated and sophisticated hidden Markov channel modeling.
However, in such a slow fading channel as described above with tf avrg/tif avrg = 1%, the
fade duration is very small compared to the interfade duration. Thus, it is reasonable
to use equation (12.34) for modeling the interfade duration distribution in our case. The
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same argument can be found in References [9,15,16]; also supported by simulation in
References [9,16].

In general, the probability of correct packet transmission in a fading channel depends
on the number of fades occurring during the transmission period, fade duration or the
number of bits in each error-block under fade and the error-correcting capability of
coding methods. Effects of some specific FEC coding schemes are investigated in Refer-
ences [7,9]. Reference [7] shows that in heavily correlated fading environments the block
error rate characteristic is insensitive to error-correcting capability. For the fading model
described above, fade duration can be expected in the range of milliseconds and there-
fore an error-block under fade can contain hundreds of bits depending on the bit rate
of packet transmissions. For high bit rate transmissions, a single fade occurring during
the transmission period can result in an unsuccessful packet transmission. In accordance
with References [14,16], the probability of correct packet transmission, as the function of
packet duration T and maximum Doppler frequency fd, can be given as follows:

Psf(T , fd) =
∫ ∞

0

∫ ∞

T

(tif − T )(tif + tf)
−1h(tif)g(tf) dtif dtf (12.35)

The PDFs g(tf) and h(tif) are obtained from the derivatives of equations (12.33) and
(12.34), respectively. By using the argument that fade duration is very small compared
to interfade duration, the above integral can be approximated by

Psf(T , fd) = exp(−T /tif avrg) − (T /tif avrg)E1(T /tif avrg) (12.36)

E1(y) =
∫ ∞

y

exp(−t)t−1 dt (12.37)

To proceed with our main purpose on investigating benefits of the packet length adaptation,
further explanation, derivation and alternative approximation for the probability of correct
packet transmission can be found in the appendix. Figure 12.9 shows the impacts of
packet duration (i.e. packet length in time domain) and Doppler frequency on Psf(T , fd)

for 2.4-GHz carrier frequency and user speed up to 4 m s−1 [17,18].
For a required successful rate of the packet transmission, for example, at least 90%,

slow-moving users can transmit with longer packets, while relatively fast-moving users
need to keep the packet length at minimum size.

12.2.3 Packet-length adaptation strategy

In this section, practical adaptation strategies and mechanisms are presented for unslot-
ted CLSP/DS-CDMA PRN in the fading environment as described above [17,18]. From
equations (12.30) and (12.35), the probability of correct packet transmission, conditioned
on system state n, can be given by

Pc(n) ≡ Pr{system not in the outage state |n} Pr{correct packet transmission under
fading conditions}, which is

Pc(n) = Pok(n)Psf(T , fd) (12.38)
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Figure 12.9 Impacts of packet length and Doppler frequency on the probability of correct
packet transmission.

The equilibrium probability of correct packet transmission can be obtained by summing
up equation (12.38) over all possible system states, that is,

Pc =
(

C0∑
n=0

npn

)−1 C0∑
n=0

npnPc(n) (12.39)

where C0 is given by equation (12.8) and pn is the steady state probability of having n

simultaneous packet transmissions in the system.
Define

S – the system throughput as the average number of successful packet transmissions per
unit time for a given offered traffic

D – the average packet delay
G – the goodput as the effective average data rate put through excluding protocol overhead.

If the criteria for packet-length adaptation were to maximize the throughput S defined
above, T or L = R0T should be adapted to maximize equation (12.39). Bearing in mind
that CLSP has compensating impacts of MAI, a suboptimum solution can be adopted by
maximizing Psf(T , fd) given that T is one or a multiple of 10 ms and limited between



440 ADAPTIVE CDMA NETWORKS

Tmin and Tmax. If the protocol overhead was not considered, Tmin would obviously be
the optimum packet size; and so there would be no need for the adaptation. The real
packet will have a finite header H; so in this section, the packet-length adaptation criteria
are defined on the basis of the dynamic range of Doppler frequency due to the user
mobility, subject to an optimal trade-off between throughput, average packet delay and
goodput. Two alternative suboptimum strategies are adopted: (A1) keeping the packet
length as large as possible for a required percentage of successful packet transmission
rate per user transmission to avoid degradation of the goodput; (A2) maximizing the
goodput of a single user transmission. The idea behind the second alternative (A2) is
used in References [5,8,12,18] for packet-length adaptation and in Reference [14] for
packet- length optimization. Except in References [17,18], trade-off between the goodput
and the other performance characteristics is not considered, neither are the effects of
MAI. Later we will show that (A2) is sensitive to the system load and outage, whereas
(A1) has stable characteristics over a much larger range of the offered traffic and overall
outperforms both (A2) and fixed systems.

(A1) First alternative: Let us introduce the following system parameter.
β – the required percentage of successful packet transmission rate for a single user trans-
mission, which can be set depending on the nature of the system and the services. For
instance, in military or emergency networks, or for providing real-time (RT) and reliable
services, β may need to be at least 90%. To satisfy such a requirement with a fixed
packet-length system, the packet duration may need to be set to Tmin, resulting in sig-
nificant degradation of the goodput. It is desired to adapt the packet duration T to the
time-varying channel conditions so that Psf(T , fd) is kept above β while maximizing the
goodput by keeping T as large as possible, given that T needs to be one or a multiple
of 10 ms and in the range of [Tmin, Tmax]. Thus, we can adopt a simple mechanism as
follows [17,18]:

T = arg max{T : Psf(T , fd) > β, Tmin ≤ T = ×10 ≤ Tmax} (12.40)

where Psf(T , fd) is given in equation (12.35).
From the results in Figure 12.9 and given β = 90%, Tmin = 10 ms and Tmax = 80 ms,

equation (12.40) can be simplified as follows. Let us define the set J = {0, 1, 2, 3} and
the following notation for j ∈ J:

fd j – the boundary value of Doppler frequency range or interval, that is, fd 0 = 0 Hz, fd 1 =
4 Hz, fd 2 = 8 Hz, fd 3 = 16 Hz, and fd 4 = 32 Hz ≡ fd max for a slow-fading channel.

Tj – the adapted packet duration for the interval of [fd j , fd j+1]: Tj = 2−j Tmax, that
is, T0 = Tmax = 80 ms, T1 = Tmax/2 = 40 ms, T2 = Tmax/4 = 20 ms, and T3 = Tmax/8 =
10 ms ≡ Tmin.

Now the packet-length adaptation mechanism can be formulated as follows:

{for allj ∈ J, iffd j < fd ≤ fd j+1 then T = Tj or L = R0Tj } (12.41)
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Our analytical results above are in agreement with simulation results provided by Refer-
ence [12] that the packet duration should be smaller than 1/10 of the average interfade
duration for 80 to 90% of correct packet transmission rate.

(A2) Second alternative: This alternative is designed to maximize the normalized goodput
of a single user transmission, which is defined with the following function of (T , fd):

Gsf(T , fd) = Psf(T , fd)(R0T − H)/R0T (12.42)

Figure 12.10 shows the impact of packet duration onto Gsf(T , fd) for different Doppler
frequencies. Depending on the maximum Doppler frequency estimate, there is a value of
T that optimizes the normalized goodput. The adaptation mechanism can be defined by

T = arg max{Gsf(T , fd)

= Psf(T , fd)(R0T − H)/R0T , Tmin ≤ T = ×10[ms] ≤ Tmax} (12.43)

From the results in Figure 12.10 and the notations defined at (A1) above, keeping in
mind that T ∈ {10, 20, 40, 80} ms, equation (12.43) can be simplified by: if fd < 8 Hz,
T = T0 = 80 ms, else T = T1 = 40 ms. Expression (12.41) can also be used for this case
with the following modifications: J = {0, 1}; fd 0 = 0, fd 1 = 8 Hz and fd 2 = fd max =
32 Hz.
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Figure 12.10 Impacts of packet length and Doppler frequency onto normalized goodput.
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For the implementation of both alternatives, online estimation of only the maximum
Doppler frequency is required at the mobile terminals, which is well known as fea-
sible. Benefits of such simple adaptation mechanisms are evaluated analytically and
quantitatively in the following sections through a comparative study of the performance
characteristics, such as the system throughput, the average packet delay, the goodput and
their trade-offs.

12.2.4 Queuing system model and impacts of Doppler frequency range

From the CLSP packet-access model and the Poisson packet-arrival assumption described
in the previous section, a birth–death loss queuing system model can be used for the analy-
sis. The formal notation is Erlang loss M/D/N/N : D ≡ packet duration for deterministic
service time, N ≡ C0 for the number of servers and the system capacity. Let

G0 – the system offered traffic G0 = λT0 ≡ λ, that is, average number of packets per nor-
malized T0 ≡ 1, being kept the same in both adaptive and fixed packet-length systems
for comparison purposes.

In adaptive systems, G0 ≡ λ is composed of portions from offered traffic of different
packet lengths

λj – the arrival rate of Tj -duration packets that is generated by mobile terminals having
Doppler frequency estimated in the range of (fd j , fd j+1). Given G0 ≡ λ as the system
parameter, λj is now dependent on λ and the user velocity distribution, or equivalent to
that of a so-called Doppler frequency distribution (DfD) determining the probability of
the adapting condition fd j < fd ≤ fd j+1. Let us assume that such DfD has PDF v(fd),
where fd is assumed falling in between fd 0 and fd max for the flat Rayleigh-fading
channel. Denote

Pf j – the equilibrium probability that the mobile terminals have Doppler frequency esti-
mated in the range of [fd j , fd j+1]

Pf j =
∫ fd j+1

fd j

v(fd) dfd/

∫ fd max

0
v(fd) dfd (12.44)

Now λj can be given by
λj = λPf j (12.45)

For instance, if DfD is the uniform distribution in the mobility equilibrium condition, λj

can be determined by
λj = λ(fd j+1 − fd j )/fd max (12.46)

In this section, v(fd) is modeled with a general Gamma PDF because of its flexibility
and richness in modeling [13]

v(fd) = 1

ba�(a)
f a−1

d e−fd/b (12.47)

where a is the shape-parameter, b is the scale-parameter and �(x) is the Gamma function.
Thus, by adjusting a and b parameters, it is possible to choose a suitable PDF to fit
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Figure 12.11 Doppler frequency distribution for traffic modeling.

for numerous user-mobility scenarios or expansion of Doppler frequency range. This
PDF family also includes the deterministic PDF and the exponential PDF as its special
members, where the shape-parameter a is set to infinite or 1, respectively. Figure 12.11
shows some examples of how to choose proper values of a and b. In the case that the
majority of the users are moving very slowly, the exponential or the Gamma PDF with
a = 2, b = 3 can be used for modeling, while the uniform or the Gamma PDF with a = 2,
b = 6 can be used for more dynamic mobile systems.

12.2.5 Fixed packet-length system: T = L/R0 constant

The steady state solution for probability pn, of having n simultaneously transmitting users
in the system, can be obtained by using the Erlang loss formula [13]. In the formula, the
number of servers should be set to the channel threshold C0 given in equation (12.8), the
packet arrival rate λ, and the normalized packet service time T (T0 ≡ 1). Let α = λT ,
then we have

pn = αn

n!

(
C0∑
i=0

αi

i!

)−1

for 0 ≤ n ≤ C0 (12.48)

Denote
Psucc− the equilibrium probability of successful packet transmission that depends on

two factors:
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a) the probability that the given packet is not blocked by the CLSP given by (1 − B),
where B is the packet blocking probability:

B = pC0 (12.49)

b) the equilibriumprobabilityofcorrectpacket transmissionsPc givenbyequation (12.39).
To calculate it, we first need to modify the factor Psf(T , fd) in equation (12.38) to include the
effects of user mobility or DfD, which is characterized by the PDF v(fd). Equation (12.38)
now becomes

Pc(n) = Pok(n)
∑
fd

Psf(T , fd)P (fd) (12.50)

The sum in equation (12.50) is to replace the actual integral of Psf(T , fd)v(fd) over
fd, where the estimation of fd is assumed to take discrete values in {0, 1, 2, . . . , fd max},
and P(fd) can be defined similar to equation (12.44) as follows:

P(fd) =
∫ fd+1

fd

v(fd) dfd

/∫ fd max

0
v(fd) dfd

Thus, the equilibrium probability of successful packet transmission becomes

Psucc = (1 − B)

(
C0∑

n=0

np(n)

)−1 C0∑
n=0

np(n)Pok(n)
∑
fd

Psf(T , fd)P (fd) (12.51)

The system throughput for the offered traffic G0 can be given by

S = G0Psucc (12.52)

The ratio S/G0 ≡ Psucc is called the normalized throughput. The average packet delay is
decomposed into two parts: Db the average waiting time of a packet for accessing the
channel including back-off delays; and Dr the average resident time of the given packet
from the instant of entering to the instant of leaving the system successfully. Now the
average packet delay, normalized to T0, is given by

D = Db + Dr (12.53)

with

Db = T

∞∑
i=0

Bi = T B

1 − B
(12.54)

and according to Little’s formula [3]

Dr = S−1
C0∑

n=0

npn (12.55)

The system goodput is given by

G = S(L − H) (12.56)
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Figure 12.12 Optimal packet length for fixed system.

The normalized goodput can be defined by the ratio G/(G0L) ≡ Psucc(L − H)/L, which
is equivalent to equation (12.29). Figure 12.12 presents the normalized goodput of the
fixed system versus packet duration in different mobility scenarios for different system
offered traffic G0. It clearly shows that there is an optimal packet size for the overall
system performance that depends on the user mobility scenarios and system load or
MAI. Figure 12.12 is different from Figure 12.10 as well as the reported results of link
performance in References [5,6,12,14] in the sense that it includes both single link and
overall system performance averaged over a given mobility dynamics.

12.2.6 Adaptive packet-length system

T = Tj and L = T R0 if fd j < fd ≤ fd j+1 for all j ∈ J
For this system, the steady state solutions can be given by equation (12.48) as well

with the following modification of the offered traffic intensity α.

α =
∑
j∈J

λjTj = λ
∑
j∈J

TjPf j (12.57)

where Pf j is given by equation (12.44). By replacing T with Tj in equation (12.51) and
summing up equation (12.51) over J due to adaptation mechanisms, we can obtain the
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equilibrium probability of successful packet transmission for the adaptive system

Psucc = (1 − B)

(
C0∑

n=0

np(n)

)−1 C0∑
n=0

np(n)Pok(n)
∑
j∈J

fd j+1∑
fd=fd j

Psf(Tj , fd)P (fd) (12.58)

Then, the system throughput S can be obtained by using equation (12.52). The normal-
ized average packet delay is given by equation (12.53) with the component Dr given by
equation (12.55) and with the component Db given by

Db =
∑
j∈J

TjPf j

∞∑
i=0

Bi = B/(1 − B)
∑
j∈J

TjPf j (12.59)

Because of the adaptation effects, the system goodput, based on equations (12.42), (12.56)
and (12.58), is given by

G = G0(1 − B)

(
C0∑

n=0

np(n)

)−1 C0∑
n=0

np(n)Pok(n)

×
∑
j∈J

fd j+1∑
fd=fd j

Psf(Tj , fd)P (fd)(R0Tj − H) (12.60)

The normalized goodput for this adaptive system is defined by the following ratio:

G


G0

∑
j∈J

Pf jR0Tj




−1

(12.61)

The performance comparison of fixed and adaptive systems will be based on the set of
system parameters summarized in Table 12.2 [17,18].

The illustrations include modeling of the user mobility. To investigate the effects of
different mobility scenarios, three DfDs are chosen. The exponential distribution with a
mean of 6 Hz is used for a low mobile system, the uniform distribution function over 32-
Hz range of Doppler frequency for a relatively dynamic mobile system and the Gamma
PDF with a = 2 and b = 6 for an average mobile system (see Figure 12.11). Four possible
packet lengths can be used in both fixed and adaptive systems: T0 = Tmax = 80 ms, T1 =
Tmax/2 = 40 ms, T2 = Tmax/4 = 20 ms, and T3 = Tmax/8 = 10 ms ≡ Tmin. The equivalent
packet lengths in bits with 64-kbps user packet transmission are 5120, 2560, 1280 and 640
bits, respectively. Thus, with a 320-bit packet header and tailer, the load factor of protocol
overhead in the worst case can be up to 50%. The adopted alternatives for packet-length
adaptation mechanisms, namely (A1) and (A2), are described by equations (12.40–12.41)
and (12.42–12.43), respectively.

Figures 12.13 to 12.15 present the effects of packet duration on the performance
characteristics of the fixed packet length system: the normalized throughput, average
packet delay and goodput versus the offered traffic (i.e. number of packet arrivals per
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Table 12.2 System parameter summary

Name Definition Values

Fc Carrier frequency 2.4 GHz
η Ratio of the thermal noise density and the tolerable −10 dB

interference level
R0 Bit rate for the packet transmission 64 kbps
G Processing gain of the R0 bit rate transmission 64
γ SINR target of the R0 bit rate transmission 3 dB
σ Standard deviation of lognormal average SINR error 2 dB
C0 Fixed primary rate system capacity 28
Tmin Minimum packet duration 10 ms
Tmax Maximum packet duration 80 ms
H Fixed length of the packet header in bits 320
fd−max Maximum Doppler frequency 32 Hz
ρ Ratio of R/Rrms (the absolute of ρ is the fade margin) −20 dB
β Percentage for the desired successful rate of correct 90%
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Figure 12.13 Normalized system throughput for comparison.
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normalized T0) for the GammaPDF(a = 2, b = 6) DfD scenario. These figures clearly
illustrate the dilemma that a small packet-size system can offer much better throughput
and delay performance but can suffer from much worse goodput performance as well;
and vice versa with a large packet-size system. Neither way is sufficient with respect
to the efficiency of radio and energy resource utilization in time-varying channels. In
a small packet-size system, high activation/deactivation frequency of radio transmissions
and heavy protocol overhead can be expected, whereas in a large packet-size system wast-
ing resources for transmitting erroneous packets and retransmissions can be expected. The
packet-length adaptive systems, especially the (A1) alternative, can provide a fair gain
in the overall system performance: best goodput and a reasonable and stable throughput
delay resulting in better resource utilization. The second alternative (A2) provides the best
normalized goodput when the offered traffic is less than 20 packets per T0 (Figure 12.15).
However, as the system load becomes heavier, the performance characteristics of the
(A2) system worsens rapidly. The reason is that the (A2) alternative, maximizing the
goodput of a single user transmission by using large packet sizes, cannot compensate the
effects of MAI under imperfect power control in an interference-limited DS-CDMA mul-
tiple access channel. This adaptation mechanism is therefore applicable for light loaded
situations or systems supporting best-effort IP services that can tolerate moderate delay.

Figures 12.16–12.18 present the effects of different DfD or mobility scenarios on the
performance characteristics of both fixed and adaptive packet-length systems. To assure
the fairness of performance comparison, for the fixed packet-length system, the packet
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Figure 12.16 Effects of the mobility or DfD to throughput performance in the
flat-fading channel.
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Figure 12.17 Effects of the mobility or DfD to packet-delay performance in the
flat-fading channel.
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duration T is set to 40 ms, which provides the best performance of fixed systems as shown
in Figures 12.13 to 12.15. Figures 12.16 to 12.18 demonstrate clearly that the adaptations
are more effective in relatively dynamic or fast-varying environments. In the uniform DfD
scenario, representing a dynamic environment, the adaptive systems outperform the fixed
counterpart. In the very slow-varying channel, characterized by the exponential DfD (shown
in Figures 12.16 to 12.18 with dotted lines), due to the adaptation mechanisms, the major-
ity of mobile users are transmitting with the maximum-size packets. Thus, in light loaded
situations, the best goodput and stable throughput delay can still be expected with adaptive
systems as shown in the figures. As the system offered load becomes heavier (i.e. above
20 packets per T0), there is a drop in performance characteristics of the adaptive systems.
This is known as steep brick-wall effects of the fixed system with large packet size [5] (see
the square lines in Figures 12.13 to 12.15 for the fixed system with T0 packet duration).
However, the reasons behind these effects are different for the two systems. For the adap-
tive system, effects of MAI under imperfect power control become more crucial since the
majority of packet transmissions spend longer time in the system owing to large packet sizes;
and thus larger number of simultaneous transmissions can be expected, resulting in higher
outage probability and blocking probability. On the other hand, for the fixed system with
large packet size, the effects of fading conditions are as significant as the effects of outage
state. Let us notify that as the GammaPDF(a = 2, b = 6) is used for DfD in Figures 12.13
to 12.15 representing a relatively dynamic scenario, no such degradations are experienced
with the adaptive system (A1), but only with the T0 packet duration fixed system.

A number of related topics are discussed in References [19–28].

APPENDIX

Let g(u) be the derivative of the right side of equation (12.33) with respect to u; since
u = t /tf avrg, we have g(tf) = g(u)/tf avrg; and h(tif) is the derivative of the right-hand side
of equation (12.34). Following Siew [14], equation (12.35) can now be represented as

Psf(T , fd) =
∫ ∞

0

∫ ∞

T

(tif − T )(tif + tf)
−1h(tif)g(tf) dtif dtf

=
∫ ∞

T

h(tif)dtif

∫ ∞

0
g(u)du−

∫ ∞

0

∫ ∞

T

(utf avrg + T )(tif + utf avrg)
−1

× h(tif) dtifg(u) du

= exp(−T /tif avrg) −
∫ ∞

0
exp(ru)(ru + T /tif avrg)

∫ ∞

v+T/tif avrg

× exp(−tif)/tif dtifg(u) du

where r = tf avrg/tif avrg. Since r is close to 0 and u is smaller than 3 with 0.9670 proba-
bility due to equation (12.33), ru is close to 0 and therefore

Psf(T , fd) ∼= exp(−T /tif avrg) − (T /tif avrg)E1(T /tif avrg)

where E1(y) = ∫ ∞
y

exp(−t)/t dt .
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Having the same accuracy, we can adopt an alternative and traceable approximation
to equation (12.35) as follows. The PDF s(tfia) of the fade interarrival time, tfia = tf + tif,
can be derived as the convolution of g(tf) and h(tif). Using the argument that the fade
duration is very small compared to the interfade duration, we can approximate that s(tfia)

as the convolution of g(tf) and h(tif) is also the exponential distribution with mean of
tfia avrg = tf avrg + tif avrg. Consequently, the fade arrivals can be seen as a Poisson process
with the rate of 1/tfia avrg. Hence, the probability of correct packet transmission, as a
function of (T , fd), can be determined by

Psf(T , fd) ≡ Pr{no fade occurs during T } = exp(−T /tfia avrg)

This simple model does appear to keep the sensitivity of the fading process to Doppler
frequency, which is the essential feature, concluded by Reference [7].
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13

Multiuser CDMA receivers

In this chapter we present a number of methods for multiple-access interference (MAI)
cancelation. MAI is produced by the presence of the other users in the network, which are
located in the same bandwidth as our own signal. The common characteristic of all these
schemes is some form of joint signal and parameter estimation for all signals present
in the same bandwidth. It makes sense to implement this in a Base Station (BS) of a
cellular system because all these signals are available there anyway. At the same time
this concept will considerably increase the complexity of the receiver. Although very
complex, these schemes are being standardized already because they offer significantly
better performance. Details can be seen in Chapter 17. Much simpler but less effective
solutions feasible for implementations in mobile units are also considered [minimum mean
square error (MMSE) type of algorithms].

13.1 OPTIMAL RECEIVER

If user k transmits bit stream bk , with bit interval T , using spreading sequence sk , then
the low-pass equivalent of the overall signal received in the BS can be represented as
[1,2]

drt = St (b) dt + σ dωt , t ∈ R (13.1)

St (b) =
M∑

i=−M

K∑
k=1

bk(i)sk(t − iT − τk) (13.2)

where K is the number of users, b = (b1, b2, . . . , bK)T is the vector of bits of all users and
the signal is observed in time interval [−MT,MT ]. The noise component is represented
by the second term of equation (13.1) and τk is the delay of signal from user k. On the
basis of the likelihood principle described in Chapter 3, the detector selects the vector of
bits b that maximizes

P [{rt , t ∈ R}|b] = C exp[�(b)/2σ 2] (13.3)

Adaptive WCDMA: Theory And Practice.
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where C is a positive scalar independent of b and

�(b) = 2
∫ ∞

−∞
St (b) drt −

∫ ∞

−∞
S2

t (b) dt (13.4)

So, the joint maximum likelihood (ML) decision (estimate) for vector b is obtained as

b̂ = max �(b)
all b ∈ (+1, −1)

(13.4a)

In other words, vector b that jointly gives the maximum of equation (13.4) is chosen as a
joint estimate of bits for all users. The first term in equation (13.4) can be represented as

∫ ∞

−∞
St (b) drt =

M∑
i=−M

bT(i)y(i) (13.5)

where y(i) is a vector with elements yk(i) representing the output of a matched filter for
the ith symbol of the kth user, that is,

yk(i) =
∫ τk+iT +T

τk+iT

sk(t − iT − τk) drt (13.6)

The block diagrams of conventional and optimal (ML) detectors are shown in Figures 13.1
and 13.2, respectively.

Without going into the details of evaluating bit error rate (BER) for these detectors,
some results are shown in Figures 13.3 to 13.5 [1,2]. To simplify the numerical eval-
uation, trivial codes shown in Figure 13.3 are used. Such codes also have high (1/3)
correlation function so that the effect of optimum detectors are better emphasized. From
Figure 13.3 one can see how much optimum (sequence) detector outperforms the con-
ventional detector.
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Figure 13.1 Conventional multiuser detector.
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Figure 13.2 Optimum K-user detector for asynchronous multiple-access Gaussian channel.

Figure 13.4 represents the same results for more realistic code, m-sequence of length
31. One can see that the sequence detector performs almost as though only one user is
present in the network (single user).
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Figure 13.3 Best and worst cases of error probability of User 1 achieved by conventional and
optimum detectors.
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Figure 13.4 Worst-case and average error probabilities achieved by conventional and optimum
multiuser detectors with three active users employing m-sequences of length 31.
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Figure 13.5(a) to 13.5(c) presents the same results for different near far ratio (NFR)
defined as SNR2/SNR1. From these figures one can see that the impact of using optimal
detector is more evident for larger NFR.

13.2 LINEAR MULTIUSER CDMA DETECTORS

13.2.1 Synchronous CDMA channels

If the signals from different users are received synchronously, equation (13.1) becomes

r(t) =
K∑

k=1

bk(j)sk(t − jT ) + σn(t)

t ∈ [jT , jT + T ] (13.7)

If we use notation yk for the output of the matched filter of user k, equation (13.6) becomes

yk =
∫ T

0
r(t)sk(t) dt, k = 1, . . . , K (13.8)

and we can write

y1 =
∑

j

bkR1j + n,

y2 =
∑

j

bkR2j + n2

...

yk =
∑

j

bkRkj + nk (13.9)

The vector of these outputs can be presented as

y = Rb + n (13.10)

where R is the nonnegative definite matrix of cross-correlations between the assigned
waveforms:

Rij =
∫ T

0
si(t)sj (t) dt (13.11)

Conventional single-user detection can be represented as

b̂c
k = sgn yk (13.12)
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The optimum multiuser detector becomes

b̂ ∈ arg min
b ∈ {−1, 1}K

∫ T

0

[
r(t) −

K∑
k=1

bksk(t)

]2

dt

= arg max
b ∈ {−1, 1}K

2yTb − bTRb (13.13)

13.2.2 The decorrelating detector

In the absence of noise, the matched filter output vector is y = Rb. The detector will
perform the following operation b̂ = sgn R−1y . Note that the noise components in R−1y
are correlated, and therefore sgn R−1y does not result in optimum decisions. It is inter-
esting to point out that this detector does not require knowledge of the energies of any
of the active users. To see this, let ỹk = yk/

√
Ek, that is, ỹk is the result of correlat-

ing the received process with the normalized (unit-energy) signal of the kth user. Then,
we have

sgn R−1y = sgn E−1/2R−1E−1/2y

= sgn W −1/2R−1ỹ

= sgn R−1ỹ (13.14)

where R is the cross-correlation matrix of normalized signals and therefore, the same
decisions are obtained by multiplying the vector of normalized matched filter outputs by
the inverse of the normalized cross-correlation matrix. For an iterative solution of the
problem, see Reference [3].

13.2.3 The optimum linear multiuser detector

Linear detector [4] that minimizes the probability of bit error will be referred to as
optimum linear multiuser detector. Its operation can be represented as

b̂ = sgn(Ty) = sgn(TRb + Tn) (13.15)

We will consider the set I (R) of generalized inverses of the cross-correlation matrix R
and analyze the properties of the detector

b̂ = sgn RI y (13.16)

in the next chapter. The special case I (R) = R−1 is referred to as a decorrelating
detector.
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13.3 MULTISTAGE DETECTION IN ASYNCHRONOUS
CDMA

If the indexing of users is arranged in increasing order of their delays, then the output of
the correlator of user k can be represented as

z
(i)
k (0) =

∫ ∞

−∞
r(t)sk(t + iT − τk) dt

= η
(i)
k +

K∑
l=k+1

Rkl(1)b
(i−1)
l +

K∑
l=1

Rkl(0)b
(i)
l +

k−1∑
l=1

Rkl(−1)b
(i+1)
l (13.17)

η
(i)
k is the component of the statistic due to the additive channel noise. In vector notation,

letting z (i)(0) = �z(i)
1 (0), z

(i)
2 (0), . . . , z

(k)
K (0)�T, we have

z (i)(0) = η(i) + R(1)b(i−1) + R(0)b(i) + R(−1)b(i+1) (13.18)

13.3.1 The multistage detector

The multistage detector [5] recreates the interfering term for each user on the basis of bit
estimations in the previous stage (iteration), subtracts the estimated MAI and then makes
the new estimate of data that can be represented as

b̂
(i)
k (m + 1) = sgn[z(i)

k (m)] (13.19)

where

z
(i)
k (m) = z

(i)
k (0) −

K∑
l=k+1

hkl(1)b̂
(i−1)
l (m) −

∑
l �=k

hkl(0)b̂
(i)
l (m)

−
k−1∑
l=1

hkl(−1)b̂
(i+1)
l (m) (13.20)

The block diagram of multistage multiuser detector (MSMUD) is shown in Figure 13.6.
A detailed implementation of the kth M-stage processor where for each m = 1, 2, . . . ,

M − 1, Î
(i−2m+1)
k (m) denotes the estimate of the MAI reconstructed in the mth stage on

the basis of bit estimates b̂
(i−2m)
j (m − 1), b̂

(i−2m+1)
j (m − 1) and b̂

(i−2m+2)
j (m − 1)∀j �= k

obtained from the other K − 1 processors is shown in Figure 13.7.
An example of probability of error curves is shown in Figure 13.8. All parameters are

shown in the figure itself. One can see that even two-stage detector may significantly
improve the system performance.



MULTISTAGE DETECTION IN ASYNCHRONOUS CDMA 463

Sync 1

Sync 2

Sync K

b1(M)

b2(M)

bK(M)

Matched
filter
User 1 

Matched
filter
User 2 r (t )

(13.19)

z1
(i) (0) 

z2
(i) (0) 

zK
(i) (0) 

M-stage
processor
User 1 

M-stage
processor
User 2 

M-stage
processor
User K 

M
ultistage algorithm

Matched
filter
User K 

ˆ

ˆ

ˆ

Figure 13.6 The multistage multiuser detector (MSMUD) for the BPSK-CDMA system.
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Figure 13.7 A detailed implementation of MSMUD.
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In order to further emphasize the role of multiuser detection (MUD) in the presence of
near far effect, Figure 13.9 presents BER for the case when the cross-correlation is very
high r12 = 1/3. One can see that when the second user becomes stronger and stronger the
improvement compared with a conventional detector is more significant.

This conclusion becomes more and more relevant if either r12 is increased, as in
Figure 13.10, or SNR is increased, as in Figure 13.11.

Figure 13.12 demonstrates the same results for five users in the network.
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Figure 13.8 A comparison between the worst case and the upper bound of the average error
probability of a two-user direct-sequence spread-spectrum system with N = 31, for the

conventional receiver (CR) and the two-stage receiver and the single-user bit error probability:
(a) E2/E1 = −3 dB, (b) E2/E1 = 0 dB, (c) E2/E1 = 3 dB [5]. Reproduced from Varanasi, M. and

Aazhang, B. (1990) Multistage detection in asynchronous code division multiple access
communications. IEEE Trans. Commun., 38, 509–519, by permission of IEEE.
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Figure 13.9 Error probability comparison of the linear, two-stage and optimum detectors for a
two-user channel with r12 = 1/3 and SNR of User 1 fixed at 8 dB [6]. Reproduced from Varanasi,
M. and Aazhang, B. (1991) Near optimum detection in synchronous code division multiple access

systems. IEEE Trans. Commun., 39, 725–736, by permission of IEEE.

13.4 NONCOHERENT DETECTOR

13.4.1 Conventional noncoherent single-user detector – DPSK

A conventional detector for differential phase keying signals is defined by the following
equation

b̂m = sgn[Re{zm(−1)zm(0)}]

zm(i) = 1

2

∫ (i+1)T

iT

r(t)fm(t − iT ) dt (13.21)
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Figure 13.10 Error probability comparison of the linear, three-stage and optimum detectors for
a two-user channel with r12 = 0.7 and SNR of User 1 fixed at 8 dB [6]. Reproduced from

Varanasi, M. and Aazhang, B. (1991) Near optimum detection in synchronous code division
multiple access systems. IEEE Trans. Commun., 39, 725–736, by permission of IEEE.
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Figure 13.11 Error probability comparison of the linear, two-stage and optimum detectors for a
two-user channel with r12 = 0.7 and SNR of User 1 fixed at 12 dB.
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Figure 13.12 Probability of error for five users in the network [6]. Reproduced from Varanasi,
M. and Aazhang, B. (1991) Near optimum detection in synchronous code division multiple access

systems. IEEE Trans. Commun., 39, 725–736, by permission of IEEE.
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Figure 13.13 Conventional detection: a bank of K single-user DPSK detectors.

where fm(t) is the signal matched filter function. In the trivial case it is the signal
spreading code only. The block diagram is shown in Figure 13.13.

13.4.2 Noncoherent linear multiuser detectors – DPSK

In general, a noncoherent linear multiuser detector for the mth user, denoted by a nonzero
transformation h(m) ∈ CK , is defined by the decision
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b̂m = sgn


Re




K∑
k=1

h
(m)

k zk(−1)

K∑
l=1

h
(m)

l zl(0)




 (13.22)

where K is the length of the code.

13.4.3 Decorrelating detectors

A noncoherent decorrelating detector for user m is defined by the decision with the linear
transformation h = d where d denotes the complex conjugate of the mth column of a
generalized inverse RI of R. If the mth user is linearly independent, it can be shown that
Rd = um is the mth unit vector. If all the signature signals are linearly independent, R−1

exists and the decorrelating transformation d is uniquely characterized as the complex
conjugate of the mth column of the inverse of R. The receiver block diagram is shown
in Figure 13.14.

For illustration purposes, four users, using Gold sequences from Figure 13.15(a), are
considered. Performance results with MU detector are shown in Figure 13.15(b) [7].

13.4.4 Noncoherent detection in asynchronous multiuser channel

The z-transform of equation (13.18) gives

Z (z) = S (z) · D̂(z) + N (z) (13.23)
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Figure 13.14 Linear multiuser DPSK detector.
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function of the first user’s signal-to-noise ratio. These error rates are independent of interfering

signal energies and phases.
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where
S (z) = R(−1)z + R(0) + R(1)z−1 (13.24)

and Z (z), D̂(z) and N (z) are the vector-valued z-transforms of the matched-filter output
sequence, the sequence {d̂(l) = A(l)d(l)} and the noise sequence {n(l)} at the output of
the matched filters. If we define

G(z) = [S (z)]−1 = adj S (z)

det S (z)
(13.25)

then we have
d̂(z) = G(z)Z (z) (13.26)

and
b̂(i) = sgn Re[d̃(i − 1) ⊗ d̃∗(i)] (13.27)

The system block diagram is shown in Figure 13.16.

13.5 MULTIUSER DETECTION IN FREQUENCY
NONSELECTIVE RAYLEIGH FADING CHANNEL

Topics covered in the previous chapter are now repeated for the fading channel. Previously
described algorithms are extended to the fading channel by using as much analogy as
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Figure 13.17 Asynchronous CDMA flat Rayleigh fading channel model.

possible in the process of deriving the system transfer functions. In frequency-selective
channels, decorrelators are combined with the RAKE type receiver in order to further
improve the system performance. A number of simulation results are presented in order
to illustrate the effectiveness of these schemes. The concept of this chapter is based on
proper understanding of the channel model, which is covered in Chapter 8. The overall
system model, including the channel model for frequency-nonselective fading, is shown
in Figure 13.17.

Parameters ck(i) are, for fixed i, independent, zero-mean, complex-valued Gaussian
random variables, with variances |ck|2 with independent quadrature components. The
time-varying nature of the channel is described via the spaced-time correlation function
of the kth channel �k(�t)

E{c∗
k(i)ck(j)} = �k[(j − i)T ] (13.28)

The received signal at the central receiver can be expressed as

r(t) = S(t, b) + n(t)

S(t, b) =
M∑

i=−M

K∑
k=1

bk(i)ck(i)uk(t − iT − τk)

uk(t) = √
Eksk(t)e

jφk (13.29)

where uk(t) is referred to as user k signature sequence including signal amplitude (square
root of signal energy), code itself and signal phase. By using proper notation, r(t) can be
represented as

r(t) = bTCut + n(t) (13.30)
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where

bT[b1(−M)b2(−M) · · · bK(−M) · · · b1(M)b2(M) · · · bK(M)]

ut = [uT(t + MT ) · · · uT(t − MT )]T

u(t) = [u1(t − τ1) · · · uK(t − τK)]T

C = diag [C (−M) · · · C (M)]

C (i) = diag [c1(i) · · · cK(i)] (13.31)

13.5.1 Multiuser maximum likelihood sequence detection

By using analogy from the previous section, the likelihood function in this case can be
represented as

L(b) = 2 Re{bH y} − bH C H RuCb (13.32)

Upper index ( ) H denotes conjugate transpose and

y =
∫ +∞

−∞
r(t)C H u∗

t dt (13.33)

represents vector of matched filters outputs. The correlation matrix Ru can be repre-
sented as

Ru =
∫ +∞

−∞
u∗

t uT
t dt =




Ru(0) Ru(−1) 0 · · ·
Ru(1) Ru(0) Ru(−1) · · ·

. . .
. . .

· · · Ru(1) Ru(0) Ru(−1)

· · · 0 Ru(1) Ru(0)


 (13.34)

with block elements of dimension K × K

Ru(i − j) =
∫ +∞

−∞
u∗(t − iT )uT(t − jT ) dt (13.35)

and scalar elements

[Ru(i − j)]mn =
∫ +∞

−∞
u∗

m(t − iT − τm)un(t − jT − τn) dt (13.36)

13.5.2 Decorrelating detector

If we slightly modify the vector notation, equation (13.30) becomes

r(t) =
M∑

i=−M

sT(t − iT )E�C (i)b(i) + n(t) (13.37)
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with normalized signature waveform vector

s(t) = [s1(t − τ1)s2(t − τ2) · · · sK(t − τK)]T (13.38)

K × K multichannel matrix

C (i) = diag[c1(i)c2(i) · · · cK(i)]

E = diag
(√

E1

√
E2 · · ·√EK

)
(13.39)

and matrix of carrier phases

� = diag (ejφ1 ejφ2 · · · ejφK ) (13.40)

K × K cross-correlation matrices of normalized signature waveforms becomes

R(	) =
∫ +∞

−∞
s∗(t)sT(t + 	T ) dt (13.41)

The asynchronous nature of the channel is evident from the matrix elements

Rmn(	) =
∫ (	+1)T +τm

	T +τm

s∗
m(t − τm)sn(t + 	T − τn) dt (13.42)

Since there is no intersymbol interference (ISI), R(	) = 0, ∀|	| > 1 and R(−1) = RH (1).
Because of the ordering of the user, RH (1) is an upper triangular matrix with zero elements
on the diagonal. The decorrelating detector front end consists of K filters matched to the
normalized signature waveforms of the users. The output of this filter bank, sampled at
the 	th bit epoch is

y(	) =
∫ +∞

−∞
r(t)s(t − 	T ) dt (13.43)

The vector of sufficient statistics can also be represented as

y(	) = R(−1)E�C(	 + 1)b(	 + 1) + R(0)E�C(	)b(	)

+ R(1)E�C(	 − 1)b(	 − 1) + ny(	) (13.44)

The covariance matrix of the matched filter output noise vector sequence, {ny(	)}, is
given by

E{n∗
y(i)n

T
y (j)} = σ 2R∗(i − j) (13.45)

As in equation (13.25), the decorrelator is a K-input K-output linear time-invariant (LTI)
filter with transfer function matrix

G(z) = [R(−1)z + R(0) + R(1)z−1]−1 �= S−1(z) (13.46)

The z-transform of the decorrelator output vector is

P(z) = E�(Cb)(z) + Np(z) (13.47)
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Np(z) is the z-transform of the output noise vector sequence having power spectral density

σ 2S−1(z) = σ 2
∞∑

m=−∞
D(m)z−m (13.48)

The receiver block diagram is shown in Figure 13.18 for coherent reception and in
Figure 13.19 for differential modulation.

Performance results for the two detectors are shown in Figures 13.20 and 13.21. Sig-
nificant improvement in BER is evident in both figures.
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average path strength) and Gold sequences of period J = 127 [9]. Reproduced from Zvonar, Z.

(1993) Multiuser Detection for Rayleigh Fading Channel . Ph.D. Thesis, Department of Electrical
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476 MULTIUSER CDMA RECEIVERS

13.6 MULTIUSER DETECTION
IN FREQUENCY-SELECTIVE RAYLEIGH
FADING CHANNEL

By using an analogy with equation (13.29), the received signal in this case can be repre-
sented as

r(t) = S(t, b) + n(t)

S(t, b) =
M∑

i=−M

K∑
k=1

bk(i)hk(t − iT − τk)

hk(t) = ck(t)
∗uk(t) (13.49)

In equation (13.49), hk(t) is the equivalent received symbol waveform of finite duration
[0, Tk] [convolution of equivalent low-pass signature waveform uk(t) and the channel
impulse response ck(t)]. We define the memory of this channel as v, the smallest integer
such that hk(t) = 0 for t > (v + 1)T, and all k = 1, . . . ,K . The impulse response of the
kth user channel is given by

ck(t) =
L−1∑
	=0

ck,l(t)δ(t − τk,	) (13.50)

When the signaling interval T is much smaller than the coherence time of the channel,
the channel is characterized as slow fading, implying that the channel characteristics can
be measured accurately. Since the channel is assumed to be Rayleigh fading, the coef-
ficients ck,	(t) are modeled as independent zero-mean complex-valued Gaussian random
processes. In the sequel we use the following notation

hk(t) =
L−1∑
	=0

ck,l(t)uk(t − τk,l) = cT
k (t)uk(t) (13.51)

For the single-user vector of channel coefficients we use

ck(t) = [ck,0(t)ck,1(t), . . . , ck,L−1(t)]
T (13.52)

and for the signal vector of the delayed signature waveform we use

uk(t) = [uk(t − τk,0)uk(t − τk,1) · · ·uk(t − τk,L−1)]
T (13.53)

The equivalent low-pass signature waveform is represented as

uk(t) = √
Eksk(t)e

jφk (13.54)
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where Ek is the energy, sk(t) is the real-valued, unit-energy signature waveform with
period T and φk is the carrier phase. In this case the received signal given by
equation (13.49) becomes

r(t) = S(t, b) + n(t) = bTht + n(t) (13.55)

The equivalent data sequence is as in equation (13.31)

b = [b1(−M) · · · bK(−M) · · · b1(M) · · · bK(M)]T (13.56)

The equivalent waveform vector of NK elements is

ht = [hT(t + MT ) · · · hT(t − MT )]T (13.57)

with
h(t) = [h1(t − τ1) · · · hK(t − τK)]T = CT(t)u(t) (13.58)

where

C(t) =




c1(t) 0 0 · · ·
c2(t) 0 · · ·

. . .

· · · 0 0 cK(t)


 (13.59)

is a KL × K multichannel matrix. KL is the total number of fading paths for all K

users and
u(t) = [u1(t − τ1) · · · uK(t − τK)]T (13.60)

is the equivalent signature vector of KL elements.

13.6.1 Multiuser maximum likelihood sequence detection

Log likelihood function in this case becomes

L(b) = 2 Re{bH y} − bH H b (13.61)

where superscript ‘H ’ denotes conjugate transpose.

y =
∫ +∞

−∞
r(t)h∗

t dt (13.62)

is the output of the bank of matched filters sampled at the bit epoch of the users.
Matrix H is an N × N block-Toeplitz cross-correlation waveform matrix with K × K

block elements.

H (i − j) =
∫ +∞

−∞
h∗(t − iT )hT(t − jT ) dt (13.63)
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13.6.2 Viterbi algorithm

Since every waveform hk(t) is time-limited to [0, Tk], Tk < (v + 1)T , it follows that
H(l) = 0, ∀|l| > v + 1 and H(j) = HH (j) for j = 1, . . . , v + 1.

Because of the ordering of the users, HH (v + 1) is an upper triangular matrix with zero
elements on the diagonal. Provided that knowledge of a channel is available, the MLS
detector may be implemented as a dynamic programming algorithm of the Viterbi type.
The vector Viterbi algorithm is the modification of the one introduced for M-input M-
output linear channels where the dimensionality of the state space is 2(v+1)K . As in the case
of the additive white Gaussian noise (AWGN) channel, a more efficient decomposition of
the likelihood function results in an algorithm with a state space of dimension 2(v+1)K−1.

Frequency-selective fading is described by the wide-sense stationary uncorrelated-
scattering model. The bandwidth of each signature waveform is much larger than the
coherence bandwidth of the channel, Bw 
 (�f )c. The time-varying frequency-selective
channel for each user can be represented as a tapped delay line with tap spacing 1/Bw,
so that equation (13.51) becomes

hk(t) =
L−1∑
i=0

ck,i(t)uk

(
t − i

Bw

)
= sT

k (t)Ek�kck(t) (13.64)

Signature waveform vector may be described as

sk(t) =
[
sk(t)sk

(
t − i

Bw

)
· · · sk

(
t − L − i

Bw

)]T

(13.65)

and

Ek = √
EkIL

�k = ejφk IL (13.66)

For a data symbol duration much longer than the multipath delay spread, T 
 Tm, any
ISI due to channel dispersion can be neglected. On the basis of the above discussion, the
channel model is presented in Figure 13.22.

So, the received signal from Figure 13.22 can be represented as

r(t) =
M∑

i=−M

K∑
k=1

bk(i)hk(t − iT − τk) + n(t) (13.67)

In addition, if we use notation

b(i) = [b1(i)b2(i) · · · bK(i)]T, i = −M, . . . , M

s(t) = [sT
1 (t − τ1)sT

2 (t − τ2) · · · sT
K(t − τK)]T

E = diag(E1, E2, . . . , EK)

� = diag(�1,�2, . . . , �K)

hT(t) = [h1(t − τ1) · · · hK(t − τK)] = sT(t)E�C (t) (13.68)
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Figure 13.22 A synchronous CDMA frequency-selective Rayleigh fading channel model.

Equation (13.67) becomes

r(t) =
M∑

i=−M

hT(t − iT )b(i) + n(t) =
M∑

i=−M

sT(t)W�C(t)b(i) + n(t) (13.69)

We define KL × KL cross-correlation matrices of normalized signature waveforms,

R(l) =
∫ +∞

−∞
s(t)sT(t + lT ) dt (13.70)

The asynchronous mode is evident from the structure of L × L cross-correlation matrix
between the users m and n,

Rmn(l) =
∫ (l+1)T +τm

lT +τm

sm(t − τm)sT
n (t + lT − τn) dt (13.71)

Since there is no ISI, R(l) = 0, ∀|l| > 1 and R(−1) = RH (1). Because of the ordering
of the users, RH (1) is the upper triangular matrix with zero elements on the diagonal.

The front end of the multiuser detector consists of KL filters matched to the normalized
properly delayed signature waveforms of the users as shown in Figure 13.23. The output
of this filter bank sampled at the bit epochs is given by the vector:

y(l) =
∫ +∞

−∞
r(t)s(t − lT ) dt (13.72)
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Figure 13.23 Multipath decorrelation.

The vector of sufficient statistics can be also expressed as

y(l) = R(−1)E�C(l + 1)b(l + 1) + R(0)E�C(l)b(l)

+ R(1)E�C(l − 1)b(l − 1) + n(l) (13.73)

The covariance matrix of the matched filter output noise vector is given by E[n∗(i)nT (j)] =
σ 2R(i − j).

Taking the z-transform gives

Y(z) = S(z)(E�Cb)(z) + N(z) (13.74)

where (E�Cb)(z) is the transform of sequence{[√
E1ejφ1c1,0(i)b1(i) · · ·√E1ejφ1c1,L−1(i)b1(i) · · ·√EKejφK cK,L−1(i)bK(i)

]T}
(13.75)

S(z) is the equivalent transfer function of the Code Division Multiple Access (CDMA)
multipath channel that depends only on the signature waveforms of the users. The mul-
tipath decorrelating (MD) filter is a KL-input KL-output LTI filter with transfer func-
tion matrix

G(z)
�= [S(z)]−1 = adj S(z)

det S(z)
= [R(−1)z + R(0) + R(1)z−1]−1 (13.76)

The necessary and sufficient condition for the existence of a stable but noncausal realiza-
tion of the decorrelating filter is

det[R(−1)ejw + R(0) + R(1)e−jw]−1 �= 0∀w ∈ [0, 2π] (13.77)
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The z-transform of the decorrelating detector outputs is

P(z) = (E�Cb)(z) + Np(z) (13.78)

Np(z) is the z-transform of a stationary, filtered Gaussian noise vector sequence. The
z-transform of the noise covariance matrix sequence is equal to

σ 2[S(z)]−1 = σ 2
∞∑

m=−∞
D(m)z−m (13.79)

The output of the decorrelating detector containing L signal replicas of user k may be
expressed as

pk(l) = ck

√
Ekejφkbk(l) + nk(l) (13.80)

The noise covariance matrix is given by

σ 2[D(0)]kk = σ 2 1

2π

∫ 2π

0
[S(e−jw)]−1

kk dw (13.81)

13.6.3 Coherent reception with maximal ratio combining

Since the front end of the coherent multiuser detector contains the decorrelating filter, the
noise components in the L branches of the kth user are correlated. The usual approach
prior to combining is to introduce the whitening operation in which whitening filter
(TH)−1 is obtained by Cholesky decomposition [D(0)]kk = TTT∗. So, the output of the
user of interest is given by

pkw = f
√

Ekejφkbk + nkw = p ′
kwbk + nkw (13.82)

where
f = (TH)−1ck (13.83)

and nkw is zero mean Gaussian white noise vector with covariance matrix σ 2IL. The
optimal combiner in this situation is the maximal ratio combiner (MRC). The receiver
block diagram is shown in Figure 13.24. The output of the MRC can be represented as

b̂k = sgn (pkw · p̂ ′
kw

∗) (13.83a)

13.6.4 Differentially coherent detection with equal gain combining

In this case, differential demodulation is performed in accordance with the following
definition

dk = Re

{
L−1∑
i=0

[√
Ekck,ie

jφk bk,i(l) + nk.i(l)
]

[√
Ekc

∗
k,ie

−jφkbk,i(l − 1) + n∗
k.i(l − 1)

]}
(13.84)
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Figure 13.24 Maximal ratio combining after multipath decorrelation for coherent reception.

This can be represented as
dk = vH Qv (13.85)

where

v =




√
wkck,0ejφk bk,0(l) + nk.0(l)

...√
wkck,L−1ejφk bk,L−1(l) + nk.L−1(l)√
wkck,0ejφk bk,0(l − 1) + nk.0(l − 1)

...√
wkck,L−1ejφk bk,L−1(l − 1) + nk.L−1(l − 1)




(13.86)

and

Q =
(

0 0.5IL

0.5IL 0

)
(13.87)

The receiver block diagram is shown in Figure 13.25.

T 

T

pk

∗

∗

Decision
variable

Figure 13.25 Equal gain combining after multipath decorrelation for differentially
coherent reception.
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For illustration purposes, a CDMA cellular mobile radio system with 1.25-MHz band-
width and 9600-bps data rate is used. The multipath intensity profile (MIP) of the mobile
radio channel is given by

r(τ ) = P

Tm
e−τ/Tm (13.88)

P is the total average received power and Tm is the multipath delay spread. Typical values
of the multipath delay spread are Tm = 0.5 µs for the suburban environment and Tm =
3 µs for an urban environment. Therefore, we expect the multipath diversity reception
with two branches in suburban and four to five branches in an urban setting. For the
given parameters, ISI is negligible, and the mobile radio channel can be described as a
discrete multipath Rayleigh fading channel with mean-square value of the path coefficients
given by

c2
k,l = 1

Bw
r

(
l

Bw

)
l = 0, . . . , L − 1 (13.89)

BER for MLS detector and for L = 1 and L = 2 is shown in Figure 13.26 and for L = 4
and L = 5 in Figure 13.27. The performance in the case of two users in the network
and conventional detector are much worse than in the case in which the MLS multiuser
detector is used.

If the number of users is increased from 2 to 5, MLS detector performance will slightly
degrade as can be seen in Figure 13.28.
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Figure 13.26 Error probability of User 1 when two users are active in a mobile radio channel,
spreading ratio J = 127, same average path strengths [9]. Reproduced from Zvonar, Z. (1993)
Multiuser Detection for Rayleigh Fading Channel . Ph.D. Thesis, Department of Electrical and

Computer Engineering, Northeastern University, Boston, MA, by permission of IEEE.
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Figure 13.27 Error probability of User 1 when two users are active in an urban mobile radio
channel, spreading ratio J = 127, same average path strengths [9]. Reproduced from Zvonar, Z.
(1993) Multiuser Detection for Rayleigh Fading Channel . Ph.D. Thesis, Department of Electrical

and Computer Engineering, Northeastern University, Boston, MA, by permission of IEEE.
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Figure 13.28 Error probability of User 1 for MLS multiuser detector in a suburban mobile radio
channel with L = 2 resolvable paths [9]. Reproduced from Zvonar, Z. (1993) Multiuser Detection
for Rayleigh Fading Channel . Ph.D. Thesis, Department of Electrical and Computer Engineering,

Northeastern University, Boston, MA, by permission of IEEE.
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Figure 13.29 Error probability in single-path suburban mobile radio channel with K = 20
CDMA users and spreading ratio J = 127 [9]. Reproduced from Zvonar, Z. (1993) Multiuser
Detection for Rayleigh Fading Channel . Ph.D. Thesis, Department of Electrical and Computer

Engineering, Northeastern University, Boston, MA, by permission of IEEE.
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Figure 13.30 Error probability in mobile radio channel with L = 2 and L = 4 resolvable
multipath components, spreading ratio J = 127 and K = 15 CDMA users [9]. Reproduced from

Zvonar, Z. (1993) Multiuser Detection for Rayleigh Fading Channel . Ph.D. Thesis, Department of
Electrical and Computer Engineering, Northeastern University, Boston, MA, by permission

of IEEE.
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Figure 13.31 Multiuser detectors error probability in mobile radio channel with L = 2 and
L = 4 resolvable multipath components, spreading ratio J = 127 and K = 15 CDMA users [9].

Reproduced from Zvonar, Z. (1993) Multiuser Detection for Rayleigh Fading Channel . Ph.D.
Thesis, Department of Electrical and Computer Engineering, Northeastern University, Boston,

MA, by permission of IEEE.
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Figure 13.32 Error probability for coherent RAKE and MD-MRC multiuser receiver for
different multipath diversity order in mobile radio channel using Gold signature sequences of

length J = 127, average i = 20 dB [9]. Reproduced from Zvonar, Z. (1993) Multiuser Detection
for Rayleigh Fading Channel . Ph.D. Thesis, Department of Electrical and Computer Engineering,

Northeastern University, Boston, MA, by permission of IEEE.



SYMBOLS 487

10 155

Number of users 

L = 2 

L = 1 

L = 4

MD-EGC 
MD-MRC

100

10−1

10−2

10−3

10−4

10−5

10−6

10−7

B
E

R
 fo

r 
U

se
r 

1

Figure 13.33 Multiuser receivers error probability for different multipath diversity order in
mobile radio channel using Gold signature sequences of length J = 127, average signal-to-noise
ratio (SNR) = 20 dB [9]. Reproduced from Zvonar, Z. (1993) Multiuser Detection for Rayleigh

Fading Channel . Ph.D. Thesis, Department of Electrical and Computer Engineering, Northeastern
University, Boston, MA, by permission of IEEE.

Figure 13.29 demonstrates the same results for a single-path channel with K = 20
users. One can see that decorrelating receiver (DR) with K = 20 performs almost in the
same manner as conventional receiver with K = 1.

The same results for L = 2 and L = 4 are shown in Figure 13.30. Conventional detec-
tor is denoted as RAKE and multiuser detector as MD-MRC.

Figure 13.31 also shows the differences between equal gain combiner (EGC) and MRC.
BER versus number of users is shown in Figures 13.32 and 13.33. One can see that

for large product LK multiuser detector performance starts to degrade owing to noise
enhancement caused by matrix inversion.

A number of additional related issues are discussed in References [10–17].

SYMBOLS

r – received signal
S – signal
b – bits, data
s – sequence
�(b) – likelihood function
y(), z() – matched filter (correlator) output
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SNR – signal-to-noise ratio
Eb – signal energy per bit
k – user index
K – number of users
y – vector of matched filter outputs
R – matrix of sequence correlation coefficients
Rk,l – elements of above matrix
T – linear transformation matrix
S(z) – CDMA channel transfer function (z-transform)
G(z) – channel inverse filter
u – signature sequence
c – channel coefficient
φ – signal phase
DR – decorrelating receiver
CR – conventional receiver
MRC – maximum ratio combiner
L – number of paths
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14

MMSE multiuser detectors

14.1 MINIMUM MEAN-SQUARE ERROR (MMSE)
LINEAR MULTIUSER DETECTION

If the amplitude of the user’s k signal in equation (13.7) is Ak , then the vector of matched
filter outputs y in equation (13.10) can be represented as

y = RAb + n (14.1)

where A is a diagonal matrix with elements Ak

A = diag||Ak|| (14.2)

If the multiuser detector transfer function is denoted as M, then the minimum mean-square
error (MMSE) detector is defined as

min
M ∈ RK×K

E
⌊||b − My||2⌋ (14.3)

One can show that the MMSE linear detector outputs the following decisions [1–3]:

b̂k = sgn
(

1

Ak

([R + σ 2A−2]−1y)k

)

= sgn(([R + σ 2A−2]−1y)k) (14.4)

The block diagram of a linear MMSE detector is shown in Figure 14.1.
Therefore, the MMSE linear detector replaces the transformation R−1 of the decorre-

lating detector by
[R + σ 2A−2]−1 (14.5)

where

σ 2A−2 = diag
{

σ 2

A2
1

, . . . ,
σ 2

A2
K

}
(14.6)

Adaptive WCDMA: Theory And Practice.
Savo G. Glisic

Copyright 2003 John Wiley & Sons, Ltd.
ISBN: 0-470-84825-1



492 MMSE MULTIUSER DETECTORS

Sync K

Sync 2

Sync 1

Matched
filter
User 2

Matched
filter
User K 

y (t ) 

Matched
filter
User 1 

[R + σ2A−2]−1,

b1[i ]ˆ

b2[i ]ˆ

bK[i ]ˆ

Figure 14.1 MMSE linear detector for a synchronous channel.

As an illustration for the two users case we have

[R + σ 2A−2]−1 =
[(

1 + σ 2

A2
1

) (
1 + σ 2

A2
2

)
− ρ2

]−1




1 + σ 2

A2
2

−ρ

−ρ 1 + σ 2

A2
1


 (14.7)

and the detector is shown in Figure 14.2.
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Figure 14.2 MMSE linear receiver for two synchronous users.
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In the asynchronous case, similar to the solution in Section 13.3 of Chapter 13, the
MMSE linear detector is a K-input, K-output, linear, time-invariant filter with trans-
fer function

[RT[1]z + R[0] + σ 2A−2 + R[1]z−1]−1 (14.8)

Performance results are illustrated in Figures 14.3. and 14.4. As expected, in Figure 14.3,
the MMSE detector demonstrates better performance than the conventional detector deno-
ted as a single-user matched filter receiver (MFR).

In Figure 14.4 bit error rate (BER) is presented versus the near–far ratio for different
detectors. One can see that MMSE shows better performance than decorrelator. In the
figure signal-to-noise ratio (SNR) of the desired user is equal to 10 dB.

14.2 SYSTEM MODEL IN MULTIPATH FADING
CHANNEL

In this section the channel impulse response and the received signal will be presented as

ck(t) =
Lk∑
l=1

c
(n)
k,�δ(t − τk,�) (14.9)

r(t) =
Nb−1∑
n=0

K∑
k=1

L∑
l=1

Akb
(n)
k c

(n)
k,l sk(t − nT − τk,l) + n(t) (14.10)

The received signal is time-discretized, by antialias filtering and sampling r(t) at the rate
1/Ts = S/Tc = SG/T , where S is the number of samples per chip and G = T /TC is the
processing gain. The received discrete-time signal over a data block of Nb symbols is

r = SCAb + n ∈ CSGNb (14.11)

where
r = [rT(0) , . . . , rT(Nb−1)]T ∈ CSGNb (14.12)

is the input sample vector with

rT(n) = {r[Ts(nSG + 1)], . . . , r[Ts(n + 1)SG]} ∈ CSG (14.13)



SYSTEM MODEL IN MULTIPATH FADING CHANNEL 495

S = [S(0), S(1), . . . , S(Nb−1)] ∈ RSGNb×KLNb

=




S(0)(0) 0 · · · 0
... S(1)(0)

. . .
...

S(0)(D)
...

. . . 0

0 S(1)(D)
. . . S(Nb−1)(0)

...
. . .

. . .
...

0 · · · 0 S(Nb−1)(D)




(14.14)

is the sampled spreading sequence matrix, D = (T + Tm)/T . In a single-path channel,
D = 1 due to the asynchronity of users. In multipath channels, D ≥ 2 due to the multi-
path spread. The code matrix is defined with several components (S(n)(0), . . . , S(n)(D))

for each symbol interval to simplify the presentation of the cross-correlation matrix com-
ponents. Tm is the maximum delay spread,

S(n) = [s(n)
1,1, . . . , s(n)

1,L, . . . , s(n)
K,L] ∈ RSGNb×KL (14.15)

where

s(n)
k,l =




0T
SGNb×1 n = 0

τk,l = 0
[[sk[Ts(SG − τk,l + 1)], . . . , sk(TsSG)]T, 0T

(SGNb−τk,l )×1]T n = 0
τk,l > 0

[0T
[(n−1)SG+τk,l]×1, sT

k , 0T
[SG(Nb−n)−τk,l ]×1]T

0 < n < Nb − 1
(0[SG(Nb−1)+τk,l ]×1, {sk(Ts), . . . , sk[Ts(SG − τk,l)]})T n = Nb − 1

(14.16)

where τk,l is the time-discretized delay in sample intervals and

sk = [sk(Ts), . . . , sk(TsSG)]T ∈ RSG (14.17)

is the sampled signature sequence of the kth user. By analogy with equation (13.59)

C = diag
⌊
C(0), . . . , C(Nb−1)

⌋ ∈ CKLNb×KNb (14.18)

is the channel coefficient matrix with

C(n) = diag
⌊

c(n)
1 , . . . , c(n)

K

⌋
∈ CKL×K (14.19)

and
c(n)
k = [c(n)

k,1, . . . , c
(n)
k,L]T ∈ CL (14.20)
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Equation (14.2) now becomes

A = diag[A(0), . . . , A(Nb−1)] ∈ RKNb×KNb (14.21)

the matrix of total received average amplitudes with

A(n) = diag[A1, . . . , AK ] ∈ RK×K (14.22)

Bit vector from equation (13.56) becomes

b = [bT(0) , . . . , bT(Nb−1)]T ∈ ℵKNb (14.23)

with the modulation symbol alphabet ℵ [with binary phase shift keying (BPSK) ℵ =
{−1, 1}] and

b(n) = [b(n)
1 , . . . , b

(n)
K ] ∈ ℵK (14.24)

and n ∈ CSGNb is the channel noise vector. It is assumed that the data bits are independent
identically distributed random variables independent from the channel coefficients and the
noise process.

The cross-correlation matrix equation (13.70) for the spreading sequences can be
formed as

R = STS ∈ RKLNb×KLNb

=




R(0,0) · · · R(0,D) 0KL · · · 0KL
...

. . .
. . .

. . .
...

R(D,0)
. . .

. . .
. . . 0KL

0KL
. . .

. . .
. . . R(Nb−D,Nb−1)

...
. . .

. . .
. . .

...

0KL · · · 0KL · · · R(Nb−1,Nb−1)




(14.25)

where equation (13.20) now becomes

R(n,n−j) =
D−j∑
i=0

ST(n)(i)S(n−j)(i + j), j ∈ {0, . . . , D} (14.26)

and R(n−j,n) = RT(n,n−j) . The elements of the correlation matrix can be written as

R(n,n′) =




R(n,n′)
1,1 · · · R(n,n′)

1,K

...
. . .

...

R(n,n′)
K,1 R(n,n′)

K,K


 ∈ RKL×KL (14.27)
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and

R(n,n′)
k,k′ =




R(n,n′)
k1,k′1 · · · R(n,n′)

k1,k′L
...

. . .
...

R(n,n′)
kL,k′1 · · · R(n,n′)

kL,k′L


 ∈ RL×L (14.28)

where equation (13.71) now becomes

R
(n,n′)
kl,k′l′ =

SG−1+τk,l∑
j=τk,l

sk[Ts(j − τk,l)]sk′ {Ts[j − τk′l′ + (n′ − n)SG]} = sT(n)

k,l s(n′)
k′,l′ (14.29)

and represents the correlation between users k and k′, lth and l′th paths, between their
nth and n′th symbol intervals.

14.3 MMSE DETECTOR STRUCTURES

One of the conclusions in Chapter 13 was that noise enhancement in linear Multi-user
detection (MUD) causes system performance degradation for large product KL. In this
section we consider the possibility of reducing the site of the matrix to be inverted by using
multipath combining prior to MUD. The structure is called the postcombining detector
and the basic block diagram of the receiver is shown in Figure 14.5 [4].

The starting point in the derivation of the receiver structure is the cost function
E{|b − b̂|2}

Matched
filter
1, 1 

Matched
filter
1, L

Matched
filter
K, L

1/Ts
K × K

Multiuser
detection 

Matched
filter
K, 1

Multipath
combining

Multipath
combining

r(n)

Figure 14.5 Postcombining interference suppression receiver.
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where
b̂ = LH

[post]r (14.30)

The detector linear transform matrix is given as

L[post] = SCA(ACHRCA + σ 2I)−1 ∈ CSGNb×KN b (14.31)

This result is obtained by minimizing the cost function, and derivation details may be
found in any standard textbook on signal processing. Here, R = S TS is the signature
sequence cross-correlation matrix defined by equation (14.25). The output of the post-
combining LMMSE receiver is

y[post] = (ACHRCA + σ 2I)−1(SCA)Hr ∈ CK (14.32)

where (SCA)Hr is the multipath [maximum ratio (MR)] combined matched filter bank
output. For nonfading additive white Gaussian noise (AWGN),

L[post] = S(R + σ 2(AHA)−1)−1 (14.33)

The postcombining LMMSE receiver in fading channels depends on the channel com-
plex coefficients of all users and paths. If the channel is changing rapidly, the optimal
LMMSE receiver changes continuously. The adaptive versions of the LMMSE receivers
have increasing convergence problems as the fading rate increases. The dependence on the
fading channel state can be removed by applying a precombining interference suppression
type of receiver. The receiver block diagram in this case is shown in Figure 14.6 [4].

The transfer function of the detector is obtained by minimizing each element of the
cost function

E{|h − ĥ|2} (14.34)

1/Ts

Multipath
combining

Multipath
combining

KL × KL
Multiuser
detection r(n)

MF1,L

MFK,1

MFK,L

MF1,1

Figure 14.6 Precombining interference suppression receiver.
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where
h = CAb (14.35)

and
ĥ = LT

[pre]r is the estimate (14.36)

The solution of this minimization is [4]

L[pre] = S(R + σ 2R−1
h )−1 ∈ RSGNb×KLNb (14.37)

Rh = diag
⌊
A2

1Rc1 , . . . , A
2
KRck

⌋ ∈ RKLNb×KLNb (14.38)

Rck
= diag

⌊
E

⌊|ck,1|2
⌋
, . . . , E

⌊|ck,L|2⌋⌋ ∈ RL×L (14.39)

y[pre] = (R + σ 2R−1
h )−1STr ∈ CKL (14.40)

The two detectors are compared in Figure 14.7. The postcombining scheme performs
better.
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Figure 14.7 Bit error probabilities as a function of the number of users for the postcombining
and precombining LMMSE detectors in an asynchronous two-path fixed channel with different

SNRs, and bit rate 16 kb s−1, Gold code of length 31, td/T = 4.63 × 10−3, maximum delay
spread 10 chips [5]. Reproduced from Latva-aho, M. (1998) Advanced Receivers for Wideband

CDMA Systems. Ph.D. Thesis, University of Oulu, Oulu, by permission of IEEE.
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Figure 14.8 Bit error probabilities as a function of the near–far ratio for the conventional
RAKE receiver and the precombining LMMSE (LMMSE-RAKE) receiver with a different

spreading factor (G) in a two-path Rayleigh fading channel with maximum delay spreads of 2 µs
for G = 4, and 7 µs for other spreading factors. The average signal-to-noise ratio is 20 dB, the

data modulation is BPSK, the number of users is 2, the other user has 20-dB higher power. Data
rates vary from 128 kb s−1 to 2.048 Mbit s−1; no channel coding is assumed [5]. Reproduced from

Latva-aho, M. (1998) Advanced Receivers for Wideband CDMA Systems. Ph.D. Thesis,
University of Oulu, Oulu, by permission of IEEE.

The illustration of LMMSE-RAKE receiver performance in near–far environment is
shown in Figure 14.8 [5]. Considerable improvement compared to conventional RAKE
is evident.

14.4 SPATIAL PROCESSING

When combined with multiple receiver antennas, the receiver structures may have one of
the forms shown in Figure 14.9 [4, 6–8].

The channel impulse response for the kth user’s ith sensor can be now written as

ck,i(t) =
Lk∑
l=1

c
(n)
k,l e

j2πλ−1〈e(φk,l ),εi〉δ[t − (τk,l,i)] (14.41)
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Figure 14.9 (a) The spatial-temporal-multiuser (STM) receiver. (b) TMS receiver.
Postcombining interference suppression receivers with spatial signal processing. (c) SMT receiver.
(d) MST receiver. Precombining interference suppression receivers with spatial signal processing.
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Figure 14.9 (Continued).

where Lk is the number of propagation paths (assumed to be the same for all users for
simplicity; Lk = L, ∀k), c

(n)
k,l is the complex attenuation factor of the kth user’s lth path,

τk,l,i is the propagation delay for the ith sensor, εi is the position vector of the ith sensor
with respect to some arbitrarily chosen reference point, λ is the wavelength of the carrier,
e(φk,l) is a unit vector pointing to direction φk,l (direction-of-arrival) and 〈., .〉 indicates
the inner product.
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Assuming that the number of propagation paths is the same for all users, the channel
impulse response can be written as

ck,i(t) =
L∑

l=1

c
(n)
k,l ej2πλ−1〈e(φk,l ),εi 〉δ(t − τk,l) (14.42)

The channel matrix for the ith sensor consist of two components

Ci = C◦�i ∈ CKLN b×KNb (14.43)

where C is the channel matrix defined in equation (14.19). ◦ is the Schur product defined
as Z = X◦Y ∈ Cx×y , that is, all components of the matrix X ∈ Cx×y are multiplied ele-
mentwise by the matrix Y ∈ Cx×y and �i = diag(φ̃i) ⊗ INb with φ̃i = diag(φ1, . . . ,φK),

φk = [φk,1, . . . , φk,L]T is the matrix of the direction vectors

φi = [ej2πλ−1〈e(φ1,1),εi〉, . . . , ej2πλ−1〈e(φK,L),εi 〉]T ∈ CKL (14.44)

By using the previous notation, one can show that the equivalent detector transform
matrixes are given as [4, 6, 7].

L[STM] =
I∑

i=1

S(C◦
i) ·
(

I∑
i=1

AH(
H
i
◦CH)R(C◦
i)A + σ 2I

)−1

L[SMT] =
I∑

i=1

S
i

(
I∑

i=1


H
i R
i + σ 2R−1

h

)−1

L[MST]i = S(R + σ 2R−1
h )−1

L[TMS] = SCA(ACHRCA + σ 2I)−1

14.5 SINGLE-USER LMMSE RECEIVERS
FOR FREQUENCY-SELECTIVE FADING
CHANNELS

14.5.1 Adaptive precombining LMMSE receivers

In this case, Mean-Square Error (MSE) criterion E{|h − ĥ|2} requires that the refer-
ence signal h = CAb is available in adaptive implementations. For adaptive single-user
receivers, the optimization criterion is presented for each path separately, that is,

Jk,l = E{|(h)k,l − (ĥ)k,l|2} (14.45)

The receiver block diagram is given in Figure 14.10, [9–17].
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Figure 14.10 General block diagram of the adaptive LMMSE-RAKE receiver.

By using notation

r(n) = [rT(n−D), . . . , rT(n), . . . , rT(n+D)]T ∈ CMSG

w(n)
k,l = [w(n)

k,l (0), . . . , w
(n)
k,l (MSG − 1)]T ∈ CMSG (14.46)

y
(n)
k,l = wH(n)

k,l r(n)

the bit estimation is defined as

b̂
(n)
k = sgn

(
L∑

l=1

ĉ
(n)
k,l y

(n)
k,l

)
(14.47)

The filter coefficients w are derived using the MSE criterion (E[|e(n)
k,l |2]). This leads to

the optimal filter coefficients w[MSE]k,l = R−1
r Rrdk,l

where Rrdk,l
is the cross-correlation
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vector between the input vector r and the desired response dk,l and Rr is the input
signal cross-correlation matrix. Adaptive filtering can be implemented by using a number
of algorithms.

The steepest descent algorithm

In this case we have
w(n+1)

k,l = w(n)
k,l − µ∇k,l (14.48)

where ∇ is the gradient of

(
Jk,l = E{|ck,lAkbk − wH

k,lr|2}
)

(14.49)

This can be represented as

∇k,l = ∂Jk,l

∂ Re{wk,l} + j
∂Jk,l

∂ Im{wk,l} = 2
∂Jk,l

∂w∗
k,l

(14.50)

If the processing window M = 1, we have r(n) = r(n) =̂ r and equation (14.50) becomes

∇k,l = −2E
⌊
r(ck,lAkbk)

∗⌋ + 2E[rrH]wk,l

= −2Rrdk,l
+ 2Rrwk,l (14.51)

where dk,l = ck,lAkbk .
If we assume that Ak = 1, ∀k

w(n+1)
k,l = w(n)

k,l − 2µ(Rrdk,l
− Rrw(n)

k,l ) (14.52)

As a stochastic approximation, equation (14.51) can be represented as

∇k,l ≈ −2r(ck,lbk)
∗ + 2rrHw(n)

k,l = −2r(ck,lbk)
∗ + 2ry∗

k,l

From this equation and assuming that M > 1, the least mean square (LMS) algorithm for
updating the filter coefficients results in

w(n+1)
k,l = w(n)

k,l + 2µr(n)(c
(n)
k,l b

(n)
k − y

(n)
k,l )

∗ ∈ CMSG (14.53)

We decompose equation (14.53) into adaptive and fixed components as

w(n)
k,l = sk,l + x(n)

k,l ∈ CMSG

where x(n)
k,l is the adaptive filter component and

sk,l = [0T
(DSG+τk,l )×1, sT

k , 0T
(DSG−τk,l )×1]T
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Figure 14.11 Block diagram of one receiver branch in the adaptive LMMSE-RAKE receiver.

is the fixed spreading sequence of the kth user with the delay τk,l . In this case every
branch from Figure 14.10 can be represented as shown in Figure 14.11.

In this case equation (14.53) gives

x(n+1)
k,l = x(n)

k,l − 2µ
(n)
k,l (c

(n)
k,l b

(n)
k − y

(n)
k,l )

∗r(n)

= x(n)
k,l − 2µ

(n)
k,l e

∗(n)
k,l r(n)

µ
(n)
k,l = µ/(rH(n)r(n)); 0 < µ < 1 (14.54)

e
(n)
k,l = d

(n)
k,l − y

(n)
k,l

The reference signal is
d

(n)
k,l = ĉ

(n)
k,l b

(n)
k or d

(n)
k,l = ĉ

(n)
k,l b̂

(n)
k (14.55)

and the channel estimator is using a pilot channel

ĉ
(n)
k,l = 1

2N + 1

N∑
i=−N

sT
p,lr

(n−i) (14.56)

To illustrate the system operation, the following example is used [5]: Carrier frequency
2.0 GHz, symbol rate 16 kb s−1, 31 chip Gold code and rectangular chip waveform. Syn-
chronous downlink with equal energy two-path (L = 2) Rayleigh fading channel with
vehicle speeds of 40 km h−1 (which results in the maximum normalized Doppler shift of
4.36 · 10−3) and maximum delay spread of 10 chip intervals. The number of users exam-
ined was 1 to 30 including the unmodulated pilot channel. The average energy was the
same for the pilot channel and the user data channels. A simple moving average smoother
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Figure 14.12 Simulated bit error rates as a function of the average SNR for the conventional
RAKE and the adaptive LMMSE-RAKE in a two-path fading channel for the vehicle speeds

40 km h−1 with different numbers of users [5]. Reproduced from Latva-aho, M. (1998) Advanced
Receivers for Wideband CDMA Systems. Ph.D. Thesis, University of Oulu, Oulu, by permission

of IEEE.

of length 11 symbols was used in a conventional channel estimator. Perfect channel esti-
mation and ideal truncated precombining LMMSE receivers were used in the analysis
to obtain the lower bound for error probability. The receiver-processing window is three
symbols (M = 3) unless otherwise stated. The adaptive algorithm used in the simulations
was normalized LMS with

µ
(n)
k,l = 1

100 · (2D + 1)SG
(rH(n)

k,l r(n)
k,l )

−1 (14.57)

The simulation results were produced by averaging over the BERs of randomly selected
users with different delay spreads.

The simulation results are shown in Figure 14.12. In general, one can notice that the
improvement gains are lower than in the case of multiuser detectors.

14.5.2 Blind adaptive receivers

Adaptive LMMSE-RAKE

In this case in equation (14.54) we use estimates of bits b̂k,l instead of bk,l [18–20]

x(n+1)
k,l = x(n)

k,l + 2µ
(n)
k,l (c

(n)
k,l b̂

(n)
k,l − y

(n)
k,l )

∗r(n) (14.58)
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The MSE criterion now gives

w[MSE]k,� = R−1
r

Rrdk,l
= R−1

r
sk,lE

⌊|ck,l|2
⌋

(14.59)

Similarly, the minimum output energy criteria defined as

MOE(E
⌊|yk,l|2

⌋
) (14.60)

gives
w[MOE]k,l = R−1

r
sk,l/(s

T
k,lR

−1
r

sk,l). (14.61)

An implementation example can be seen in Reference [21]. The stochastic approximation
of the gradient of equation (14.60) for the MOE criterion gives

∇k,l = r(n)rH(n)wk,l (14.62)

If we want to keep the useful signal autocorrelation unchanged, equation (14.61) should
be constrained to satisfy sT

k,lx
(n)
k,l = 0. The orthogonality condition is maintained at each

step of the algorithm by projecting the gradient onto the linear subspace orthogonal to
sT
k,l . In practice, this is accomplished by subtracting an estimate of the desired signal

component from the received signal vector. An implementation can be seen in Reference
[22]. So we have

x(n+1)
k,l = x(n)

k,l − 2µ
(n)
k,l r

H(n)(sk,l + x(n)
k,l )[r

(n) − Fk,l(FT
k,lr

(n))] (14.63)

where

Fk,l =



0T
τk,l×1, sT

k , 0(2DSG−τk,l )×1

0T
(SG−τk,l )×1, sT

k , 0T
((2D−1)SG−τk,l )×1

0T
(2DSG+τk,l )×1, [sk(Ts), . . . , sk(Ts(SG − τk,l))]




T

∈ RMSG×M (14.64)

is a block diagonal matrix of sampled spreading sequence vectors. Effectively M separate
filters are adapted.

Griffiths’ algorithm

In this case, instead of assuming that vector Rrdk,l
is known, the instantaneous estimate

for the covariance is used, that is,

Rr ≈ r(n)rH(n) (14.65)

In this case, the cross-correlation is Rrdk,l
= E[|ck,l|2]sk,l , and Griffiths’ algorithm

results in

x(n+1)
k,l = x(n)

k,l + 2µ
(n)
k,l (E[|ck,l|2]Fk,llM − r∗(n)

k,l (sk,l + x(n)
k,l )

Hr(n)) (14.66)
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In practice, the energy of multipath components (E[|ck,l|2]) is not known and must
be estimated.

Constant modulus algorithm

In this case the optimization criterion is E[(|yk,l|2 − ω)2] where ω is the so-called constant
modulus (CM), set according to the received signal power, that is, ω = E[|ck,l|2] or
ω(n) = |c(n)

k,l |2. By using the CM algorithm, it is possible to avoid the use of the data
decisions in the reference signal in the adaptive LMMSE-RAKE receiver by taking the
absolute value of the estimated channel coefficients (|ĉ(n)

k,l |) in adapting the receiver. In
the precombining LMMSE receiver framework, the cost function for the BPSK data
modulation is

E[||ĥ|2 − |h|2|2] (14.67)

The stochastic approximation of the gradient for the CM criterion is

∇(n+1)
k,l = (|y(n)

k,l |2 − |ĉ(n)
k,l |2)r(n)rH(n)wk,l (14.68)

Hence, the constant modulus algorithm can be expressed as

x(n+1)
k,l = x(n)

k,l − 2µ
(n)
k,l y

∗(n)
k,l (|y(n)

k,l |2 − |ĉ(n)
k,l |2)r(n) (14.69)

Constrained LMMSE-RAKE, Griffiths’ algorithm and constant modulus algorithm

The adaptive LMMSE-RAKE, the Griffiths’ algorithm (GRA) and the constant modulus
algorithm contain no constraints. By applying the orthogonality constraint sT

k,lx
(n)
k,l = 0 to

each of these algorithms, an additional term sT
k,lx

(n)
k,l sk,l is subtracted from the new x(n+1)

k,l

update at every iteration. The constrained LMMSE-RAKE receiver becomes [23, 24]

x(n+1)
k,l = x(n)

k,l + 2µ
(n)
k,l (ĉ

(n)
k,l b̂

(n)
k − y

(n)
k,l )

∗r(n) − sT
k,lx

(n)
k,l sk,l (14.70)

The GRA and the constant modulus algorithm can also be defined in a similar way.

14.5.3 Blind least squares receivers

All blind adaptive algorithms described in the previous section are based on the gradient
of the cost function. In practical adaptive algorithms, the gradient is estimated, that is, the
expectation in the optimization criterion is not taken but is replaced in most cases by some
stochastic approximation. In fact, the stochastic approximation used in LMS algorithms
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is accurate only for small step-sizes µ. This results in rather slow convergence, which
may be intolerable in practical applications.

Another drawback with the blind adaptive receivers presented above is the delay esti-
mation. Those receiver structures as such support only conventional delay estimation based
on matched filtering (MF). The MF-based delay estimation is sufficient for the downlink
receivers in systems with an unmodulated pilot channel since the zero-mean multiple-
access interference (MAI) can be averaged out if the rate of fading is low enough. If
Code Division Multiple Access (CDMA) systems do not have the pilot channel, it would
be beneficial to use some near–far resistant delay estimators.

14.5.4 Least square (LS) receiver

One possible solution to both the convergence and the synchronization problems is based
on blind linear least square (LS) receivers. Cost function in this case is

J[LS]k,l =
n∑

j=n−N+1

(c
(j)

k,l b
(j)

k − wH(n)
k,l r(j))2 (14.71)

N is the observation window in symbol intervals. Filter weights are given as

w(n)
k,l = R̂−1(n)

r sk,l (14.72)

R̂−1(n)

r denotes the estimated covariance matrix over a finite data block called the sample-
covariance matrix. This matrix can be expressed as

R̂(n)

r
=

n∑
j=n−N+1

r(j)r
H(j) (14.73)

Analogous to the MOE criterion, the LS criterion can be modified as

J[LS ′]k,l =
n∑

j=n−N+1

(wH(n)
k,l r(j))2, subject to wT

k,lsk,l = 1 (14.74)

which results in

w(n)
k,l = R̂−1(n)

r sk,l

sT
k,lR̂

−1(n)

r sk,l

(14.75)

The adaptation of the blind LS receiver means updating the inverse of the sample-
covariance. The blind adaptive LS receiver is significantly more complex than the stochas-
tic gradient-based blind adaptive receivers. Recursive methods, such as the recursive least
squares (RLS) algorithm, for updating the inverse and iteratively finding the filter weights
are known. Also, the methods based on eigen-decomposition of the covariance matrix have
been proposed to avoid explicit matrix inversion.
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14.5.5 Method based on the matrix inversion lemma

The general relation

(A + BCD)−1 = A−1 − A−1B(DA−1B + C−1)−1DA−1 (14.76)

becomes

R̂−1(n)

r = (R̂(n−1)

r + r(n)r
H(n))−1 = R−1(n−1)

r − R−1(n−1)

r r(n)r
H(n)R−1(n−1)

r

1 + r
H(n)R−1(n−1)

r r(n)
(14.77)

In time-variant channels, the old values of the inverses must be weighted by the so-called
forgetting factor (0 < γ < 1), which results in

R̂−1(n)

r = 1

γ

(
R̂−1(n−1)

r − R̂−1(n−1)

r r(n)rH(n)R̂−1(n−1)

r

γ + rH(n)R̂−1(n−1)

r r(n)

)
(14.78)

It is sufficient to initialize the algorithm as R̂−1(0)

r = I.
For illustration purposes, a number of numerical examples are shown in Figures 14.13

to 4.20 [5] and in Table 14.1. System parameters are shown in the figures.
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Figure 14.13 Excess mean squared error as a function of the number of iterations for different
blind adaptive receivers in a two-path fading channel with vehicle speeds of 40 km h−1, the

number of active users K = 10, SNR = 20 dB, µ = 10−1 [5]. Reproduced from Latva-aho, M.
(1998) Advanced Receivers for Wideband CDMA Systems. Ph.D. Thesis, University of Oulu,

Oulu , by permission of IEEE.
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Figure 14.14 Excess mean squared error as a function of the number of iterations for different
blind adaptive receivers in a two-path fading channel with vehicle speeds of 40 km h−1, the

number of active users K = 10, SNR = 20 dB, µ = 100−1 [5]. Reproduced from Latva-aho, M.
(1998) Advanced Receivers for Wideband CDMA Systems. Ph.D. Thesis, University of Oulu,

Oulu, by permission of IEEE.
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Figure 14.15 Excess mean squared error as a function of the number of iterations for different
blind adaptive receivers in a two-path fading channel with vehicle speeds of 40 km h−1, the

number of active users K = 20, SNR = 20 dB, µ = 10−1 [5]. Reproduced from Latva-aho, M.
(1998) Advanced Receivers for Wideband CDMA Systems. Ph.D. Thesis, University of Oulu,

Oulu, by permission of IEEE.
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Figure 14.16 Excess mean squared error as a function of the number of iterations for different
blind adaptive receivers in a two-path fading channel with vehicle speeds of 40 km h−1, the

number of active users K = 20, SNR = 20 dB, µ = 100−1 [5]. Reproduced from Latva-aho, M.
(1998) Advanced Receivers for Wideband CDMA Systems. Ph.D. Thesis, University of Oulu,

Oulu, by permission of IEEE.
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Figure 14.17 BER as a function of the sample-covariance averaging interval for K = 10, 20 for
receiver spans of one (M = 1) and three symbol intervals (M = 3) in a two-path fading channel

at an SNR of 20 dB [5]. Reproduced from Latva-aho, M. (1998) Advanced Receivers for
Wideband CDMA Systems. Ph.D. Thesis, University of Oulu, Oulu, by permission of IEEE.
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Figure 14.18 Excess mean squared error as a function of the number of iterations for the blind
adaptive LS receiver of span three symbol intervals (M = 3) with different forgetting factors

(1 − 2/N) in a 10-user case at an SNR = 20 dB and vehicle speeds of 40 km h−1 [5]. Reproduced
from Latva-aho, M. (1998) Advanced Receivers for Wideband CDMA Systems. Ph.D. Thesis,

University of Oulu, Oulu, by permission of IEEE.
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Figure 14.19 Excess mean squared error as a function of the number of iterations for the blind
adaptive LS receiver of span one symbol interval (M = 1) with different forgetting factors

(1 − 2/N) in a 10-user case at an SNR = 20 dB and vehicle speeds of 40 km h−1 [5]. Reproduced
from Latva-aho, M. (1998) Advanced Receivers for Wideband CDMA Systems. Ph.D. Thesis,

University of Oulu, Oulu, by permission of IEEE.
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Figure 14.20 Forbenius norm for the iterative inverse updating algorithm in a 10-user case at an
SNR of 20 dB and vehicle speeds of 40 km h−1 [5]. Reproduced from Latva-aho, M. (1998)

Advanced Receivers for Wideband CDMA Systems. Ph.D. Thesis, University of Oulu, Oulu, by
permission of IEEE.

Table 14.1 The BERs of different blind adaptive receivers at an SNR of 20 dB in a two-path
Rayleigh fading channel at vehicle speeds of 40 km h−1. The acronyms used are adaptive

LMMSE-RAKE (LR), adaptive MOE (MOE), Griffiths’ algorithm (GRA), constant modulus
algorithm with average channel tap powers (CMA2), constrained adaptive LMMSE-RAKE
(C-LR), constrained constant modulus algorithm (C-GRA), constrained constant modulus

algorithm with average channel tap powers (C-CMA2) and conventional RAKE (RAKE) [5].
Reproduced from Latva-aho, M. (1998) Advanced Receivers for Wideband CDMA Systems.

Ph.D. Thesis, University of Oulu, Oulu, by permission of IEEE

Adaptive receiver K = 30 K = 15

µ = 100−1 µ = 10−1 µ = 100−1 µ = 10−1 µ = 2−1

LR 4.5 · 10−2 3.9 · 10−1 6.3 · 10−4 7.2 · 10−4 3.0 · 10−2

MOE 2.8 · 10−2 4.2 · 10−2 6.0 · 10−4 2.1 · 10−3 9.1 · 10−2

GRA 2.8 · 10−2 4.7 · 10−2 6.4 · 10−4 3.3 · 10−3 1.2 · 10−1

CMA 3.9 · 10−2 4.0 · 10−1 1.2 · 10−3 2.1 · 10−2 5.0 · 10−1

CMA2 3.3 · 10−2 4.0 · 10−1 1.8 · 10−3 2.1 · 10−2 5.0 · 10−1

C-LR 3.2 · 10−2 4.2 · 10−2 6.3 · 10−4 6.4 · 10−4 1.9 · 10−3

C-CMA 3.3 · 10−2 5.0 · 10−1 6.1 · 10−4 3.8 · 10−1 5.0 · 10−1

C-GRA 2.8 · 10−2 4.2 · 10−2 6.1 · 10−4 2.3 · 10−3 9.7 · 10−2

C-CMA2 2.9 · 10−2 5.0 · 10−1 7.7 · 10−4 2.7 · 10−1 5.0 · 10−1

RAKE 3.1 · 10−2 3.1 · 10−2 7.1 · 10−3 7.1 · 10−3 7.1 · 10−3
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In general, one can see that the blind algorithms are inferior compared with the
LMMSE-RAKE, using pilot symbols.

A number of related topics are discussed in References [25–44].

SYMBOLS
MMSE – Minimum Mean-Square Error
r – input signal
b – data vector
M – detector matrix
S – signature sequence vector
R – signature sequence cross-correlation matrix
A – diagonal matrix of signal amplitudes
y – vector of matched filter outputs
σ 2 – noise variance
ρ – correlation coefficient
ck,l – channel coefficient for user k and path l

τk,l – delay of user k and path l

S – number of samples per chip
Nb – data block of Nb symbols
K – number of users
L – linear detector transformation matrix
post – postcombining
pre – precombining
G – spreading factor
SMT – spatial-multiuser-temporal
MST – multiuser-spatial-temporal
TMS – temporal-multiuser-spatial
h = CAb
Jk,l – cost function for user k and path l

MOE – maximum output energy
w – matrix of waiting coefficients
CM – constant module
µ – adaptation step
LS – least square
γ – forgetting factor
MOE – adaptive MOE
GRA – Griffiths’ algorithm
CMA2 – constant modulus algorithm with average channel tap powers
C-LR – constrained adaptive LMMSE-RAKE
C-GRA – constrained constant modulus algorithm
C-CMA2 – constrained constant modulus algorithm with average channel tap powers
RAKE – conventional RAKE

REFERENCES
1. Madhow, U. and Honing, M. L. (1994) MMSE interference suppression for direct-sequence

spread-spectrum CDMA. IEEE Trans. Commun., 42(12), 3178–3188.



REFERENCES 517

2. Klein, A., Kaleh, G. K. and Baier, P. W. (1996) Zero forcing and minimum mean-square-error
equalization for multiuser detection in code-division multiple access channels. IEEE Trans.
Veh. Technol., 45(2), 276–287.
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15

Wideband CDMA network
sensitivity

15.1 THEORY AND PRACTICE OF MULTIUSER
DETECTION

Advanced wireless Code Division Multiple Access (CDMA) systems employing multiuser
receivers described in Chapters 13 and 14 have gained a lot of attention during the recent
years. In the beginning, the research was purely academic. In order to fully exploit CDMA
capabilities, the third-generation wideband CDMA networks [1] have been planned to
include interference cancellation (IC), as soon as it becomes feasible to implement (for
details, see also Chapter 17). A number of overview papers [2–6] discuss basic features
of multiuser detection (MUD) and IC techniques. Among linear IC schemes, decorrelat-
ing detectors [7–9] belong to a major group of multiuser receivers. As it was discussed
in Chapter 13, the basic idea of the decorrelator is to use the inverted cross-correlation
matrix to subtract interference caused by other active users, that is, multiple access inter-
ference (MAI). With perfect knowledge of code cross-correlations (of all active users),
the effect of all MAI can be eliminated at the cost of noise enhancement. One important
benefit of the ideal decorrelator is that it does not require knowledge of the users’ power
levels (or amplitudes) and is thus robust to power fluctuations. On the other hand, the
complexity and need for updating the matrix inversion can become a bottleneck at high
user populations and fast fading environment. Also, in reality, the cross-correlation matrix
must be estimated and that will lead to further imperfections. These imperfections are the
focus of this chapter.

Although other options, such as multistage or linear minimum mean square error
(LMMSE) detectors discussed in Chapter 14, are also considered for these applications [4],
in this chapter we will focus our attention on linear decorrelators and their operation
in the presence of imperfections. In practice, performance of these detectors depends
critically on the channel parameter estimation and errors that they produce. For these
reasons, parameter estimation in multiuser communications has become an important
research topic aiming to find feasible solutions for practical MUD applications. The
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performance of linear decorrelating detectors in the presence of time delay, carrier phase
and carrier frequency errors is analyzed in Reference [10]. Methods for low-complexity
amplitude and phase estimation with known or unknown delays are analyzed in Ref-
erence [11]. Joint signal detection and parameter estimation (amplitudes and phases)
is evaluated in Reference [12]. Adaptive symbol and parameter estimation algorithms
based on recursive least squares (RLS) and extended Kalman filters (EKF) have been
studied in Reference [13]. Sensitivity of multiple-access channels to several mismatches
due to imperfect carrier recovery, timing jitter and channel truncation is analyzed in
Reference [14]. The impact of timing (delay) errors to the performance of linear MUD
receivers is illustrated in References [15,16]. The same authors have also considered the
estimation problem in general in Reference [17]. Sensitivity analysis of near–far resis-
tant DS-CDMA receivers to propagation delay estimation errors [18] shows that even
quite small errors will destroy the near–far resistance of the decorrelating detector. Joint
amplitude and delay estimation is evaluated in Reference [19] by using the EKF and the
same authors study quasi-synchronous CDMA systems applying linear decorrelators in
Reference [20].

The above references study mainly the link performance with quite limited code lengths
and number of users. This is necessary in order to get analytically tractable performance
results or to keep complexity of simulations at reasonable levels. For capacity evaluation,
however, somewhat releasing assumptions and approximations are usually needed to get
results for higher user populations and longer spreading codes. Capacity of the linear
decorrelating detector for quasi-synchronous CDMA is evaluated in Reference [21]. Fur-
thermore, comparison against an adaptive receiver employing the minimum mean square
error (MMSE) criterion is presented. Outage probability bounds when using a zero forcing
detector are presented in Reference [22]. Capacity gains over conventional matched fil-
ter–based systems were shown to be significant. A linear interference canceller is applied
to microcellular CDMA in Reference [23] in which uplink capacities are estimated for
different propagation scenarios.

Besides the multiuser detectors, an advanced CDMA receiver will be using also a
RAKE receiver with multipath combining. Linear multipath-decorrelating receivers in
frequency-selective fading channels, discussed in Chapter 13, have been compared to the
conventional RAKE receiver in Reference [24]. The conclusion was that decorrelators
can avoid error floors demonstrated by plain RAKE receivers. These components will
be also imperfect. Performance of RAKE combining techniques (selection, equal gain
and maximal ratio diversity) in the presence of chip and phase synchronization errors is
reported in Reference [25]. As expected, the maximal ratio combiner (MRC) outperforms
other combiners and quite drastic capacity losses are seen because of synchronization
errors and fading. Diversity methods in Rayleigh fading have also been evaluated and
compared in References [26,27].

Capacity evaluation of CDMA networks [28] and comparison of CDMA and time divi-
sion multiple access (TDMA) systems have been an important and controversial issue.
One of the reasons for such a situation is the lack of a systematic, easy to follow math-
ematical framework for this evaluation. The situation is complicated by the fact that a
lot of parameters are involved and some of the system components are rather complex
resulting in imperfect operation. The analysis of an advanced CDMA network should in
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general take all these elements into account including their imperfections and come up
with an expression for the system capacity in the form that can be used in practice.

In Reference [29] a systematic analytical framework for the capacity evaluation of
wideband CDMA networks with nonlinear IC was presented.

In this chapter we extend the model to networks employing linear decorrelating detec-
tors. This approach should provide a relatively simple way to specify the required quality
of MAI canceller (decorrelator) and RAKE receiver in a CDMA system, taking into
account all their imperfections.

A flexible, complex signal format is used that enables us to model all currently interest-
ing wideband CDMA standards. For such a signal we first derive a complex decorrelator
structure. This is the first time that a complete decorrelator is described for the CDMA
signal with two independent data and two independent code streams. This type of the
signal is used in all CDMA standards. In the next step all imperfections in the operation
of such a system are modeled and analyzed by using the concept of a network sensitivity
function. This provides the necessary information to the designer on how much of the
theoretically promised ideal performance will be preserved in a real implementation. The
theory is general and some examples of practical sets of channel and system parameters
are used as illustration.

15.2 SYSTEM MODEL

In order to be able to discuss implementation problems in the existing standards, the
complex envelope of the signal transmitted by user k ∈ {1, 2, . . . ,K} in the nth symbol
interval t ∈ [nT , (n + 1)T ] will be written as

sk = Akejφk0S
(n)
k (t − τk) (15.1)

where Ak is the transmitted signal amplitude of user k, τk is the signal delay, φk0 is
the transmitted signal carrier phase and T is the symbol interval. S

(n)
k (t) can be repre-

sented by
S

(n)
k (t) = S

(n)
k = Sk = Sik + jSqk = dikcik + jdqkcqk (15.2)

In this equation, bik and bqk are two information bits in the I and Q channels, respectively,
generated with bit interval T . cik and cqk are the kth user pseudo-noise codes in the I
and Q channels, respectively, generated with chip interval Tc and having a period T /Tc.
Equations (15.1) and (15.2) are general and different combinations of the signal parame-
ters cover most of the signal formats of practical interest. For example, in WCDMA/FDD
mode the uplink signal format can be expressed as

(cddd + jccdc)cscsl (15.3)

where cd and cc are data and control channel codes, dd and dc are data and control
channel information bits and cs and csl are scrambling and scrambling long (optional)
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codes for user k. Equation (15.3) can be written in the form of equation (15.2) with the
following mapping:

cik = cdcscsl

cqk = cccscsl

dik = dd

dqk = dc (15.4)

Equation (15.3) may be further modified to include complex scrambling codes.
The model of channel impulse response consists of discrete multipath components

represented as

h
(n)
k (t) =

L∑
l=1

h
(n)
kl δ(t − τ

(n)
kl ) =

L∑
l=1

H
(n)
kl ejφklδ(t − τ

(n)
kl ) (15.5)

h
(n)
kl = H

(n)
kl ejφkl (15.6)

where L is the number of multipath components of the channel, h
(n)
kl and τ

(n)
kl ∈ [0, Tm)

are the complex coefficient (gain) and delay, respectively, of the lth path of user k at
symbol interval with index n and δ(t) is the Dirac delta function. We assume that Tm is
the delay spread of the channel. In what follows, indices n will be dropped whenever this
does not produce any ambiguity. It is also assumed that Tm < T and an indication for the
necessary modifications in the case when Tm > T is provided whenever appropriate. The
overall received signal during Nb symbol intervals can be represented as

r(t) = Re

{
ejω0t

Nb−1∑
n=0

∑
k

∑
l

aklS
(n)
k (t − nT − τk − τkl)

}
+ Re{z(t)ejω0t} (15.7)

where akl = AkH
(n)
kl ej�kl = Aklej�kl , AkH

(n)
kl = Akl , �kl = φ0 + φk0 − φkl , φ0 is the fre-

quency downconversion phase error, z(t) is a complex zero mean additive white Gaussian
noise (AWGN) process with two-sided power spectral density σ 2 and ω0 is the carrier
angular frequency. In what follows, we will drop the noise term for simplicity reason
and focus only on proper representation of the MAI. For a correct representation of the
overall signal, the noise term will be reintroduced again in equation (15.35). In order
to be able to model system imperfections, both I and Q signal components should be
represented separately as an explicit function of all parameters that are estimated in the
receiver and because these estimates are imperfect they may include some errors. The
complex matched filter of user k will create two correlation functions for each path and
by omitting the noise terms these signals can be represented as

y
(n)
ikl =

∫ (n+1)T +τk+τkl

nT +τk+τkl

r(t)cik(t − nT − τk + τkl) cos(ω0t + �̃kl) dt =
∑
k′

∑
l′

yikl(k
′l′)

(15.8)
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where �̃kl is the estimate of �kl and

yikl(k
′l′) = yiikl(k

′l′) + yiqkl(k
′l′)

= Ak′l′[dik′ρik′l′,ikl cos εk′l′,kl + dqk′ρqk′l′,ikl sin εk′l′,kl] (15.9)

and

y
(n)
qkl =

∫ (n+1)T +τk+τkl

nT +τk+τkl

r(t)cqk(t − nT − τk + τkl) sin(ω0t + �̃kl) dt

=
∑
k′

∑
l′

yqkl(k
′l′) (15.10)

yqkl(k
′l′) = yqqkl(k

′l′) + yqikl(k
′l′)

= Ak′l′ [dqk′ρqk′l′,qkl cos εk′l′,kl − dik′ρik′l′,qkl sin εk′l′,kl] (15.11)

with ρx,y being the cross-correlation functions between the corresponding code compo-
nents x and y. A scaling factor 1/2 is dropped in the above equations for simplicity.
Basically by dropping this coefficient for both signal and noise, the signal-to-noise ratio
(SNR) that determines the system performance will not change. Each of these components
is defined with three indices (i or q, user and path). Parameter εa,b = �a − �̃b where a

and b are defined with two indices (user and path). Let the L-element vectors �L(·) of
matched filter output samples for the nth symbol interval be defined as

y(n)
ik = �L(y

(n)
ikl ) = (y

(n)
ik1, y

(n)
ik2, . . . , y

(n)
ikL)T ∈ CL (15.12)

y(n)
qk = �L(y

(n)
qkl) = (y

(n)
qk1, y

(n)
qk2, . . . , y

(n)
qkL)T ∈ CL (15.13)

y(n)
k = y(n)

ik + jy(n)
qk (15.14)

y(n) = �K(yT (n)
k ) ∈ CKL (15.15)

y = �Nb(yT (n)) ∈ CNbKL (15.16)

Let in general R(n)(i) ∈ (−1, 1]KL×KL be a cross-correlation matrix with the follow-
ing partition:

R(n)(i) =




R(n)
1,1(i) R(n)

1,2(i) · · · R(n)
1,K(i)

R(n)
2,1(i) R(n)

2,2(i) · · · R(n)
2,K(i)

...
...

. . .
...

R(n)
K,1(i) R(n)

K,2(i) · · · R(n)
K,K(i)


 ∈ RKL×KL

= ��K(R(n)
k,k′(i)) (15.17)
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For the final representation of the complex matched filter output signal, given by
equations (15.49) and (15.50), we now define four specific matrices of the form given by
equation (15.17) with the following notation:

Rii(n)(i) = ��K(Rii(n)
k,k′ (i)) (15.18)

Rqi(n)(i) = ��K(Rqi(n)

k,k′ (i)) (15.19)

Riq(n)(i) = ��K(Riq(n)

k,k′ (i)) (15.20)

Rqq(n)(i) = ��K(Rqq(n)

k,k′ (i)) (15.21)

where matrices Rab(n)
k,k′ (i) ∈ RL×L,∀k, k′ ∈ {1, 2, . . . , K} in equations (15.18) to (15.21)

have elements

(R
ii(n)
k,k′ (i))l,l′ = cos εk′l′,kl ×

∫ ∞

−∞
c
(n)
ik (t − τk − τkl)c

(n−i)
ik′ (t + iT − τk′ − τk′l′) dt

(15.22)

(R
qi(n)

k,k′ (i))l,l′ = sin εk′l′,kl ×
∫ ∞

−∞
c
(n)
qk (t − τk − τk,l)c

(n−i)
ik′ (t + iT − τk′ − τk′l′) dt

(15.23)

(R
iq(n)

k,k′ (i))l,l′ = − sin εk′l′,kl ×
∫ ∞

−∞
c
(n)
ik (t − τk − τk,l)c

(n−i)
qk′ (t + iT − τk′ − τk′l′) dt

(15.24)

(R
qq(n)

k,k′ (i))l,l′ = cos εk′l′,kl ×
∫ ∞

−∞
c
(n)
qk (t − τk − τk,l)c

(n−i)
qk′ (t + iT − τk′ − τk′l′) dt

∀l, l′ ∈ {1, 2, . . . , L} (15.25)

In order to simplify the notation, we present equation (15.22) as R = ρ cos ε and its
estimation as

R̂ = ρ̂ cos ε̂ (15.26)

In general, the estimated phase difference ε̂ between the two users (e.g. users with index
k = 1 and k = 2) can be represented as

ε̂ = φ1 − 	φ1 − φ2 − 	φ2 = ε + 	ε (15.27)

where ε = φ1 − φ2 and 	ε = −(	φ1 + 	φ2).
The noise samples at the output matched filters for different users are uncorrelated.
So, if 	φ is a process with zero mean and variance σ 2

φ , then 	ε is a zero mean process
with variance 2σ 2

φ . The estimated correlation function can be represented as

ρ̂ = ρ + 	ρ ∼= ρ + ρ ′ετ = ρ

(
1 + ρ ′ετ

ρ

)
= ρ(1 + sρ) (15.28)
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where ρ ′ is the slope of the ρ function at the point of zero delay estimation error and

ετ = 	τ1 − 	τ2 (15.29)

is the difference between the two delay estimation errors. For a given class and code
length, ρ ′ is a parameter [30]. If 	τ is a zero mean variable with variance σ 2

τ , then ετ is
a zero mean variable with variance 2σ 2

τ . The second component of equation (15.26) can
be represented as

cos ε̂ = cos(ε + 	ε) = cos ε cos 	ε − sin ε sin 	ε

= (1 − 	ε2/2) cos ε − 	ε sin ε

= (1 + sε) cos ε (15.30)

where
sε = −(	ε2/2 + 	ε · tan ε) (15.31)

Now, equation (15.26) becomes
R̂ = R + 	R (15.32)

where

R = ρ cos ε

	R = ρ cos ε(sε + sρ + sεsρ) (15.33)

Whenever k′ �= k, the average value of the cross-correlation ρ = 0 and parameter 	R

can be considered as an additional noise component with a zero mean and variance

σ 2
	R = ρ2[(1 + 2σ 2

ρ ′σ
2
τ /ρ2)(3σ 4

φ + 2σ 2
φ ) + 2σ 2

ρ ′σ
2
τ /ρ2] (15.34)

Similar expressions can be derived for the estimation of equations (15.23) to (15.25).
In the case when multipath delay spread produces severe intersymbol interference

(ISI), the overall received signal should be further modified. When the delay spread is
limited to less than one symbol interval, then for an asynchronous network the vector
equation (15.15) can be expressed as [4]

y(n)(R, H, A, d) = R(n)(2)H(n−2)A d(n−2) + R(n)(1)H(n−1)A d(n−1)

+ R(n)(0)H(n)A d(n) + R(n)(−1)H(n+1)A d(n+1)

+ R(n)(−2)H(n+2)A d(n+2) + n(n) (15.35)

where
A = diag(A1, A2, . . . , AK) ∈ RK×K (15.36)
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is a diagonal matrix of transmitted amplitudes,

H(n) = diag(H(n)
1 , H(n)

2 , . . . , H(n)
K ) ∈ CKL×K (15.37)

is the matrix of channel coefficient vectors

H(n)
k = (H

(n)
k,1 ,H

(n)
k,2 , . . . , H

(n)
k,L)T ∈ CL (15.38)

d(n) = (d
(n)
1 , d

(n)
2 , . . . , d

(n)
K )T ∈ 
K (15.39)

is the vector of the transmitted data and n(n) ∈ CKL is the output vector due to noise. This
component is due to processing the second term of equation (15.7) that was dropped for
simplicity in derivation of equations (15.8) to (15.34). It is easy to show that R(n)(i) =
0KL, ∀|i| > 2 and R(n)(−i) = RT (n+1)(i), where 0KL is an all-zero matrix of size KL ×
KL. Thus, the concatenation vector of the matched filter outputs (15.16) has the expression

y(R, H,A, d) = RHAd + n = RHh + n (15.40)

where

R =




R(0)(0) RT(1)(1) RT(2)(2) · · · 0KL

R(1)(1) R(1)(0) RT(2)(1) · · · 0KL

R(2)(2) R(2)(1) R(2)(0) · · · 0KL

...
...

...
. . .

...

0KL 0KL 0KL · · · R(Nb−1)(0)




∈ RNbKL×NbKL (15.41)

H = diag(H(0), H(1), . . . , H(Nb−1)) ∈ CNbKL×NbK (15.42)

A = diag(A, A, . . . , A) ∈ RNstK×NbK (15.43)

d = (dT(0), dT(1), . . . , dT(Nb−1))T ∈ 
NbK (15.44)

h = Ad is the data-amplitude product vector and n is the Gaussian noise output vector
with zero mean and covariance matrix σ 2R. If we define

yii = y(Rii , H,A, di) (15.45)

yqi = y(Rqi, H, A, dq) (15.46)

yiq = y(Riq, H, A, di ) (15.47)

yqq = y(Rqq,H, A, dq) (15.48)

then we have

yi = yii + yqi (15.49)

yq = yiq + yqq (15.50)
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On the basis of these equations in the sequel, a complex decorrelator receiver structure
is derived.

15.2.1 Complex decorrelator

As a starting point, we represent equations (15.49) and (15.50) as

yi = yii + yqi = �iidi + �qidq + ni (15.51)

yq = yiq + yqq = �iqdi + �qqdq + nq (15.52)

where
� = RHA (15.53)

and we use an additional step to produce

�ii−1yi = di + �ii−1�qidq + �ii−1ni

�iq−1yq = di + �iq−1�qqdq + �iq−1nq

�qi−1yi = �qi−1�iidi + dq + �qi−1ni

�qq−1yq = �qq−1�iqdi + dq + �qq−1nq (15.54)

From the last set of equations one can show that the data estimates should be obtained as

d̂ = d̂i + jd̂q

d̂q = sgn{Dqiyi + Dqqyq}
Dqi = {�qi−1�ii − �qq−1�iq}−1�qi−1

Dqq = −{�qi−1�ii − �qq−1�iq}−1�qq−1 (15.55)

and similarly

d̂i = sgn{Diiyi + Diqyq}
Dii = {�ii−1�qi − �iq−1�qq}−1�ii−1

Dii = {�ii−1�qi − �iq−1�qq}−1�ii−1 (15.56)

Bearing in mind that all current wideband code division multiple access (WCDMA)
standards are based on using complex signal formats, future research in the field of
multiuser detectors should be focused on the structures defined above.

15.3 CAPACITY LOSSES

The starting point in the evaluation of CDMA system capacity is parameter Ybm =
Ebm/N0, the received signal energy per symbol per overall noise density in a given
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reference receiver with index m. For the purpose of this analysis, we can represent this
parameter in the general case as

Ybm = Ebm

N0
= ST

Ioc + Ioic + Ioin + ηth
(15.57)

where Ioc, Ioic and Ioin are the power densities of intracell, intercell and overlay type inter-
network interference, respectively, and ηth is the thermal noise power density. Parameter
S is the overall received power of the useful signal and T = 1/Rb is the information bit
interval. Contributions of Ioic and Ioin to N0 have been discussed in Chapter 8 and in a
number of papers, for example, in Reference [28]. In order to minimize repetition in our
analysis, we will parameterize this contribution by introducing

η0 = Ioic + Ioin + ηth (15.58)

and concentrate on the analysis of the intracell interference, Ioc, in a CDMA network
based on advanced receivers using imperfect RAKE, and MAI cancellation based on
an imperfect decorrelator. An extension of the analysis to include both intercell and
internetwork interference is straightforward. A general block diagram of the receiver is
shown in Figure 15.1.

If for user m an L0-finger RAKE receiver (L0 ≤ L) with combiner coefficients wmr

(r = 1, 2, . . . , L0) and an imperfect decorrelator is used, the SNR will become

Ybm = r(L0)
m

ς0ηRb/S
(15.59)

where

ς0 =
L0∑
r=1

w2
mr = wmwT

m; wm = (wm1, wm2, . . . , wmL0) (15.60)

Bank of
matched

filters

Other users

Rake 
receiver

of user m

Demodulation
&   

decoding

Information
output

Imperfect parameter estimation

Complex 
decorrelator

Figure 15.1 General receiver block diagram.
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is due to Gaussian noise processing in the RAKE receiver, and the noise density η0, after
decorrelation, becomes η. The relation between these two parameters is elaborated later in
equations (15.74) to (15.77). The parameter r(L0)

m in equation (15.59) is called the RAKE
receiver efficiency and is given by

r(L0)
m =

(
L0∑
r=1

wmr cos εθmmr

√
αmr

)2

= (wm · αmm
√ )2 (15.61)

with αmm
√ = (cos εθmm1

√
αm1, cos εθmm2

√
αm2, . . .)

T. Parameter εθmmr = θmmr − θ̂mmr is
the carrier phase synchronization error in receiver m for signal of user m in path r . We
will drop index mkl whenever it does not result in any ambiguity. In the sequel we will
use the following notation: αkl = A2

kl/2, Âmkl is the estimation of Akl by the receiver
m, εa = 	Amkl/Akl = (Akl − Âmkl)/Akl is the relative amplitude estimation error and
εθ is the carrier phase estimation error.

For the equal gain combiner (EGC), the combiner coefficients are given as wmr =
1. Having in mind the notation used so far, in the sequel we will drop index m for
simplicity. For the maximal ratio combiner (MRC), the combiner coefficients are based
on estimates as

ŵr = cos εθr

cos εθ1
· Âr

Â1

∼= (1 − ε2
θr/2)

(1 − ε2
θ1/2)

· Ar(1 − εar)

A1(1 − εa1)
(15.62)

E{ŵr} = wr(1 − σ 2
θr )(1 + σ 2

θ1)(1 − εar)(1 + εa1) (15.63)

E{ŵ2
r } = w2

r (1 − 2σ 2
θr + 3σ 4

θr )(1 + 2σ 2
θ1 − 3σ 4

θ1)(1 − εar)
2(1 + εa1)

2 (15.64)

By using notation Ar/A1 = √
αr/α1, averaging equation (15.61) gives for EGC

E{r(L0)} = E


(

L0∑
r=1

cos εθr

√
αr

)2 ∼= E


(

L0∑
r=1

(1 − ε2
θr/2)

√
αr

)2
=

∑
r

∑
l

l �= r

(1 − σ 2
θr )(1 − σ 2

θl)
√

αrαl +
∑

r

αr(1 − 2σ 2
θr + 3σ 4

θr ) (15.65)

For MRC the same relation becomes

E{r(L0)} = E


(

L0∑
r=1

ŵr cos εθr

√
αr

)2

 ∼= E


(

L0∑
r=1

αr√
α1

(1 − ε2
θr/2)2

(1 − ε2
θ1/2)

(1 − εar )

(1 − εa1)

)2



= E

[
L0∑
r=1

α2
r

α1

(1 − ε2
θr/2)4

(1 − ε2
θ1/2)2

(1 − εar)
2

(1 − εa1)2

]
+

∑
r

∑
l

l �= r

αrαl

α1
(1 − 2σ 2

θr + 3σ 4
θr )

× (1 − 2σ 2
θl + 3σ 4

θl)(1 + 2σ 2
θ1 − 3σ 4

θ1)(1 − εar)(1 − εal)(1 + εa1)
2 (15.66)
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One should note that even when ŵ1 = 1, the value of the first term in the above sum is
cos εθ1

√
α1, which takes into account the error in the estimation of the phase for the first

finger. In order to avoid dealing with the fourth power terms of the type (1 − ε2
θr/2)4

in the evaluation of the first term in equation (15.66), we use limits. For the upper limit
we have

ε2
θr ⇒ ε2

θ1 (15.67)

By using this we have
(1 − ε2

θr/2)4

(1 − ε2
θ1/2)2

⇒ (1 − ε2
θ1/2)2 (15.68)

and the first term becomes [31]

L0∑
r=1

α2
r

α1
(1 − 2σ 2

θ1 + 3σ 4
θ1)

(1 − εar)
2

(1 − εa1)2
(15.69)

For the lower limit we use
ε2
θ1 ⇒ ε2

θr (15.70)

and the first term becomes

L0∑
r=1

α2
r

α1
(1 − 2σ 2

θr + 3σ 4
θr )

(1 − εar)
2

(1 − εa1)2
(15.71)

For a signal with I and Q components, the parameter cos εθr should be replaced by

cos εθr ⇒ cos εθr + bρ sin εθr (15.72)

where b is the information in the interfering channel (I or Q) and ρ is the cross-correlation
between the codes used in the I and Q channels. For small tracking errors, this term can
be replaced as

cos εθr + bρ sin εθr ≈ 1 + bρε − ε2/2 (15.73)

where the notation is further simplified by dropping the subscript θr . By using
equation (15.73) in equations (15.64) to (15.72), similar expressions can be derived for
the complex signal format.

We will assume that a linear decorrelator is used for IC in the system. The detector will
operate with the inverse of the estimated correlation matrix R̂−1 where the real correlation
matrix of the system is R = R̂ + 	R. The elements of 	R have zero mean and variance
given by equation (15.34). So, after decorrelation by using R̂−1 the residual noise in the
receiver will have variance

Var
[
R̂−1(nr + n)

]
(15.74)
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where Gaussian noise components of vector n have variance σ 2
n and components of

residual vector nr have variance σ 2
r that can be approximated as

σ 2
r =

∑
k,l

αk,lσ
2
	k,l

(15.75)

where σ 2
	k,l

is given by equation (15.34) for specific indices k, l. The residual noise is
composed of a large number of components with the same distribution that suggests using
the central limit theorem to approximate the overall distribution as Gaussian with average
variance represented as

σ 2
r

∼= αKLσ 2
	 (15.76)

where σ 2
	 is given by equation (15.34). One should keep in mind that the residual noise

nr is created in front of the decorrelator. After the decorrelation and the RAKE combiner,
the components of the overall noise variance given by equation (15.74) become

σ 2 ∼= ς0R
+
mm(σ 2

r + σ 2
n ) =

2∑
r

+
2∑
n

(15.77)

where R+
mm is the mmth component of R̂−1. In this relation,

∑2
r is the contribution of

system imperfections due to the overall noise variance σ 2 and
∑2

n is the contribution of
Gaussian noise after decorrelation. So, the equivalent noise variance is expressed in terms
of phase and code delay estimation errors (see equation 15.34). One should notice that
the same arguments about using the central limit theorem apply in the case of the noise
after decorrelator too because decorrelation is a linear operation. These results should
be now used for analysis of the impact of large scale of channel estimators on overall
CDMA network sensitivity. A performance measure of any estimator is the parameter
estimation error variance that should be directly used in equation (15.77) for equivalent
noise variance and equations (15.62) to (15.73) for the RAKE receiver. If joint parameter
estimation is used, on the basis of the maximum likelihood (ML) criterion, then the
Cramer–Rao bound could be used for these purposes. For Kalman type estimators, the
error covariance matrix is available for each iteration of estimation. If each parameter is
estimated independently, then for carrier phase and code delay estimation error a simple
relation σ 2

θ,τ = 1/SNRL can be used where SNRL is the SNR in the tracking loop. For the
evaluation of this SNRL, the noise power is in general given as N = BLN0. In this case,
the noise density N0 is approximated as a ratio of the overall interference plus noise power
divided by the signal bandwidth. The loop bandwidth will be proportional to fD where fD

is the fading rate (Doppler). If decorrelation is performed prior to parameter estimation,
N0 is obtained from the equivalent noise having the variance defined by equation (15.77).
If parameter estimation is used without decorrelation, then the overall noise consists of
MAI and Gaussian noise.

For the numerical analysis, further assumptions and specifications are necessary. First of
all we need the channel model. The exponential multipath intensity profile (MIP) channel
model is a widely used analytical model and is realized as a tapped delay line [32]. It is
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very flexible in modeling different propagation scenarios. The decay of the profile and
the number of taps in the model can vary. Averaged power coefficients in the MIP are

αl = α0 e−λl l, λ ≥ 0 (15.78)

where λ is the decay parameter of the profile. Power coefficients should be normalized as

L−1∑
l=0

α0 e−λl = 1 (15.79)

For λ = 0 the profile will be flat. The number of resolvable paths depends on the channel
chip rate and this must be taken into account. We will start with the average SNR that
can be expressed as

Yb = Sr(L0)G

σ 2
= Sr(L0)(K)G

σ 2(K)
= Yb (K) (15.80)

where r(L0) is given in Section 3B, σ 2 is given by equation (15.77) and G = 1/ρ2 is
the processing gain. RAKE receiver efficiency and overall noise variance depend on
the number of users K . If we accept some quality of transmission, bit error rate (BER)
= 10−e, that can be achieved with given SNR = Y0 = Y b(K = C), where C is the system
capacity, then in the case of perfect channel estimation we have Cmax = K , which is the
solution to the equation

Y0 = Sr(L0)(K)G

2∑
n

(K)

(15.81)

In the case of imperfect channel estimation we have C = K , which is the solution to
the equation

Y0 = Sr(L0)(K)G

2∑
r

(K) +
2∑
n

(K)

(15.82)

The system sensitivity function is defined as

� = Cmax − C

Cmax
(15.83)

For illustration purposes, we use system parameters based on UTRA FDD wideband
CDMA concept [1] where the chip rate is 4.096 Mchips s−1.

We will see in Chapter 17 that in the latest version of the standard this value is
modified to 3.84 Mchips s−1. The chosen coded data rate is 16 kbit s−1, which means
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that the processing gain is G = 256. The required SNR is Y0 = 6 dB. Three different
exponential channel delay profiles have been used corresponding to λ = 0, 0.5 and 1.
The number of multipaths is assumed to be L = 4 for all illustrations. The K × K

cross-correlation matrix R has been modeled to consist of all ones on the diagonal and
constant nonnegative correlation coefficients ρ elsewhere. Variance of the correlation slope
represented in equation (15.34) is fixed at σ 2

ρ ′ = 1.
Figures 15.2 to 15.4 present capacities as a function of the number of combined RAKE

fingers. Figure 15.2 assumes a flat MIP, that is, λ = 0. Solid lines refer to the maximum
capacity Cmax with no estimation errors. As expected, the capacity will increase when
the number of fingers is increased. Higher capacity losses are demonstrated when the
correlation between users gets higher. EGC and MRC give identical results because of
the equal unit tap weights in the combiner. In Figure 15.3 one can see a difference
in the results between EGC and MRC. In this case the channel profile is exponential
with λ = 0.5. Less power is available in the weak multipath components and MRC can
cope better with weak taps. The situation is even more critical in Figure 15.4 in which
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the capacity starts to decrease with high RAKE finger indices. Capacity loss is higher
for EGC.

Capacity versus correlation between active users is plotted in Figure 15.5. Solid hori-
zontal lines represent maximum capacities with ρ = 1/16 and no estimation errors. Dashed
lines indicate that the capacity with estimation errors (fD = 50 Hz) decreases rapidly with
increasing correlation. The relative losses in capacity are higher for the RAKE with larger
number of fingers.

Capacity versus the correlation coefficients for L0 = 4 and fD = 50 Hz is presented in
Figure 15.6 with λ being a parameter. The largest losses in capacity are for λ = 0.

A better insight into capacity losses can be obtained from Figure 15.7, which presents
the network sensitivity function versus the correlation coefficient for L0 = 4. One can see
that as much as 90% of the capacity can be lost if correlation coefficients approach value
0.5. In other words the near–far resistance of the decorrelator has been almost completely
lost owing to the imperfections in practical implementation.
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15.4 NEAR FAR SELF-RESISTANT CDMA WIRELESS
NETWORK

Two of the most often used versions of spread spectrum systems are frequency hopping
(FH) and direct sequence (DS) configurations. Owing to simplicity, DS configuration has
been accepted for civil applications in mobile communication systems (e.g. Standards
ANSI-95, IS-665, WCDMA UMTS). For large bit rates, DS system will have low pro-
cessing gain and performance of a RAKE receiver will be considerably degraded. In the
presence of near–far effect (imperfect power control or different signal levels due to
different data rates), DS systems should use multiuser detectors (optimal or suboptimal
structures). Since the optimum DS receiver is difficult to implement and suboptimum
schemes are sensitive to implementation imperfections, the communicator may prefer
to use a frequency-hopping spread-spectrum (FH-SS) system instead. For these reasons,
these systems are used in both military and civil applications. For example, the advanced
versions of TDMA (GSM) land mobile communications systems are also using hopping
to improve performance in fading channel and to reduce intercell interference.

In order to improve performance in jamming and fading environment, these systems
can use diversity. Traditionally, diversity was obtained via multiple hops per information
(or coded) symbol. Such a fast hopping makes difficult the synchronization of the carrier
phase and, consequently, imposes the use of a noncoherent receiver. Thus, a significant
loss in error performance results, owing to both noncoherent demodulation and nonco-
herent combining of the received diversity replicas. Taking into account these losses and
using binary frequency-shift keying (BFSK) modulation, an optimum diversity scheme
is analyzed in Reference [33] for the worst-case jammer and with side information on
noise and jamming levels. Since optimum diversity has more analytical value than prac-
tical existence, the error probability is much higher in practice. In order to recover these
performance losses, some authors have studied a solution that makes coherent reception
feasible (see References [34–36]). Frequency diversity as used on Rayleigh fading chan-
nels, and which differs from the diversity mentioned above, was proposed in Reference
[37] to counter band–limited interference. Such a diversity allows one to avoid noncoher-
ent combining loss. In this system, called frequency-diversity spread spectrum (FD-SS),
the communicator frequency band is partitioned into N disjoint sub-bands on which N

replicas of the signal are simultaneously transmitted. However, since FH is considered as
mandatory in some applications, some solutions combine both FD-SS and FH-SS systems
[33]. The main objective is to guarantee coherent demodulation and to avoid noncoherent
combining losses.

If coherency is not feasible, then noncoherent solution is the only option. The effect of
partial-band noise jamming on fast frequency-hopped (FFH) BFSK noncoherent receivers
with diversity has been examined for channels with no fading [38], as has the effect of
partial-band noise jamming on FFH/MFSK (M-ary frequency shift keying) for Ricean
fading channels [39]. The performance degradation resulting from both band and inde-
pendent multitone jamming of FH/MFSK, in which the jamming tones are assumed to
correspond to some or all of the possible FH M-ary signaling tones and when thermal
and other wideband noise is negligible, is examined in Reference [40]. The effect of tone
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interference on noncoherent MFSK when AWGN is not neglected is examined for chan-
nels with no fading in Reference [41], and the effect of independent multitone jamming
on noncoherent FH/BFSK when AWGN is not neglected is examined for channels with
no fading in Reference [42].

In this section we present an additional concept of multiple access called τ -CDMA.
This system combines the good characteristics of Direct Sequence Spread Spectrum
(DSSS) and FH-SS systems. The near far effect is mitigated without the need for compli-
cated multiuser detectors and at the same time simplicity of DSSS system is preserved.
There is no need for frequency synthesizer and coherency for coherent RAKE receiver
is maintained in a much simpler way than in the FH system. The concept is based on a
modification of the DSSS system in which the transmitted waveform includes multiple
amplitude and delay replicas of the DSSS signal. The notation amM-DSDH will be used
for the DS signal that includes m delayed replicas of different amplitudes (a) sent in a
limited delay window of M chip intervals. The position of the delay window is hopped
(delay hopping) in the range of the code length N . This should provide resistance to near
far effect without need for FH. Variable impacts of near far effect, for different positions
of the delay window and fading, are simultaneously reduced by interleaving. If the signal
energy is split to m > 1 separate components making it more vulnerable to noise and
fading, the overall flow of useful information will still be increased. The results demon-
strate that under the large range of the signal, channel and interference parameters, this
system offers better performance without the need for complex multiuser detectors or FH.
This makes it applicable in ad hoc networks in which a classical base station capable of
accepting a lot of processing complexity for multiuser detector is not available.

15.4.1 Signal formats, receiver structures and interference statistics

Coherent CDMA (c-CDMA): For a standard CDMA concept, the simplest form of the
overall received signal can be represented as

r(t) =
∑
k′

bk′(t)sk′(t − τk′) cos(ωt + θk′) (15.84)

where for the k′th user bk′ and sk′ are data (bits) and pseudonoise (PN) sequence, respec-
tively. The standard receiver uses coherent despreading and demodulation and will be
referred to as coherent CDMA (c-CDMA). Extension to include I and Q signal compo-
nents is straightforward. If a correlator (composed of a multiply plus integrate) is used
for signal despreading, then we will refer to this structure as correlator receiver (CR). If
a PN matched filter (PNMF) is used at the receiver and if the sequence period Ts = NTc

equals bit period Tb, then at the output of the filter, one correlation pulse generated by
the useful signal will appear per bit interval. The correlation pulse will appear each time
at the chip interval when the input sequence coincides with the filter coefficients. This
will be referred to as PN matched filter receiver (PNMFR).

M-ary delay CDMA (Mτ -CDMA): If now instead of sequence sk′ a delayed version
(cyclic shift) of the same sequence is used, sτ

k′ , the position of the correlation pulse will
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depend on the sequence shift τ = µk′(k) = kTc. Equation (15.84) now becomes

r(t) =
∑
k′

bk′(t)sk′(t − µk′(k)Tc − τk′) cos(ωt + θk′) (15.85)

If µk′(k) = kTc, k = 0, 1, . . . ,M − 1 is one out of M = 2n different adjacent cyclic
shifts, then n = log2 M additional bits can be transmitted within one symbol interval.
The receiver structure is shown in Figures 15.8 to 15.11. In Chapter 8 we have shown
that the capacity of a standard coherent CDMA system is roughly

K ∼= G/yb (15.86)

where G is the system processing gain and yb is the SNR needed for a given quality of
transmission. In our case, G = N . In accordance with the above explanation, capacity of
the new CDMA system is additionally increased by a factor

K ′ ∼= (G log2 M)/y ′
b = (N log2 M)/y ′

b (15.87)
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where y ′
b is the SNR needed for the same BER. Parameter y ′

b will depend on the type of
demodulator and is the main subject of this chapter.

Differential M-ary delay CDMA (dMτ -CDMA): The previous idea, based on correlation
pulse position modulation, can be further modified to include correlation pulse distance
modulation that should simplify synchronization.

Multiple M-ary delay CDMA (mMτ -CDMA): Let us suppose that now instead of sending
one out of M delayed versions of the signal we send two different delayed replicas
simultaneously. If amplitudes are the same, we can form

M2 =
M−1∑
r=1

r = (M − 1)M/2 (15.88)

different combinations and send n2 = log(M − 1)M/2 = log M + log(M − 1) − 1 bits. If
M is large, n2 ≈ 2 log(M − 1) ≈ 2n is almost twice as much as in the case of the simple
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M-ary modulation. The optimum receiver will now have to find two of the largest samples
at the output of the matched filter. If now instead of two, m out of M signal replicas are
simultaneously transmitted, we have mMτ -DSSS modulation and corresponding mMτ -
CDMA system. The number of transmitted bits per Ts is now further increased. A simple
calculus is needed to evaluate capacity improvement in the noise-free channel. Receiver
block diagrams are shown in Figures 15.8 to 15.11.

Multiamplitude mMτ -CDMA (amMτ -CDMA): Let us now go back to the case of m =
2. If two delayed signal replicas with different amplitudes Al (l = 1, 2) are used, the
number of combinations becomes larger and can be expressed as M2(a) = M(M − 1). If
m replicas each of different amplitude are sent, we have Mm(a) = M (M − 1)(M − 2). . .
(M − m + 1) and the number of bits transmitted is

nm(a) =
m−1∑
i=0

log(M − i) (15.89)

If M is large, the previous relation can be approximated as nm(a) ≈ m log M = mn. The
name for modulation amMτ -DSSS is self-explanatory. M is the size of the delay window,
m the number of simultaneously transmitted replicas and a indicates that all transmitted
replicas are of different amplitudes. The receiver block diagram is given in Figure 15.10.
Let us assume that we have flat fading. We will characterize the channel coefficient
(attenuation) for user k′ with αk′ . In the case of K users, equation (15.85) becomes

r(t) =
m∑

l=1

K∑
k′=1

αk′Ak′lbk′l(t)sk′(t − µk′l(k)Tc − τk′) cos(ωt + θk′) (15.90)

In order to better understand the nature of the CDMA interfering signal, let us analyze
the output of the correlators from Figure 15.10.

When the input signal of the form given by equation 15.90 is frequency down converted
and passed through the matched filters at the reference receiver k′ = r , the collection
(union represented by ∪) of the M complex outputs of the filters can be represented as

⋃
k∈{M}

yrk(t) =
⋃

k∈{M}

∑
l

∑
k′

[αk′Ak′lbk′l(t)ρk′r{t − µrl(k)Tc

+ µk′l(k)Tc − 	τk′ } exp j(θk′ − θ̂r )]

=
⋃

kl∈{m}
{yrkl(t) + irk(t)} +

⋃
k∈{M−m}

irk(t) (15.91)

where with notation φk′ = θk′ − θ̂r , 	τk′ = τk′ − τ̂r

yrkl(t) = αrArlbrl(t)ρrr {t − 	τr} exp jφr
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irk(t) =
∑

l

∑
k′

lk′ �=lr

αk′Ak′lbk′l(t)ρk′r{t − µrl(i)Tc + µk′l(i)Tc − 	τ ′
k} exp jφ′

k (15.92)

In this equation, yrkl(t) is the useful signal component carrying the information encoded
in brl(t) and the combination of Arl and µrl(k). To simplify notation, this component
will be referred to as yu(t) whenever further specification is not necessary.

Delay hopping amMτ -CDMA (amMτ -CDDHMA): Parameter irk(t), in equation (15.92),
is the overall interference in the kth branch of the reference receiver generated by all
other K − 1 users and (m − 1) other signals of the reference user itself. If parameters αk′

are very much different (near far effect), irk(t) [simplified notation i(t)] can reach higher
values than the signal for some time (delay) slots. If the output of the matched filter
for the MFR is sampled every Tc seconds (tj = jTc) and if in F out of N time (delay)
slots i(jTc) > yu(jTc), we define the near far factor f = F/N . For those slots where
i(jTc) > yu(jTc), the signal cannot be detected. The traditional CDMA system has to use
optimum or some form of suboptimum multiuser detector to cope with the near far effect.

In this section we use analogy with the FH system and introduce delay hopping. The
basic idea is that if in one symbol interval i(jTc) > yu(jTc) at the expected position of the
signal correlation peaks, then with hopping the position of the delay window the situation
for the next symbol should change. Proper interleaving should correct these occasional
symbol errors. For these purposes, we additionally introduce delay in the code by factor
τh = h(t − iTs)Tc = h(i)Tc for h ∈ [0,H ] and H ∈ [0, N ]. In this case equations 15.90
and 15.92 become

r(t − iTs) =
m∑

l=1

K∑
k′=1

αk′Ak′lbk′l(t)sk′(t − hk′(i)Tc − µk′l(k)Tc − τk′) cos(ωt + θk′)

yrkl(t − iTs) = αrArlbrl(t)ρrr {t − 	τr} exp jφr

irk(t − iTs) =
∑

l

∑
k′

lk′ �=lr

[αk′Ak′lbk′l(t) × ρk′r{t − hr(i)Tc

− µrl(i)Tc + hk′(i)Tc + µk′l(i)Tc − 	τk′ } exp jφk′] (15.93)

The extension to I and Q signal formats is straightforward. This system will be referred to
as amMτ -CDDHMA where amMτ has the same meaning as before and Code Division
Delay Hopping Multiple Access (CDDHMA) stands for code-division delay hopping
multiple access. The receiver block diagram is given in Figures 15.8 to 15.11.

15.4.2 CDMA channel models

Gilbert model : As already indicated earlier, for the purposes of this analysis we can
use Gilbert model for CDMA interference. In other words, on a given delay slot of Tc
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seconds wide i(t) is a sum of all phasors in equation (15.92) and can be approximated
as an equivalent tone. The amplitude of this tone will depend on the cross-correlations
and mutual phases between the interfering users. In real situations, on some delay slots
this interference will be low and on others high. This will be approximated by the Gilbert
model in which a low-level interfering signal is neglected [which is represented by zero
state G(0)] and high interfering signal produces a catastrophic effect and blocks the
demodulator G(1). This model is used to characterize the near far effect with the near
far factor f defined as the probability that for a given delay τk the channel is in the
state Gk(1).

Gaussian model : We can approximate i(t) as a Gaussian interference with zero mean
and variance

σ 2 ∼= (K − 1)mα2A
2
/G (15.94)

The model is appropriate when all interfering signals have comparable levels.

CW model : In this model, i(t) is approximated as an equivalent tone (phasor) with
random phase θ ∈ [0, 2π] and power given by equation 15.94. This model is appropriate
if there are few predominant interferers.

15.4.3 Performance measure

As a performance measure, we will be discussing symbol error rate or the system efficiency
improvement factor defined as [43]

E = [(1 − P)n]/[(1 − P0)n0] (15.95)

In equation (15.95) n is the number of bits per symbol, P is the bit error rate and (1–P )n
is the average number of correctly transmitted bits per symbol. The same parameters with
index zero refer to the standard modulation (m = 1, M = 1). By splitting the available
signal power on m replicas, the system will be more error prone but the average number
of correctly transmitted bits should be still higher. For reasons of simplicity, derivation
of symbol error rate for different receiver structures is given in Appendices 1 to 4.

15.4.4 Receiver near far resistance

By definition, near far resistance (nfr) is given as

nfr = 1 − f (15.96)

where f is the probability that for a given delay τk the channel is in state Gk(1).
For CDDHMA system this parameter can be further improved by modifying the trans-
mit/receive algorithms as defined in the sequel.

Option #1/Interleaving plus block coding : In the standard version of the system, inter-
leaving with depth D and error-correcting coding with block length D and correction
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capability e are used. The frame error will occur if the number of bad slots (i > yu) out
of D is larger than e.

f ′ =
D∑

k=e

(
D

k

)
f k(1 − f )D−k; nfr ′ = 1 − f ′ (15.97)

Option #2/Time diversity : If time diversity is used by repeating the information (2D +
1) times and majority logic decision, then

f ′′ =
2D+1∑

k=D+1

(
2D + 1

k

)
f k(1 − f )2D+1−k; nfr ′′ = 1 − f ′′ (15.98)

In other words, if the information is repeated 2D + 1 times, and if the decision is made in
favor of the word appearing more than D times, then the final decision will be in error if
the word error occurred more than D times. One should be aware that system efficiency
defined by equation (15.95) is now reduced by factor 2D + 1 (E ⇒ E/(2D + 1))

Option #3/Combination of coding and time diversity : If options #1 and #2 are combined,
which means interleaving plus coding plus time diversity are used, we have

f 1&2 = f ′′(f ′) =
2D+1∑

k=D+1

(
2D + 1

k

)
f ′k(1 − f ′)2D+1−k; nfr1&2 = 1 − f 1&2

Option #4/System with preamble: If a control word of length c together with d data bits
in the frame is used in the transmitter, then for 2D + 1 time diversity we have

f ′′′ = f 2D+1; nf r ′′′ = 1 − f ′′′; E ⇒ Ed/(c + d)(2D + 1) (15.99)

In other words, it is enough to recognize at least one correct preamble, which is an
indication that the whole frame is not damaged. Here we make an assumption that MAI
has a predominant impact on BER

Option #5 Combination of options #1 and #4 : In this case

f 1&4 = f ′′′(f ′) = f ′2D+1; nfr1&4 = 1 − f 1&4 (15.100)

For illustration purposes, efficiency improvements as a function of the number of users for
coherent and noncoherent detection, Gaussian interference model and no fading channel
are presented in Figure 15.12. The set of curves is obtained for two values of SNR (4 and
16 dB) and a number of combinations for M and m. For high SNR (16 dB), parameter E

is larger than one for the large scale of parameters. For smaller K , parameter E is higher
if m is larger. If m is lower, the maximum value of E is lower but E remains above one
for higher K . Curves for noncoherent detection are presented in the same figure. We can
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Figure 15.12 Efficiency improvement as a function of the number of users (coherent detection).

see that parameter E for noncoherent detection is lower and lower m is uniformly the
better choice. For lower SNR the improvement factor is lower.

Figure 15.13 represents the same results as Figure 15.12 but in the case when the signal
is propagating through Rayleigh fading channel. In general, the improvement factor is
lower and only for the few users in the channel larger than one.

A three-dimensional figure (Figure 15.14) represents parameter E for amMτ -CDMA
system for m = 2. Under the assumption that A2

1 + A2
2 = 1, the maximum value for E is

obtained if A2
1 ≈ 0.75. This also will depend on K as demonstrated in Figure 15.15.

Efficiency improvement versus K for amMτ -CDMA system is presented in Figure 15.16
for continuous wave (CW) model of MAI. The interpretation of these results is very much
similar to those shown in Figures 15.12 and 15.13.

Finally, near far resistance, nfr, is presented in Figure 15.17 with Gilbert model of
MAI. This figure is a key result of this analysis. Without going into reasons of what has
caused a certain level of near far effect, characterized by the near far factor f , one can see
a considerable improvement in the system’s near far resistance. One should keep in mind
that system efficiency will be also reduced for different solutions as discussed before. If
E < 1, then m = 1 and M = 1 should be used (E = 1) and still with delay hopping near
far self-resistance will be preserved.
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Figure 15.13 Efficiency improvement of mMτ -CDMA system as a function of the number of
users (coherent detection, Rayleigh fading of useful signal).
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APPENDIX 1 COHERENT DETECTION
OF (mM τ -CDMA)

A. Gaussian interference model

Signals at the output of integrators are Gaussian-distributed, with the following probability
distribution functions (pdfs):
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p(Uk) = 1√
2π(σ 2

n + σ 2
J )

exp

(
− (Uk − ac)

2

2(σ 2
n + σ 2

J )

)
, k = 1, 2, . . . , m (A1.1)

p(Uk) = 1√
2π(σ 2

n + σ 2
J )

exp

(
− U 2

k

2(σ 2
n + σ 2

J )

)
, k = m + 1, m + 2, . . . ,M (A1.2)

where ac = αA is the received useful signal amplitude, σ 2
n is the additive Gaussian noise

variance and σ 2
J is the interference power.

The probability of a correct decision is

Pc = P(U1 > Um+1, U1 > Um+2, . . . , U1 > UM)

× P(U2 > Um+1, U2 > Um+2, . . . , U2 > UM) × · · ·
× P(Um > Um+1, Um > Um+2, . . . , Um > UM) (A1.3)

where

P(U1 > Um+1, U1 > Um+2, . . . , U1 > UM)

=
∫ +∞

−∞
P(U1 > Um+1, . . . , U1 > UM |U1)p(U1) dU1

P(U2 > Um+1, U2 > Um+2, . . . , U2 > UM)

=
∫ +∞

−∞
P(U2 > Um+1, . . . , U2 > UM |U2)p(U2) dU2

...
...

...

P (Um > Um+1, Um > Um+2, . . . , Um > UM)

=
∫ +∞

−∞
P(Um > Um+1, . . . , Um > UM |Um)p(Um)dUm (A1.4)

Since all m probabilities are equal, we will determine the first one

P(U1 > Um+1|U1) =
∫ U1

−∞
p(Um+1) dUm+1 = 1

2


1 + erf


 U1√

2(σ 2
n + σ 2

J )





 (A1.5)

P (U1 > Um+1, U1 > Um+2, . . . , U1 > UM) =
∫ +∞

−∞
P(U1 > Um+1|U1)

M−mp(U1) dU1

= 1

2M−m
√

π

∫ +∞

−∞
e−x2

[
1 + erf

(
x +

√
a2

c

2(σ 2
n + σ 2

J )

)]M−m

dx (A1.6)
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Probability of a correct decision is

Pc =

 1

2M−m
√

π

∫ +∞

−∞
e−x2

[
1 + erf

(
x +

√
a2

c

2(σ 2
n + σ 2

J )

)]M−m

dx




m

(A1.7)

The error probability now becomes

Ps = 1 − Pc = Fcoh(a
2
c )

= 1 −

 1

2M−m
√

π

∫ +∞

−∞
e−x2

[
1 + erf

(
x +

√
a2

c

2(σ 2
n + σ 2

J )

)]M−m

dx




m

(A1.8)

Because of Rayleigh fading, ac has the following pdf:

f (ac) = ac

σ 2
c

exp
(
− a2

c

2σ 2
c

)
(A1.9)

where 2σ 2
c is the signal power.

After averaging over ac, the error probability becomes

Ps =
∫ +∞

0
Fcoh(x · 2σ 2

c ) exp(−x) dx (A1.10)

CW interference model

Signals at the output of integrators are Gaussian-distributed, with the following pdfs:

p(Uk) = 1√
2πσ 2

n

exp


−

(Uk −
√

a2
c + a2

J + 2acaJ cos θ)2

2σ 2
n


 , k = 1, 2, . . . , m

(A1.11)

p(Uk) = 1√
2πσ 2

n

exp
(
− (Uk − aJ )2

2σ 2
n

)
, k = m + 1, m + 2, . . . , M (A1.12)

where aJ is the interference amplitude, and θ is the interference phase relative to the useful
signal, uniformly distributed in 0 to 2π interval. The probability of a correct decision is

Pc = P(U1 > Um+1, U1 > Um+2, . . . , U1 > UM)

× P(U2 > Um+1, U2 > Um+2, . . . , U2 > UM) × · · ·
× P(Um > Um+1, Um > Um+2, . . . , Um > UM) (A1.13)
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where

P(U1 > Um+1, U1 > Um+2, . . . , U1 > UM)

=
∫ +∞

−∞
P(U1 > Um+1, . . . , U1 > UM |U1)p(U1) dU1

P(U2 > Um+1, U2 > Um+2, . . . , U2 > UM)

=
∫ +∞

−∞
P(U2 > Um+1, . . . , U2 > UM |U2)p(U2) dU2

...
...

...

P (Um > Um+1, Um > Um+2, . . . , Um > UM)

=
∫ +∞

−∞
P(Um > Um+1, . . . , Um > UM |Um)p(Um) dUm (A1.14)

Since all m probabilities are equal, we will determine the first one

P(U1 > Um+1|U1) =
∫ U1

−∞
p(Um+1)dUm+1 = 1

2

(
1 + erf

(
U1 − aJ√

2σ 2
n

))
(A1.15)

P (U1 > Um+1, U1 > Um+2, . . . , U1 > UM |θ)

=
∫ +∞

−∞
P(U1 > Um+1|U1)

M−mp(U1)dU1 = 1

2M−m
√

π

×
∫ +∞

−∞
e−x2


1 + erf


x +

√
a2

c + a2
J + 2acaJ cos θ

2σ 2
n

−
√

a2
J

2σ 2
n







M−m

dx

(A1.16)

After averaging over θ , we get

P(U1 > Um+1, . . . , U1 > UM) = 1

2π

∫ 2π

0
P(U1 > Um+1, . . . , U1 > UM |θ) dθ (A1.17)

The error probability is

Ps = 1 − P(U1 > Um+1, . . . , U1 > UM)m = 1 − FcohCW(a2
c ) (A1.18)

Because of Rayleigh fading, ac has the pdf defined by equation (A1.9). After averaging
over ac, the error probability becomes

Ps =
∫ +∞

0
(1 − FcohCW(x · 2σ 2

c )) exp(−x) dx (A1.19)
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APPENDIX 2 COHERENT DETECTION
OF (amM τ -CDMA)

We will consider the case of m = 2 and arbitrary M .

Gaussian interference model

Signals at the output of integrators are Gaussian-distributed, with the following pdfs:

p(Uk) = 1√
2π(σ 2

n + σ 2
J )

exp

(
− (Uk − ack)

2

2(σ 2
n + σ 2

J )

)
, k = 1, 2 (A2.1)

p(Uk) = 1√
2π(σ 2

n + σ 2
J )

exp

(
− U 2

k

2(σ 2
n + σ 2

J )

)
, k = 3, . . . ,M (A2.2)

where ack is the received useful signal amplitude (ack = αAk, A
2
1 + A2

2 = 1), σ 2
n is the

additive Gaussian noise variance and σ 2
J is the interference power. The probability of a

correct decision is

Pc = P(U1 > U2, U1 > U3, . . . , U1 > UM) × P(U2 > U3, U2 > U4, . . . , U2 > UM)

(A2.3)

where

P(U1 > U2, U1 > U3, . . . , U1 > UM)

=
∫ +∞

−∞
P(U1 > U2, . . . , U1 > UM |U1)p(U1) dU1

P(U2 > U3, U2 > U4, . . . , U2 > UM)

=
∫ +∞

−∞
P(U2 > U3, . . . , U2 > UM |U2)p(U2) dU2 (A2.4)

P(U1 > U2|U1)

=
∫ U1

−∞
p(U2)dU2 = 1

2


1 + erf


 U1 − ac2√

2(σ 2
n + σ 2

J )





 (A2.5)

P(U1 > U3|U1) = · · · = P(U1 > UM |U1)

=
∫ U1

−∞
p(U3) dU3 = 1

2


1 + erf


 U1√

2(σ 2
n + σ 2

J )





 (A2.6)

P(U2 > U3|U2) = · · · = P(U2 > UM |U2)

=
∫ U2

−∞
p(U3) dU3 = 1

2


1 + erf


 U2√

2(σ 2
n + σ 2

J )





 (A2.7)
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The probability of a correct decision is

Pc =
∫ +∞

−∞

∫ U1

−∞
P(U1 > U2|U1)P (U1 > U3|U1)

M−2

× P(U2 > U3|U2)
M−2p(U1)p(U2)dU2dU1 (A2.8)

Pc =
∫ +∞

−∞

∫ x+ ac1−ac2√
2(σ 2

n +σ 2
J
)

−∞


1

2


1 + erf


x + ac1 − ac2√

2(σ 2
n + σ 2

J )










×

1

2


1 + erf


x + ac1√

2(σ 2
n + σ 2

J )










M−2

×

1

2


1 + erf


x + ac2√

2(σ 2
n + σ 2

J )





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


M−2

e−x2
e−y2

dy dx (A2.9)

The error probability now becomes

Ps = Fcoha(a
2
c1, a

2
c2) = 1 − Pc (A2.10)

Because of Rayleigh fading, ack has the following pdf:

f (ack) = ack

σ 2
ck

exp

(
− a2

ck

2σ 2
ck

)
, k = 1, 2 (A2.11)

where 2σ 2
ck is the signal power. After averaging over ack , the error probability becomes

Ps =
∫

ac1

∫
ac2

Fcoha(a
2
c1, a

2
c2)f (ac1)f (ac2) dac1 dac2 (A2.12)

CW interference model

Signals at the output of integrators are Gaussian-distributed, with the following pdfs:

p(Uk) = 1√
2πσ 2

n

exp


−

(
Uk −

√
a2

ck + a2
J + 2ackaJ cos θ

)2

2σ 2
n


 , k = 1, 2 (A2.13)

p(Uk) = 1√
2πσ 2

n

exp
(
− (Uk − aJ )2

2σ 2
n

)
, k = 3, 4, . . . ,M (A2.14)
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where aJ is the interference amplitude, and θ is the interference phase relative to the useful
signal, uniformly distributed in 0 to 2π interval. The probability of a correct decision is

Pc = P(U1 > U2, U1 > U3, . . . , U1 > UM) × P(U2 > U3, U2 > U4, . . . , U2 > UM)

(A2.15)

where

P(U1 > U2, U1 > U3, . . . , U1 > UM)

=
∫ +∞

−∞
P(U1 > U2, . . . , U1 > UM |U1)p(U1)dU1

P(U2 > U3, U2 > U4, . . . , U2 > UM)

=
∫ +∞

−∞
P(U2 > U3, . . . , U2 > UM |U2)p(U2)dU2 (A2.16)

P(U1 > U2|U1, θ) =
∫ U1

−∞
p(U2) dU2

= 1

2


1 + erf
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√
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J + 2ac2aJ cos θ√
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



 (A2.17)

P(U1 > U3|U1, θ) = · · · = P(U1 > UM |U1)

=
∫ U1

−∞
p(U3)dU3 = 1

2

(
1 + erf

(
U1√
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n
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(A2.18)

P(U2 > U3|U2, θ) = · · · = P(U2 > UM |U2)

=
∫ U2

−∞
p(U3)dU3 = 1

2

(
1 + erf

(
U2√
2σ 2

n
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(A2.19)

Conditional probability of a correct decision is

Pc(θ) =
∫ +∞

−∞

∫ U1

−∞
P(U1 > U2|U1, θ)P (U1 > U3|U1, θ)M−2

× P(U2 > U3|U2, θ)M−2p(U1)p(U2) dU2 dU1

After averaging over θ , we get

Pc = 1

2π

∫ 2π

0
Pc(θ) dθ (A2.20)

The error probability now becomes

Ps = 1 − Pc = 1 − FcohCWa(a
2
c1, a

2
c2) (A2.21)
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After averaging over ack , the error probability becomes

Ps =
∫

ac1

∫
ac2

(1 − FcohCWa(a
2
c1, a

2
c2))f (ac1)f (ac2) dac1 dac2 (A2.22)

APPENDIX 3 NONCOHERENT DETECTION
OF (mM τ -CDMA)

Gaussian interference model

Signals at the output of detectors are Rician- and Rayleigh-distributed, with the follow-
ing pdfs:

p(Uk) = Uk
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J

exp
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c
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)
I0
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, k = 1, 2, . . . , m (A3.1)

p(Uk) = Uk

σ 2
n + σ 2

J

exp

(
− U 2

k

2(σ 2
n + σ 2

J )

)
, k = m + 1, m + 2, . . . ,M (A3.2)

Probability of a correct decision is

Pc = P(U1 > Um+1, U1 > Um+2, . . . , U1 > UM)

× P(U2 > Um+1, U2 > Um+2, . . . , U2 > UM) × · · ·
× P(Um > Um+1, Um > Um+2, . . . , Um > UM) (A3.3)

where

P(U1 > Um+1, U1 > Um+2, . . . , U1 > UM)

=
∫ +∞

0
P(U1 > Um+1, . . . , U1 > UM |U1)p(U1) dU1

P(U2 > Um+1, U2 > Um+2, . . . , U2 > UM)

=
∫ +∞

0
P(U2 > Um+1, . . . , U2 > UM |U2)p(U2) dU2 . . .

P (Um > Um+1, Um > Um+2, . . . , Um > UM)

=
∫ +∞

0
P(Um > Um+1, . . . , Um > UM |Um)p(Um) dUm (A3.4)

Since all m probabilities are equal, we will determine the first one

P(U1 > Um+1|U1) =
∫ U1

0
p(Um+1)dUm+1 = 1 − exp

(
− U 2

1

2(σ 2
n + σ 2

J )

)
(A3.5)
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P(U1 > Um+1, U1 > Um+2, . . . , U1 > UM)

=
∫ +∞

0
P(U1 > Um+1|U1)

M−mp(U1)dU1

=
M−m∑
k=0

(−1)k
(

M − m

k

)
1

k + 1
exp

(
− a2

c

2(σ 2
n + σ 2

J )

k

k + 1

)
(A3.6)

The probability of a correct decision is

Pc =
(

M−m∑
k=0

(−1)k
(

M − m

k

)
1

k + 1
exp

(
− a2

c

2(σ 2
n + σ 2

J )

k

k + 1

))m

(A3.7)

The error probability now becomes

Ps = 1 − Pc = Fnoncoh(a
2
c )

= 1 −
(

M−m∑
k=0

(−1)k
(

M − m

k

)
1

k + 1
exp

(
− a2

c

2(σ 2
n + σ 2

J )

k

k + 1

))m

(A3.8)

In the presence of Rayleigh fading, ac has pdf given by

f (ac) = ac

σ 2
c

exp
(
− a2

c

2σ 2
c

)
, (A3.9)

and the error probability is

Ps =
∫ +∞

0
Fnoncoh(x · 2σ 2

c ) exp(−x) dx (A3.10)

CW interference model

Signals at the output of detectors are Rician-distributed, with the following pdfs:

p(Uk) = Uk

σ 2
n

exp

(
−U 2

k + a2
c + a2

J + 2acaJ cos θ

σ 2
n

)
I0

×



√
a2

c + a2
J + 2acaJ cos θ

σ 2
n

Uk


 , k = 1, 2, . . . , m (A3.11)

p(Uk) = Uk

σ 2
n

exp

(
−U 2

k + a2
J

σ 2
n

)
I0

(
aJ

σ 2
n

Uk

)
, k = m + 1, m + 2, . . . ,M

(A3.12)
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The probability of a correct decision is

Pc = P(U1 > Um+1, U1 > Um+2, . . . , U1 > UM)

× P(U2 > Um+1, U2 > Um+2, . . . , U2 > UM) × · · ·
× P(Um > Um+1, Um > Um+2, . . . , Um > UM) (A3.13)

P(U1 > Um+1, U1 > Um+2, . . . , U1 > UM)

=
∫ +∞

0
P(U1 > Um+1, . . . , U1 > UM |U1)p(U1) dU1

P(U2 > Um+1, U2 > Um+2, . . . , U2 > UM)

=
∫ +∞

0
P(U2 > Um+1, . . . , U2 > UM |U2)p(U2) dU2 . . .

P (Um > Um+1, Um > Um+2, . . . , Um > UM)

=
∫ +∞

0
P(Um > Um+1, . . . , Um > UM |Um)p(Um) dUm (A3.14)

Since all m probabilities are equal, we will determine the first one

P(U1 > Um+1|U1) =
∫ U1

0
p(Um+1)dUm+1

=
∫ U2

1 /(2σ 2
n )

0
exp

(
−x − a2

J

2σ 2
n

)
I0

(aJ

σ

√
2x

)
dx = F1

(
U 2

1

2σ 2
n

)
(A3.15)

P(U1 > Um+1, . . . , U1 > UM |θ)

=
∫ +∞

0
P(U1 > Um+1|U1)

M−mp(U1)dU1 =
∫ +∞

0
F1(x)M−m

× exp

(
−x − a2

c + a2
J + 2acaJ cos θ

2σ 2
n

)
I0




√
a2

c + a2
J + 2acaJ cos θ

σn

√
2x


 dx

(A3.16)

After averaging over θ , we get

P(U1 > Um+1, . . . , U1 > UM) = 1

2π

∫ 2π

0
P(U1 > Um+1, . . . , U1 > UM |θ)dθ (A3.17)

The error probability is

Ps = 1 − P(U1 > Um+1, . . . , U1 > UM)m = 1 − FnoncohCW(a2
c ) (A3.18)
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Because of Rayleigh fading, ac has the pdf defined by equation. (A3.9). After averaging
over ac, the error probability becomes

Ps =
∫ +∞

0
(1 − FnoncohCW(x · 2σ 2

c )) exp(−x) dx (A3.19)

APPENDIX 4 NONCOHERENT DETECTION
OF (amM τ -CDMA)

Gaussian interference model

Signals at the output of detectors are Rician- and Rayleigh-distributed, with the follow-
ing pdfs:

p(Uk) = Uk

σ 2
n + σ 2

J

exp

(
− U 2

k + a2
ck

2(σ 2
n + σ 2

J )

)
I0

(
ack

σ 2
n + σ 2

J

Uk

)
, k = 1, 2 (A4.1)

p(Uk) = Uk

σ 2
n + σ 2

J

exp

(
− U 2

k

2(σ 2
n + σ 2

J )

)
, k = 3, 4, . . . , M (A4.2)

The probability of a correct decision is

Pc = P(U1 > U2, U1 > U3, . . . , U1 > UM) × P(U2 > U3, U2 > U4, . . . , U2 > UM)

(A4.3)

where

P(U1 > U2, U1 > U3, . . . , U1 > UM)

=
∫ +∞

−∞
P(U1 > U2, . . . , U1 > UM |U1)p(U1) dU1

P(U2 > U3, U2 > U4, . . . , U2 > UM)

=
∫ +∞

−∞
P(U2 > U3, . . . , U2 > UM |U2)p(U2) dU2 (A4.4)

P(U1 > U2|U1) =
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0
p(U2)dU2

=
∫ U2
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P(U1 > U3|U1) = · · · = P(U1 > UM |U1)

=
∫ U1

0
p(U3)dU3 = 1 − exp

(
− U 2

1

2(σ 2
n + σ 2

J )

)
(A4.6)

P(U2 > U3|U2) = · · · = P(U2 > UM |U2)

=
∫ U2

0
p(U3)dU3 = 1 − exp

(
− U 2

2

2(σ 2
n + σ 2

J )

)
(A4.7)
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Conditional probability of a correct decision is

Pc(θ) =
∫ +∞

−∞

∫ U1

−∞
P(U1 > U2|U1, θ)P (U1 > U3|U1, θ)M−2

× P(U2 > U3|U2, θ)M−2p(U1)p(U2) dU2 dU1 (A4.8)

After averaging over θ , we get

Pc = 1

2π

∫ 2π

0
Pc(θ)dθ (A4.9)

The error probability now becomes

Ps = Fnoncoha(a
2
c1, a

2
c2) = 1 − Pc (A4.10)

After averaging over ack , the error probability becomes

Ps =
∫

ac1

∫
ac2

Fnoncoha(a
2
c1, a

2
c2)f (ac1)f (ac2) dac1 dac2 (A4.11)

CW interference model

Signals at the output of detectors are Rician-distributed, with the following pdfs:

p(Uk) = Uk
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p(Uk) = Uk

σ 2
n

exp

(
−U 2

k + a2
J

σ 2
n

)
I0

(
aJ

σ 2
n

Uk

)
, k = 3, 4, . . . , M (A4.13)

The probability of a correct decision is

Pc = P(U1 > U2, U1 > U3, . . . , U1 > UM)

× P(U2 > U3, U2 > U4, . . . , U2 > UM) (A4.14)

where

P(U1 > U2, U1 > U3, . . . , U1 > UM)

=
∫ +∞

−∞
P(U1 > U2, . . . , U1 > UM |U1)p(U1) dU1
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P(U2 > U3, U2 > U4, . . . , U2 > UM)

=
∫ +∞

−∞
P(U2 > U3, . . . , U2 > UM |U2)p(U2) dU2 (A4.15)
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P(U1 > U3|U1, θ) = · · · = P(U1 > UM |U1, θ) =
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0
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P(U2 > U3|U2, θ) = · · · = P(U2 > UM |U2, θ) =
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Conditional probability of a correct decision is

Pc(θ) =
∫ +∞

−∞

∫ U1

−∞
P(U1 > U2|U1, θ)P (U1 > U3|U1, θ)M−2

× P(U2 > U3|U2, θ)M−2p(U1)p(U2) dU2 dU1 (A4.19)

After averaging over θ , we get

Pc = 1

2π

∫ 2π

0
Pc(θ) dθ (A4.20)

The error probability now becomes

Ps = 1 − Pc = 1 − FnoncohCWa(a
2
c1, a

2
c2) (A4.21)

After averaging over ack , the error probability becomes

Ps =
∫

ac1

∫
ac2

(1 − FnoncohCWa(a
2
c1, a

2
c2))f (ac1)f (ac2) dac1 dac2 (A4.22)
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16

Standards

In this chapter we discuss the basic Code Division Multiple Access (CDMA) standards
and give a brief history of the standard proposals. We present the main system parameters,
which are essential for the understanding of the system concept (common air interface) of
each standard. At this stage we use what we have learnt so far in this book to discuss the
motivations behind the solutions. We believe that at the end of the book the reader should
have the required knowledge to follow the closing discussion on the various choices for the
different system parameters, and all the advantages and the drawbacks of these choices.

16.1 IS 95 STANDARD

16.1.1 Reverse link

Available channels in the uplink are shown in Figure 16.1. A block diagram of a reverse
channel data path is shown in Figure 16.2. Data and chip rates in different points in
the system are indicated on the picture. The voice source is encoded by using variable
rate codec with four possible rates of 1.2 to 9.6 kbps. This is the way to exploit voice
activity factor.

Prior to modulation, convolutional encoder and block interleaver are used.
Modulation for the reverse CDMA channel is 64-ary orthogonal signaling. One of the

possible modulation symbols will be transmitted for each six-code symbol.

Modulation symbol number = c0 + 2c1 + 4c2 + 8c3 + 16c4 + 32c5 (16.1)

c5 shall represent the last or the most recent and c0 the first or the oldest binary valued (0
and 1) code symbol of each group of six code symbols that form a modulation symbol.
One out of 64 Walsh symbols is transmitted for each different value of equation (16.1).
Construction rules for Walsh functions are described in Chapter 2. On the basis of the chip
rate 1.22881447 Mchips (indicated in Figure 16.2), the period of time required to transmit
a single modulation symbol, referred to as a Walsh symbol interval, will be approximately
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Figure 16.1 Example of logical reverse CDMA channels received at a base station.
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Figure 16.2 Reverse CDMA channel data path example.

equal to 208.333 µs. The period of time associated with 164th of the modulation symbol
is referred to as a Walsh chip and will be approximately equal to 3.2552083333. . . µs.

The reverse traffic channel numerology is shown in Table 16.1.

16.1.2 Direct-sequence spreading

The reverse traffic channel and the access channel will be combined with three differ-
ent pseudonoise (PN) sequences. Data and PN sequence combination involves modulo-2
addition of the encoded, interleaved data stream with two PN code streams, each operating
at 1.2288 MHz. The first sequence is referred to as the long code sequence. This sequence
shall be a time shift of a sequence of length 242 –1 chips and shall be generated by a
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Table 16.1 Reverse traffic channel numerology

Data Rate (bps)

Parameter 9600 4800 2400 1200 Units
PN chip rate 1.2288 1.2288 1.2288 1.2288 Mcps
Code rate 1/3 1/3 1/3 1/3 Bits/code sym
TX duty cycle 100.0 50.0 25.0 12.5 %
Code symbol rate 28 800 28 800 28 800 28 800 Sps
Modulation 6 6 6 6 Code sym/

Walsh sym
Walsh symbol rate 4800 4800 4800 4800 Sps
Walsh chip rate 307.20 307.20 307.20 307.20 kcps
Walsh symbol 208.33 208.33 208.33 208.33 µs
PN chips/code 42.67 42.67 42.67 42.67 PN chip/

symbol code sym
PN chips/Walsh 256 256 256 256 PN chip/

symbol Walsh sym
PN chips/Walsh 4 4 4 4 PN chip/

chip Walsh sym

1

39841 2 53 6 97 10 40 41 42

Modulo-2 addition

lsb msb

42-Bit logic code matrix
Long code sequence

x1 x2 x3 x4 x 5 x6 x7 x8 x10 x39 x40 x 41 x 42x 9

Figure 16.3 Long code generation and masking.

linear generator using the following polynomial:

p(x) = x42 + x35 + x33 + x31 + x27 + x26 + x25 + x22 + x21 + x19

+ x18 + x17 + x16 + x10 + x7 + x6 + x5 + x3 + x2 + x1 + 1.

The long code will be generated by masking the 42-bit state variables of the generator
with a 42-bit mask. The actual PN sequence is generated by the modulo-2 addition of all
42 masked output bits of the sequence generator as shown in Figure 16.3.

16.1.3 Code mask

The structure of the code mask is shown in Figure 16.4. The mask, used for the PN
spreading, will vary depending on the channel type on which the mobile station is com-
municating. Access channel M24 through M41 shall be set to ‘1’. M19 through M23 shall



568 STANDARDS

  PCN  1• • • 

• • • 

41
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41 40 39

0

0 1

0 0 0

32 31

24 23 19 18 16 15 9 8 0

0

0

Access channel long code mask

1 1 ACN REG_ZONE PILOT_PN

PCN — Paging channel number
ACN — Access channel number
REG_ZONE — Registration zone for the forward CDMA channel
PILOT_PN — PN offset for the forward CDMA channel

Public long code mask

ESN

Private long code mask

Private long code

Figure 16.4 Long code mask format.

be set to the access channel number chosen randomly. M16 through M18 shall be set to
the code channel for the associated paging channel (i.e. the range shall be 1 through 7).
M9 through M15 shall be set to the REG ZONE for the current base station (BS). M0

through M8 shall be set to the PILOT PN value for the CDMA channel.
In the reverse traffic channel the mobile station shall use one of two long codes unique

to that mobile station: a public long code unique to the mobile station’s electronic serial
number (ESN) and a private long code unique for each mobile identification number
(MIN). The public long code shall be as follows: M32 through M41 shall be set to ‘0’ and
M0 through M31 shall be set to the mobile station’s ESN value.

The second and third PN sequences are the I and Q ‘short codes’. The reverse access
channel and the reverse traffic channel shall be offset quadrature phase shift keying
(OQPSK) spread prior to actual transmission. This offset quadrature spreading on the
reverse channel shall use the same I and Q PN codes as the forward I and Q PN codes.
These codes are of length 215. The reverse CDMA channel I and Q codes shall be the
zero-time offset codes. The generating functions for the I and Q short PN codes shall be
as follows:

PI(x) = x15 + x13 + x9 + x8 + x7 + x5 + 1

PQ(x) = x15 + x12 + x11 + x10 + x6 + x5 + x4 + x3 + 1

16.1.4 Data burst randomizer algorithm

The data burst randomizer generates a masking stream of 0 s and 1 s that randomly mask
out the redundant data generated by the code repetition. The masking stream pattern is
determined by the frame data rate and by the block of 14 bits taken from the long code
sequence. These mask bits are synchronized with the data flow and the data is selectively
masked by these bits through the operation of the digital filter. The 1.2288-MHz-long
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code sequence shall be input to a 14-bits shift register, which is shifted at 1.2288 MHz.
The contents of this shift register shall be loaded into a 14-bit latch exactly one power
control group (1.25 ms) before each reverse traffic channel frame boundary.

b0b1b2b3b4b5b6b7b8b9b10b11b12b13

The binary (0 and 1) contents of this latch shall be denoted as where b0 shall represent
the first bit to enter the shift register and b13 shall represent the last (or most recent) bit to
enter the sift register. Each 20-ms reverse traffic channel frame shall be divided into 16
equal length (i.e. 1.25 ms) power control groups numbered from 0 to 15. The data burst
randomizer algorithm shall be as follows:

Data rate selected: 9600 bps

Frame transmission shall occur on power control groups numbered

0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15

Data rate selected: 4800 bps

Frame transmission shall occur on power control groups numbered

b0, 2 + b1, 4 + b2, 6 + b3, 8 + b4, 10 + b5, 12 + b6

Data rate selected: 2400 bps

Frame transmission shall occur on power control groups numbered

b0 if b8 = 0, 2 + b1 if b8 = 1

4 + b2 if b9 = 0, 6 + b3 if b9 = 1

8 + b4 if b10 = 0, 10 + b5 if b10 = 1

12 + b6 if b11 = 0, 14 + b7 if b11 = 1

Data rate selected: 1200 bps

Frame transmission shall occur on power control groups numbered

b0 if (b8 = 0 and b12 = 0), 2 + b1 if (b8 = 1 and b12 = 0)

4 + b2 if (b9 = 0 and b12 = 1), 6 + b3 if (b9 = 1 and b12 = 1)

8 + b4 if (b10 = 0 and b13 = 0), 10 + b5 if (b10 = 1 and b13 = 0)

12 + b6 if (b11 = 0 and b13 = 1), 14 + b7 if (b11 = 1 and b13 = 1)

An example is shown in Figure 16.5.



570 STANDARDS

b 
0 

b 
1 

b 
3 

b 
5 

b 
6 

b 
7 

b 
8 

b 
1 
0 

b 
1 
2 

b 
2 

b 
4 

b 
9 

b 
1 
3 

b 
1
1

20 ms = 193 bits = 576 code symbols 
 = 96 walsh symbols = 16 power control groups

1.25 ms = 12 bits = 36 code symbols
 = 6 Walsh symbols = 1 power control group 

Code symbols transmitted: 

Code symbols transmitted: 

Code symbols transmitted: 

Code symbols transmitted: 

Previous frame 

Previous frame 

Previous frame 

PN bits used 
for scrambling

Sample masking streams shown 
are for the 14-bit PN sequence: 
(b0, b1, …, b13) = 0 0 1 0 1 1 0 1 1 0 0 1 0 0 

PCG 15PCG 14

Power control group number 
1 33 65 97 … 481 513 545 2 34 66 98 … 452 514 546 

1 17 33 49 … 241 257 273 2 18 34 50 … 242 258 274 

1 9 17 25 … 121 129 137 2 10 18 26 … 122 130 138 

1 5 9 13 … 61 65 69 2 6 10 14  … 62 66 70 

Full rate 

1/2 rate

1/4 rate

1/8 rate

12 13 14 15 0 1 2 3 4 5 6 7 8 9 10 11 12 1413 15

12 13 14 15 0 1 2 3 4 5 6 7 8 9 10 11 12 1413 15

12 13 14 15 0 1 2 3 4 5 6 7 8 9 10 11 12 1413 15

12 13 14 15 0 1 2 3 4 5 6 7 8 9 10 11 12 1413 15

Figure 16.5 Reverse CDMA channel variable data rate transmission example.

16.1.5 Reverse traffic channel frame quality indicator

Each frame of the traffic channel shall include a frame quality indicator. For the default
multiplex option’s 9600-bps and 4800-bps transmission rates, the frame quality indicator
shall be a cyclic redundancy check (CRC). For the 9600-bps and 4800-bps rates, the
frame quality indicator (CRC) shall be calculated on all bits within the frame, except the
frame quality indicator (CRC) itself and the encoder tail bits. The 9600-bps transmission
rate shall use a 12-bit frame quality indicator (CRC), which shall be transmitted within
the 192-bit long frame. The generator polynomial for the 9600-bps rate

g(x) = x12 + x11 + x10 + x9 + x8 + x4 + x + 1

The 4800-bps transmission rate shall use a 8-bit CRC, which shall be transmitted within
the 96-bit long frame. The generator polynomial for the 4800-bps rate

g(x) = x8 + x7 + x4 + x3 + x + 1

16.1.6 The CRCs procedure

The circuit block diagrams for 9600 and 4800 bps are shown in Figures 16.6 and 16.7,
respectively. Initially, all shift register elements shall be set to logical one and the switches
shall be set in the up position. The register shall be clocked 172 times (for 192-bit frame)
or 80 times (for 96-bit frame) with the traffic or the signaling bits and mode/format
indicators as input. The switches shall be set in the down position, and the register shall
be clocked an additional 12 times (for 192-bit frame) or 8 times (for 96-bit frame).



IS 95 STANDARD 571

 

Denotes modulo-2 addition 

Up for first 172 bits 
Down for last 12 bits 

Output 

0

0 

Denotes one-bit storage element 

Input 

X0 X1 X3 X4 X7 X8 X9 X10 X11

Figure 16.6 Reverse traffic channel frame quality indicator calculation at 9600-bps rate for the
default multiplex option(1).

Denotes modulo-2 addition 

Output 

0 

 

0 

Denotes one-bit storage element 
Up for first 80 bits 
Down for last 8 bits 

Input

X 0 X 1 X2 X 3 X 4 X 5 X 6 X7

Figure 16.7 Reverse traffic channel frame quality indicator calculation at 4800-bps rate for the
default multiplex option(1).

The 12 or 8 additional output bits shall be the check bits. The bits shall be transmitted in
the order calculated.

16.1.7 Base station

Transmitter

Each BS within a given system shall use the same CDMA frequency assignments for
each of the CDMA channels. The channel structure is shown in Figures 16.8 and 16.9.

Variable data rate transmission

The forward traffic channel shall support variable data rate operation. Four data rates
are supported: 9600, 4800, 2400 and 1200 bps. The data rate shall be selectable on a
frame-by-frame (i.e. 20-ms) basis without consideration for the rate in the previous or
subsequent frames. Although the data rate may vary on a 20-ms basis, the modulation
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Figure 16.8 Example of a forward CDMA channel transmitted by a base station.

symbol rate is kept constant by code repetition at 19.2 kilo-symbols per second (ksps).
The modulation symbols that are transmitted at the lower data rates shall be transmitted
using lower energy, as shown in Table 16.2.

Note that all the symbols in the interleaver block are from the same frame. Thus they
are all transmitted at the same energy. Power control bits are always transmitted with
energy Eb.

Pilot channel

The pilot channel is transmitted at all times by the BS on each active forward CDMA
channel. It is an unmodulated spread spectrum signal that is used by a mobile station
operating within the geographic coverage area of the base station. It is used by the
mobile station to acquire synchronization with the pilot PN sequence, to provide a phase
reference and to provide sync channel frame timing.

The acquisition of the pilot channel pilot PN sequence is the first step in the process
of the mobile station acquiring the system timing or reacquiring the system timing. Code
for the pilot channel shall be a quadrature sequence of length 215 (i.e. 32768 PN chips
in length).

Code polynomial

PI(x) = x15 + x13 + x9 + x8 + x7 + x5 + 1

PQ(x) = x15 + x12 + x11 + x10 + x6 + x5 + x4 + x3 + 1

for the in-phase (I) sequence and for the quadrature (Q) phase sequence is used. The length
of these sequences is 215 –1. In order to generate a pilot PN sequence of length 215, a
binary 1 is inserted in the sequence generator output after the contiguous succession of 14
binary 0 outputs (that occurs only once per period of the sequence). The chip rate for the
pilot PN sequence shall be 1.2288 Mcps. The pilot PN sequence period is 26.666. . . ms.
Exactly 75 pilot PN sequence repetitions occur every 2 s.
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Figure 16.9 Forward CDMA channel structure.

Pilot channel index

Each BS shall use a time offset of the pilot PN sequence to identify its forward CDMA
channel. Time offsets may be reused within a CDMA cellular system, so long as the
coverage area of the BS emitting a given pilot PN sequence time offset does not overlap
the coverage area of another BS using the same pilot PN sequence time offset. Distinct
pilot channels shall be designated by an index identifying an offset value from a zero
offset pilot PN sequence (in increments of 64 PN chips). The zero offset pilot PN sequence
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Table 16.2 Transmitted
symbol energy versus

data rate

Data rate
(bps)

Energy per
modulation

symbol

9600 ES = Eb/2
4800 ES = Eb/4
2400 ES = Eb/8
1200 ES = Eb/16

shall be such that the start of the sequence shall be output at the beginning of every even
second in time, referenced to system time. The start of the zero offset pilot PN sequence
for either the I or the Q sequence shall be defined as the state of the sequence generator
for which the previous 15 outputs were ‘0’. Five hundred and eleven unique values shall
be possible for the pilot PN sequence offset (the offset index of ‘111 111 111’ binary shall
be reserved). The pilot PN sequence offset shall be denoted as a 9-bit binary pilot PN
sequence index for a given BS. The timing offset for a given pilot PN sequence shall
be equal to the offset index value multiplied by 64 multiplied by the pilot channel chip
period (= 813.802 ns). For example, if the pilot PN sequence offset index is 15 (decimal),
the pilot PN sequence offset will be 15 × 64 × 813.802 ns = 781.1 µs.

In this case the pilot PN sequence will start 781.1 µs after the start of every even
second of the system time. The same pilot PN sequence offset shall be used on all
CDMA frequency assignments for a given BS.

The sync channel shall be an encoded, interleaved, modulated direct-sequence spread
spectrum signal that is used by mobile stations operating within the geographic coverage
area of that BS (a cell or a sector within a cell) to acquire synchronization to the long
code sequence and to acquire system timing. Sync channel acquisition is the second step
that the mobile station takes in acquiring the system.

Forward traffic channel data scrambler

The forward traffic channel data shall be scrambled by an additional modulo-2 addition
operation prior to transmission. This data scrambling shall be performed on the data
output from the block interleaver at the 19 200-cps rate. The data scrambling shall be
accomplished by performing the modulo-2 addition of the interleaver output symbol with
the binary value of the PN chip that is valid at the start of the transmission period for
that symbol as shown in Figure 16.10. This sequence generator shall operate at 1.2288-
MHz clock rate although only one output of 64 shall be used for data scrambling (i.e.
at a 19 200-cps rate). The PN sequence used for data scrambling shall be the decimated
version of the sequence used by the mobile station for direct-sequence spreading of the
reverse traffic channel (either the public long code or the private long code).
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Figure 16.10 Data scrambler timing.

16.2 IS-95B CDMA

IS-95B specifies the high-speed data operation using up to eight parallel codes, resulting in
a maximum bit rate of 115.2 kbps. The summary of IS-95A and IS-95B system parameters
is given in Table 16.3. The system block diagrams and numerology for rate set 1 and rate
set 2 are shown in Figures 16.11 and 16.12, respectively.

16.3 CDMA2000

The goal has been to provide data rates that meet the IMT-2000 performance requirements
of at least 144 kbps in a vehicular environment, 384 kbps in a pedestrian environment and
2048 kbps in an indoor office environment. The main focus of standardization has been
to provide 144 and 384 kbps with approximately 5-MHz bandwidth. The main parameters
of CDMA2000 are listed in Table 16.4.

The two main alternatives for the downlink are multicarrier and direct spread options
(see Figure 16.13). Transmission on the multicarrier downlink (nominal 5-MHz band) is
achieved by using three consecutive IS 95B carriers where each carrier has a chip rate of
1.2288 Mcps. For the direct spread option, transmission on the downlink is achieved by
using a nominal chip rate of 3.6864 Mcps.

16.3.1 Physical channels

Uplink physical channels

In the uplink, there are four different dedicated channels. The fundamental and the sup-
plemental channels carry user data.
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Table 16.3 IS-95 interface parameters

Bandwidth 1.25 MHz
Chip rate 1.2288 Mcps
Frequency band uplink 869–894 MHz

1930–1980 MHz
Frequency band downlink 824–849 MHz

1850–1910 MHz
Frame length 20 ms
Bit rates Rate set 1:9.6 kbps

Rate set 2:14.4 kbps
IS-95B: 115.2 kbps

Speech codec QCELP 8 kbps
EVRC 8 kbps
ACELP 13 kbps

Soft handover Yes
Power control Uplink: Open loop + fast closed loop

Downlink: Slow quality loop
Number of RAKE fingers 4
Spreading codes Walsh + long M-sequence
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Figure 16.11 System block diagram for rate set 1.
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• A dedicated control channel, with a frame length 5 or 20 ms, carries control infor-
mation such as measurement data, and the pilot channel is used as a reference signal
for coherent detection. The pilot channel also carries time-multiplexed power control
symbols. Figure 16.14 illustrates the different uplink dedicated channels separated by
Walsh codes.

• The reverse access channel (R-ACH) and the reverse common control channel
(R-CCCH) are common channels used for communication of layer 3 and medium
access control (MAC) layer messages, discussed in Chapters 11 and 12. The R-ACH
is used for initial access, while the R-CCCH is used for fast packet access.

• The fundamental channel conveys voice, signaling and low rate data. It will operate at
low frame error rate (FER) (around 1%) and it supports basic rates of 9.6 and 14.4 kbps
and their corresponding subrates (i.e. rate sets 1 and 2 of IS-95). It always operates in
soft handover mode and does not operate in a scheduled manner; thus permitting the
mobile station to transmit acknowledgments or short packets without scheduling. This
reduces delay and the processing load due to scheduling. Its main difference is using
repetition coding rather than gated transmission.

• The supplemental channel provides high data rates. The uplink supports one or two
supplemental channels. If only one supplemental channel is transmitted, then the Walsh
code (+−) is used on the first supplemental channel. If two supplemental channels are
transmitted, then the Walsh code (+ − +−) is used. A repetition scheme is used for
variable data rates on the supplemental channel.



578 STANDARDS

Table 16.4 CDMA2000 parameter summary

Channel bandwidth 1.25, 5, 10 and 20 MHz
Downlink RF channel structure Direct spread or multicarrier
Chip rate 1.2288/3.6864/7.3728/11.0593/14.7456 Mcps for

direct spread n × 1.2288 Mcps (n = 1, 3, 6, 9, 12)
for multicarrier

Roll-off factor Similar to IS-95
Frame length 20 ms for data and control/5 ms for control

information on the fundamental and dedicated
control channel

Spreading modulation Balanced QPSK (downlink)
Dual-channel QPSK (uplink)
Complex spreading circuit

Data modulation QPSK (downlink)
BPSK (uplink)

Coherent detection Pilot time-multiplexed with PC and EIB (uplink)
Common continuous pilot channel and auxiliary
pilot (downlink)

Channel multiplexing in uplink Control, pilot, fundamental and supplemental
code-multiplexed

I&Q multiplexing for data and control channels
Multirate Variable spreading and multicode
Spreading factors 4–256
Power control Open loop and fast closed loop (800 MHz, higher

rates under study)
Spreading (downlink) Variable length Walsh sequences for channel

separation, M-sequence 215 (same sequence with
time shift utilized in different cells, different
sequence in the I&Q channels)

Spreading (uplink) Variable length orthogonal sequences for channel
separation, M-sequence 215 (same for all users,
different sequences in the I&Q channels),
M-sequence 241 – 1 for user separation (different
time shifts for different users).

Handover Soft handover
Interfrequency handover

Downlink physical channels

Downlink has three different dedicated channels and three common control channels. The
fundamental and supplemental channels carry user data. The dedicated control channel
control messages. The dedicated control channel contains power control bits and rate
information. The synchronization channel is used by the mobile stations to acquire initial
time synchronization. One or more paging channels are used for paging the mobiles. The
pilot channel provides a reference for coherent detection, cell acquisition and handover.
In the downlink, CDMA2000 has a common pilot channel, which is used as a reference
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Figure 16.13 Illustration of: (a) multicarrier and (b) direct spread downlink.
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Figure 16.14 The uplink dedicated channel structure.

signal for coherent detection when adaptive antennas are not employed. The pilot channel
is similar to IS-95 (i.e. it is composed of a long PN code and Walsh sequence number 0).
When adaptive antennas are used, auxiliary pilot is used as a reference signal for coherent
detection. Code-multiplexed auxiliary pilots are generated by assigning a different orthog-
onal code to each auxiliary pilot. This approach reduces the number of orthogonal codes
available for the traffic channels. This limitation is alleviated by expanding the size of
the orthogonal code set used for the auxiliary pilots. Since a pilot signal is not modulated
by data, the pilot orthogonal code length can be extended, thereby yielding an increased
number of available codes, which can be used as additional pilots.

Two alternatives for downlink modulation still exist: direct spread and multicarrier.
The multicarrier transmission principle is illustrated in Figure 16.15.
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Figure 16.15 Multicarrier downlink.

Spreading On the downlink, the cell separation for CDMA2000 is performed by two
M-sequences of length 215, one for the I channel and one for the Q channel, which are
phase-shifted by PN-offset for different cells. During the cell search process, only these
sequences need to be searched. Since there is only a limited number of PN sequences,
they need to be planned in order to avoid PN confusion. In the uplink, user separation is
performed by different phase shifts of M-sequence of length 241. The channel separation
is performed using variable spreading factor Walsh sequences, which are orthogonal to
each other. Fundamental and supplemental channels are transmitted with the multicode
principle. The variable spreading factor scheme is used for higher data rates in the supple-
mental channel. Similar to wideband code division multiple access (WCDMA), complex
spreading is used. In the uplink, it is used with dual-channel modulation.

Multirate The fundamental and supplemental channels can have different coding and
interleaving schemes. In the downlink, high bit rate services with different quality of ser-
vice (QoS) requirements are code-multiplexed into supplemental channels, as illustrated
in Figure 16.16. In the uplink, one or two supplemental channels can be transmitted. The
user data frame length of CDMA2000 is 20 ms. For the transmission of control informa-
tion, 5- and 20-ms frames can be used on the fundamental channel. For the fundamental
channel, a convolutional code with constraint length of 9 is used. On supplemental chan-
nels, a convolutional code is used up to 14.4 kbps. For higher rates, Turbo codes with
constraint length 4 and rate 1/4 are preferred. Rate matching is performed by puncturing,
symbol repetition and sequence repetition.

Handover It is expected that soft handover of the fundamental channel will operate simi-
larly to the soft handover in IS-95. In the IS-95, the active set is the set of BSs transmitting
to the mobile station. For the supplemental channel, the active set can be a subset of the
active set for the fundamental channel. This has two advantages. First, when diversity is
not needed to counter fading, it is preferable to transmit from fewer BSs. This increases
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Figure 16.16 Principle of code multiplexing.

the overall downlink capacity. For stationary conditions, an optimal policy is to transmit
only from one BS – the BS that would need to radiate the smallest amount of downlink
power. For packet operation, the control processes can also be substantially simplified if
the supplemental channel is not in soft handover. Maintaining the fundamental channel
in soft handover provides the ability to reliably signal the preferred BS to transmit the
supplemental channel when channel conditions change.

Packet data CDMA2000 also uses the slotted ALOHA principle for packet data trans-
mission. Instead of fixed transmission power, it increases the transmission power for the
random access burst after an unsuccessful access attempt. This is an additional form of
adaptive CDMA network described in Chapter 12. When the mobile station has been
allocated a traffic channel, it can transmit without scheduling up to a predefined bit rate.
If the transmission rate exceeds the defined rate, a new access request has to be made.
When the mobile station stops transmitting, it releases the traffic channel but not the
dedicated control channel.

After a while, it also releases the dedicated control channel but maintains the link
layer and network layer connections in order to shorten the channel setup time when new
data need to be transmitted. Short data bursts can be transmitted over a common traffic
channel in which a simple automatic repeat request (ARQ) is used to improve the error
rate performance.

Transmit diversity The downlink performance can be improved by transmit diversity.
For direct spread CDMA schemes, this can be performed by splitting the data stream

and spreading the two streams using orthogonal sequences. For multicarrier CDMA, the
different carriers can be mapped into different antennas.

16.4 IS-665 W-CDMA

The origins of IS-665 W-CDMA standard dates back to the broadband CDMA (B-CDMA)
proposal by Interdigital. The B-CDMA concept was introduced in 1989. The original
bandwidth was as large as 48 MHz and the chip rate 24 Mcps. This system was field-tested
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with microwave signals in the Personal Communication System (PCS) band. In 1994, the
system was tested in the cellular band as American Mobile Phone Systems (AMPS)
overlay. Microwave and AMPS carriers were supposed to be filtered out by notch filters.
As a result of the US PCS frequency plan, in which 5- and 15-MHz band allocations
were adopted, the original B-CDMA proposal was modified to be 5 and 15 MHz and the
overlay idea was given up. In 1993, a wideband CDMA scheme was proposed by OKI as
a PCS standard. Lockheed Sanders, Interdigital and AT&T cooperated with OKI during
the standardization. The proposed W-CDMA system became the TIA/EIA (Electronics
Industry Association) IS-665 standard, the T1P1 Trial Use Standard J-STD-015 and the
ITU-R Recommendation M.1073. It was also used as a basis for the Core-B proposal
in Japan. However, IS-665 W-CDMA has not been commercially successful, and except
for trial systems it has not been deployed. Even so, in this section we briefly summarize
its basic parameters in order to better understand the evolution path toward wideband
CDMA used in Universal Mobile Telecommunication System (UMTS) standard, which
is described in the next chapter.

16.4.1 The main parameters of the system

The system has three bandwidths of 5, 10 and 15 MHz to fit into the US PCS spectrum
allocations. Basic data rates are up to 16, 32 and 64 kbps. The 64-kbps data rate is
transmitted using rate 1/2 convolutional coding, and lower rates use symbol repetition.
The Core-B proposal in Japan was an enhanced version of IS-665 W-CDMA offering
128 kbps within a single code and 2 Mbps using multicode transmission. The frame length
of the system is 5 ms and interleaving can be over 5, 10 or 20 ms.

IS-665 W-CDMA has open and closed loop power control. The closed loop power
control uses variable step sizes of 0.5, 1, 2 and 4 dB, which are adaptively controlled.

IS-665 WCDMA supports the use of interference cancellation. So, even this standard
was transparent to the use of the technology described in Chapters 14 and 15. The basic
system parameters are summarized in Table 16.5.

The forward link

Pilot channel

• Selection of BS and trigger of handoff.
• Provides a phase reference for coherent demodulation of the other channels.

Table 16.5 IS-655 W-CDMA system parameters

Basic chip rate 4.096, 8.192 and 12.288 Mcps
Base station synchronization Synchronous
Frame length 5 ms
Multirate/variable rate Symbol repetition/multicode
Coherent detection UL Pilot channel

DL Pilot channel
Power control 2 kbps time-multiplexed
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• The pilot code has a period of 81 920 chips (20 ms), which is one part of an M-sequence
with a period of 232 –1 for 5-MHz spread-spectrum modulation.

• Each BS has a unique phase offset of this pilot code.

Sync channel

• Provides frame or slot synchronization, paging channel information and identification
of a BS using phase offset of the pilot channel. The slot length is 80 ms.

Paging channel

• Provides broadcast information (phase offset of neighbor BSs and system time).
• Paging, registration, traffic channel assignment, short message service and

authentication.
• The slot length is also 80 ms and synchronizes with the slot of the sync channel.

Traffic channel

• Call setup, user traffic, authentication and handoff.

The reverse link

Access channel

• Traffic origination, page response, registration and authentication response.
• The slot width is 80 ms and synchronizes with the paging channel slot.

Traffic channel

• Same as that of the forward link.
• The interleaver span is decided at the initial transmission of traffic channel through the

paging channel message.
• The interleaver span is selectable between 5, 10 and 20 ms, decided at the initial trans-

mission of the traffic channel.
• Upon wake-up, the personal system (PS) first finds pilot, sync and paging channels for

synchronization.
• Chip and 80-ms slots are synchronized by pilot acquisition and sync channel,

respectively.
• Paging channel messages are received by the PS.
• PS messages are transmitted to the BS through the access channel.
• User data is transmitted through traffic channels between the PS and the BS.

System synchronization

The system synchronization consists of chip and slot synchronization.
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Figure 16.17 Timing relationships among channels.

Figure 16.17. shows the timing relationship among channels for system synchroni-
zation.

• All BSs use the same pilot code with a unique phase.
• Code offset between BSs is adjusted by the global positioning system (GPS) timing.
• The default value of code offset is 64 chips in duration, which depends on the cell

radius and its layout.
• BS sync and paging channels are synchronized with the pilot channel.
• During a call, each traffic channel has a unique frame offset of from 0 to 5 ms.

Synchronization

While processing the pilot channel, the PS selects a BS with maximum signal power. At
the initial search for pilot channel detection, the correlation width is set to 4096 chips. This
value is limited by the system search time. After detection of the pilot channel, the RAKE
receiver tracks amplitude and phase of the pilot channel for each multipath component,
and then demodulates the sync channel coherently. In the estimation of propagation path,
a correlation width of 1024 chips is used. During processing of the sync channel, the
PS searches the start of slot of sync channel to establish frame synchronization. During
processing of paging channel, the PS monitors system information including broadcast
information, page and registration. If the PS detects page or origination, the PS sends
messages of page response, origination and authentication in the assigned slot on the
access channel. The BS assigns a traffic channel and then the PS continuously tracks
transmission timing of the frame within one chip using the earliest received multipath
component. Selected BSs can search and acquire the reverse pilot channel within a few



IS-665 W-CDMA 585

hundred milliseconds because the reverse traffic channel is synchronized with the forward
traffic channel.

Total synchronization time of the BS depends on the search period. If synchroniza-
tion is missed, the BS initiates a partial search around the system timing reference. A
number of Z-search or expanding window search strategies are discussed in Chapter 3. A
block diagram of the forward and reverse channel is shown in Figures 16.18 and 16.19,
respectively.

Forward error correction and interleaving

The system uses a convolutional code with constraint length of 9 and code rate of 1/2, and
a block interleaver. In both forward and reverse links, information and signaling channels
are encoded by convolutional codes. Each bit input to the convolutional encoder yields two
coded symbols that are separated as in-phase (I) and quadrature-phase (Q) signal. Each
forward information signal is interleaved with a 29 × 10, 13 × 10 and 6 × 10 interleaver
matrix for input date rates of 64, 32 and 16 kbps, respectively. They are punctured at the
rate of 29/32, 26/32 and 24/32, respectively. Each reverse information signal is interleaved
with a 32 × 10, 16 × 10 and 8 × 10 interleaver matrix for input data rates of 64, 32 and
16 kbps, respectively.

Spreading modulation/demodulation

The spreading code is a combination code that is generated by PN and orthogonal codes
from Walsh/Hadamard sequences to minimize mutual interference between traffic and
pilot/sync/paging channels. In the forward link, information, signaling and power control
bits are time-division multiplexed (TDM) because the available number of orthogonal
codes is limited. After symbol repetition, the information channel is punctured by signal-
ing channel and power control bits, and results in a symbol rate of 64 ksymbols s−1. The
forward traffic channel is spread by both PN and orthogonal codes. The PN code is part
of an M-sequence with a period of 232 –1. Each BS is distinguished by the phase offset
of the pilot code. All channels of the BS are distinguished by Walsh/Hadamard codes.
Voice activity produces a discontinuous transmission of each forward traffic channel. This
requires a unique frame offset from 0 to 5 ms in order to randomize the transmission tim-
ing and decrease the interference noise of each channel. Figure 16.20 shows the time chart
of the discontinuous transmission of the traffic information channel. The randomization
is much simpler than that in IS-95 shown in Figure 16.5.

In the reverse link, the input data is spread by the same combination codes described
above. The information traffic, pilot and signaling channels are distinguished by Walsh/
Hadamard codes. The RAKE receiver configurations are the same in the forward and
reverse links. The RAKE receiver detects the pilot channel by a searching technique, and
demodulates the access and traffic channels by fingers.

Interference canceller

Required Eb/N0 for a constant bit error rate (BER) is higher in the reverse than in the
forward link. To reduce N0, an interference cancelation system (ICS) can be used in the
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Figure 16.20 Time chart of discontinuous transmission.

reverse link. An ICS scheme has been developed for this purpose. The receive signals of
multiple users and corresponding multipath components are estimated by channel signal
estimation circuits (CSECs). Computer simulation predicts that the ICS improvement of
Eb/N0 3.2 dB can be achieved.

For further details see References [1–17].
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UMTS standard: WCDMA/FDD
Layer 1

17.1 TRANSPORT CHANNELS AND PHYSICAL
CHANNELS (FDD)

17.1.1 Transport channels

In the terminology used in wireless communications, ‘transport channels’ are the services
offered by Layer 1 to the higher layers. The purpose of this section is to introduce basic
terminology and abbreviations used in practice. For more details, see www.3gpp.org . We
start with the definition of the channels.

• Dedicated transport channel
DCH – Dedicated Channel DCH is a downlink or uplink transport channel that is used
to carry user or control information between the network and mobile station.
DTCH – Dedicated Traffic Channel.
SDCCH – Stand-Alone Dedicated Control Channel.
ACCH – Associated Control Channel defined within ITU-R M.1035.
The DCH is transmitted over the entire cell or over only a part of the cell using
lobe-forming antennas.

• Common transport channels
BCCH – Broadcast Control Channel. BCCH is a downlink transport channel that is used
to broadcast system and cell-specific information. The BCCH is always transmitted over
the entire cell.
FACH – Forward Access Channel. FACH is a downlink transport channel that is used
to carry control information to a mobile station when the system knows the location cell
of the mobile station. The FACH may also carry short user packets. The FACH is trans-
mitted over the entire cell or over only a part of the cell using lobe-forming antennas.
PCH – Paging Channel. PCH is a downlink transport channel that is used to carry
control information to a mobile station when the system does not know the location
cell of the mobile station. The PCH is always transmitted over the entire cell.

Adaptive WCDMA: Theory And Practice.
Savo G. Glisic

Copyright 2003 John Wiley & Sons, Ltd.
ISBN: 0-470-84825-1
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RACH – Random-Access Channel. RACH is an uplink transport channel that is used
to carry control information from a mobile station.
The RACH may also carry short user packets. The RACH is always received from the
entire cell.

17.1.2 Physical channels

• The physical resources
The basic physical resource is the code/frequency plane.
On the uplink, different information streams may be transmitted on the I and Q branches.
Consequently, a physical channel corresponds to a specific carrier frequency, code, and,
on the uplink, relative phase (0 or 90◦).

• Uplink physical channels
Dedicated uplink physical channels.
Uplink DPDCH – The uplink Dedicated Physical Data Channel.
Uplink DPCCH – The uplink Dedicated Physical Control Channel.
There may be zero, one, or several uplink DPDCHs on each Layer 1 connection. The
Layer 1 control information consists of known pilot bits to support channel estimation
for coherent detection, transmit power-control (TPC) commands, an optional transport-
format indicator (TFI) and feedback information (FBI) (interference level). The TFI
informs the receiver about the instantaneous parameters of the different transport chan-
nels multiplexed on the uplink DPDCH. There is one and only one uplink DPCCH on
each Layer 1 connection.

Frame structure

Figure 17.1 shows the frame structure of the uplink DPCHs. Each frame of length
10 ms is split into 15 slots, each of length Tslot = 0.666 ms, corresponding to one power-
control period.

A super frame corresponds to 72 consecutive frames, that is, the super frame length
is 720 ms.

The Spreading Factor (SF) may range from 256 down to 4. An uplink DPDCH and
uplink DPCCH on the same Layer 1 connection are generally of different rates, that is,
they have different SFs. Multicode operation is possible for the uplink DPCHs. When mul-
ticode transmission is used, several parallel (6) DPDCHs are transmitted using different
channelization codes. There is only one DPCCH per connection.

Common uplink physical channels

PRACH – Physical Random-Access Channel. PRACH is used to carry RACH. It is based
on a Slotted ALOHA. The different time offsets called access slots are used for trans-
mission of access bursts as shown in Figure 17.2.

Information on the access slots available in the current cell is broadcast on the BCCH.
The structure of the Random-Access burst is shown in Figure 17.3.
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Figure 17.1 Frame structure for uplink DPDCH/DPCCH.
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Figure 17.2 Access slots.
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Random access burst 

Preamble part Message part

10 ms2 slots

Figure 17.3 Structure of the random-access burst.

• Preamble part
The preamble part of the random-access burst consists of a signature of length 16 com-
plex symbols (±1 ±j ). Each preamble symbol is spread with a 256-chip real Orthogonal
Gold code. There are a total of 16 different signatures, based on the Orthogonal Gold
code set of length 16.

• Message part
The message part of the random-access burst has the same structure as the uplink
Dedicated physical channel (DPCH). It consists of a data part, corresponding to the
uplink DPDCH, and a Layer 1 control part, corresponding to the uplink DPCCH (see
Figure 17.4). The data and control parts are transmitted in parallel. The data part carries
the random access request or small user packets. The SF of the data part is limited to
SF ∈ {256, 128, 64, 32} corresponding to channel bit rates. The control part carries
pilot bits and rate information, using a SF of 256. The rate information indicates
which channelization code (or rather the SF of the channelization code) is used on the
data part.

Random-access burst

It consists of the following fields (see Figure 17.5):

• Mobile station identification (MS ID) [16 bits]. The MS ID is chosen at random by the
mobile station at the time of each Random-Access attempt.

Data part

Pilot symbols

Rate information

10 ms

I

Q

Figure 17.4 The message part of the random-access burst.

MS ID Req. Ser. Optional user packet CRC

Figure 17.5 Structure of random-access burst data part.
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• Required Service [3 bits]. This field informs the Base Station (BS) what type of service
is required (short packet transmission, DCH set-up and so on).

• An optional user packet.
• A cyclic redundancy check (CRC) to detect errors in the data part of the Random-Access

burst [8 bits].

Downlink physical channels

DPCH – Dedicated physical channels. Figure 17.6 shows the frame structure of the down-
link DPCH.

In the case of multicode transmission, the slot format is shown in Figure 17.7.

Frame #1 Frame #2 Frame #i Frame #72

Data DataTPC

0.666 ms (2560 chips)

Slot #1 Slot #2 Slot #i Slot #15

Tf = 10 ms

Tsuper = 720 ms

Pilot

DPCCH DPCCHDPDCH DPCCH DPDCH

TFCI

Figure 17.6 Frame structure for downlink DPCH.

DPCCH DPDCH

Transmission
power

Transmission
power

Transmission
power

Physical channel 1

Physical channel 2

Physical channel L

One slot (0.666 ms)

Figure 17.7 Downlink slot format in the case of multicode transmission.
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Common physical channels

CCPCH – Primary Common Control Physical Channel. The Primary CCPCH is a fixed
rate (30 kbps, SF = 256) downlink physical channel used to carry the BCCH.

Figures 17.8 and 17.9 show the frame structure of the primary and the secondary com-
mon control physical channels, respectively. The frame structure differs from the downlink
DPCH in that no transmit power control (TPC) command or TFI is transmitted. The only
Layer 1 control information is the common pilot bits needed for coherent detection.

The secondary CCPCH is used to carry the FACH and PCH. It is of constant rate. In
contrast to the primary CCPCH, the rate may be different for different secondary CCPCH
within one cell and between cells, in order to be able to allocate different amounts of
FACH and PCH capacity to a cell.

The rate and SF of each secondary CCPCH is broadcast on the BCCH. The set of
possible rates is the same as for the downlink DPCH. The FACH and PCH are mapped

256 chips
pilot 2304 chips data

Frame #1 Frame #2 Frame #i Frame #72

0.666 ms

Slot #1 Slot #2 Slot #i Slot #15

Tf  = 10 ms

Tsuper = 720 ms

Figure 17.8 Frame structure for primary common control physical channel.

Frame #1 Frame #2 Frame #i Frame #72

DataTPC RI

0.666 ms

Slot #1 Slot #2 Slot #i Slot #15

Tf  = 10

Tsuper = 720 ms

Pilot
Npilot bits NTPC bits NRI bits Ndata

DPCCH DPDCH

Figure 17.9 Frame structure for secondary common control physical channel.
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to separate secondary CCPCHs. The main difference between a CCPCH and a downlink
DPCH is that a CCPCH is not power controlled. The main difference between the primary
and secondary CCPCH is that the primary CCPCH has a fixed predefined rate while the
secondary CCPCH has a constant rate that may be different for different cells, depending
on the capacity needed for FACH and PCH. A Primary CCPCH is continuously transmit-
ted over the entire cell while a secondary CCPCH is only transmitted when there is data
available and may be transmitted in a narrow lobe in the same way as a DPCH (only
valid for a secondary CCPCH carrying the FACH).

17.1.3 Synchronization channel (SCH)

SCH is a downlink signal used for cell search. The SCH consists of two subchannels, the
primary and secondary SCH. Details are given in Chapter 3.

17.1.4 Mapping of transport channels to physical channels

Figure 17.10 summarizes the mapping of a subset of transport channels to physical channels.
For additional details like high-speed downlink shared channel (HSDSCH) and related

control channels see www.3qpp.org.

17.1.5 Mapping of PCH to secondary common control physical channel

The mapping method is shown in Figure 17.11. The PCH is divided into several groups
in one super frame, and Layer 3 information is transmitted in each group. Each group
of PCH shall have information amount worth four slots and consists of a total of six
information parts:

– Two Paging Indication (PI) parts – for indicating whether there are MS-terminated
calls,

– Four Mobile User Identifier (MUI) parts – for indicating the identity of the paged
mobile user.

Transport
channels

Physical channels

BCCH

FACH

PCH

RACH

DCH

Primary Common Control Physical
Channel (Primary CCPCH)

Secondary Common Control Physical
Channel (Secondary CCPCH)

Physical Random Access Channel
(PRACH)

Dedicated Physical Data Channel
(DPDCH)

Synchronisation Channel (SCH)

Figure 17.10 Transport channel to physical channel mapping.
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Frame (10 ms)

MUI
2

MUI
3

MUI
4

Superframe (720 ms)

PCH PCH PCH PCH PCH

Slot (0.265 ms)

PI1 PI2 MUI1 PI1 PI2 MUI1 PI1 PI2 MUI1

PCH information
for Group #1

PCH information
for Group #2

PCH information
for Group #3

MUI
2

MUI
3

MUI
4

MUI
2

MUI
3

MUI
4

Figure 17.11 PCH mapping method.

In each group, PI parts are transmitted ahead of MUI parts. In all groups, 6 information
parts are allocated with a certain pattern in the range of 24 slots. By shifting each pattern
by 4 slots, multiple 288 groups of PCH can be allocated on one Secondary Common
Physical Channel.

17.2 MULTIPLEXING, CHANNEL CODING
AND INTERLEAVING

Multiplexing of transport channels, coding and interleaving for a frequency division
duplexing (FDD) system is illustrated in Figure 17.12.

17.2.1 Channel coding

Channel coding is done on a per-transport-channel basis, that is, before transport channel
multiplexing. The following options are available (see Figure 17.13):

• Convolutional coding
• Outer Reed–Solomon coding + Outer interleaving + Convolutional coding
• Turbo coding
• Service-specific coding, for example, unequal error protection (UEP) for some types of

speech codecs

17.2.2 Convolutional coding

Generator polynomials for the convolutional codes are given below.
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Rate Constraint Generator Generator Generator
length Polynomial 1 Polynomial 2 Polynomial 3

1/3 9 557 663 711
1/2 9 561 753 NA

Rate 1/3 convolutional coding is applied to dedicated transport channels (DCHs) in normal
(nonslotted) mode.
Rate 1/2 convolutional coding is applied to DCHs in slotted mode.

TC TC TC TC

Coding +
interleaving

Rate matching

Interleaving

Rate
matching

Interleaving
(optional)

Coding +
interleaving

Rate matching

Interleaving
(optional)

Multiplex

Channel coding +
optional TC multiplex

Static rate matching

Inner interleaving
(interframe)

Transport channel
multiplexing

Dynamic rate matching
(uplink only)

Inner interleaving
(intraframe) 

Figure 17.12 Coding and multiplexing of transport channels.

Reed–Solomon
coding

10−3

10−6

High data rates

Convolutional
coding

Convolutional
coding

Outer
interleaving

Turbo
coding

Service-specific
coding

Figure 17.13 Channel coding in UTRA/FDD.
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Figure 17.14 Block diagram of a turbo code encoder.

17.2.3 Other types of coding

• Outer Reed–Solomon coding and outer interleaving
The RS-coding is of approximate rate 4/5 using the 256-ary alphabet. The outer inter-
leaving is a symbol-based block interleaver with width equal to the block length of the
RS code. The interleaver span is variable and can be 10, 20, 40 or 80 ms.

• Turbo coding
The turbo coding is used for high-data rate (above 32 kbps), high-quality services.
Turbo code of rate 1/3 and 1/2 (for the highest data rates) have replaced the concate-
nation of convolutional and RS codes. The block diagram for the basic turbo encoder
is shown in Figure 17.14.

• Service specific coding
Additional coding schemes, in addition to the standard coding schemes listed above,
can be used. One example is the use of unequal error-protection coding schemes for
certain speech codecs.

17.3 SPREADING AND MODULATION

17.3.1 Uplink spreading and modulation

The block diagram of uplink spreading and modulation is shown in Figure 17.15.
For multicode transmission, each additional uplink DPDCH may be transmitted on

either the I or the Q branch. For each branch, each additional uplink DPDCH should be
assigned its own channelization code. Uplink DPDCHs on different branches may share
a common channelization code. The spreading and modulation of the message part of
the random-access burst is basically the same as for the uplink DPCHs, in Figure 17.15
in which the uplink DPDCH and uplink DPCCH are replaced by the data part and the
control part, respectively. The scrambling code for the message part is chosen on the
basis of the base-station-specific preamble code.

17.3.2 Channelization codes

Orthogonal Variable Spreading Factor (OVSF) codes, described in Chapter 2, are used
for channelization. All codes within the code tree cannot be used simultaneously by one
mobile station.
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CD, CC : channelization codes
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Figure 17.15 Spreading/modulation for uplink DPDCH/DPCCH.

A mobile station can use a code if and only if the same mobile station uses no other
code on the path from the specific code to the root of the tree or in the subtree below the
specific code. This means that the number of available channelization codes is not fixed
but depends on the rate and SF of each physical channel. Each connection is allocated at
least one uplink channelization code to be used for the uplink DPCCH. In most cases, at
least one additional uplink channelization code is allocated for an uplink DPDCH.

Further uplink channelization codes may be allocated if more than one uplink DPDCH
is required. All channelization codes used for the DPDCHs must be orthogonal to the
code used for the DPCCH.

As different mobile stations use different uplink scrambling codes, the uplink chan-
nelization codes may be allocated with no coordination between different connections.
The uplink channelization codes are therefore always allocated in a predefined order. The
mobile station and network only need to agree on the number and length (SF) of the
uplink channelization codes. The exact codes to be used are then implicitly given.

17.3.3 Scrambling codes

Either short or long scrambling codes should be used on the uplink. The short scrambling
code is typically used in cells where the BS is equipped with an advanced receiver, such
as a multiuser detector or an interference canceler.

With the short scrambling code, the cross-correlation properties between different phys-
ical channels and users does not vary in time in the same way as when a long code is
used. This means that the cross-correlation matrices used in the advanced receiver do not
have to be updated as often as for the long scrambling code case, thereby reducing the
complexity of the receiver implementation.

In cells where there is no gain in implementation complexity using the short scrambling
code, the long code is used instead because of its better interference averaging properties.
For the details of scrambling code construction, see www.3gpp.org .
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These scrambling codes are designed such that at N − 1 out of N consecutive chip
times, they produce +/−90◦ rotations of the In phase + Quadrature (IQ) multiplexed data
and control channels. At the remaining 1 out of N chip times, they produce 0, +/−90◦
or 180◦ rotations.

This limits the transitions of the complex baseband signal that is inputted to the root-
raised cosine pulse-shaping filter. This in turn reduces the peak to average ratio of the
signal at the filter output, allowing a more efficient power-amplifier implementation.

To guarantee these desirable properties, restrictions on the choice of uplink OVSF
codes are also required.

Short scrambling code

For code construction details, see www.3qpp.org. The network decides the uplink short
scrambling code. The mobile station is informed about which short scrambling code to
use in the downlink Access Grant message, which is the base station response to an uplink
Random-Access Request. The short scrambling code may, in rare cases, be changed during
the duration of a connection.

Long scrambling code

The long uplink scrambling code is typically used in cells without multiuser detection
(MUD) in the BS. The mobile station is informed if a long scrambling code should
be used in the Access Grant Message following a Random-Access Request and in the
handover message.

Which long scrambling code to use is directly given by the short scrambling code. No
explicit allocation of the long scrambling code is thus needed.

Modulation

• Modulating chip rate
The modulating chip rate is 3.84 Mcps. This basic chip rate can be extended to 2 ×
3.84 Mcps or 4 × 3.84 Mcps

• Pulse shaping
The pulse-shaping filters are root-raised cosine (RRC) with roll-off α = 0.22 in the
frequency domain

• Data modulation
For data, quadrature phase shift keying (QPSK) modulation is used. Phase transition
restrictions are introduced by the scrambling code design.

17.3.4 Downlink spreading and modulation

Data modulation is QPSK, where each pair of two bits are serial-to-parallel converted
and mapped to the I and the Q branches, respectively.

The I and Q branch are then spread to the chip rate with the same channelization code
cch (real spreading) and then scrambled by the same cell-specific scrambling code cscramb
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Figure 17.16 Spreading/modulation for downlink DPCH.

(complex scrambling). The different physical channels use different channelization codes,
while the scrambling code is the same for all physical channels in one cell. The system
block diagram is shown in Figure 17.16.

The multiplexing of the synchro channel (SCH)

The SCH is only transmitted intermittently (one code word per slot). The SCH is
multiplexed after the long code scrambling of the DPCH and CCPCH, as shown in
Figure 17.17. Consequently, the SCH is nonorthogonal to the other downlink physical
channels.

For code construction, based on Golay codes, see www.3gpp.org .

Modulation

• Modulating chip rate
The modulating chip rate is 3.84 Mcps. This basic chip rate can be extended to 2 ×
3.84 Mcps or 4 × 3.84 Mcps

0
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Figure 17.17 Multiplexing of SCH.
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Figure 17.18 Assumed spectrum masks.

• Pulse shaping
The pulse-shaping filters are root-raised cosine (RRC) with roll-off α = 0.22 in the
frequency domain

• Modulation
For data, QPSK modulation is used

17.3.5 Output RF spectrum emissions

Out-of-band emissions are specified in Figure 17.18.

• Spurious emissions
The limits for spurious emissions at frequencies greater than ±250% of the necessary
bandwidth would be based on the applicable tables from the ITU-R recommendation
SM.329.

17.4 PHYSICAL LAYER PROCEDURES (FDD)

17.4.1 Uplink power control

• Closed-loop power control
The BS should estimate the received uplink DPCCH power after the RAKE combining
of the connection to be power controlled. Simultaneously, the BS should estimate the
total uplink received interference in the current frequency band and generate an SIR
estimate – SIRest. The BS then generates TPC commands. The algorithms are described
in Chapter 6. Upon reception of a TPC command, the mobile station should adjust the
transmit power of both the uplink DPCCH and the uplink DPDCH in the given direction
with a step of �TPC dB. The step size �TPC is a parameter that may differ between
different cells, in the region of 0.25 to 1.5 dB.
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In case of receiver diversity (e.g. space diversity) or softer handover at the BS, the
TPC command should be generated after diversity combining.
• Soft handover

In the base stations, a quality measurement is performed on the received signal.
– In case the quality measurement indicates a value below a given threshold, an

increase command is sent to the mobile, otherwise a decrease command is trans-
mitted.

– All the base stations in the active set send power-control commands to the mobile.
The mobile compares the commands received from different base stations and increases
its power only if all the commands indicate an increased value (this means that all the
receivers are below the threshold).
– In case one command indicates a decreased step (that is, at least one receiver is

operating in good condition), the mobile reduces its power.
– In case more than one decrease command is received by the mobile, the mobile

station should adjust the power with the largest step in the ‘down’ direction ordered
by the TPC commands received from each BS in the active set.

The quality threshold for the BS in the active set should be adjusted by the outer loop
power-control (to be implemented in the network node where soft handover combining
is performed).

• Open-loop power control
Open-loop power control is used to adjust the transmit power of the physical Random-
Access channel. Before the transmission of a Random-Access burst, the mobile station
should measure the received power of the downlink Primary CCPCH over a sufficiently
long time to remove the effects of the nonreciprocal multipath fading. From the power
estimate and knowledge of the Primary CCPCH, transmit power (broadcast on the
BCCH), the downlink path loss including shadow fading can be found. From this path-
loss estimate and knowledge of the uplink interference level and the required received
SIR, the transmit power of the physical Random-Access channel can be determined.
The uplink interference level as well as the required received SIR are broadcast on
the BCCH.

17.4.2 Downlink power control

• Closed-loop power control
The following steps define the operation of this loop:
– The downlink closed-loop power control adjusts the base station transmit power in

order to keep the received downlink SIR at a given SIR target.
– The mobile station should estimate the received downlink DPCH power after the

RAKE combining of the connection to be power controlled.
– Simultaneously, the mobile station should estimate the total downlink received

interference in the current frequency band.
– The mobile station then generates TPC commands.
– Upon reception of a TPC command, the BS should adjust the transmit power in

the given direction with a step of �TPC dB.
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– The step size �TPC is a parameter that may differ between different cells, in the
range of 0.25 to 1.5 dB.

– In the case of receiver diversity (e.g. space diversity) at the mobile station, the TPC
command should be generated after diversity combining.

• Outer loop (SIR target adjustment)
– The outer loop adjusts the SIR target used by the closed-loop power control.
– The SIR target is independently adjusted for each connection on the basis of the

estimated quality of the connection.
– In addition, the power offset between the downlink DPDCH and DPCCH may

be adjusted.
– How the quality estimate is derived and how it affects the SIR target is decided by

the Radio Resource Management (RRM), that is, it is not a physical-layer issue.

17.4.3 Random access

The procedure of a Random-Access Request consists of the following:

1. The mobile station acquires synchronization to a base station. Cell acquisition is
described in Chapter 3.

2. The mobile station reads the BCCH to get information about
2.1. the preamble spreading code(s)/message scrambling code(s) used in the cell,
2.2. the available signatures,
2.3. the available access slots,
2.4. the available SFs for the message part,
2.5. the interference level at the base station,
2.6. the primary CCPCH transmit power level.

3. The mobile station selects a preamble spreading code/message scrambling code.
4. The mobile station selects a SF for the message part.
5. The mobile station estimates the downlink path loss (by using information about the

transmitted and received power level of the primary CCPCH) and determines the
required uplink transmit power (by using information about the interference level at
the BS).

6. The mobile station randomly selects an access slot and signature from the available
access slots and signatures.

7. The mobile station transmits its Random-Access burst.
8. The mobile station waits for an acknowledgment from the base station. If no acknowl-

edgment is received within a predefined time-out period, the mobile station starts again
from step 7.

17.4.4 Paging control in idle mode

• Base station operation
Every mobile station belongs to one group. When a paging message should be sent to
a mobile, the paging message is transmitted on the PCH in the MUI parts belonging
to the terminating mobile’s group. The paging message includes the MS ID number
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Figure 17.19 Detection of paging messages.

of the mobile station for which the paging message was intended. When an MUI is
transmitted, the corresponding PI1 and PI2 fields are also transmitted. The behavior of
the base station is described as follows:
– For the PCH of the group, which does not have terminating information, the BS

shall transmit the two PI parts (PI1 and PI2) in the PCH as ‘all 0’. The MUI part
shall not be transmitted.

– For the PCH of the group, which have terminating information, the BS shall transmit
the two PI parts (PI1 and PI2) in the PCH as ‘all 1’. The MUI part shall be
transmitted within the same PCH.

• Mobile Station Operation
Detection of paging messages is to open the receiver to detect one or both the paging
indicators (PI1 and PI2). If they indicate a paging message for the group the mobile
belongs to, the actual paging information part (MUI) is received. When the MUI part
is received, the existence of a paging message for the mobile is determined from the
information included in the MUI part. The mobile station operation for the detection
of paging information in group n is shown in Figure 17.19. PI1n, PI2n, and MUIn are
the PCH components that belong to group n.

For further details see References [1–24].
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Carrier Phase (continued )
S-curve, 127–129

dotting pattern, 129
frequency domain, 128
rectangular pulse time domain, 127
rotating pattern, 128

CDMA ALOHA, 390, 392, 394
CDMA network

capacity, 217–220
cellular, 220–228

adaptive interference cancellation, 254,
256, 257

diversity handover, 258, 267
channel modeling, 235–238, 240–249
imperfect power control, 228, 229

CDMA network design
design philosophy, 271–278
nonuniform cell size scenario, 275–278
uniform cell size scenario, 272–275
worst-case scenario, 272, 274, 275, 277

CDMA network planning, 278–287, 289
air interface, 287
AMR adaptive multi rate, 280
coverage, 279

efficiency, 281
dimensioning, 279, 284
spectral efficiency, 283

Cell search in W-CDMA, 71–75
Cell site, 223, 226, 259
Centrifugal acceleration, 246, 247
CFAR constant false alarm rate, 60
Channel estimation, 94, 97, 100–102

DFALP decision feedback adaptive linear
predictor, 85

Rake receiver synchronization, 102
turbo processor Aided , 102

signal subspace, 97
Chip

matched filter, 94
CIR carrier to interference ratio, 148
CLSP channel load sensing protocol, 421, 426,

427, 435
fixed rate, 426
rate adaptive, 427

Code acquisition
analysis, 46–48, 50, 51
average time, 47

variance, 48
CDMA network, 51–54
modeling, 54–57

multipath and transmitter diversity, 56
serial process for RAKE receivers, 54
two-dimensional, 57–59

spatially and temporarily white noise,
57–59, 61, 62

spatially nonuniform distribution of
interference, 62, 63, 65, 68,
69, 71

optimum solution, 43–45
likelihood function, 43
MAP maximum aposteriory probability,

43
ML maximum likelihood, 43

practical solutions, 45, 46
Code tracking loops

DLL delay lock loop, 79
coherent, 82
interference cancellation, 80
MTLL mean time to loose look, 82
noncoherent, 79, 80
tracking error, 82

fading channel, 82, 85
Codes, 37, 39

orthogonal, 37
OVSF orthogonal variable spreading factor,

37, 39
CODIT Code Division Test bed, 238
COF coefficient orthogonalization filter, 256
Collision, 313
Contention, 313, 314
Conventional detector, 456
Correlation

aperiodic, 38
autocorrelation, 39
crosscorrelation, 25
periodic, 25

COST 207, 240, 241
CRB Cramer Rao Bound, 144
Crossing time, 248
Crossover index, 167

DA data aided, 129
Data congestion, 376

control scheme, 376
feedback driven, 377

DD decision directed, 129
DDML decision directed maximum likelihood,

137, 138
DDMLFB decision directed maximum

likelihood feed back, 139
Decay constant, 253
Decimation, 26

proper decimation, 27
Degradation factor, 218, 220
Diversity, 258
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Doppler
code, 45, 51
frequency, 45

DS/SFH direct sequence slow frequency
hopping, 148

Dynamic lognormal shadowing, 244

EFK extended Kalman filter, 87
Eigen

decomposition, 97
value, 96, 97
vector, 96, 97

ELT early late tracker, 44
Ergodic process, 208
ETSI European Telecommunications

Standardization Institute, 56
Excess delay, 236, 238

Fade duration, 435–437
Fade interval, 437
FASD fix angle sweep delay, 59
FDD frequency division duplexing, 220
FDSA fix delay sweep angle, 59
Feedforward algorithm, 135
FIFO first in first out, 356, 358
Flow graph, 46, 47
Forward link, 220–222, 226, 228–231, 263,

264, 267
Frequency

BPSK, 128, 129
error, 124–126

correction, 124
detection, 125–128

OQPSK, 123
QPSK, 123

Front-end clipping, 314
FSAPC fixed step adjustment power control,

149, 157, 158, 160
Fuzzy

access probability controller (FAPC), 327,
328

neural congestion control, 320–331
performance indicator, 324–326

GCD – greatest common divisor, 26
Goodput, 301, 304, 307, 312

Hamming, 25
Handoff

A measurement-based prioritization scheme
(MBPS), 356

CDMA cellular networks, 343–346, 348,
350–354

refused probability, 351

region, 344–346
soft, 343

Handover, 258
Histogram, 227, 228

IC interference cancellation, 254
Implementation losses

MAC protocols, 397–405
Impulse response, 235, 241, 242, 251
Interfade duration, 436–438, 441, 452
Interference suppression

improvement gain, 193–195, 197
narrowband, 191, 193–197

generalization, 194–197
Interleaving, 6

Kronecker delta, 196

LMS algorithm, 201
Load factor, 279, 283

downlink, 286
uplink, 283–285

Lognormal shadowing, 232–234, 244

MAC Protocol
cellular packet CDMA, 386, 387, 389, 391,

392
differentiated QoS, 387

Macrocell, 241
Manhattan, 223, 245
Markov model

hidden, 423
Matrix

algebra, 114, 118
determinant, 114, 116
diagonal, 96, 115
inverse, 114, 115, 117–120
linear, 114
partitioned, 97, 115
positive-definite, 115, 118, 119
projection, 116
square, 114, 115
symmetric, 114–116, 119
Toeplitz, 116
trace, 115
Woodbury, 117

Maximum likelihood estimation, 123–125
Membership function, 167, 169, 172
Microcell, 241–243
MIP multipath intensity profile, 252, 253
Misadjustment, 205, 206, 208
MMSE detector structures, 497–500
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MMSE multiuser detectors
linear multiuser detection, 491, 494

single user, 493, 494
system model, 494–497

multipath fading channel, 494, 495
Mobility, 245–249
Model

Gilbert, 235
Jack, 240
Markov, 235
Neyman-Scott, 235

Motley–Keenan model, 243
MRC maximum ratio combiner, 251, 253, 259
Multiple access capability factor, 218
Multirate, 375
Multiuser CDMA receivers

frequency nonselective Rayleigh fading
channel, 470–475

frequency selective Rayleigh fading channel,
476–483, 486, 487

linear multiuser, 460, 461
multistage detection, 462–464, 466, 467

asynchronous, 462
noncoherent detector, 465, 467–470
optimal receiver, 455–457, 460

MUSIC, 99

Nakagami distribution, 175
NCO numerically controlled oscillator, 124
NDA non data aided, 145
Near far self resistant

CDMA wireless network, 537–540,
542–546, 548, 549

Near-far problem, 148
Network congestion, 314
Neural-network

access probability controller (NAPC), 328
NFR near far ratio, 460
Noise rise, 283, 284
Notch filter, 213
Nyquist, 87

Octal representation, 24
Outage probability, 224–226
Outdoor environment, 245–247
Overlay

CDMA network, 210

p-Persistent CSMA/CD Protocol, 390, 392,
393, 396, 397

Packet dropping, 313, 314
Packet dropping probability, 382
Packet radio networks

CDMA system, 375, 376, 379, 389, 400, 409

Dual-Class, 369, 370
scheduled, 370
unscheduled, 370

Path loss, 237, 240
PCE power control error, 179
PER packet error rate, 375
Picocell, 243, 244
PN matched filter, 39, 40
Poisson

model, 235
modified, 235

Power actuator, 165
Power control

adaptive communications, 182–184
algorithms, 147–150
closed loop in DS-CDMA cellular system,

150
feedback control loop, 159–162
fuzzy logic power control, 165–167,

169–173, 175, 176
imperfect power control in CDMA systems,

177–182
nonlinear power control, 163–165
nonlinear up/down, 163
reference power level, 156–159

PRN packet radio network, 421, 425, 433, 434
PRNN pipeline recurrent neural network, 322
Probability, 43, 46–48

false alarm, 48
generating function, 48
miss, 55
signal detection, 51

Propagation factor, 231–234

QoS
constraints, 410
differentiated, 387
requirements, 398

QoS quality of service, 222
Queuing, 355

M/M/C, 360
waiting time, 362, 364

Radio resource management, 404, 406–412,
414, 415

Wireless IP networks, 405, 406, 408
differentiated services, 406

RAKE Receiver, 249–254
RBFN radial basis function network, 328, 329
Recursive solutions

gradient, 198, 199
noise, 201

steepest descent, 199, 201
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Recursive solutions for the filter coefficients,
198–203

Reference power level, 156–159
Resource management, 295, 299, 300, 364

power control, 295–299
multimedia CDMA wireless system, 299,

300
Reverse link, 220–225, 230, 232, 262, 263,

266, 267
RMSE root mean square error, 99
RNN recurrent neural network, 322, 323
RTRL real time recurrent learning, 322, 324
Rural, 236, 237, 244

SC selection combining, 259
Scheduling, 317
Sensitivity

capacity losses, 527–536
CDMA network, 519–521, 528, 531, 535,

538
system model, 521–527

Sequences
binary maximal-length sequence, 26–30
binary shift-register, 23–25
dual-BCH Sequences, 33
generator, 24
gold sequences, 30, 32, 33
gold-like, 33
JPL sequences, 35
Kasami sequences, 33, 34

large set, 34
small set, 34

Kroncker sequences, 36
optimum PN sequences, 37, 38
polynomial, 23, 24, 26, 27, 32–34, 39

degree, 25, 26, 33, 34
primitive, 26, 27, 30, 32, 34
roots, 26, 33

preferred pair, 29
sets of binary sequences with small

crosscorrelation, 30
Walsh functions, 36, 37

SIG5 indoor scenario, 247
Single user, 457, 460, 476
SMS short message service, 406
Spatial interference, 62, 63, 66
Spatial processing, 500–503
Spread spectrum

BS base station, 16
despreading, 11
direct sequence, 10
DL downlink, 17
fundamentals, 10–13, 16
MAI multiple Access Interference, 12

MPI multipath intensity profile, 14
multicode, 16
multiplexing, 17

MU mobile unit, 343
OVSF orthogonal variable spreading factor,

16
processing gain, 7
RAKE, 11, 14
spreading, 11
UL uplink, 16

Standards
CDMA2000, 575, 577–581
IS 95 standard, 565–575

pilot channel, 572
IS-665 W-CDMA, 581, 582, 585, 588
IS-95B CDMA, 575

Suburban, 236–239
SUD spatial user distribution, 425, 428

one dimensional uniform, 428
two dimensional uniform, 428

TCP/IP transport control protocol/internet
protocol, 434

TDD time division duplexing, 220
The learning curve, 203–207

time constant, 204
Threshold, 51, 61
Throughput, 370–372, 374, 375, 378, 379, 390,

392, 394, 396, 398, 401–404, 412, 417
Time, 45, 48

acquisition, 43
dwell, 48

Transmission
adaptive, 374, 375
reconfigurable, 374, 375

Transversal filter
single sided, 192
two sided, 192

Two ray propagation model, 210

UEP unequal error protection, 150
UMTS standard

WCDMA/FDD Layer 1, 591, 592, 594, 596
channel coding and interleaving, 598, 600

convolutional, 598
Reed Solomon, 600

multiplexing, 598–600
frame, 592
slot, 592

physical channels (FDD), 592
DPCCH, 592

TPC, 592
TFI, 592
FBI, 592

DPDCH, 592
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UMTS standard (continued )
RACH, 592
spreading and modulation, 600–604

codes, 600
scrambling, 601, 602
spreading, 602, 606
spreading, 606

SF spreading factor, 600
transport channels, 591, 592

ACCH, 591
BCCH, 591
DCH, 591
DTCH, 591
FACH, 591
PCH, 591
SDCCH, 591

UMTS Universal Mobile Communications
System, 56, 71

Unipolar, 25

Universe of discourse, 167
Urban, 223, 236–239

V&V Viterbi and Viterbi, 135
Vector

channel gains, 295, 297
data rate limits, 364
occupancy, 423
rate, 296
required SNR, 364
transmission load, 423
transmitted power, 295

Voice activity factor, 223, 238
VSAPC variable step adjustment power

control, 149, 157

Whitening filter, 202
Wiener–Hopf equation, 193, 196
WSS wide sense stationary, 94




