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Preface

This book gives a systematic account of the Power Spectral Density and details
the application of this theory to Communications and Electronics. The level of
the book is suited to final year Electrical and Electronic Engineering students,
post-graduate students and researchers.
This book arises from the author’s research experience in low noise amplifier

design and analysis of random processes.
The basis of the book is the definition of the power spectral density using

results directly from Fourier theory rather than the more popular approach of
defining the power spectral density in terms of the Fourier transform of the
autocorrelation function. The difference between use of the two definitions,
which are equivalent with an appropriate definition for the autocorrelation
function, is that the former greatly facilitates analysis, that is, the determination
of the power spectral density of standard signals, as the book demonstrates.
The strength, and uniqueness, of the book is that, based on a thorough account
of signal theory, it presents a comprehensive and straightforward account of
the power spectral density and its application to the important areas of
communications and electronics.
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Prof. J. L. Hullett introduced me to the field of low noise electronic design and
has facilitated my career at several important times. Second, Prof. L. Faraone
facilitated and supported my research during much of the 1990s. Third, Prof.
A. Cantoni, Dr. Y. H. Leung and Prof. K. Fynn supported my research from
1995 to 1997. Fourth, Mr. Nathanael Rensen collaborated on a research
project with me over the period 1996 to early 1998. Fifth, Prof. A. Zoubir
has provided collegial support and suggested that I contact Dr. P. Meyler
from John Wiley & Sons with respect to publication. Sixth, Dr. P. Meyler,
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managed the publication of the book. Finally, several students—undergrad-
uate and postgraduate—have worked on projects related to material in the
book and, accordingly, have contributed to the final outcome.
I also wish to thank the staff at Kiribilli Cafe, the Art Gallery Cafe and the

King Street Cafe for their indirect support whilst a significant level of editing
was in progress. Finally, family and friends will hear a little less about ‘The
Book’ in the future.
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Figure 5.7 Bipolar signaling waveform where pulses associated with a raised cosine spectrum
have been used. �� 1, D � 1, A �1, and data is �1, 0, 1, 1, 1, 1, 0, 0, 1, 0�.

TABLE 5.1 Possible Outcomes for Two Consecutive Signaling Intervals

Data Signaling Waveforms Probabilities

00 0, 0 p
00

�0.25
01 0, �(�1, t ) or 0, �(1, t) p

0,�1
� p

01
�0.125

10 �(�1, t ), 0 or �(1, t ), 0 p
�1,0

� p
10

�0.125
11 �(�1, t ), �(1, t ) or �(1, t ), �(�1, t ) p

�1,1
� p

1,�1
� 0.125

In these equations, p
��

� p
�
� 0.25 and p

�
� 0.5. By considering possible data

and the corresponding signaling waveforms in two consecutive signaling
intervals, it follows that the probabilities of two consecutive signaling wave-
forms, that is P[�(�

�
, t), �(�



, t)]� p����

, are as tabulated in Table 5.1. Using
the results in this table, it follows that

��( f )�
 � 0.5�P(�, f )�
 and R����
( f ) ��0.25�P(�, f )�


and hence,

G
�
(ND, f ) � 0.5r�P(�, f )�
 �1��1�

1

N� cos(2	f /r)� (5.50)

G
��
( f ) � r sin
(	f /r)�P(�, f )�
 (5.51)

where the relationship sin
(A) � 0.5� 0.5 cos(2A) has been used. The power
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Figure 5.8 Power spectral density of a signaling random process using pulses associated with
a raised cosine spectrum, bipolar coding and with D � r � A � 1.

spectral density is plotted in Figure 5.8 for the case of N�� when � � 0.5
and �� 1.0.

In comparison with RZ signaling, the following can be noted. First, the
bipolar coding ensures that the signaling random process has a zero mean, and
therefore, there are no impulses and no redundant signal components in the
power spectral density. Second, the signaling is more spectrally efficient. For
example, with � � 1, the spectrum is bandlimited to r Hz which implies 1
bit/Hz (twice as efficient as RZ signaling). Third, on the infinite interval with
no truncation of the signaling pulses defined in Eq. (5.46), the spectral rolloff
is infinite (there is no spectral spread). In practice, the signaling pulses are
truncated and this results in spectral spread which can be readily determined.
Finally, the encoding ensures that the power spectral density is zero at zero
frequency, ensuring that a bipolar signal can be passed by a linear system
whose transfer function has zero response at dc.

5.3 DIGITAL TO ANALOGUE CONVERTER QUANTIZATION

Increasingly, information signals are generated via a digital processor that
generates very accurate sample values, and these are put to a M bit digital to
analogue converter (DAC), at a constant rate of r� 1/D samples/sec. To
ascertain the power spectral density of the generated signal, consider a M bit
DAC with 2� equally spaced levels between and including �A. The difference
between DAC levels is denoted �, where � � 2A/(2� � 1). Associated with the
ith sample value x

�
, is a quantization error �

�
, as illustrated in Figure 5.9, such

152 POWER SPECTRAL DENSITY OF STANDARD RANDOM PROCESSES — PART 1



A

−A
∆

yi
εixi

Figure 5.9 Illustration of quantization error with a 2-bit DAC (4 levels).

that in the ith sample interval [(i � 1)D, iD], the constant level y
�
� x

�

 �

�
is

generated. The model is one of an additive error to an ideal signal. In general,
the actual levels in a DAC will vary from device to device because of
manufacturing tolerances and will vary with device age, etc. Accordingly, it is
appropriate to consider an infinite ensemble of DACs, where each is driven by
the same sample values, such that in the ith sample interval �

�
is independent

of x
�
when considered across the ensemble. From the nature of quantization, it

follows that �
�
takes on values with a uniform distribution, from the interval

[��/2,�/2). A further assumption is that the DAC resolution and rate of
signal change are such that the quantization errors from one sample interval
to the next are uncorrelated. With such assumptions, the ensemble of DAC
output signals for the interval [0,ND], which define a random process Y, is

E
�
� �

y(�
�
, . . . , �

�
, t) �

�
�
���

(x
�

 �

�
)�(t � (i � 1)D)

� x
�
(t) 


�
�
���

�
�
�(t � (i � 1)D)

�
�
��

��
2

,
�
2�� (5.52)

where � is a pulse function defined according to

�(t) ��
1

0

0� t�D

elsewhere
��( f )� �

1

r �sinc �
f

r�� (5.53)

and x
�
(t) is a step approximation to the desired signal x, that is,

x
�
(t) �

�
�
���

x
�
�(t � (i � 1)D) (5.54)

The probabilities associated with the quantization error are such that

P[�
�
� [�

�
, �

�

d�]]� f	 (��) d�

DIGITAL TO ANALOGUE CONVERTER QUANTIZATION 153



with f	 (�) � 1/� for ��/2����/2 and f	(�) � 0 elsewhere. Clearly, the
mean of �

�
is zero and the variance of �

�
is given by 



	
�

��
/12 (Papoulis, 2002
p. 165).

The random process Y can be considered to be the summation of a
degenerate random process, defined by the signal x

�
and a random process E

associated with the quantization error, and defined by the ensemble

E
�
��e(��, . . . , �� , t)�

�
�
���

�
�
�(t � (i � 1)D)� (5.55)

As E has zero mean, it follows from Theorem 4.6 that the power spectral
densities of x

�
and E add, that is,

G
�
(T, f ) �G

��
(T, f ) 
G

�
(T, f ) (5.56)

From Eq. (5.39) it follows that the power spectral density of E is

G
�
(ND, f ) �

r�
��( f )�

12

�
�
 sinc
( f /r)

12r
�

(2A)
 sinc
( f /r)

12(2� � 1)
r
(5.57)

A normalized power spectral density, with normalization in respect of the DAC
range of 2A and the output rate r, can be defined as

G
�
(ND, f ) �

rG
�
(ND, rf )

(2A)

�

sinc
( f )

12(2� � 1)

(5.58)

This power spectral density is plotted in Figure 5.10 for DACs with 8, 10, 12,
14, and 16 bits.

5.3.1 Notes

First, for a fixed DAC range, the power spectral density due to quantization is
inversely proportional to the number of levels and inversely proportional to
the output rate. Second, in the frequency range of �r/2� f � r/2, where the
spectrum of a generated signal is located, it is common to approximate the
power spectral density by the constant level of

G
�
(ND, 0) �

(2A)


12(2� � 1)
r
(5.59)

As a measure of the signal to noise ratio performance that is achievable with
a M bit DAC, consider the case where a sinusoid with amplitude of A volts is
being generated, and the DAC output is filtered such that the effective
quantization noise power is consistent with the level given by Eq. (5.59) in an
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Figure 5.10 Normalized power spectral density of a DAC due to quantization. Upper to lower
curves, respectively, are for 8-, 10-, 12-, 14-, and 16-bit DACs.

ideal bandwidth of r/2 Hz. The signal to noise ratio achievable is (Franco, 2002
p. 565)

SNR(M) � (A/
2)
 �
1

2(r/2)

12(2� � 1)
r

(2A)
 �� 1.5(2� � 1)
 � 1.5(2
�) (5.60)

SNR
��
(M) � 10 log[SNR(M)] � 1.76
 6.02M dB (5.61)

For 8-, 10-, 12-, 14-, and 16-bit DACs, the respective achievable signal to noise
ratios are 50 dB, 62 dB, 74 dB, 86 dB, and 98 dB.

One example of signal generation of a bandpass communications signal,
with a digital signal processor and DAC, is discussed in Rensen (1999).

5.4 JITTER

The additive noise on a signal will introduce variations in the time instants a
signal crosses a set threshold level. Consequently, a signal generated on the
basis of the time an input signal crosses a set threshold will exhibit variations,
denoted jitter, from the ideal zero noise case. Jitter arises in many practical
applications, including synchronization of signals, hard limiting of signals, and
digital circuitry. The archetypical jitter case is that of a periodic pulse train,
which is corrupted by noise prior to the input of a comparator, as shown in
Figure 5.11. The noise will alter both the start and finish times of a given
output pulse shape, as shown in Figure 5.12.
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Figure 5.11 Schematic diagram of periodic signal, that is corrupted by noise and input into a
comparator.

The signals x and z defined in these figures can be modeled on the interval
[0,NB], according to

x(t) �
�
�
���

p(t � (i � 1)B) (5.62)

z(�
�
, . . . , �

�
, t) �

�
�
���

�(�
�
, t� (i � 1)B) (5.63)

where p is the pulse waveform defining the input pulse train, and z is one
waveform from a random process Z, defined by the ensemble E

�
,

E
�
��z(��

, . . . , �
�
, t)�

�
�
���

�(�
�
, t� (i � 1)B), �

�
� (a

�
, d

�
, w

�
) �S� , � �E��

(5.64)

Here, S� �S
�

�S
�
� S

�
, where S

�
, S

�
, and S

�
are sample spaces of random

variables A, D, and W with respective outcomes a, d, and w, and respective
probability density functions f

�
, f

�
, and f

�
. The set of signaling waveforms,

E� is defined according to (assuming A
�
� 0),

E����(�, t) �A
�
(1 
 a)r�

t��
�
� d

�
�


w � , �� (a, d, w), a � S
�
, d � S

�
, w � S

��
(5.65)

Here, A
�
is the amplitude of the comparator output pulse for the ideal zero

noise case, r is a normalized pulse waveform defined in Figure 5.13, a accounts
for variations in the comparator output amplitude, d accounts for the advance/
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Figure 5.13 Definition of the rectangle function r.
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Figure 5.12 Illustration of how noise alters the ith comparator output pulse shape.

delay of the commencement of the output pulse, w accounts for the variation
in the width of the output pulse, and �

�
and �

�
, respectively are the mean

delay and mean width of the output pulse. By definition, the random variables
A, D, and W have zero mean.

To facilitate analysis, the assumption is made that the noise is uncorrelated
over a time interval consistent with the duration of the comparator output
pulse. The implication of this assumption is that the delay d

�
, of the ith

comparator output pulse is independent of the width, as specified by w
�
.

Further, the delay and width of the ith comparator output pulse are assumed
to be independent of the delay and width of any other output pulse, and the
pulse amplitude is assumed to be independent of the pulse delay and width.
With such assumptions, it follows that

P[�(�, t)�
��������������

]��
��

f
�
(a) da �

��

f
�
(�) d� �

��

f
�
(w) dw (5.66)
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consistent with the probability density function of the random variable �,
whose outcomes are denoted �, being such that

f�(�) � f
�
(a) f

�
(d) f

�
(w) �� (a, d, w) (5.67)

Clearly, Z is a signaling random process. As detailed in Appendix 2, previously
derived results for the power spectral density of such a random process can be
used to derive the power spectral density of Z. The result is given in the
following theorem.

T 5.2. P S D—J S The power spec-
tral density of the random process Z characterizing jitter and modeled by the
ensemble and associated signaling set, as per Eqs. (5.64) and (5.65), is

G
�
(NB, f ) � rA


�
(1 
A� 
) �

�

��

(�
�


w)
�R[(�
�


w) f ]�
f
�
(w) dw


rA

�
�F

�
( f )�
 ��

�

��

(�
�

w)R[(�

�

w) f ] f

�
(w) dw�




��
1

N

sin
(	Nf /r)

sin
(	f /r)
� 1� (5.68)

G
��
( f ) � rA


�
(1 
A� 
) �

�

��

(�
�


w)
�R[(�
�

w) f ]�
 f

�
(w) dw


rA

�
�F

�
( f )�
 ��

�

��

(�
�


w)R[(�
�


w) f ] f
�
(w) dw�




��r
�
�

����

�( f � ir) � 1� (5.69)

where r� 1/B, F
�
is the Fourier transform of f

�
, and R is the Fourier transform

of r, that is,

F
�
( f ) ��

�

��

f
�
(�)e��
�	� d� R( f ) ��

�

��

r(t)e��
�	
 dt� sinc( f )e���	

(5.70)

and

A� 
� �
�

��

a
f
�
(a) da

Proof. The proof of this theorem is given in Appendix 2.
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5.4.1 Case 1 — Constant Amplitude

The common case is where the amplitude is constant, that is, A� 
 � 0. For this
case, the expressions for the power spectral density given in Eqs. (5.68) and
(5.69), readily simplify.

5.4.2 Case 2 — Zero Mean Amplitude

For the special case where the mean of the amplitude is zero, that is, A
�
� 0,

the signaling set is

E� ���(�, t)� ar�
t��

�
� d

�
�


w � , �� (a, d, w), a � S
�
, d �S

�
,w �S

�� (5.71)

For this case, the power spectral density takes on the simpler form,

G
�
(NB, f ) �G

��
( f ) � rA� 
 �

�

��

(�
�


w)
�R[(�
�


w) f ]�
 f
�
(w) dw (5.72)

5.4.3 Example — Jitter of a Pulse Train with Gaussian Variations

Consider the case where a comparator is driven by a periodic pulse train with
period B� 1/r and a pulse width �

�
. Further, assume the pulse train is

corrupted by noise such that the delay and width density functions, f
�
and f

�
,

are Gaussian with variances 


�
and 



�
, that is, f�(�) � e��
/2



�/
2	
� for
� � �D,W �. The comparator output pulses are assumed to be of constant
height A

�
, and have a mean width �

�
. As shown in Appendix 3, the power

spectral density of the comparator output random process is

G
�
(NB, f ) �

rA

�

2	
f 

[1� cos(2	�

�
f )e�2	
f 




�]



rA


�
e�4	




�
f 


4	
f 

[1
 e�4	
f 




� � 2 cos(2	�
�
f )e�2	
f 




�]

��
1

N

sin
(	Nf /r)

sin
(	f /r)
� 1� (5.73)

G
��
( f ) �

rA

�

2	
f 

[1� cos(2	�

�
f )e�2	
f 




�]



rA


�
e�4	




�
f 


4	
f 

[1
 e�4	
f 




� � 2 cos(2	�
�
f )e�2	
f 




�]

��r
�
�

����

�( f � ir)� 1� (5.74)
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Figure 5.14 Effect of jitter on the power spectral density of a pulse train, evaluated on [0, 8],
for the case where B � r � Ao � 1. The thicker line is for the zero jitter case.

The power spectral density, G
�
(8, f ), for the case where the mean compara-

tor output pulse width is �
�

�B/2, is plotted in Figure 5.14 for the ideal case,
and for the case of 



�
�



�
� (0.05B)
. Clearly, the effect of jitter is to lead to

spectral spread and to reduce the peak height of the harmonic components.
Note that the zero jitter case yields a periodic pulse train, as shown in

Figure 4.7, where W �T
�
/2 and T

�
� 1. Accordingly, the power spectral

density shown for the zero jitter case is the same as that shown in Figure 4.9
for a periodic pulse train.

5.5 SHOT NOISE

Shot noise occurs in many physical processes, including current flow in active
electronic devices. Accordingly, a derivation of the power spectral density of
such a process is important. To this end, consider an interval [0, T ] that is
quantized into M intervals of duration �t sec. Such quantization defines the
set of times: �0, �t, 2�t, . . . , (M � 1)�t�. Clearly, M�t�T.

Next, consider the following experiment:

1. A time on the interval [0, T ] is chosen at random, with a uniform
probability density function, and quantized to yield a number from the
set �0,�t, 2�t, . . . , (M � 1)�t�. It then follows that P[i�t]� 1/M.

2. Step 1 is repeated N times.
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tNt4
t

t3

z(γ1, …,γN, t)

p(t − t1) p(t − t2)

t1 = γ1∆t t2 = γ2∆t

Figure 5.15 Illustration of a signal from a shot noise process.

A shot noise process is one where a ‘‘pulse’’ waveform is associated with
each of the N times defined by the above experiment, and an example of a shot
noise waveform is shown in Figure 5.15.

Consistent with the above description, a shot noise process Z is defined by
the ensemble

E
�
� �z(��

, . . . , �
�
, t) �

�
�
���

p(t � �
�
�t), �

�
� �0, 1, . . . ,M�1�,P[�

�
]� 1/M�

(5.75)

where p � L . The power spectral density of a shot noise process is detailed in
the following theorem.

T 5.3. P S D   S N P With the
assumption that the interval [0, T ] is sufficiently long, such that the effect of
including the contribution of pulse waveforms outside of this interval is negligible,
and with the limit of �t� 0, the power spectral density of a shot noise process is

G
�
(T, f ) � ��P( f )�
 
 �
�P( f )�
 �1�

1

�T � T sinc
( f T ) (5.76)

G
��
( f ) � ��P( f )�
 
 �
�P(0)�
�( f ) (5.77)

where � �N/T is the average number of waveforms/sec.

Proof. The proof of this theorem is given in Appendix 4.

5.5.1 Shot Noise due to Electrons Crossing a Barrier

Consider a classical description where electrons are moving through an entity
due to some mechanism, and at random times, are crossing a boundary x� x

�
as illustrated in Figure 5.16.

With a classical description, the electrons behave as particles with finite
dimensions, and an electron will take dt sec to cross a boundary. The charge
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Figure 5.16 Electron movement.

Figure 5.17 Illustration of a charge q crossing a boundary in dt sec and the resulting
contribution to current flow through the boundary.

q
�
, passing a boundary due to the ith electron is as illustrated in Figure 5.17,

where q� 1.6 · 10���C. Also shown in this figure is the current flow i
�
through

the boundary due to the ith electron. The relationship i(t) � dq/dt implies that

�
�

�

i
�
(t) dt��q

It is convenient to define a normalized pulse function h, according to

h(t) �
�i

�
(t 
 t

�
)

q
H(0) ��

�

�

h(t) dt� 1 (5.78)

where H is the Fourier transform of h. Assuming all electrons behave in a
similar manner, the current generated by electrons passing the boundary can
be written as

i(t) �
�
�
���

�qh(t � t
�
) (5.79)

If, on average, there are � electrons/sec passing the boundary, it then follows
from Theorem 5.3 that the power spectral density of the random process
associated with such a current flow is

G
�
( f ) � q
��H( f )�
 
 q
�
�H(0)�
�( f ) (5.80)
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Figure 5.18 Illustration of a signal from a shot noise process with a dead time tZ.

As I� � q� is the magnitude of the mean current flowing through the boundary,
and H(0) � 1, it follows that the power spectral density can be written as

G
�
( f ) � qI� �H( f )�
 
 I� 
�( f ) (5.81)

If the transition time for electrons is short relative to the measurement response
time, then for frequencies less than the bandwidth of the measuring system
�H( f )�
 �H
(0) � 1 and the most commonly used result

G
�
( f ) � qI� 
 I� 
�( f ) (5.82)

is obtained. Ignoring the impulse at zero frequency, Schottky’s formula
G

�
( f ) � qI� results (Davenport, 1958 p. 123).
Appropriate references for shot noise are Davenport (1958 ch. 7) and Rice

(1944).

5.5.2 Shot Noise with Dead Time

Consider a shot noise process, where the occurrence of a pulse precludes the
occurrence of a second pulse for a time t

�
as illustrated in Figure 5.18. This

exclusion time t
�
, represents a ‘‘dead time’’ or ‘‘dead zone.’’ Underlying such a

random process is a point random process where, for the interval [0, T ], the
outcomes are sets of times �t

�
, . . . , t

�
�

�. Such a set of times is generated by the
following experiment:

A number �
�
is chosen at random from the sample space S� , defined by a

random variable �, with a density function f� , and is added to the dead time
t
�
to create the first time t

�
. The density function is such that f�(�) � 0 for

�� 0. The second time, t


is given by t

�
plus the dead time t

�
, plus another

number �


, chosen at random from S� . This is repeated and the ith time is

given by

t
�
�

�
�
���

t
�

 �

�
� it

�



�
�
���

�
�

�
�
� S� (5.83)

This process is stopped when t
�
�
��

�T and t
�
�

�T.
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This experiment generates N


numbers �

�
, . . . , �

�
�

that have a probability
of occurrence consistent with

P[(�
�
, . . . , �

�
�

)��
�
��

�

]�
�
��

���
�
�
�

f�(�) d� (5.84)

Associated in a one-to-one manner with these numbers, is a set of times
t
�
, . . . , t

�
�

as defined by Eq. (5.83). Hence,

P[(t
�
, . . . , t

�
�

)��
�
��

�

]�
�
��

���
�
�
�

f�(�) d� t
�
� it

�



�
�
���

�
�

(5.85)

When a pulse function is associated with these times, a shot noise process Z
with a dead time t

�
, is defined. Before formally defining such a random process,

it is useful to consider the variation in N


for a fixed interval [0, T ], a fixed

dead time t
�
, and with the mean of the random variable � denoted �� .

5.5.2.1 Variation in Number of Pulses Consider the random variable �
�
,

defined as the sum of N identically distributed and independent random
variables �

�
, . . . , �

�
, plus the time of N dead zones, that is,

�
�
�Nt

�



�
�
���

�
�

(5.86)

The mean and variance of �
�
, are N(t

�

��) and N



� , respectively, where ��
and 



� are the mean and variance of �
�
. It follows from the central limit

theorem (Grimmett, 1992 p. 175; Larson, 1986 p. 322), with probability 0.95,

that an outcome of �
�
is within 1.96
N
� of the mean N(t

�

��) as N

becomes increasingly large. Hence, the relative variation in an outcome from
�
�
, as given by

1.96
N
�
N(t

�

 ��)

�
1.96
�


N (t
�

��)

(5.87)

clearly approaches zero as N increases. Accordingly, a reasonable approxi-
mation is to use a fixed number of outcomes N�T /(t

�

��) in the interval

[0, T ], rather than a variable number N


.

5.5.2.2 Power Spectral Density A shot noise process Z, with a dead time
t
�
, can be defined for the interval [0, T ] by the ensemble

E
�
��z(��, . . . , �� , t) �

�
�
���

p(t � t
�
), t

�
� it

�



�
�
���

�
�
, �

�
�S�� (5.88)
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where p � L , N� T /(t
�

��), and P[z(�

�
, . . . , �

�
, t)]�P[�

�
, . . . , �

�
]. The power

spectral density of this shot noise process is detailed in the following theorem.

T 5.4. P S D  S N P  D
T T he power spectral density on the intervals [0, T ] and [0,�], of a shot
noise process with a dead time t

�
is

G
�
(T, f ) � ��P( f )�
 �1
 2Re �

���
�
���
�1�

k

�T � e�
�	�
�[F�
�(� f )]�� (5.89)

G
��
( f ) � ��P( f )�
 �1
 2Re �

�
�
���

e �
�	�
�[F�
�(� f )]�� (5.90)

where F� is the Fourier transform of the density function f� , N� T /(t
�

��),�� is the mean of the random variable �, and ��N/T � 1/(t

�

 ��) is the

average number of pulses/sec.

Proof. The proof of this theorem is given in Appendix 5.

5.5.3 Example

Consider the case where the probability density function f� is uniform on the
interval [0, �], that is, f�(�) � 1/� for 0���� and is zero elsewhere. Then,
from Theorem 2.33

F�( f ) � sinc(�f )e���	
 ��� �/2 (5.91)

and

G
�
(T, f ) � ��P( f )�
 �1
 2

���
�
���
�1�

k

�T � cos �2	f k �t�

�
2�� sinc�(�f )�

(5.92)

where N� T /(t
�

 �/2). This result is plotted in Figure 5.19 along with the

power spectral density of a regular shot noise process, for the case where the
pulse function is rectangular, that is, p(t) � 1 for 0� t� t

�
and is zero

elsewhere, whereupon �P( f )�
 � t

�
sinc
(t

�
f ). The values used are t

�
� 1,

t
�
� 5, �� 10, �� 0.1, and T � 1000.
Not unexpectedly, the power spectral densities are similar. This is because

the mean time between pulses t
�

 �/2� 10, is double the dead zone time

t
�
� 5, and the dead zone has only a moderate influence. Clearly, the power

spectral densities of shot noise processes with and without a dead zone, will
become increasingly different when the mean time between pulses, for the shot
noise process, becomes less than the dead zone time.
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Figure 5.19 Power spectral density of a shot noise process with and without a dead time.

For the case where the dead zone time is much longer than the mean �� of�, the random process approaches that of a periodic signal with period close
to t

�
, that is, a jittered periodic signal. For example, with T � 8, t

�
� 1,

��� 0.01, t
�
� 0.5, N� 8, and � � 1, the power spectral density given by Eq.

(5.92) can be shown to approach that of Figure 4.9, which is for a periodic
pulse train.

5.6 GENERALIZED SIGNALING PROCESSES

Combining the characteristics of a signaling random process and a shot noise
process, the generalized signaling random process W, can be defined on [0, T ]
by the ensemble

E
�

��w(��, . . . , �� , t)�
�
�
���

�(�
�
, t� q

�
), �

�
�(�

�
, q

�
), � �E� , �

�
�S� , q� �S

��
(5.93)

where S� and S
�
are the respective sample spaces for the independent random

variables � and Q, with outcomes � and q and with probability density
functions f� and f

�
. For the case where �

�
is independent of �

�
for i� j and q

�
is independent of q

�
for i� j, the probability associated with outcomes of W

are such that

P[w(�
�
, . . . , �

�
, t)��

�
��

�
��
�
��

�

]�
�
�
���
�
�
�

f�(�) d� �
�
�

f
�
(q) dq (5.94)
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The signal set E� is defined as

E�� ��(�, t): � � S�� (5.95)

where

P[�(�, t)�����
�
��
�
���	]� f�(��) d� (5.96)

The following theorem details the power spectral density of this generalized
signaling random process.

T 5.5. P S D   G S P-
 Assuming the effect of including components of the signaling waveforms
outside the interval [0, T ] is negligible, and the ith signaling waveform is
independent of the jth waveform when i� j, the power spectral density of the
random process W, defined by the ensemble as per Eq. (5.93), is

G
�
(T, f ) � r��( f )�
 
 r
 �1�

1

rT � T �F
�
( f )�
���( f )�
 (5.97)

where r�N/T is the average waveform rate, F
�
is the Fourier transform of the

density function f
�
, and

��( f ) ��
�

��

�(�, f ) f�(�) d� ��( f )�
 � �
�

��

��(�, f )�
f�(�) d� (5.98)

Here, � is the Fourier transform of a waveform from the signaling set, and
evaluated over the interval (��, �), that is,

�(�, f ) � �
�

��

�(�, t)e��
�	
 dt (5.99)

Proof. The proof of this theorem is given in Appendix 6.

5.6.1 Uniform Distribution of Times

For the usual case of a uniform distribution of times on the interval [0, T ],
consistent with f

�
(q) � 1/T for 0� q�T and zero elsewhere, it follows that

F
�
( f ) � sinc( f T )e���	�, and hence,

G
�
(T, f ) � r��( f )�
 
 r
 �1�

1

rT � T sinc
( f T )���( f )�
 (5.100)

G
��

( f ) � r��( f )�
 
 r
���(0)�
�( f ) (5.101)
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Not surprisingly, by comparison with the results for the shot noise case, that
is, Eqs. (5.76) and (5.77), this result is a straightforward generalization of that
case.

APPENDIX 1: PROOF OF THEOREM 5.1

Theorem 4.7 states that the power spectral density of the sum of N random
processes X

�
, . . . ,X

�
, is given by

G
�
(T, f ) �

�
�
���

G
�
(T, f ) 


�
�
���

�
�
���
���

G
��
(T, f ) (5.102)

With T �ND, this result can be used directly with the ith random process X
�

being defined by the ensemble

E
�
�

� �x
�
(�

�
, t) ��(�

�
, t� (i � 1)D), �

�
� S� , � �E�� (5.103)

where E� is defined by Eq. (5.3). Using the definitions for the power spectral
density for the countable and uncountable cases, it follows, assuming contri-
butions of the signaling waveforms outside of the interval [0, T ] can be
included, that

G
�
(T, f ) �

1

T

�
�
���

p� ��(�, f )�
 G
�
(T, f ) �

1

T �
�

��

��(�, f )�
f�(�) d� (5.104)

Hence, using the definitions for ��( f )�
, as per Eq. (5.17), it follows that
G
�
(T, f ) � ��( f )�
/T for both cases. Further, when i� k, the respective results

follow for the countable and uncountable cases,

G
��
(T, f ) �

1

T �
�
�

�
�
��

�
�

�
�
��

p�
�
�
�

�(�
�
, f )�*(�

�
, f )� e��
�������	e�
�������	

�
1

T
e��
�������	R�

�
�
�

( f ) (5.105)

G
��
(T, f )�

1

T ��
�

��
�

�

��

�(�
�
, f )�*(�

�
, f ) f�

�
�
�

(�
�
, �

�
)d�

�
d�

�� e��
�������	e�
�������	

�
1

T
e��
�������	R�

�
�
�

( f ) (5.106)

Hence, using the definition for R�
�
�
�

( f ), as per Eq. 5.18, it follows for both the
countable and uncountable cases, that G

��
(T, f ) � e��
�������	R�

�
�
�

( f )/T.
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Thus, with r�N/T � 1/D, it follows that

G
�
(ND, f ) � r��( f )�
 


1

T

�
�
���

�
�
���
���

e��
�������	R�
�
�
�

( f ) (5.107)

Further simplification relies on simplying the second term in this equation,
denoted T



. This is done for the countable case— the uncountable case follows

in an analogous manner. By definition

R�
�
�
�

( f ) �
�
�

�
�
��

�
�

�
�
��

p�
�
�
�

�
��

�
��

��(�
�
, f )�*(�

�
, f ) �

��
� �*

��

(5.108)

and

T


�

e�
��	
T

�
�

����

�
�

����

p����
�

�




e��
��	
T

�
�

����

�
�

����

p����
�


�



e�
�
�	

T

�
�

����

�
�

����

p����
�

��



e��
�
�	

T

�
�

����

�
�

����

p����
�

��

� (5.109)

To further simplify this equation, first note that there are N� 1 summations
where k� i� 1, N� 2 summations where k� i� 2, . . . , and 1 summation
where k� i� (N � 1). Second, note the assumption p�

�
�
�

� p��������
, that is,

correlations only depend on the difference between the location of signaling
intervals and not on their absolute location. Third, note it is the case that
p�

�
�
�

� p�
�
�
�

which follows because p�
�
�
�

is the probability of �(�
�
, t) in the ith

interval, and �(�
�
, t) in the kth interval, while p�

�
�
�

is the probability of �(�
�
, t)

in the kth interval, and �(�
�
, t) in the ith interval. It then follows that

T


� 2r �1�

1

N�Re �e �
��	
�
�

����

�
�

����

p����
�(�

�
, f )�*(�



, f )�


 2r �1�
2

N�Re �e�
�
�	
�
�

����

�
�

����

p����
�(�

�
, f )�*(�

�
, f )�
 · · ·


 2r �1�
N� 1

N �Re �e �
�������	
�
�

����

�
�

����

p����
�(�

�
, f )�*(�

�
, f )�
(5.110)
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which can be rewritten as

T


� 2r

���
�
���
�1�

i

N�Re �e�
���	
�
�

����

�
�

������

p������
�(�

�
, f )�*(�

���
, f )�

(5.111)

Adding and subtracting the term p��
p����

�(�
�
, f )�*(�

���
, f ) in the inner

summation yields

T


� r���( f )�
 �2

���
�
���
�1�

i

N� cos(2	iDf )�
 2r
���
�
���
�1�

i

N�
�Re �e �
���	

�
�

����

�
�

������

�[p������
� p��

p����
]�(�

�
, f )�*(�

���
, f )�

(5.112)

Using the definition for R�
�
�
�

( f ), a result implicit in Theorem 2.32, namely

2
���
�
���
�1�

i

N� cos[2	iDf ]�
1

N

sin
(	Nf D)

sin
(	f D)
� 1 (5.113)

and assuming p������
� p��p����

for i
m, it follows that

T


� r���( f )�
 �

1

N

sin
(	Nf D)

sin
(	f D)
� 1�


 2r


�
���
�1�

i

N�Re[e�
���	(R������
( f ) � ���( f )�
)]

(5.114)

Substituting this result into Eq. (5.107) yields

G
�
(ND, f ) � r��( f )�
 � r���( f )�
 
 r���( f )�
 �

1

N

sin
(	NfD)

sin
(	f D) �

2r



�
���
�1�

i

N�Re[e�
���	(R������
( f ) � ���( f )�
)]

(5.115)
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Again, using a result from Theorem 3.32, the result for the infinite interval
follows:

G
��
( f ) � r��( f )�
 � r���( f )�
 
 r
���( f )�


�
�

����

�( f � nr)


 2r


�
���

Re[e �
���	(R������
( f ) � ���( f )�
)]

(5.116)

APPENDIX 2: PROOF OF THEOREM 5.2

As the noise is assumed to be uncorrelated over a time interval consistent with
the comparator output pulse, it follows that R������

( f ), as defined by Eq.
(5.18), equals ���( f )�
. Hence, from Theorem 5.1, the power spectral density of
Z is given by

G
�
(NB, f ) � r��( f )�
 
 r���( f )�
 �

1

N

sin
(	Nf /r)

sin
(	f /r)
� 1� (5.117)

where r� 1/B, and it remains to determine ��( f ) and ��( f )�
. As

�(�, t) �A
�
(1 
 a)r�

t��
�
� d

�
�


w �
with � � (a, d,w), and

r(t) �R( f ) � r �
t

��� �R(�f ) � r �
t��

� �� �R(�f )e��
�	� � 
 0

(5.118)

it follows that

�(�, f ) �A
�
(1 
 a)(�

�

w)R[(�

�

w) f ]e��
�	������ (5.119)

Then, as f�(�) � f
�
(a) f

�
(d) f

�
(w), and �� ( f ) � ��(�, f ) f� (�) d�, it follows that

��( f ) � �
�

��
�

�

��
�

�

��

A
�
(1 
 a)(�

�

w)

�R[(�
�


w) f ]e��
�	������f
�
(a) f

�
(�) f

�
(w) da d� dw

�A
�
e��
�	�� �

�

��

e��
�	�f
�
(�) d� �

�

��

(�
�


w)R[(�
�


w) f ] f
�
(w) dw

(5.120)
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where the independence and the zero mean property of the random variables
has been used. With the Fourier transform definition

F
�
( f ) ��

�

��

e��
�	�f
�
(�) d� (5.121)

it follows that

���( f )� �A
�
�F

�
( f )� ��

�

��

(�
�


w)R[(�
�


w) f ] f
�
(w) dw � (5.122)

Similarly, from the definition of ��( f )�
 � � ��(�, f )�
 f� (�) d�, it follows that

��( f )�
 ��
�

��
�

�

��
�

�

��

A

�
(1 
 a)
(�

�

w)


� �R[(�
�


w) f ]�
f
�
(a) f

�
(�) f

�
(w) da d� dw

�A

�
(1 
A� 
) �

�

��

(�
�


w)
�R[(�
�


w) f ]�
f
�
(w) dw (5.123)

Hence,

G
�
(NB, f ) � rA


�
(1 
A� 
) �

�

��

(�
�


w)
�R[(�
�


w) f ]�
f
�
(w) dw


 rA

�
�F

�
( f )�
 ��

�

��

(�
�


w)R[(�
�


w) f ] f
�
(w) dw �




��
1

N

sin
(	Nf /r)

sin
(	f /r)
� 1� (5.124)

and

G
��
( f ) � rA


�
(1 
A� 
) �

�

��

(�
�


w)
�R[(�
�


w) f ]�
f
�
(w) dw


 rA

�
�F

�
( f )�
 ��

�

��

(�
�


w)R[(�
�


w) f ] f
�
(w) dw �




��r
�
�

����

�( f � ir) � 1� (5.125)
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APPENDIX 3: PROOF OF EQUATION 5.73

With A� 
 � 0, Gaussian probability density functions for W and D and
R( f ) � sinc( f )e���	, it follows from Eq. (5.68) that

G
�
(NB, f ) � rA


� �
�

��

(�
�


w)
 sinc
[(�
�


w) f ]
e�w
/2



�


2	

�

dw


 rA

�
e�4	




�
f 
 �

1

N

sin
(	Nf /r)

sin
(	f /r)
� 1�

� ��
�

��

(�
�


w) sinc[(�
�


w) f ]e�j	(�
�

w) f e

�w
/2


�


2	

�

dw �



(5.126)

where the Fourier transform result (McGillem, 1991 p. 168)

e�b
t
 �

	
b

e�	
f 
/b
 �
e�d
/2



�


2	

�

� e�2	



�
f 
 (5.127)

has been used to evaluate F
�
( f ). Using the definition for the sinc function, it

follows that

G
�
(NB, f ) �

rA

�

	
f 
 �
�

��

sin
[	(�
�


w) f ]
e�w
/2



�


2	

�

dw



rA


�
e�4	




�
f 


	
 f 
 �
1

N

sin
(	Nf /r)

sin
(	f /r)
� 1�

� ��
�

��

sin[	(�
�


w) f ]e�j	(�
�

w) f e

�w
/2


�


2	

�

dw �



(5.128)

Using the identity

2 sin
(A) � 1� cos(2A),

the standard expansion for cos(A 
B), the fact that the integral of a density
function is unity, the integral of an even and odd function is zero, and the
integral result (Spiegel, 1968 p. 98)

�
�

�

cos(bx)e�� � dx�
1

2	
	
a
e�!����
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it follows that

�
�

��

cos(2	wf )
e�w
/2



�


2	 

�

dw� e�2	



�
f 
 (5.129)

and the first term in Eq. (5.128) simplifies to

rA

�

2	
f 

[1� cos(2	�

�
f )e�2	
f 




�] (5.130)

Consider the second integral in Eq. (5.128) with the sin function written in its
equivalent exponential form:

I


�

1

2 j �
�

��

[e j	(�
�

w) f � e�j	(�

�

w) f]e�j	(�

�

w) f e

�w
/2


�


2	

�

dw

(5.131)

�
1

2j �1� e�j2	�
�
f �

�

��

e�j2	wf e
�w
/2



�


2	

�

dw�
Writing the complex exponential term in its equivalent trigonometric form, and
noting that one of the resulting integrals is of an even and odd function which
integrates to zero, it follows from Eq. (5.129) that

I


�

1

2j
[1� e�j2	�

�
f e�2	
f 




�] (5.132)

Substitution of these integral results yields the required form

G
�
(NB, f ) �

rA

�

2	
f 

[1� cos(2	�

�
f )e�2	
f 




�]



rA


�
e�4	




�
f 


4	
f 

[1
 e�4	
f 




� � 2 cos(2	�
�
f )e�2	
f 




�]

��
1

N

sin
(	Nf /r)

sin
(	f /r)
� 1� (5.133)

Using a limit result from Theorem 2.32 for the last term in this equation yields
the result for the infinite interval.

APPENDIX 4: PROOF OF THEOREM 5.3

Theorem 4.7 states that the power spectral density of the sum of N random
processes X

�
, . . . ,X

�
, is given by

G
�
(T, f ) �

�
�
���

G
�
(T, f ) 


�
�
���

�
�
���
���

G
��
(T, f ) (5.134)
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This result can be used directly with the ith random process X
�
being defined

by the ensemble

E
�
�

� �x
�
(�
�
, t) � p(t � �

�
�t), �

�
� �0, . . . ,M� 1�, P[�

�
]� 1/M� (5.135)

whereupon, it follows that

G
�
(T, f ) �

1

T

���
�

�
�
��

1

M
�P( f )e�j2	�

�
�tf �
�

�P( f )�

T

(5.136)

To establish an expression for the cross power spectral density between X
�
and

X
�
for i� k, note that these random processes are independent and identical.

From Eq. (4.52) it then follows that

G
��
(T, f ) �

X�
�
(T, f )X� *

�
(T, f )

T
�

�X�
�
(T, f )�

T

�
1

T �
���
�

�
�
��

1

M
P( f )e�j2	�

�
�tf �




�
�P( f )�


T

sin
(	M�t f )

M
sin
(	�t f )
(5.137)

where the last result is from Theorem 2.32. Using these results, it then follows
that the power spectral density is given by

G
�
(T, f ) �

N�P( f )�

T



(N
 �N)�P( f )�


T

sin
(	M�tf )

M
 sin
(	�tf )
(5.138)

For the finite interval [0, T ] with N and T fixed, it follows for any fixed
frequency range f � [� f

 
, f

 
], that there will exist a �t� 0 and a M�� with

�tM�T, such that sin(	�tf ) � 	�tf, and hence,

G
�
(T, f ) �

N�P( f )�

T



N
�P( f )�


T 
 �1�
1

N�
T sin
(	M�tf )

(	M�t f )

(5.139)

� ��P( f )�
 
 �
�P( f )�
 �1�
1

�T � T sinc
( f T )

where ��N/T is the average number of waveforms/sec. This is the required
result for the finite interval. For the infinite interval, a result from Theorem
2.32 yields the required result, namely,

G
��
( f ) � lim

�"�

G(T, f ) � ��P( f )�
 
 �
�P(0)�
�( f ) (5.140)
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APPENDIX 5: PROOF OF THEOREM 5.4

As �
�
is independent of �

�
for i� k the power spectral density of the random

process Z, with an ensemble given by Eq. (5.88), is

G
�
(T, f ) �

1

T �
�

��

� �
�

��

f�(��) � f�(��) �
�
�
���

P( f )e��
�	

� �


d�

�
� d�

�
(5.141)

Substitution of the result t
�
� it

�

��

���
�
�
yields

G
�
(T, f ) �

�P( f )�

T �

�

��

��
�

��

f�(��) � f�(��)

� �
�
�
���

exp ��j2	f �it�

�
�
���

�
����
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�
� d�

�

(5.142)

Further simplification relies on the following result:

�
�
�
���

e�#��� �


�N


�
�
���

�
�

�������

e�#��� e��#���

�N
 2Re �
�
�
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�
�

�����$�

e��#����#���	�
(5.143)

With

h(p) ��2	fpt
�
� 2	f

�
�
���

�
�

(5.144)

and q
 p, it follows that

h(p) � h(q) � 2	f (q � p)t
�

 2	f

�
�

�����

�
�

(5.145)

Hence,

G
�
(T, f ) �

�P( f )�

T �N
 2Re �

�

��

��
�

��

f�(��) � f�(��)

�
�
�
���

�
�
���
�$�

exp[ j2	f (q � p)t
�
] exp � j2	f

�
�

�����

�
�� d�� � d�

��
(5.146)

Interchanging the order of summation and integration in the second term in
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this equation yields, for the argument of the Re operator,

�
�
���

�
�
���
�$�

e�
������	
� �
�

��

� �
�

��

exp �j2	f
�
�

�����

�
�� f�(��) � f�(��) d��� d�

�

�
�
�
���

�
�
���
�$�

e�
������	
�F���
� (� f ) (5.147)

where F� is the Fourier transform of the density function f� . In the double
summation in this equation there are N� 1 terms, where q� p
 1; N� 2
terms, where q� p
 2, . . . ; and 1 term where q� p
 (N � 1). Thus, this
double summation can be written as

�
�
���

�
�
���
�$�

e �
������	
�F���
� (� f ) �

���
�
���

[N� k]e�
�	�
�F�
�(� f ) (5.148)

With this result, it follows that

G
�
(T, f ) �

N�P( f )�

T �1
 2Re �

���
�
���

�1�
k

N� e �
�	�
�F�
�(� f )�� (5.149)

With ��N/T the required results follow, that is,

G
�
(T, f ) � ��P( f )�
 �1
 2Re �

���
�
���
�1�

k

�T � e�
��	
�F�
�(� f )�� (5.150)

G
��
( f ) � ��P( f )�
 �1
 2Re �

�
�
���

e�
��	
�F�
�(� f )�� (5.151)

APPENDIX 6: PROOF OF THEOREM 5.5

Theorem 4.7 states that the power spectral density of the sum of N random
processes W

�
, . . . ,W

�
, is given by

G(T, f ) �
�
�
���

G
�
(T, f ) 


�
�
���

�
�
���
���

G
��
(T, f ) (5.152)

This result can be used directly with the ith random process W
�
being defined

by the ensemble

E
�
�

� �w
�
(�

�
, t) ��(�

�
, t� q

�
), �

�
� (�

�
, q

�
), �

�
� S�, q� �S

�
, � �E�� (5.153)
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Using the definition for the power spectral density for the uncountable case, it
follows, assuming contributions of the signaling waveforms outside of the
interval [0, T ] can be included, that

G
�
(T, f ) �

1

T �
��
�
��

��(�, f )e��
�	��
 f�(�) f� (q) dq d��
��( f )�


T
(5.154)

where, by definition

��( f )�
 ��
��

��(�, f )�
f�(�) d� (5.155)

Further, when i� k,

G
��
(T, f ) �

1

T �
��
�
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�(�
�
, f )�*(�

�
, f ) f�(��) f�(��) d�� d��

��
��
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e��
�	�
�
e �
�	�

�
f
�
(q

�
) f

�
(q

�
) dq

�
dq
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(5.156)

�
�F

�
( f )�

T ��

��
�(�, f ) f�(�) d� �



�

�F
�
( f )�

T

���( f )�


where

��( f ) ��
��

�(�, f ) f�(�) d� (5.157)

and F
�
is the Fourier transform of the density function f

�
. With r�N/T, it

follows that

G
�
(ND, f ) � r��( f )�
 
 r(N � 1)�F

�
( f )�
���( f )�
 (5.158)

which is the required result.
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6
Power Spectral Density

of Standard Random
Processes—Part 2

6.1 INTRODUCTION

This chapter continues the discussion of standard random processes com-
menced in Chapter 5. Specifically, the power spectral density associated with
sampling, quadrature amplitude modulation, and a random walk, are dis-
cussed. It is shown that a 1/ f power spectral density is consistent with a
summation of bounded random walks.

6.2 SAMPLED SIGNALS

Sampling of signals is widespread with the increasing trend towards processing
signals digitally. One goal is to establish, from samples of the signal, the
Fourier transform of the signal. Consider a signal x, that is piecewise smooth
on [0,ND], as illustrated in Figure 6.1. One approach for establishing the
Fourier transform of such a signal is to use a Riemann sum (Spivak, 1994
p. 279) to approximate the integral defining the Fourier transform, that is,

�
��

�

x(t)e������ dt�D �
x(0�)

2
�

���
�

���

x(pD)e������� �
x(ND�)e�������

2 � (6.1)

If x is piecewise smooth on [0, T ], then from Theorem 2.7 it has bounded
variation on this interval. It then follows from Theorem 2.19, that this
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t
D ND3D2D

x(t)

Figure 6.1 Piecewise smooth function on [0, ND].

approximation can be made arbitrarily accurate by increasing the number of
samples taken. The following theorem establishes an exact relationship be-
tween this Riemann sum and the Fourier transform of x. This relationship
facilitates evaluation of the power spectral density of a sampled signal.

T 6.1. S R Consider N� 1 samples, taken at
0,D, . . . ,ND sec with a sampling frequency f

�
� 1/D Hz, of a piecewise smooth

signal x (see Figure 6.1). If X is the Fourier transform of x, and

lim
	
�

	
�

���	

X(ND, f	 kf
�
)

converges for all f � R, then

f
�

�
�

����

X(ND, f 	 kf
�
) �

x(0�)

2
�

���
�

���

x(pD�)�x(pD�)

2
e�������

�
x(ND�)e�������

2
(6.2)

A sufficient condition for �	
���	

X(ND, f 	 kf
�
) to converge as M� �, is the

existence of k


, �� 0, such that �X(ND, f )� � k



/� f ���� for f � R.

Proof. The proof of this result is given in Appendix 1.

6.2.0.1 Example Consider the function

x(t) � �
1

0

0� t�ND

elsewhere

whose Fourier transform (see Theorem 2.33) is

X(ND, f ) � (N/f
�
) sinc(Nf / f

�
)e�����
��

and which does not satisfy the requirement that there exists k


, � � 0, such that
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�X(ND, f )� � k


/ � f ����. However, for f � if

�
, with i � Z, the summation

lim
	
�

	
�

���	

X(ND, f 	 kf
�
)

converges and is equal to the ith term N/ f
�
. Equation (6.2) is then easily

proved as both sides are equal to N.
When f � if

�
, with i � Z, it follows, that after standard manipulation that

f
�

	
�

���	

X(ND, f 	 kf
�
) �N sinc �

Nf

f
�
� e�����
�� 1� 2

	
�
���

1

�1	
k�

f �/ f �
�
�
(6.3)

which clearly converges asM��, provided f / f
�
� Z. For example, if f � f

�
/4

and N� 2, it follows from the result (Gradshteyn, 1980 p. 8)

�
�
���

1

(1 	 4k)(1 � 4k)
�	

1

2
�

	
8

that

f
�

�
�

����

X �2D,
f
�
4

	 kf
���	j (6.4)

This result agrees with the Riemann sum for the case where N� 2 as

x(0�)

2
�

�
�

���

x(pD)e������� �
x(ND�)e�������

2 �
����
�

� 0.5	 j	 0.5�	j

(6.5)

6.2.1 Power Spectral Density of Sampled Signal

Consider a signal x, as illustrated in Figure 6.1, which is piecewise smooth on
[0,ND] and is sampled at a rate f

�
� 1/D by a sampling signal S� , defined

according to

S�(t) �
�
�

����


�(t	 kD) (6.6)

where 
� is defined by the graph of S� shown in Figure 6.2. On the interval
[0,ND) the signal y�, as a consequence of sampling the signal x, is defined
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t

∆

1
∆

Area = 1

−D D−2D 2D

δ∆(t) S∆(t)

−

Figure 6.2 Sampling signal.

according to

y�(t) � �
x(t)S�(t) �x(t)
�(t) �

���
�
���

x(t)
�(t	 kD) �x(t)
�(t	ND)

0 t � [0,ND)
(6.7)

The Fourier transform and power spectral density of y� as � approaches zero,
are specified in the following theorem.

T 6.2. F T  P S D A
S If x is piecewise smooth on [0,ND], is sampled at a rate f

�
� 1/D,

and is such that lim
	
�

�	
���	

X(ND, f 	 kf
�
) converges for all f � R, then with

Y� as the Fourier transform of y� , it follows that

Y (ND, f ) � lim
�
�

Y�(ND, f ) � f
�

�
�

����

X(ND, f 	 kf
�
) (6.8)

G
�
(ND, f ) � lim

�
�

G
��
(ND, f ) � f �

�

�
�

����

G
�
(ND, f 	 kf

�
)

�
f �
�
ND

�
�

����

�
�

����
���

X(ND, f 	 kf
�
)X*(ND, f 	 n f

�
)

(6.9)

Proof. The proof of this theorem is given in Appendix 2.

6.2.1.1 Notes If it is the case that

�X(ND, f )� � � �
���

X(ND, f 	 kf
�
) � for f � (	 f

�
/2, f

�
/2)

then

G
�
(ND, f ) � f �

�
G

�
(ND, f ) f � (	 f

�
/2, f

�
/2) (6.10)
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Figure 6.4 Power spectral density of a sampled 4 Hz sinusoid with unity amplitude. The
sampling rate is 20 Hz and samples are from a 1 sec interval.

S

FT
FT

Y∆

lim

Y

S[xi] = S∆xi

y∆x1, …, xN, …

X1, …, XN, …
∆→0

k = −∞

∞

Y(ND, f) = fS ∑     X1(ND, f − kfS) = fS ∑     X2(ND, f − kfS) = ...
k = −∞

∞

Figure 6.3 Illustration of sampling relationships.

and sampling has produced a scaled version of the true power spectral density
in the frequency interval [	 f

�
/2, f

�
/2].

Figure 6.3 illustrates the relationship between the set of signals
�x

�
, . . . , x

�
, . . .
, that are identical on arbitrarily small neighborhoods of the

points 0�,D, . . . ,ND�, and the Fourier transform of the sampled signal Y� .
Clearly, sampling results in the Fourier transform and the power spectral

density being repeated at integer multiples of the sampling frequency. To
illustrate this, the power spectral density of a sampled 4 Hz sinusoid
A sin(2	f

�
t) is shown in Figure 6.4, where the sampling rate is 20 Hz and the
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measurement interval is 1 sec. The power spectral density of such a sinusoid
has been detailed in Section 3.2.3.3.

References for sampling theory include, Papoulis (1977 p. 160f ), Champeney
(1987 p. 162f ), and Higgins (1996).

6.2.2 Power Spectral Density of Sampled Random Process

Consider a random process X that is characterized by an ensemble E
�
of

piecewise smooth signals on [0,ND],

E
�
� �x : S

�
	 R � C
 (6.11)

where S
�
� Z� for the countable case and S

�
� R for the uncountable case.

Consider a specific signal x(�, t) from E
�
. Associated with this signal is an

infinite set of sampled signals, defined according to

�y� (�, t) � S�(t)x(�, t): t � [0,ND],� � ��
�


 (6.12)

where ��
�

 is a sequence that converges to zero. The power spectral density

associated with the limit of this sequence is given in Eq. (6.9), that is,

G
�
(�, ND, f ) � lim

�
�

G
��
(�, ND, f ) � f �

�

�
�

����

G
�
(�, ND, f 	 kf

�
)

�
f �
�
ND

�
�

����

�
�

����
���

X(�, ND, f 	 kf
�
)X*(�, ND, f 	 n f

�
)

(6.13)

The power spectral density of the random process formed through sampling
each signal in E

�
is the weighted summation of the resulting individual power

spectral densities, that is, for the countable case,

G
�
(ND, f ) �

�
�

��

p
G�
(�, ND, f ) � f �

�

�
�

��

p

�
�

����

G
�
(�, ND, f 	 kf

�
)

�
f �
�
ND

�
�

��

p

�
�

����

�
�

����
���

X(�, ND, f 	 kf
�
)X*(�, ND, f 	 n f

�
)

(6.14)

where P[x(�, t)] �P[�]� p
 . An analogous result holds for the uncountable
case.
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6.3 QUADRATURE AMPLITUDE MODULATION

One of the most popular and important communication modulation formats
is quadrature amplitude modulation (QAM). A QAM signal x, is defined
according to

x(t) � i(t) cos(2	f
�
t) 	 q(t) sin(2	f

�
t)

(6.15)
� u(t) 	 v(t)

where i and q, respectively, are denoted the ‘‘inphase’’ and ‘‘quadrature’’ signals,
f
�
is the carrier frequency, u(t) � i(t) cos(2	f

�
t), and v(t) � q(t) sin(2	f

�
t).

In the general case, the signals i and q are specific signals from ensembles of
two different random processes I and Q. Consider the case where the random
process I is defined by the ensemble E

�
, according to

E
�
� �i

�
: R � C, k � Z�, P[i

�
]� p

�

 (6.16)

A corresponding random process U, is defined by the ensemble E
�
:

E
�
� �u

�
: R � C, u

�
(t) � i

�
(t) cos(2	f

�
t), k � Z�, P[u

�
]� p

�

 (6.17)

Similarly, the random processes Q and V can be defined by the ensembles E
�

and E
�
:

E
�

� �q
�
: R � C, l � Z�, P[q

�
]� p

�

 (6.18)

E
�
� �v

�
: R � C, v

�
(t) � q

�
(t) sin(2	f

�
t), l � Z�, P[v

�
]� p

�

 (6.19)

The random process X�U	V can then be defined, in a manner consis-
tent with Eq. (6.15), by the ensemble E

�
:

E
�

��x�� : R � C
x
��
(t) � i

�
(t) cos(2	f

�
t) 	 q

�
(t) sin(2	f

�
t),

k, l � Z�, P[x
��
]�P[i

�
, q

�
]� p

��
� (6.20)

For practical communication systems, the energy associated with all signals
is finite. Thus, according to Theorem 3.6, the power spectral density of
the modulating random processes I and Q, denoted G

�
and G

�
, are finite

for all frequencies when evaluated over the finite interval [0, T ]. The assump-
tion of finite energy is implicit in the following theorem and subsequent
results.
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T 6.3. P S D  U, V,  X The power spectral
density of U, V, and X on the interval [0, T ], are

G
�
(T, f ) �

G
�
(T, f 	 f

�
) �G

�
(T, f � f

�
)

4

�
1

2T
Re �

�
�
���

p
�
[I

�
(T, f 	 f

�
)I*

�
(T, f � f

�
)]�

(6.21)

G
�
(T, f ) �

G
�
(T, f 	 f

�
) �G

�
(T, f � f

�
)

4
(6.22)
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p
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�
(T, f 	 f

�
)Q*

�
(T, f � f

�
)]�
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�
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G
�
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�
) �G
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(T, f � f

�
)
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�
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�
�
���

p
�
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�
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�
)I*

�
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)]�

�
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���
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�
(T, f 	 f

�
)Q*
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(T, f � f

�
)]�

�
Im[G

��
(T, f	 f

�
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1

2T
Im �

�
�
���

�
�
���

p
��
[I

�
(T, f	 f

�
)Q*

�
(T, f� f

�
)]�

�
	Im[G

��
(T, f� f

�
)]

2

�
1

2T
Im �

�
�
���

�
�
���

p
��
[I

�
(T, f� f

�
)Q*

�
(T, f	 f

�
)]� (6.23)

where I
�
and Q

�
, are respectively, the Fourier transforms of i

�
and q

�
.

Proof. The proof of this theorem is given in Appendix 3.

6.3.1 Case 1: Bandlimited Signals

A common practical case in communication systems is where the power
spectral densities of the inphase and quadrature components are only of
significant level in the frequency range 	W � f �W, where W � f

�
, as
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f
W−W

GI, Q(T, f + fc) GI, Q(T, f ) GI, Q(T, f − fc)

−fc fc

Figure 6.5 Forms for GI(T, f) and GQ(T, f) consistent with the bandlimited case.

illustrated in Figure 6.5. A general condition for the simplification that follows,
is for the Fourier transforms of the inphase and quadrature signals to have
negligible magnitude for frequencies greater than f

�
, or less than 	 f

�
.

For the case where I, Q, and the carrier frequency f
�
are such that

2

T �Re
�
�
���

p
�
[I

�
(T, f 	 f

�
)I*

�
(T, f � f

�
)]��G

�
(T, f 	 f

�
) �G

�
(T, f � f

�
) (6.24)

2

T �Re
�
�
���

p
�
[Q

�
(T, f 	 f

�
)Q*

�
(T, f � f

�
)]

T ��G
�
(T, f 	 f

�
) �G

�
(T, f � f

�
)

(6.25)

1

T �Im
�
�
���

�
�
���

p
��
[I

�
(T, f 	 f

�
)Q*

�
(T, f � f

�
)]�

(6.26)

�
1

T �Im
�
�
���

�
�
���

p
��
[I

�
(T, f � f

�
)Q*

�
(T, f 	 f

�
)]��G

�
(T, f )

then the following approximation is valid:

G
�
(T, f ) �

G
�
(T, f 	 f

�
) �G

�
(T, f � f

�
)

4
�
G

�
(T, f 	 f

�
) �G

�
(T, f � f

�
)

4

�
Im[G

��
(T, f 	 f

�
)]

2
	

Im[G
��
(T, f � f

�
)]

2
(6.27)

This approximate expression can be written very simply, if the definition of an
equivalent low pass process, as discussed next, is used.

D: E L P R P An equivalent low pass
signal w, defined according to (Proakis, 1995 p. 155),

w(t) � i(t) � jq(t) (6.28)
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where i and q are real signals, can be associated with a quadrature carrier
signal

x(t) � i(t) cos(2	f
�
t) 	 q(t) sin(2	f

�
t) (6.29)

as

x(t) �Re[w(t)e ����
�
�] (6.30)

With the quadrature carrier random process X, defined by the ensemble E
�
,

as per Eq. (6.20), the equivalent low pass random process W can be defined by
the ensemble E

�
, according to

E
�

� �w
��
: R � C, w

��
(t) � i

�
(t)�jq

�
(t), k, l � Z�, P[w

��
]�P[i

�
, q

�
]�p

��



(6.31)

The power spectral density of W is specified in the following theorem.

T 6.4. P S D  E L P R
P If the power spectral densities of I and Q, denoted G

�
and G

�
, can be

validly defined, then the power spectral density of W, on the interval [0, T ], is

G
�
(T, f ) �G

�
(T, f ) �G

�
(T, f ) � 2Im[G

��
(T, f )]

(6.32)
G

�
(T, 	 f ) �G

�
(T, f ) �G

�
(T, f ) 	 2Im[G

��
(T, f )]

Proof. The proof of the first result follows directly from Theorem 4.5, and
by noting that Re[	jG

��
(T, f )]�Im[G

��
(T, f )]. The proof of the second

result follows from the first result using the fact that for real signals,
X(T, 	 f ) �X*(T, f ), which implies G

�
(T, 	f )�G

�
(T, f ) and G

��
(T, 	 f )�

G*
��
(T, f ).

6.3.1.1 Notes With such a definition, it follows for the case of real
bandlimited random processes, that the power spectral density of the QAM
random process, as given in Eq. (6.27), can be written as

G
�
(T, f ) �

G
�
(T, f 	 f

�
) �G

�
(T, 	 f 	 f

�
)

4
(6.33)

This simple form is one reason for the popularity of equivalent low pass
random processes.

6.3.2 Case 2: Independent Inphase and Quadrature Processes

For the case where the random processes I and Q are independent, that is,
p
��

� p
�
p
�
, the result from Section 4.5.2 for independent random processes,
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namely, G
��
(T, f ) � I� (T, f )Q� *(T, f )/T, where I� and Q� are the respective aver-

aged Fourier transforms of the signals defined by the random processes I and
Q, yields
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(6.34)

For the independent and bandlimited case, the following approximation is
valid:
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(6.35)

Further, if I and Q are identical random processes, then Q� *(T, f ) equals the
conjugate of I� (T, f ), and hence, I� (T, f 	 f

�
)Q� *(T, f 	 f

�
) � �I� (T, f 	 f

�
)��.

Thus, for the identical, independent, and bandlimited case, it follows that
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(6.36)

For the case where the random processes I and Q have constant means �
�
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and �
�
on the interval [0, T ], it follows from Section 4.5.2 that

G
��
(T, f ) � I� (T, f )Q� *(T, f )/T ��

�
�*
�
T sinc�( f T ) (6.37)

Hence, if the signals are real with a constant mean, then the imaginary part of
I� (T, f )Q� *(T, f ) is zero, and the following result holds when the signals are not
necessarily bandlimited.
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(6.38)

As shown in Appendix 4, for the independent case with real constant means,
the last two terms in Eq. (6.38) can be neglected as T �� to yield
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With the further assumption of bandlimited signals, it follows that
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6.3.3 Case 3: Independent and Zero Mean Case

When the inphase and quadrature random processes are independent, and one
or both of them have a zero mean, it follows that
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For the case of bandlimited signals,
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�
(T, f 	 f

�
) �G

�
(T, f � f

�
) �G

�
(T, f 	 f

�
) �G

�
(T, f � f

�
)]

�
1

4
[G

�
(T, f 	 f

�
) �G

�
(T, f � f

�
)] (6.43)

G
��

( f ) �
1

4
[G

��
( f 	 f

�
) �G

��
( f � f

�
) �G

��
( f 	 f

�
) �G

��
( f � f

�
)]

�
1

4
[G

��
( f 	 f

�
) �G

��
( f � f

�
)] (6.44)

6.3.4 Example

For communication systems, I and Q are usually signaling random processes
with power spectral densities given by Theorem 5.1. For example, consider the
quadrature amplitude modulation random process X, where I and Q are
independent and have identical RZ signaling random processes with power
spectral densities as per Eqs. (5.42) and (5.43), and as shown in Figure 5.3. With
f
�
appropriately chosen, the bandlimited approximation, as per Eq. (6.36), is

valid, that is,

G
�
(T, f ) �

G
�
(T, f 	 f

�
) �G

�
(T, f � f

�
)

2
�
G

�
(T, f 	 f

�
) �G

�
(T, f � f

�
)

2

(6.45)

This power spectral density is shown in Figure 6.6 for the case where f
�
� 10.
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Figure 6.6 Power spectral density of a QAM signal where both the inphase and quadrature
random processes are RZ random processes with power spectral densities as shown in
Figure 5.3.

6.4 RANDOM WALKS

The quintessential nonstationary random process is a random walk, and such
a random process has been extensively studied (for example, see Feller, 1957
ch. 3). The limit of a random walk in terms of an increasingly small step size
and step interval, yields the Wiener process or Brownian motion (Grimmett,
1992 p. 342; Gillespie, 1996).

A random walk is clearly nonstationary, however, this does not present a
problem for the power spectral density evaluated on an interval [0, T ] because
it has its basis in the average power on this interval. The average power, and
hence, the power spectral density, will change with the interval length and
appropriate care must be taken when interpreting the power spectral density.

The model used for a random walk leads to a model for a bounded random
walk which has a signaling random process form. Such a process has constant
average power after an initial transient period. Bounded random walks provide
a basis for synthesizing a 1/ f power spectral density form. A synthesis is given
for this form in the next section, and such a synthesis is consistent with a simple
model for 1/ f noise.

6.4.1 Modeling of a Random Walk

D: S D   R W A random walk is a
signal that exhibits a step jump every D sec, with a step size randomly chosen
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Figure 6.7 Possible waveforms associated with the first (left graph) and second (right graph)
steps of a random walk.

with equal probability from the set ��A
. The signal is constant between
jumps and initially is zero for the first interval of D sec.

A random walk random process, or random walk for short, consists of the
ensemble of individual random walks defined by a set step interval, step jump,
and step probabilities.

Consistent with the above definition, an individual random walk can be
modeled on the interval [0, T ] as a summation of step waveforms consistent
with those shown in Figure 6.7. With such a model, a random walk random
process X, can be modeled on the interval [0, T ] by the ensemble E

�
,

E
�
��x(��, . . . , �� , t) �A

�
�
���

�
�
u(t	 iD), �

�
� �	1, 1
� (6.46)

where P[�
�
��1]� 0.5, u is the unit step function, and T � (N� 1)D.

For the more general case, the step size takes on values from a zero mean
continuous random variable �, with a density function f� , and sample space
S� , that is,

E
�
��x(��, . . . , �� , t) �

�
�
���

�
�
u(t	 iD), �

�
� S�� (6.47)

where P[� � (�


, �



� d�)] � f�(�
) d�. For independent step sizes, it is the case

that

P[x(�
�
, . . . , �

�
, t)�


�

�

�

]�
�
�
���

P[�
�
� I

�
]�

�
�
���
�
�
�

f�(�) d� (6.48)

Two random walks from the ensemble E
�
, for the case of equally probable step

sizes, S� � ��1
 and D� 1, are shown in Figure 6.8 for t � [0, 100].

6.4.2 Power Spectral Density of a Random Walk

By defining a random process X
�
, on the interval [0, T ], by the ensemble

E
�
�

� �x(�
�
, t) � �

�
u(t	 iD), �

�
�S�
 (6.49)

it follows that the random process X, for [0, T ], is the sum of the N random
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Figure 6.8 Two random walks on the interval [0, 100], for the case where S� � ��1
 and
D� 1.

processes X
�
, . . . ,X

�
. The power spectral density of X

�
is given by

G
�
�

(T, f ) �
��
��U�

(T, f )��
T

U
�
(T, f ) �

e������	 e�������
	j2	f

(6.50)

where U
�
(T, f ) is the Fourier transform of u(t	 iD) evaluated over the interval

[0, T ], ��
� is the variance of �, and � has a zero mean. As the random processes

X
�
, . . . ,X

�
are independent and have zero mean, it follows from Theorem 4.6

that the power spectral density of X is the sum of the individual power spectral
densities according to

G
�
(T, f ) �

�
�
���

G
�
�

(T, f ) (6.51)

Evaluation of the appropriate Fourier transforms yields

G
�
(T, f ) �

��
�

	�f �T

�
�
���

sin�(i	fD) T � (N� 1)D

�
��
�r

2	�f � �1	
1

2N� 2��1	
sin((2N� 1)	f D)
(2N� 1) sin(	f D)�

(6.52)

where r� 1/D, and the last result follows from writing sin� in terms of complex
exponentials and using standard results for geometric series (Gradshteyn, 1980
p. 30).
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Figure 6.9 Power spectral density of a 10-step random walk with unity power and D� r � 1.

By integrating the power spectral density, it follows that the average power
in the random process is

P� ��
�

��

G
�
(T, f ) df �

��
�N
2

�
��
�
2 �
T

D
	 1� (6.53)

Clearly, for T �D the average power increases linearly with T, that is, the rms
value of a random walk increases according to 
T .

The power spectral density is shown in Figure 6.9 for the case of D� r� 1,
P� � 1, and N� 10 which is consistent with ��

�� 0.2. For the case where
f � 1/T and N� 1, the power spectral density approaches the constant value

G
�
(T, f ) �

��
�N�D

3
f � 1/T (6.54)

The term

1	
sin((2N� 1)	f D)
(2N� 1) sin(	f D)

in Eq. (6.52), has the form shown in Figure 6.10, and hence, for f � 1/T and
N� 1 the power spectral density can be approximated as follows:

G
�
(T, f ) � �

��
�r

2	�f �
f � 1/T, f � kr, k � Z

0 f � kr, k � Z

(6.55)
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Figure 6.10 Plot of 1 	sin((2N� 1)	fD)/(2N� 1) sin(	fD) as a function of frequency f for the
case of r � D �1 and N � 10. The ripple around the level of 1 decreases as N increases.

t
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Φ( f ) = TbSinc ( fTb)e−jπ fTb

Tb = bD

φ(t)

Figure 6.11 Pulse function for bounded random walk.

6.4.3 Bounded Random Walk

One model for a random walk X bounded on the interval [0, T ], where
T � (N� 1)D, is defined by the ensemble

E
�

��x(��, . . . , �� , t) �
�
�
���

�
�
�(t	 iD), �

�
�S�� (6.56)

where � has the form shown in Figure 6.11. For the case where T
�
� bD,

b � Z�, the random walk is correlated for T
�
sec and, if �

�
� ��1
, it is bounded

above and below by the levels �b. For the interval [0, T
�
], the random walk

is that of a standard random walk. An example of a bounded random walk is
shown in Figure 6.12 for the case where S�� ��1
, P[�

�
��1]� 0.5, D� 1,

and b� 10.
The bounded random walk X, as defined by Eq. (6.56), is a signaling

random process with zero mean. According to Theorem 5.1, its power spectral
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Figure 6.12 A bounded random walk with bounds of �10 (b � 10), D � 1, and S� � ��1
.

density is given by

G
�
(T, f ) �

r��
�

1� 1/N
��( f )�� �

bT
�
��
�

1� 1/N
sinc�( f T

�
) T �T

�
(6.57)

where r� 1/D, � is the Fourier transform of �, and the factor 1� 1/N arises
from the fact that N/T � r/(1 � 1/N) for the case where T � (N� 1)D. The
assumption made in this expression, is that the energy associated with the
windowing effect of the interval [0, T ] on pulse functions is negligible. This is
the case for T �T

�
or equivalently, b�N.

The average power in such a random process, obtained by integrating the
power spectral density, and noting that the integral of sin�(px)/x� over the
interval (	�,�) equals 	p (Spiegel, 1968 p. 96), is

P� ��
�

��

G
�
(T, f ) df �

r��
�T�

1� 1/N
�

b��
�

1� 1/N
(6.58)

With this result, the power spectral density can be written as

G
�
(T, f ) �P� T

�
sinc�( f T

�
) T �T

�
(6.59)

The power spectral density is shown in Figure 6.13 for the case of D� r� 1,
P� � 1, b� 10, and N� 100.
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Figure 6.13 Power spectral density of a 100-step bounded random walk with unity power,
correlation time of 10 steps, and D � r �1.

6.5 1/f NOISE

Random processes that exhibit a power spectral density of the form 1/ f � over
a finite frequency range, where � is close to unity, are ubiquitous and, for
example, such a form has been associated with economic data, traffic flow,
annual rainfall, and noise in resistors, metals, and semiconductor devices [see,
for example, Keshner (1982), Buckingham (1983), and Stephany (1998)]. Such
noise, denoted 1/ f or flicker noise, has been the subject of thorough investiga-
tion and modeling.

Research to explain 1/ f noise has been along two lines. First, to ascertain
physical attributes and origin of 1/ f noise in a given entity (Buckingham, 1983;
Hooge, 1981; Bell, 1980; Stephany, 1998). Second, research has been conducted
to propose models, that is, random processes, that exhibit 1/ f noise [see, for
example, Hooge (1997), Kaulakys (1998), and Howard (2000)]. Many
modeling approaches have been used including use of random walks [see, for
example, Jantsch (1987) and Tunaley (1976)]. In the following section, a
specific model for 1/ f noise, based on bounded random walks, is demonstrated.

6.5.1 Synthesis of a 1/f Power Spectral Density Using Bounded
Random Walks

A 1/ f power spectral density form can be synthesized over a finite frequency
range from a summation of distinct power spectral densities. For independent
random processes with zero means, the goal of synthesis is to find N practical
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Figure 6.14 Power spectral density from the summation of 11 independent bounded random
walks with step duration of 1, 2, 4, 8, . . . , 1024 sec.

random processes, with respective power spectral densities G
�
, . . . ,G

�
, such

that the 1/ f form is approximated over a set frequency range [ f
�
, f

�
], that is,

�
�
���

G
�
(T, f ) �

k

f
f
�
� f � f

�
or �

��

��
�

�
�
���

G
�
(T, f ) 	

k

f � df ��
��

��

k

f
df

(6.60)

To demonstrate such a synthesis, consider the power spectral density of the
summation of N� 1 bounded random walks,

G(T, f ) �
�
�
���

G
�
(T, f ) (6.61)

where G
�
(T, f ) is the power spectral density of a bounded random walk, as

given by Eq. (6.59), with T
�
�bD

�
and D

�
�2�D. For equal powers in all random

processes, with unity total power, D� 1 and b� 10, the power spectral density
of G is shown in Figure 6.14, along with the ideal 1/ f form. The step durations
in the individual random processes are 1, 2, 4, 8, . . . , 1024 sec. The summation
of bounded random walks clearly approximates the 1/ f form over a restricted
frequency range. A smoother approximation to the 1/ f form can be achieved
through a distribution of step durations or step rates, such that the average
power in random processes with step durations between D and 2D, is the same
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as that for random processes with step durations between 2D and 4D, and so
on. The lower limit to the 1/ f form decreases as the step duration and interval
duration increases.

This synthesis shows that a first order model consistent with 1/ f noise, is a
sum of equal power bounded random walks, with step durations that form a
geometric series with a ratio of 2. Such a description provides a simple model
and explanation for 1/ f noise.

APPENDIX 1: PROOF OF THEOREM 6.1

If x is piecewise smooth on [0,ND], then X(ND, f ) is finite for all f. Further,
if there exists k



, � � 0, such that �X(ND, f )� � k



/ � f ���� for f � R, then, from

the integral test (Knopp, 1956 pp. 64—65), it follows that

lim
	
�

	
�

���	

X(ND, f 	 kf
�
) (6.62)

converges for all f and is bounded above. This condition is a sufficient
condition. In general, if this summation converges, and this is assumed below,
it is valid to define Y according to

Y (ND, f ) � f
�

�
�

����

X(ND, f 	 kf
�
) f � R, f

�
� R� (6.63)

Clearly, Y is periodic with respect to f with period f
�
. Hence, on any interval

of the form [ f
�
, f

�
� f

�
], where f

�
� R, Y can be written as an exponential

Fourier series, according to

Y (ND, f ) �
�
�

����

c
�
e������ (6.64)

where D� 1/ f
�
and the nth coefficient c

�
, is given by

c
�
�

1

f
�
�

�����

��
� f�

�
�

����

X(ND, f 	 kf
�
)� e������� df ��

�����

��

lim
	
�

g(M, f ) df

(6.65)

Here,

g(M, f ) ��
	
�

���	

X(ND, f 	 kf
�
)� e������� (6.66)
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As it has been assumed that lim
	
�

g(M, f ) is finite for f � [ f
�
, f

�
� f

�
], the

interchange of limit and integral operations in this equation is valid. Thus,

c
�
�

�
�

����
�

�����

��

X(ND, f 	 kf
�
)e������� df (6.67)

A change of variable, �� f 	 kf
�
, yields

c
�
�

�
�

����

e������ �
����������

������

X(ND, �)e������� d� (6.68)

Since the exponential term outside of the integral is unity for all values of the
index k, and x is piecewise smooth, it follows from Theorem 2.30 that

c
�
��

�

��

X(ND, �)e ��������� d�� �
0 	nD � [0,ND]
x(0�)/2 n� 0

x(	nD�) �x(	nD�)

2
	nD � (0, ND)

x(ND�)/2 	nD�ND

(6.69)

Thus,

Y (ND, f ) �
x(0�)

2
�

���
�
���

x(pD�) � x(pD�)

2
e��������

x(ND�)e�������

2

(6.70)

which is the required result.

APPENDIX 2: PROOF OF THEOREM 6.2

The Fourier transform of y� , as defined by Eq. (6.7), is

Y�(ND, f ) �
1

� �
�
�

�

x(t)e������ dt�
���
�
���

1

� �
����
�

����
�
x(t)e������ dt

�
1

� �
��

����
�
x(t)e������ dt (6.71)

For any �� 0 and for any frequency range [	 f
�
, f

�
], there will exist a

�� 0, such that over an interval of measure �, centered at kD, both x(t) and
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e������ are such that

	�� �x(kD�) 	x(t)� � � kD	 �/2� t� kD

	�� �x(t) 	x(kD�)� � � kD� t� kD��/2

	�� �e������	 e��������� � kD	 �/2� t� kD��/2

(6.72)

These bounds are guaranteed by piecewise smoothness. Hence, for a frequency
range [	 f

�
, f

�
], there will exist a �, such that Y�(ND, f ) can be approximated

by

x(0�)

2
�

���
�
���

x(kD�) �x(kD�)

2
e��������

x(ND�)e�������

2
(6.73)

with an arbitrarily small error. Using the results from Theorem 6.1, it follows
that

Y (ND, f ) � lim
�
�

Y�(ND, f ) � f
�

�
�

����

X(ND, f 	 kf
�
) (6.74)

where f
�
� 1/D. Further, since lim�
�

Y�(ND, f ) is bounded for f � R, it follows
that �Y (ND, f )�� � lim�
�

�Y�(ND, f )�� is finite for all frequencies, and hence,

G
�
(ND, f ) � lim

�
�

�Y� (ND, f )��
ND

�
f �
�
ND �

�
�

����

X(ND, f 	 kf
�
) �
�

(6.75)

Expanding the summation within the modulus sign, yields the required result,
namely,

G
�
(ND, f ) � f �

�

�
�

����

G
�
(ND, f 	 kf

�
)

(6.76)

�
f �
�
ND

�
�

����

�
�

����
���

X(ND, f 	 kf
�
)X*(ND, f 	 nf

�
)

APPENDIX 3: PROOF OF THEOREM 6.3

A.3.1 Power Spectral Density of U and V

By definition, the power spectral densities of I and U on the interval [0, T ],
are respectively,

G
�
(T, f ) �

�
�
���

p
�

�I
�
(T, f )��
T

G
�
(T, f ) �

�
�
���

p
�

�U
�
(T, f )��
T

(6.77)
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where

I
�
(T, f ) ��

�

�

i
�
(t)e������ dt

U
�
(T, f ) ��

�

�

i
�
(t) cos(2	f

�
t)e������ dt (6.78)

�
I
�
(T, f 	 f

�
) � I

�
(T, f � f

�
)

2

Here, the relationship cos(�� ) � 0.5[e��� e���] has been used to obtain the
result for U

�
. It then follows that

G
�
(T, f )�

�
�
���

p
�

�I
�
(T, f 	 f

�
) � I

�
(T, f � f

�
)��

4T
�
G

�
(T, f 	 f

�
) �G

�
(T, f � f

�
)

4

�
1

2T
Re �

�
�
���

p
�
[I

�
(T, f 	 f

�
)I*

�
(T, f � f

�
)]� (6.79)

Similarly, since v
�
(t) � q

�
(t) sin(2	f

�
t), the result sin(�� ) � 0.5j[	e ��� e���]

implies that

V
�
(T, f ) �

	jQ
�
(T, f 	 f

�
) � jQ

�
(T, f � f

�
)

2
(6.80)

where Q
�
and V

�
, are respectively, the Fourier transforms of q

�
and v

�
evaluated

on the interval [0, T ]. It then follows that

G
�
(T, f ) �

G
�
(T, f 	 f

�
) �G

�
(T, f � f

�
)

4

	
1

2T
Re �

�
�
���

p
�
[Q

�
(T, f 	 f

�
)Q*

�
(T, f � f

�
)]� (6.81)

A.3.2 Power Spectral Density of Quadrature Amplitude
Modulation Signal

Since X�U	V, it follows from Theorem 4.5 that

G
�
(T, f ) �G

�
(T, f ) �G

�
(T, f ) 	 2Re[G

��
(T, f )] (6.82)
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where G
�
and G

�
are given in Eqs. (6.79) and (6.81) and

G
��

(T, f ) �
1

T

�
�
���

�
�
���

p
��
U

�
(T, f )V *

�
(T, f )

(6.83)

�
1

4T

�
�
���

�
�
���

p
�� �

[I
�
(T, f 	 f

�
) � I

�
(T, f � f

�
)]

	[ jQ*
�
(T, f 	 f

�
) 	 jQ*

�
(T, f � f

�
)]�

With the result

�
�
���

�
�
���

p
��
I
�
(T, f 	 f

�
) jQ*

�
(T, f 	 f

�
)

T
� jG

��
(T, f 	 f

�
) (6.84)

it then follows that

G
�
(T, f ) �G

�
(T, f ) �G

�
(T, f ) 	

1

2
Re[ jG

��
(T, f 	 f

�
) 	 jG

��
(T, f � f

�
)]

�
	1

2T
Re �	j

�
�
���

�
�
���

p
��
I
�
(T, f 	 f

�
)Q*

�
(T, f � f

�
)� (6.85)

�
	1

2T
Re �j

�
�
���

�
�
���

p
��
I
�
(T, f � f

�
)Q*

�
(T, f 	 f

�
)�

As Re[ jG
��
]�	Im[G

��
], the required result follows.

APPENDIX 4: PROOF OF EQUATION 6.39

For the case where the random processes I and Q have constant means on the
interval [0, T ], that is, �

�
(T, t) � �

�
and �

�
(T, t) ��

�
, it follows that

I� (T, f ) � �
� �

�

�

e������ dt��
�
�
[1	 e������]/j2	f

�
�
T

f � 0

f � 0
(6.86)

and similarly for Q(T, f ). Hence,

I� (T, f	 f
�
)Q� *(T, f� f

�
)��

�
�
�*
�
[1	 e��������

�
��][1	 e�������

�
��]

4	�( f �	 f �
�

)
f� � f

�

�
�
�*
�
[1	 e������

�
��]T

	j2	(2f
�
)

f �� f
�

(6.87)
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For f�� f
�
, and for any �� 0, there will exist a T, such that

�
I� (T, f 	 f

�
)Q� *(T, f � f

�
)

2T ��
4��

�
�*
�
�

8	�� f �	 f �
�

�T
� � (6.88)

For f �� f
�
, and for the case where �

�
and �

�
are both real, it follows that

Im[I� (T, f 	 f
�
)Q� *(T, f � f

�
)]

2T
�

�
�
�
�
[1	 cos(2	(2f

�
)T )]

8	f
�

(6.89)

which is clearly finite for all values of T. However, the integral of this
component is zero, that is, it is a component associated with zero energy.
Accordingly, this component can be neglected as T ��.
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7
Memoryless

Transformations of
Random Processes

7.1 INTRODUCTION

This chapter uses the fact that a memoryless nonlinearity does not affect the
disjointness of a disjoint random process to illustrate a procedure for ascertain-
ing the power spectral density of a signaling random process after a mem-
oryless transformation. Several examples are given, including two illustrating
the application of this approach to frequency modulation (FM) spectral
analysis. Alternative approaches are given in Davenport (1958 ch. 12) and
Thomas (1969 ch. 6).

7.2 POWER SPECTRAL DENSITY AFTER A MEMORYLESS
TRANSFORMATION

The approach given in this chapter relies on a disjoint partition of signals on
a fixed interval. The following section gives the relevant results.

7.2.1 Decomposition of Output Using Input Time Partition

Consider a signal f which, based on a set of disjoint time intervals �I
�
, . . . , I

�
�,

can be written as a summation of disjoint waveforms according to

f (t) �
�
�
���

f
�
(t) f

�
(t)� �

f (t)

0

t � I
�

elsewhere
(7.1)
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If such a signal is input into a memoryless nonlinearity characterized by an
operator G, then the output signal g�G( f ) can be written as a summation of
disjoint waveforms according to

g(t)�
�
�
���

g
�
(t) g

�
(t) ��

g(t)

0

t � I
�

t � I
�

(7.2)

where, as detailed in Section 2.3.3,

g
�
(t)� �

G( f
�
(t))

0

t � I
�

t � I
�

(7.3)

7.2.1.1 Implication If all signals from a signaling random process can be
written as a summation of disjoint signals, then this result can be used to define
each of the corresponding output signals after a memoryless transformation
and hence, define a signaling random process for the output random process.
As the power spectral density of a signaling random process is well defined (see
Theorem 5.1), such an approach allows the output power spectral density to
be readily evaluated.
Clearly, the applicability of this approach depends on the extent to which

signals from a signaling random processes can be written as a summation of
disjoint waveforms, that is, to the extent a signaling random process can be
written as a disjoint signaling random process, which is defined as follows.

D: D S R P A disjoint signaling ran-
dom process X, with a signaling period D, is a signaling random process where
each waveform in the signaling set is zero outside the interval [0,D]. The
ensemble E

�
characterizing such a random process for the interval [0,ND] is

E
�
��x(��

, . . . , �
�
, t)�

�
�
���

�(�
�
, t� (i � 1)D), �

�
� S� ,� �E�� (7.4)

where S� is the sample space of the index random variable �, and is such that
S�� Z� for the countable case, and S�� R for the uncountable case. The set
of signaling waveforms, E�, is defined according to

E�� ��(�, t): � �S� , �(�, t)� 0, t� 0, t�D� (7.5)

7.2.1.2 Equivalent Disjoint Signaling Random Process Consider a
signaling random process X, defined by the ensemble

E
�
��x(	�

, . . . , 	
�
, t)�

�
�
���


(	
�
, t� (i � 1)D), 	

�
� S

�
, 
 �E�� (7.6)
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t
D

ψ(ζ, t)

−qLD (qU + 1)D

Figure 7.1 Illustration of signaling waveform.

where S
�
is the sample space of the index random variable Z and the set of

signaling waveforms, E� , is defined according to

E� � �
(	, t): 	 �S
�
� (7.7)

Further, assume, as illustrated in Figure 7.1, that all signaling waveforms are
nonzero only on a finite number of signaling intervals. It then follows that if a
waveform in the random process starts with the signals associated with data in
[0,D], [D, 2D], . . . then a transient waveform exists in the interval [0, q

�
D].

This transient is avoided for t� 0 if signals associated with data in the interval
[�q

�
D,�(q

�
� 1)D] and subsequent intervals are included.

The following theorem states that the random process defined in Eq. (7.6)
can be written as a disjoint signaling random process with an appropriate
disjoint signaling set. A likely, but not necessary consequence of this alternative
characterization of a random process is the correlation between signaling
waveforms in adjacent signaling intervals.

T 7.1. E D S R P If all sig-
naling waveforms in the signaling set E� , associated with a signaling random
process X, are zero outside [�q

�
D, (q

�
� 1)D], where q

�
, q

�
� �0�� Z�, then,

for the steady state case, the signaling random process can be written on the
interval [0,ND], as a disjoint signaling random process with an ensemble

E
�
��x(��, . . . , �� , t)�

�
�
���

�(�
�
, t� (i � 1)D), � �E� , �� �S�� (7.8)

T he associated signaling set E� is defined as

E�� ��(�, t): � �S��S
�
���S

�
, � � (	

���
, . . . , 	

��
), 	

���
, . . . , 	

��
� S

�� (7.9)

where

�(�, t)� �

(	

���
, t� (�q

�
)D)���
(	

��
, t� q

�
D)

0

0� t�D

elsewhere
(7.10)

Proof. The proof of this result is given in Appendix 1.
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7.2.1.3 Notes All waveforms in E� are zero outside the interval [0,D]. The
probability of each waveform and the correlation between waveforms, can be
readily inferred from the original signaling random process. For the finite case
where there are M independent signaling waveforms in E� , potentially there
areM������� waveforms in E�. In most instances the waveforms from different
signaling intervals will be correlated.

7.2.2 Power Spectral Density After a Nonlinear Memoryless
Transformation

Consider a disjoint signaling random process characterized over the interval
[0,ND] by the ensemble E

�
and associated signaling set as per Eqs. (7.4) and

(7.5). If waveforms from such a random process are passed through a
memoryless nonlinearity, characterized by an operator G, then the correspond-
ing output random process Y is characterized by the ensemble E

	
and

associated signaling set E� , where

E
	
��y(��, . . . , �� , t)�

�
�
���


(�
�
, t� (i � 1)D), �

�
�S� , 
 �E�� (7.11)

and

E�� �
:
(�, t)�G[�(�, t)], � �S� , � �E�� (7.12)

Here, P[
(�, t)]�P[�(�, t)]�P[�]. Clearly, the memoryless nonlinearity does
not alter the signaling random process form, and the following result from
Theorem 5.1 can be directly used to ascertain the power spectral density of the
output random process,

G
	
(ND, f )� r 
�( f )
� � r 
�� ( f )
� � r
��( f )
� �

1

N

sin�(�Nf /r)

sin�(�f /r) �
(7.13)

� 2r


�
���
�1�

i

N�Re[e�����
 (R������
( f )� 
��( f )
�)]

G
	�
( f )� r 
�( f )
� � r
��( f )
� � r�
�� ( f )
�

�
�

����

�( f � nr)

(7.14)

� 2r


�
���

Re[e�����
(R������
( f )� 
��( f )
�)]

where r� 1/D and �� , 
�( f )
�, and R������
are defined consistent with the
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definitions given in Theorem 5.1. For example, for the countable case P[�]� p	
and

��( f )�
�
�
	��

p	�(�, f ) 
�( f )
� �
�
�
	��

p	 
�(�, f )
� (7.15)

R������
( f )�

�
�

	���

�
�

	�����

p	�	���
�(�

�
, f )�*(�

���
, f ) (7.16)

where �(�, f )� ��
	


(�, t)e����
� dt.

7.2.3 Extension to Nonmemoryless Systems

It is clearly useful if the above approach can be extended to nonmemoryless
systems. To facilitate this, it is useful to define a signaling invariant system.

7.2.3.1 Definition — Signaling Invariant System A system is a signaling
invariant system, if the output random process, in response to an input
signaling random process is also a signaling random process and there is a
one-to-one correspondence between waveforms in the signaling sets associated
with the input and output random processes, that is, if E�� ��

�
� and

E�� �

�
� are, respectively, the input and output signaling sets, then there

exists an operator G, such that 

�
�G[�

�
].

A simple example of a signaling varying system is one where the output y,
in response to an input x is defined as, y(t)�x(t)� x(�t/4). For the case where
the input is a waveform from a signaling random process the output is the
summation of two signaling waveforms whose signaling intervals have an
irrational ratio.

7.2.3.2 Implication If a system is a signaling invariant system and is driven
by a signaling random process, then the output is also a signaling random
process whose power spectral density can be readily ascertained through use
of Eqs. (7.13) and (7.14).

7.2.3.3 Signaling Invariant Systems A simple example of a nonmemory-
less, but signaling invariant system, is a system characterized by a delay, t

�
. In

fact, all linear time invariant systems are signaling invariant, as can be readily
seen from the principle of superposition. However, the results of Chapter 8
yield a simple method for ascertaining the power spectral density of the output
of a linear time invariant system, in terms of the input power spectral density,
and the ‘‘transfer function’’ of the system.
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7.3 EXAMPLES

The following sections give several examples of the above theory related to
nonlinear transformations of random processes.

7.3.1 Amplitude Signaling through Memoryless Nonlinearity

Consider the case where the input random process X to a memoryless
nonlinearity is a disjoint signaling random process, characterized on the
interval [0,ND], by the ensemble E

�
:

E
�

��x(a�
, . . . , a

�
, t)�

�
�
���

�(a
�
, t� (i � 1)D), a

�
�S

�
, � �E�� (7.17)

where

E����(a, t)� ap(t), a � S
�
, p(t)��

1

0

0� t�D

elsewhere� (7.18)

and P[�(a, t)

�
 ��

�
��
�
���

]�P[a � [a

�
, a

�
� da]]� f

�
(a

�
) da. Here, f

�
is the den-

sity function of a random process A with outcomes a and sample space S
�
.

Assuming the signaling amplitudes are independent from one signaling interval
to the next, it follows that the power spectral density of X is

G
�
(ND, f )� r 
�( f )
� � r
��( f )
� � r
�� ( f )
� �

1

N

sin�(�Nf /r)

sin�(�f /r) � (7.19)

G
��
( f )� r 
�( f )
� � r
�� ( f )
� � r�
��( f )
�

�
�

����

�( f � nr) (7.20)

where r� 1/D, and

��( f )�P( f ) �
�

��

af
�
(a) da� �

�
P( f ) �

�
��

�

��

af
�
(a) da

(7.21)


�( f )
� � 
P( f )
� �
�

��

a�f
�
(a) da�A� �
P( f )
� A� ���

�

��

a�f
�
(a) da

If signals from X are passed through a memoryless nonlinearity G, then,
because of the disjointness of the input components of the signaling waveform,
the output ensemble of the output random process Y, is

E
	
��y(a�

, . . . , a
�
, t)�

�
�
���


(a
�
, t� (i � 1)D), a

�
�S

�
, 
 �E�� (7.22)
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where

E� � �
(a, t)�G(a)p(t), a �S
�
� (7.23)

and

P[
(a, t)

�
 ��

�
��
�
���

]�P[�(a, t)


�
��
�
��
�
���

]� f

�
(a

�
) da (7.24)

It then follows that the power spectral density of the output random process is

G
	
(ND, f )� r 
�( f )
� � r
��( f )
� � r
�� ( f )
� �

1

N

sin�(�N f /r)

sin�(�f /r) � (7.25)

G
	�
( f )� r
�( f )
� � r
�� ( f )
� � r�
�� ( f )
�

�
�

����

�( f � nr) (7.26)

where

��( f )��
�
P( f )�P( f ) �

�

��

G(a) f
�
(a) da

(7.27)


�( f )
� �G� �
P( f )
� � 
P( f )
� �
�

��

G�(a) f
�
(a) da

where the following definitions have been used:

�
�
��

�

��

G(a) f
�
(a) da G� � ��

�

��

G�(a) f
�
(a) da (7.28)

To illustrate these results, consider a square law device, that is, G(a)� a�,
and a Gaussian distribution of amplitudes according to

f
�
(a) � e�a�/2��

�/
2��
�

whereupon it follows that �
�
���

�
and G� ��3��

�
(Papoulis, 2002 p. 148). Thus,

with 
P( f )
�
sinc( f /r)
/r, it follows that

G
�
(ND, f )�G

��
( f )�

��
�
r
sinc�( f /r) (7.29)

G
	
(ND, f )�

2��
�
r
sinc�( f /r)�

��
�
r
sinc�( f /r) �

1

N

sin�(�Nf /r)

sin�(�f /r) � (7.30)

G
	�
( f )�

2��
�
r
sinc�( f /r)� ��

�
�( f ) (7.31)

212 MEMORYLESS TRANSFORMATIONS OF RANDOM PROCESSES



Clearly, for this case, and in general, for disjoint signaling waveforms with
information encoded in the signaling amplitude as per Eq. (7.18), the nonlinear
transformation has scaled, but not changed the shape of the power spectral
density function with frequency apart from impulsive components. For the case
where the mean of the Fourier transform of the output signaling set is altered,
compared with the corresponding input mean, potentially there is the intro-
duction or removal of impulsive components in the power spectral density.

7.3.2 Nonlinear Filtering to Reduce Spectral Spread

Many nonlinearities yield spectral spread, that is, a broadening of the power
spectral density. However, spectral spread is not inevitable and depends on the
nature of the nonlinearity and the nature of the input signal. The following is
one example of nonlinear filtering where the power spectral density spread is
reduced.
Consider the case where the input signaling random process X is character-

ized on the interval [0,ND], by the ensemble

E
�
��x(��, . . . , �� , t)�

�
�
���

�(�
�
, t� (i � 1)D), �

�
� S�, � �E�� (7.32)

where S�� ��1, 1�, P[�
�
��1]� 0.5,

E����(�� , t): �(�� , t)� �
�
A� �

t�D/2

D/2 � , �� � ��1, 1�� (7.33)

and the waveforms in different signaling intervals are independent, Here, � is
the triangle function defined according to

�(t)� �
1� t �1� t� 0

1� t 0� t� 1

0 elsewhere

(7.34)

Consider a nonlinearity, defined according to

G(x)� �
�A

�
x��A

A
�
sin �

�
2

x

A� �A�x�A

A
�

x�A

(7.35)

which is shown in Figure 7.2, along with input and output waveforms.
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Figure 7.2 Memoryless nonlinearity and input and output waveforms.

It follows that the output signaling random process Y is characterized on
the interval [0,ND], by the ensemble

E
	
��y(��

, . . . , �
�
, t)�

�
�
���


(�
�
, t� (i � 1)D), �

�
�S� , 
 �E�� (7.36)

where

E�� �
(�
�
, t): 
(�

�
, t)� �

�
A

�
sin �

�
2

� �
t�D/2

D/2 ��� �
�
A

�
sin �

�t
D�

0� t�D, �
�
�S�� ��1, 1�� (7.37)

Clearly, P[
(�
�
, t)]�P[�

�
]� 0.5. It follows that the power spectral density of

the input and output waveforms are

G
�
(ND, f )�G

��
( f )� r
�( f )
� (7.38)

G
	
(ND, f )�G

	�
( f )� r
�( f )
� (7.39)

where


�( f )
� �
A�

4r�
sinc� �

f

2r� 
�( f )
� �
4A�

�
��r�

cos�(�f /r)
(1� 4f �/r�)�

(7.40)

There is equal power in the input and output spectral densities when A
�
�


2A/
3.
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Figure 7.3 Input and output power spectral densities associated with the memoryless
nonlinearity and waveforms shown in Figure 7.2.

These power spectral densities are plotted in Figure 7.3 for the case of r�

D� 1, A� 1, and A
�
� 
2/
3. For this equal input and output power case,

there is clear spectral narrowing consistent with the ‘‘smoothing’’ of the input
waveform via the nonlinear transformation.

7.3.3 Power Spectral Density of Binary Frequency Shifted Keyed
Modulation

As the following two examples show, signaling random process theory can
readily be applied to ascertaining the power spectral density of FM random
processes.
First, consider an FM signal,

y(t)�A cos[x(t)] x(t)� 2�f
�
t��(t) t� 0 (7.41)

where the carrier frequency f
�
is an integer multiple of the signaling rate

r� 1/D, and the binary digital modulation is such that � has the form

�(t)� 2�f
� �

�

	

�
�
���

�
�
p(� � (i � 1)D) d� �

�
� ��1, 1�

(7.42)

� 2�f
�

�����
�
���

�
� �

�

	

p(� � (i � 1)D) d�
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Here, P[�
�
��1]� p

��
and P[�

�
� 1]� p

�
, and the pulse function p is

assumed to be such that

p(t) � 0 t� 0, t�D �
�

	

p(t)dt �D (7.43)

which is consistent with a phase change of �2�( f
�
/r) during each signaling

interval of duration D sec. Clearly, p(t) and p(t � iD) are disjoint for i� 1.
With the assumptions that both f

�
/r and f

�
/r are integer ratios, it follows,

as far as a cosine function is concerned, that the phase signal x in any interval
of the form[(i � 1)D, iD], where i � Z�, can be written as

x(t)�2�f
�
(t�(i�1)D)�2�f

�
� �

��������

	

p(�) d� t � [(i�1)D, iD], � � ��1, 1�

��(�, t� (i � 1)D) (7.44)

where

�(�, t)� � 2�f�t� 2�f
�
� �

�

	

p(�) d� 0� t�D, � � ��1�

0 elsewhere

(7.45)

It then follows, for the ith signaling interval, that

y(t) �A cos[x(t)]�A cos[�(�, t� (i � 1)D)] (i � 1)D � t� iD

(7.46)

This formulation can be generalized to the random process case as follows: The
random phase process X is defined by the ensemble E

�

E
�

��x(��, . . . , �� , t)�
�
�
���

�(�
�
, t� (i � 1)D), � �E� , �� � ��1�, t � [0,ND]�

(7.47)

where P[�
�
] � �p

��
, p

�
� and the signaling set E� is defined as

E�� ��(�, t)� �
2�f

�
t� 2�f

�
� �

�

	

p(�) d� 0� t�D, � � ��1�

0 elsewhere � (7.48)

As any waveform in E
�
consists of a summation of disjoint signals, a random
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process Y� cos[X] can be defined with an ensemble E
	
,

E
	
��y(��, . . . , �� , t)�

�
�
���


(�
�
, t� (i � 1)D, 
 �E� , �� � ��1�, t � [0,ND]�

(7.49)

where y(�
�
, . . . , �

�
, t) is a summation of disjoint signals from the signaling set

E� ,

E� ��
(�, t)� �
A cos[�(�, t)]
0

0� t�D , � � ��1�, � �E�
elsewhere � (7.50)

and P[
(�, t)]�P[�(�, t)] � �p
��
, p

�
�.

With independent data, consistent with �
�
being independent of �

�
for i� j,

it follows from Eq. (7.14) that the power spectral density of Y is

G
	�
( f )� r �

	
p	 
�(�, f )
� � r ��	 p	�(�, f ) �

�

(7.51)

� r� ��	 p	�(�, f ) �
� �

�
����

�( f � kr) � � ��1, 1�

where � is the Fourier transforms of 
.
For the case where p(t) � 1 for 0� t�D and zero elsewhere, that is, binary

frequency shifted keyed (FSK) modulation, it follows that the signaling set is

E� ��

(1, t)�A cos[2�( f

�
� f

�
)t]


(�1, t)�A cos[2�( f
�
� f

�
)t]

0� t�D

0� t�D� (7.52)

and

�(1, f )�
A

2r
e���


�
�


�
�
��� sinc �

f
�
� f

�
� f

r �
(7.53)

�
A

2r
e����


�
�


�
�
��� sinc �

f
�
� f

�
� f

r �
�(�1, f )�

A

2r
e���


�
�


�
�
��� sinc �

f
�
� f

�
� f

r �
(7.54)

�
A

2r
e����


�
�


�
�
��� sinc �

f
�
� f

�
� f

r �
For this case, and where r�D� f

�
� 1, A�
2, f

�
� 10, and p

��
� p

�
� 0.5,
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Figure 7.4 Power spectral density of a binary FSK random process with r � D� fd �1,
A �
2, and fc � 10. The dots represent the power in impulses.

the power spectral density, as defined by Eq. (7.51), is shown in Figure 7.4. A
check on the power in the impulses can be simply undertaken by writing the
FM signal A cos[2�( f

�
� f

�
)t] in the quadrature carrier form,

A cos(2�f
�
t) cos(2�f

�
t)�A sin(2�f

�
t) sin(2�f

�
t) (7.55)

The first term is periodic, and independent of the data, and yields impulses at
� f

�
� f

�
where the area under each impulse is A�/16, which equals 0.125 when

A� 
2.

7.3.4 Frequency Modulation with Raised Cosine Pulse Shaping

Consider a FM signal with continuous phase modulation that is achieved
through the use of raised cosine pulse shaping,

x(t)�A sin �2�f�t� 2�r �
�

��

m(�) d�� t� 0 (7.56)

where r� 1/D and the lower limit of �D in the integral arises from the pulse
waveform in the modulating signal m, which is defined according to

m(t)�
�
�
���

	
�
p(t � (i � 1)D) 	

�
� ��0.5�, t��D (7.57)
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Figure 7.5 Raised cosine pulse waveform and normalized integral of such a waveform.

Here, p is a raised cosine pulse with a duration of three signaling intervals
(Proakis, 1995 p. 218), that is,

p(t)� �
1

3�1� cos �
2�(t �D)

3D �� �D� t� 2D

0 elsewhere
(7.58)

and is shown in Figure 7.5. The integral of this raised cosine pulse shape, q, is

q(t)� ��
�

��

p(�) d�

0 t��D

� �
0 t��D

t�D

3
�

D

2�
sin �

2�(t �D)

3D � �D� t� 2D

D t� 2D

(7.59)

and the area under p is D. The value of 	
�
� ��0.5� in Eq. (7.57), results in each

signaling waveform yielding a phase change of ��. The normalized integral of
p, that is, q(t/D)/D, is shown in Figure 7.5.
As

�
�

��
�

�
�
���

	
�
p(� � (i � 1)D)� d� �

�����
�
���

	
� �

�

������

p(� � (i � 1)D) d�

(7.60)

�
�����
�
���

	
�
q(t � (i � 1)D) t��D
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it follows that the FM signal defined by Eqs. (7.56) and (7.57), can be written as

x(t)�A sin �2�f�t� 2�r
�����
�
���

	
�
q(t � (i � 1)D)� 	

�
� ��0.5�, t� 0

(7.61)

The random process, of which this signal is one outcome, is denoted X and is
defined, on the interval [0,ND), by the ensemble E

�
:

E
�
� �

x(	
	
, . . . , 	

���
, t)�A sin �w�

t� 2�r
�����
�
��	

	
�
q(t � (i � 1)D)�� (7.62)

w
�
� 2�f

�
, 	

�
� ��0.5�, t � [0,ND)

where the effect of symbols in the interval [�D, 0] and [ND, (N � 1)D], have
been included to establish a steady state ensemble for [0,ND]. As the integral
of the pulse shape is D� 1/r, and 	

�
� ��0.5�, it follows that each pulse con-

tributes a final phase shift of �� radians to the argument of the sine function.
Hence, each pair of symbols results in a phase shift from the set �2�, 0, 2�. As
the sine function is periodic with period of 2�, it follows that in the ith
signaling interval, [(i � 1)D, iD], the phase accumulation from the previous
. . . , i� 3, i� 2 symbols can be neglected. Thus, it is possible to rewrite the
ensemble defining the random process X on the interval [0, 2ND] in a
signaling random process form, with a signaling rate of r/2, that is,

E
�
��x(��, . . . , �� , t)�

�
�
���

�	
�

(t�(i�1)2D), �
�
� �1, . . . , 16�,�	

�

�E� , t�[0, 2ND]�
(7.63)

where the signaling set E� consists of waveforms that are zero outside the
interval [0, 2D], and is defined according to

E�� ���
(t)��

A sin[2�f
�
t��

�
(t)]

0

0� t� 2D

elsewhere
i � �1, . . . , 16�� (7.64)

The waveforms in E�, as well as the component phase waveforms �
�
, are

detailed in Table 7.1. All waveforms in this set have equal probability, and the
phase waveforms �

�
are plotted in Figure 7.6. The correlation between the

signaling waveforms in adjacent signaling intervals of duration 2D, is detailed
in Table 7.2. The signaling waveforms in signaling intervals separated by at
least 2D, are independent as far as the sine operator is concerned.
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Table 7.1 Signaling Waveforms in Signaling set

Data Phase Waveforms �
�
, . . . , �

��
in [0, 2D] Signaling Waveforms in [0, 2D]

0000 �r [�q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
�
(t ) �A sin(2�fct ��

�
(t ))

0001 �r [�q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
�
(t ) �A sin(2�fct ��

�
(t ))

0010 �r [�q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
�
(t ) �A sin(2�fct ��

�
(t ))

0011 �r [�q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
�
(t ) �A sin(2�fct ��

�
(t ))

0100 �r [�q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
�
(t ) �A sin(2�fct ��

�
(t ))

0101 �r [�q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
�
(t ) �A sin(2�fct ��

�
(t ))

0110 �r [�q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
�
(t ) �A sin(2�fct ��

�
(t ))

0111 �r [�q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
�
(t ) �A sin(2�fct ��

�
(t ))

1000 �r [q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
�
(t ) �A sin(2�fct ��

�
(t ))

1001 �r [q(t �D) � q(t ) �q(t �D) � q(t � 2D)] �
�	

(t ) �A sin(2�fct ��
�	

(t ))
1010 �r [q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �

��
(t ) �A sin(2�fct ��

��
(t ))

1011 �r [q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
��

(t ) �A sin(2�fct ��
��

(t ))
1100 �r [q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �

��
(t ) �A sin(2�fct ��

��
(t ))

1101 �r [q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
��

(t ) �A sin(2�fct ��
��

(t ))
1110 �r [q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �

��
(t ) �A sin(2�fct ��

��
(t ))

1111 �r [q(t � D) � q(t ) � q(t � D) � q(t � 2D)] �
��

(t ) �A sin(2�fct ��
��

(t ))

Data of 0 and 1 correspond, respectively, to 	
�
��0.5 and 	

�
� 0.5. The data in the first column are for the

intervals [�D,0], [0, D], [D, 2D], and [2D, 3D].

7.3.4.1 Determining Power Spectral Density The power spectral density
from Theorem 5.1, for a signaling random process with a rate r

�
� 1/D

�
, is

G
�
(ND

�
, f )� r

�

�( f )
� � r

�

��( f )
� � r

�

��( f )
� �

1

N

sin�(�Nf /r
�
)

sin�(�f /r
�
) �

(7.65)
� 2r

�



�
���
�1�

i

N�Re[e ������
 (R������
( f )� 
��( f )
�)]

where, for the case being considered, r
�
� r/2� 1/2D, D

�
� 2D, m� 1, and

��( f )�
��
�
���

p
�
�

�
( f ) 
�( f )
� �

��
�
���

p
�

�

�
( f )
� (7.66)

R����
( f )�

��
�

	���

��
�

	���

p	�	�
�	�
( f )�*

	�
( f ) (7.67)

To evaluate the power spectral density, the Fourier transform of the individual
waveforms in the signaling set, as defined by Eq. (7.64) and Table 7.1, are
required to be evaluated. The details are given in Appendix 2. Using the results
from this appendix, the power spectral density, as defined by Eqs. (7.65) to Eq.
(7.67), is shown in Figure 7.7, for the case of f

�
� 10, r�D� 1, A�
2, and

N��. For the parameters used, the average power is 1V � assuming a voltage
signal. The power in each of the sinusoidal components with frequencies of
f
�
� r/2 is 0.11V �, and the remaining power of 0.78V � is in the continuous

spectrum.
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Table 7.2 Correlation between Signals in Signaling Intervals of
Duration 2D

Signal in ith Signal in (i �1)th
Data Interval Interval Probability

xx0000 �
�
, �

�
, �

�
, �

��
�

�
(t ) 1/64

xx0001 �
�
, �

�
, �

�
, �

��
�

�
(t ) 1/64

xx0010 �
�
, �

�
, �

�
, �

��
�

�
(t ) 1/64

xx0011 �
�
, �

�
, �

�
, �

��
�

�
(t ) 1/64

xx0100 �
�
, �

�
, �

�	
, �

��
�

�
(t ) 1/64

xx0101 �
�
, �

�
, �

�	
, �

��
�

�
(t ) 1/64

xx0110 �
�
, �

�
, �

�	
, �

��
�

�
(t ) 1/64

xx0111 �
�
, �

�
, �

�	
, �

��
�

�
(t ) 1/64

xx1000 �
�
, �

�
, �

��
, �

��
�

�
(t ) 1/64

xx1001 �
�
, �

�
, �

��
, �

��
�

�	
(t ) 1/64

xx1010 �
�
, �

�
, �

��
, �

��
�

��
(t ) 1/64

xx1011 �
�
, �

�
, �

��
, �

��
�

��
(t ) 1/64

xx1100 �
�
, �

�
, �

��
, �

��
�

��
(t ) 1/64

xx1101 �
�
, �

�
, �

��
, �

��
�

��
(t ) 1/64

xx1110 �
�
, �

�
, �

��
, �

��
�

��
(t ) 1/64

xx1111 �
�
, �

�
, �

��
, �

��
�

��
(t ) 1/64

The data in the first column are for the (i �1)th, i th and (i �1)th signaling intervals
of duration 2D. The symbol x implies the data is arbitrary.

0.25 0.5 0.75 1 1.25 1.5 1.75 2

−6.28

−3.14

0

3.14

6.28

9.42

ϕ1(t), …, ϕ16(t)

t ⁄ D

Figure 7.6 Phase signaling waveforms for [0, 2D].

The power in the impulsive components is consistent with inefficient
signaling. These components can be eliminated by reducing the phase variation
in each signaling waveform from � to �/2 radians. This also leads to better
spectral efficiency (Proakis, 1995 p. 218). With respect to spectral efficiency, the
power spectral density shown in Figure 7.7 should be compared with that
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t
D

ψ(ζ0, t − (−qU)D) ψ(ζ0, t) ψ(ζ0, t − qLD)

−qUD (qU + 1)D−qLD qLD

Figure 7.8 Illustration of signaling waveforms that have nonzero contributions in the interval
[0, D].

8.5 9 9.5 10 10.5 11 11.5 12

0.00001

0.0001

0.001

0.01

0.1

1

GX∞
( f )

Frequency (Hz)

1. . 10−6

Figure 7.7 Power spectral density of a raised cosine pulse shaped FM random process with
a carrier frequency of 10 Hz, r �D � 1, and A �
2. The dots represent the power in impulses.

shown in Figure 7.4, where pulse shaping has not been used, and the phase
change for each signaling waveform is 2� radians. Finally, a further compari-
son of Figures 7.7 and 7.4, reveals that the pulse shaping has led to a very rapid
spectral rolloff.

APPENDIX 1: PROOF OF THEOREM 7.1

Consider the steady state case and a single signaling waveform 
(	
	
, t) from

the ensemble E� , that could be associated with every signaling interval as
shown in Figure 7.8. Clearly, the signal in the interval [0,D] is given by


(	
	
, t� (�q

�
)D)���
(	

	
, t)���
(	

	
, t� q

�
D) (7.68)
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In general, the signal �(�, t) in the interval [0,D] has the form

�(�, t)��

(	

���
, t�(�q

�
)D)���
(	

	
, t)���
(	

��
, t�q

�
D)

0

0�t�D

elsewhere

(7.69)

where �� (	
���
, . . . , 	

��
) and 	

���
, . . . , 	

��
�S

�
. By definition, �(�, t) is zero

outside the interval [0,D]. As this interval is representative of any other
interval of the form [(i� 1)D, iD], it follows that a signal from the random
process can be written in the interval [0,ND], as a sum of disjoint signals,

�
�
���

�(�
�
, t� (i � 1)D), � �E� , �� �S� (7.70)

where

E�� ��(�, t): � �S�� S
�
� ��S

�
, � � (	

���
, . . . , 	

��
), 	

���
, . . . , 	

��
�S

�
�

(7.71)

this is the required result.

APPENDIX 2: FOURIER RESULTS FOR RAISED COSINE FREQUENCY
MODULATION

To establish the Fourier transform of each signaling waveform, explicit
expressions for q(t �D), q(t), q(t �D), and q(t � 2D) are first required. Using
the definition for q, as in Eq. (7.59), it follows that

q(t �D)�
t� 2D

3
�

D

4�
sin(q



t)�


3D
4�

cos(q


t) �2D� t�D (7.72)

q(t)�
t�D

3
�

D

4�
sin(q



t)�


3D
4�

cos(q


t) �D� t� 2D (7.73)

q(t �D)�
t

3
�
2D

4�
sin(q



t) 0� t� 3D (7.74)

q(t � 2D)�
t�D

3
�

D

4�
sin(q



t)�


3D
4�

cos(q


t) D� t� 4D (7.75)

where q


� 2�/3D.
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A.2.1 Phase Waveforms for [0, D ]

For 0� t�D, the phase of the waveforms, as detailed in Table 7.1, can be
written as

�
�
(t)� �r[�

��
q(t �D)� �

	
q(t)� �

�
q(t �D)] (7.76)

where, �
��
, �

	
, �

�
� ��1, 1� depend, respectively, on data in the intervals

[�D, 0], [0,D], and [D, 2D]. From Eqs. (7.72)—(7.75) it follows that

�
�
(t)� �r �

D

3
(2�

��
� �

	
)�

t

3
(�

��
� �

	
� �

�
)

�
D

4�
(�

��
� �

	
� 2�

�
) sin(q



t)�


3D
4�

(�
��

� �
	
) cos(q



t)�

(7.77)

which can be rewritten as

�
�
(t) � q

�
� q

�
t� q

�
sin(q



t� �� �

) (7.78)

where

q
�
�

�
3
(2�

��
� �

	
) q

�
�

�
3D
(�

��
� �

	
� �

�
) (7.79)

q
�
�
1

4

(�

��
� �

	
� 2�

�
)� � 3(�

��
� �

	
)� (7.80)

�� �
� �

tan�� �

3(�

��
� �

	
)

�
��

� �
	
� 2�

�
� �

��
� �

	
� 2�

�
� 0

tan�� �

3(�

��
� �

	
)

�
��

� �
	
� 2�

�
��� �

��
� �

	
� 2�

�
� 0

0 �
��

� �
	
� 0, �

��
� �

	
� 2�

�
� 0

(7.81)

A.2.2 Phase Waveforms for [D, 2D]

For D� t� 2D, the phase of the waveforms, as per Table 7.1, can be written
as

�
�
(t)� �r[�

��
D� �

	
q(t)� �

�
q(t �D)� �

�
q(t � 2D)] (7.82)
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where �
��
, �

	
, �

�
, �

�
� ��1, 1�, and thus,

�
�
(t) ��r �

D

3
(3�

��
� �

	
� �

�
)�

t

3
(�

	
� �

�
� �

�
)

�
D

4�
(�

	
� 2�

�
� �

�
) sin(q



t)�


3D
4�

(��
	
� �

�
) cos(q



t)� (7.83)

This can be rewritten as

�
�
(t) � q

�
� q

�
t� q

�
sin(q



t� �� �

) (7.84)

where

q
�
�

�
3
(3�

��
� �

	
� �

�
) q

�
�

�
3D
(�

	
� �

�
� �

�
) (7.85)

q
�
�
1

4

(�

	
� 2�

�
� �

�
)� � 3(��

	
� �

�
)� (7.86)

�� �
� �

tan�� �

3(��

	
� �

�
)

�
	
�2 �

�
� �

�
� �

	
� 2�

�
� �

�
� 0

tan�� �

3(��

	
� �

�
)

�
	
� 2�

�
� �

�
��� �

	
� 2�

�
� �

�
� 0

0 ��
	
� �

�
� 0, �

	
� 2�

�
� �

�
� 0

(7.87)

A.2.3 Fourier Transform of Signaling Waveforms

For the interval [0, 2D], the Fourier transform of the ith waveform in the
signaling set is

�
�
( f )��

��

	

A sin(2�f
�
t��

�
(t))e����
� dt

(7.88)

�
A

2j �
��

	

[e � ����

�
�
���


�
���
� e�� ����


�
�
���


�
���
] dt

Substituting for �
�
(t), and with the definitions u

��
( f )� 2�( f

�
� f )� q

�
and

u
��
( f )� 2�( f

�
� f )� q

�
, it follows that �

�
( f ) can be written as

A

2j �
�

	

[e � ��������
� ���� �����
���
�
�
 � e�� ��
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(7.89)
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where, as is clear from the above derivation of the phase waveforms in [0,D]
and [D, 2D], the coefficients q

�
, u

��
, u

��
, q

�
, and �� �

vary from [0,D] to [D, 2D].
With the change of variable � � t� �� �

/q


, and with the definitions v

��
( f )�

u
��
( f )�� �

/q


, v

��
( f )� u

��
( f )�� �

/q


, it follows that �

�
( f ) can be written as
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Evaluation of these integrals relies on the result,
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(7.91)

where k
�
� ��1, 1�. This result arises from the standard Bessel function expan-

sions for the terms cos(w
�
sin(w



�)) and sin(w

�
sin(w



�)) (Spiegel, 1968 p. 145),

that is,
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�
�
( f ) can be evaluated using Eq. (7.91), that is,
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(7.94)

In the first two component expressions in this equation, q
�
, v

��
, v

��
, q

�
, and �� �

are defined for [0,D], whereas in the last two component expressions, these
variables are defined for [D, 2D].
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8
Linear System Theory

8.1 INTRODUCTION

In this chapter, the fundamental relationships between the input and output of
a linear time invariant system, as illustrated in Figure 8.1, are detailed.
Specifically, the relationships between the input and output time signals,
Fourier transforms and power spectral densities, are established. Such relation-
ships are fundamental to many aspects of system theory, including analysis of
noise in linear systems, and low noise amplifier design.

The relationships between the parameters defined in Figure 8.1, and proved
in this chapter are,

y(t) � �
�

�

x(�)h(t � �) d� (8.1)

Y (T, f ) �H(T, f )X(T, f ) (8.2)

where X and Y are the respective Fourier transforms, evaluated on the interval
[0, T ], of the signals x and y. However, as will be shown in this chapter, the
relationship defined in Eq. (8.2) is an approximation. If both x, h � L , then the
relative error in this approximation can be made arbitrarily small by making
T sufficiently large. However, stationary random signals are not Lebesgue
integrable on the interval (0, �) and hence, this convergence is not guaranteed.
However, it is shown, for a broad class of signals and random processes,
including periodic signals and stationary random processes, that the corre-
sponding relationship between the input and output power spectral densities,
namely,

G
�
(T, f ) ��H(T, f )��G

�
(T, f ) (8.3)

becomes exact as T increases without bound. Establishing the relationships, as
per Eqs. (8.1)—(8.3), for a linear time invariant system requires the system
impulse response to be defined, and this is the subject of the next section.
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x ∈ EX

GX GY
h ↔ H

y ∈ EY

Figure 8.1 Schematic diagram of a linear system. EX and EY, respectively, represent the
ensemble of input and output signals. H is the Fourier transform of the impulse response
function h. GX and GY, respectively, are the power spectral densities of the input and output
random processes.

∆
t

∞
∫

–∞
δ∆(t)dt = 1

δ∆(t)
1
∆−

Figure 8.2 Definition of the function ��.

8.2 IMPULSE RESPONSE

Fundamental to defining the impulse function of a time invariant linear system,
is the function �� defined by the graph shown in Figure 8.2. The response of a
linear time invariant system to the input signal �� is denoted h� .

D: I R By definition, the impulse response of a linear
system is the output signal, in response to the input signal ��, as � becomes
increasingly small, that is,

h(t) � lim
���

h�(t) (8.4)

8.2.1 Restrictions on Impulse Response

General requirements on the impulse function are, first, that it is integrable,
that is, h � L [0, �], and second, that as �� 0, the integrated difference between
h and h� is negligible on sets of nonzero measure, that is, convergence in the
mean over (0, �):

lim
���

�
�

�

�h�(t) � h(t)�dt � 0 (8.5)
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t
i

iβ

i − 1 i + 1i + 
i1 + 3β ⁄ 2

1

Figure 8.3 Illustration of a function that is Lebesgue integrable on [0, �] , but is not square
Lebesgue integrable on the same interval.

The following are two examples where, as � � 0, the integrated error between
h and h� is finite. First, the ‘‘identity’’ system where h�(t) � ��(t) and second,
the system where

h�(t) � �
�
0

t � [�, � � 1/�]

elsewhere
(8.6)

For both systems, and for t � (0, �), it follows that

h(t) � lim
���

h�(t) � 0 but lim
���

�
�

�

�h�(t) � h(t)�dt � 0 (8.7)

To ensure h � L [0, �], and as �� 0 the integrated difference between h and h�
is negligible, the following restriction on the set of functions �h��, denoted
condition 1, is sufficient:

1. There exists a function g � L [0, �], such that, for all � � 0 it is the case
that �h�(t)� 	 g(t) for t � [0, �].

The validity of this condition, in terms of guaranteeing that Eq. (8.5) holds, is
given by Theorem 2.25.

Practical and stable systems are such that h� is bounded and has finite
energy for all values of �. As per Theorem 2.14 these two criteria are met by
condition 1 and the following condition.

2. For ��� 0, h� is bounded, that is, ��� 0, �h�(t)� 	 h
���

for t � [0, �].

This second condition excludes a signal such as 1/�t, which is integrable
on [0, �], but has infinite energy on all intervals of the form [0, t

�
]. It

also excludes signals such as the one shown in Figure 8.3, whose integral
equals 
�

���
(1/i���	�), which from the comparison test (Knopp, 1956

pp. 56f ), is finite for � � 0, but whose energy is given by 
�
���

(1/i�
�	�) and is
infinite when � � 0.
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8.3 INPUT‒OUTPUT RELATIONSHIP

Consider the causal linear time invariant system illustrated in Figure 8.1. The
well-known relationship between the input and output signals is specified in
the following theorem.

T 8.1. I—O R   L S If the
input signal x to, and the system impulse response h of, a linear time invariant
system are both causal, are locally integrable, and have bounded variation on all
finite intervals, then the output signal, y, is given by

y(t) ��
�

�

x(�)h(t � �) d� t� 0 (8.8)

Proof. The proof of this result is given in Appendix 1.

Note that this result is applicable to unstable systems where h � L [0, �].

8.4 FOURIER AND LAPLACE TRANSFORM OF OUTPUT

The following theorem states the important result of the relationship between
the Fourier and Laplace transforms of the input and output of a linear time
invariant system.

T 8.2. T  O S   L S If both
x,h � L [0, T ], have bounded variation on [0, T ], and their respective Fourier
transforms are denoted X and H, then the Fourier transform Y of the output
signal y, evaluated on [0, T ], is given by

Y (T, f ) � ��
��	��
�
	����

x(�)h(p)e
��	
�	��
 d� dp

(8.9)

� Y� (T, f ) � I(T, f ) �X(T, f )H(T, f ) � I(T, f )

where

Y� (T, f ) �X(T, f )H(T, f )

(8.10)
I(T, f ) � ��

��	��
�
	����

x(�)h(p)e
��	
�	��
 d� dp
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Figure 8.4 Illustration of area of integration for Y and I.

and the integration regions for both Y and I are as shown in Figure 8.4.
W ith

X(T, s) � �
�

�

x(t)e
�� dt (8.11)

and similarly for other L aplace transformed variables, it is the case that

Y (T, s) � ��
��	��
�
	����

x(�)h(p)e
��	��
 d� dp

(8.12)

�X(T, s)H(T, s) � I(T, s)

where

I(T, s) � ��
��	��
�
	����

x(�)h(p)e
��	��
 d� dp (8.13)

Proof. The proof of this theorem is given in Appendix 2.

For the Fourier transform case Y� (T, f ), because of its simplicity, is the
approximation that is normally used, and I(T, f ) is clearly the error between
the approximate and true output Fourier transforms for a given frequency f.
The next theorem gives a sufficient condition for the term I to approach zero
as the interval under consideration becomes increasingly large.

T 8.3 C  A If both x, h � L [0, �], and
have bounded variation on all closed finite intervals, then

lim
���

Y (T, f ) � lim
���

X(T, f )H(T, f ) f � R (8.14)

lim
���

Y (T, s) � lim
���

X(T, s)H(T, s) Re[s] 
 0 (8.15)
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t
T

t
T

t
T

x(t) h(t) y(t)

2T

Figure 8.5 Illustration of waveforms in a linear system for the case where the impulse
response and the input are windowed but the output is not.

Further, if h � L [0, �], x is locally integrable and does not exhibit exponential
increase, then Re[s] � 0 is a sufficient condition for

lim
���

Y (T, s) � lim
���

X(T, s)H(T, s) (8.16)

Proof. The proof is given in Appendix 3.

8.4.1 Windowed Input and Nonwindowed Output

For completeness, the response of a linear time invariant system for the case
where the input and impulse response are windowed, but the output is not
windowed, as illustrated in Figure 8.5, is stated in the following theorem.

T 8.4 T  O S: N C If both
x, h � L [0, T ], and have bounded variation on [0, T ], then the Fourier and
L aplace transforms Y� of the output signal y, which is not windowed, are given by

Y� (2T, f ) �X(T, f )H(T, f ) (8.17)

Y� (2T, s) �X(T, s)H(T, s) (8.18)

Proof. The proof of this result is given in Appendix 4.

This result has application, when the output signal y is to be derived for the
interval [0, T ]. The procedure is as follows for the Fourier transform case.
First, evaluate X(T, f ) and H(T, f ), second, evaluate Y� (2T, f )�X(T, f )H(T, f ),
and third, evaluate y by taking the inverse Fourier transform of Y� (2T, f ). The
evaluated response is valid for the interval [0, T ], but not [T, 2T ].

8.4.2 Fourier Transform of Output — Power Input Signals

Theorem 8.3 states that lim
���

Y� (T, f ) � lim
���

Y (T, f ), provided x, h � L .
However, for the common case of signals whose average power evaluated on
[0, T ], does not significantly vary with T, for example, stationary or periodic
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Figure 8.6 Output waveform y.

signals, it is the case that x � L . For this situation, it can be the case that
lim

���
Y� (T, f ) � lim

���
Y (T, f ) almost everywhere. The following example

illustrates this point.

8.4.2.1 Example Consider a linear system with an impulse response and
input signal, respectively, defined according to

h(t) �
h
�
e
�	

�

t� 0, �� 0

x(t) ��2 �
�

sin(2�f
�
t) t� 0

(8.19)

For the case where �
�
� 1, h

�
� 1, �� 0.1, T � 1, and f

�
� 4, the output signal

y is plotted in Figure 8.6. For these parameters, the magnitude of the true, Y,
and approximate, Y� , Fourier transforms, as well as the magnitude of the error,
I, between these transforms, is plotted in Figure 8.7.

To establish bounds on the integral I, and hence, on how well Y� approxi-
mates Y, note that

�I(T, f )� � ��
�

�
��

�

�
�
h(p)e
��	
	 dp� x(�)e
��	
� d��

	�2 �
� �

�

�
��

�

�
�

h
�
e
		

�

dp� d���2 �
�
h
�
� �1�e
�	
�

Te
�	

� �

(8.20)

When T is sufficiently large, such that Te
�	
/�� 1, it follows that �I(T, f )� 	
�2 �

�
h
�
�, which is independent of the interval length T, and only depends on
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Figure 8.7 Magnitude of the true and approximate Fourier transform of the output signal as
well as the magnitude of the error between these two transforms, for the case where T � 1.

3 4 5 6 7 8

0.01

0.02

0.05

0.1

0.2

0.5

1

2

Magnitude

Frequency (Hz)

Figure 8.8 Magnitude of the true Fourier transform of the output signal for the cases where
T �2 (lower peak) and T �4 (higher peak).

the input signal amplitude and the system impulse response characteristics h
�

and �. For the given parameters, the bound for �I(T, f )� is 0.141. From Figure
8.7, it follows that the maximum magnitude of I is 0.05, which is within this
bound.

Further, the level of the error defined by �I� does not increase or decrease as
the interval length T increases (see Figures 8.8 and 8.9). In Figure 8.8 the
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Figure 8.9 Magnitude of the approximate Fourier transform Y� of the output signal, for the
cases where T � 2 (lower peak) and T � 4 (higher peak). The magnitude of the error between
the true and approximate Fourier transform is identical for T � 2 and T � 4, and is the smooth
curve.

magnitude of the true Fourier transform Y, is plotted for cases T � 2 and
T � 4. In Figure 8.9, the magnitude of approximate Fourier transform Y� , as
well as the error �I�, are graphed for cases T � 2 and T � 4. As T increases,
the lobe at the frequency of the input (4 Hz) increases in height, and decreases
in width. Away from the lobe, the envelope of the magnitude of both Y and Y�
remains constant as T increases and, consistent with this, I does not change
with T. Clearly, for this example the approximate Fourier transform Y� , does
not converge to the true Fourier transform Y, defined in Eq. (8.9).

8.4.2.2 Explanation An explanation of the nonconvergence of Y� (T, f ) to
Y (T, f ) as T � �, for signals with constant average power, can be found by
noting that I can be approximated by an integral over the region defined in
Figure 8.10, where t

�
is a time such that ��

�
�

�h(p)� dp� ��
�

�h(p)� dp. The magni-
tude of this integral is relatively insensitive to an increase in the value of T.
That is, as T increases the error defined by �I� remains relatively static. For the
case where x � L , the magnitude of ��

�
�
�

�x(�)� d� decreases, in general, as T
increases, and the error defined by �I� converges to zero.

8.4.2.3 Power Spectral Density Clearly, on a finite interval [0, T ], it is
the case that

G
�
(T, f ) �

�Y (T, f )��
T

�
�X(T, f )���H(T, f )��

T
a.e. (8.21)
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Figure 8.10 Region of integration where there is a significant contribution to the integral I. The
time th is the time when the impulse response has negligible magnitude as defined in the text.

as I(T, f ) is finite. However, for the infinite interval, it follows, as I(T, f ) does
not increase with T, that

lim
���

G
�
(T, f ) � lim

���

�I(T, f )��
T

� 0 (8.22)

A consequence of this result is that

lim
���

G
�
(T, f ) � lim

���

�X(T, f )���H(T, f )��
T

� lim
���

G
�

(T, f )�H(T, f )�� (8.23)

In fact, as shown in the next section, this last result holds for a broad class of
signals that are not elements of L [0, �].

8.5 INPUT—OUTPUT POWER SPECTRAL DENSITY RELATIONSHIP

Consider the case where the input random process X to a linear system, is
defined on the interval [0, T ] by the ensemble

E
�

��x: S�
[0, T ] � R
S� � Z� countable case

S� � R uncountable case� (8.24)

where P[x(�, t)] �P[�] � p� for the countable case, and P[x(�, t)�����
�
��
�
����] �

P[�� [�
�
, �

�
� d�]] � f�(�

�
) d� for the uncountable case. Here, f� is the prob-

ability density function associated with the index random variable �, whose
sample space is S� .
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The output waveforms define a random process Y with an ensemble

E
�
� �y : S�
 [0, T ] � R, y(�, t) ��

�

�

x(�, �)h(t��) d�, � �S�� (8.25)

where P[y(�, t)]�P[x(�, t)]. For subsequent analysis, it is convenient to define
the random process I, whose ensemble E

�
is

E
�
� �

i : S�
[0, T ]�C, i(�, t) ��
�


�

I(�, T, f )e ��	
� df

� �S� , I(�, T, f ) �Y� (�, T, f ) �Y (�, T, f )�
(8.26)

where P[i(�, t)] �P[x(�, t)]. The power spectral density of the output signal is
stated in the following theorem. The subsequent theorem states the conver-
gence of G

�
(T, f ) to �H(T, f )��G

�
(T, f ) as T ��.

T 8.5. P S D  O R P If
x �E

�
and h have bounded variation on all closed finite intervals, and x and h are

locally integrable, then

G
�
(T, f ) � �H(T, f )��G

�
(T, f ) � 2Re[H(T, f )G

��
(T, f )] �G

�
(T, f ) (8.27)

where

G
��

(T, f ) � �
1

T

�
�
���

p�X(�, T, f )I*(�, T, f ) countable case

1

T �
�


�

X(�, T, f )I*(�, T, f ) f�(�) d� uncountable case

(8.28)

Proof. Consider the countable case. By definition,

G
�
(T, f ) �

�
�
���

p�
�Y (�, T, f )��

T
(8.29)

Local integrability of x �E
�

and h guarantee that the Fourier transforms X
and H exist. The relationships Y (�, T, f )�Y� (�, T, f )�I(�, T, f ) and Y� (�, T, f )�
X(�, T, f )H(T, f ) then result in the power spectral density of Y as detailed.

T 8.6. C  O P S D Assume
for all signals x �E

�
that x is locally integrable, x has bounded variation on all

closed finite intervals, and the average power of x does not increase with the
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interval length. Further, assume that h has bounded variation on all closed finite
intervals and h � L [0, �]. It then follows that

lim
���

G
�
(T, f ) � lim

���

�H(T, f )��G
�

(T, f ) � lim
���

G
Y� (T, f ) (8.30)

or using a more convenient notation,

G
��

( f ) � �H
�

( f )��G
��

( f ) (8.31)

Further,

lim
���

G
�
(T, f ) � 0 (8.32)

If lim
���

G
Y� (T, f ) �� or lim

���
G
Y� (T, f ) � 0, then

lim
���

�H(T, f )� �G
��

(T, f )� � 0 (8.33)

If lim
���

G
Y� (T, f ) ��, then

lim
���

�H(T, f )� �G
��

(T, f )�
G
Y� (T, f )

� 0 (8.34)

Proof. The proof of this theorem is given in Appendix 5.

8.5.1 Notes

As shown in Appendix 5, there is finite energy associated with I(T, f ), and the
power associated with I(T, f ) decreases to zero as T ��. This fact results in
the average power in H(T, f )G

��
(T, f ) and G

�
(T, f ) being negligible compared

with the average power in G
Y� (T, f ) as T ��. The required result as given by

Eq. (8.30) then follows from

�G
Y

(T, f ) �G
Y� (T, f )� � ��2Re[H(T, f )G

��
(T, f )] �G

�
(T, f )� (8.35)

To establish the rate of convergence of G
Y� (T, f ) to G

Y
(T, f ) when f is fixed,

consider the single waveform case and a bound on the relative error between
G
Y� (T, f ) and G

Y
(T, f ), given by

�
�
	

2�H(T, f )� �G
��

(T, f )� �G
�
(T, f )

G
Y� (T, f )

G
Y� (T, f ) � 0 (8.36)

As �G
��

(T, f )� � �X(T, f )� �I(T, f )�/T, �G
�
(T, f )� � �I(T, f )��/T, and �I(T, f )� does
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not increase with T, whereas �X(T, f )� generally does, it follows that a
reasonable bound on the relative error is

�
�

	
2�H(T, f )� �G

��
(T, f )�

G
Y� (T, f )

�
2�I(T, f )�

�H(T, f )� �X(T, f )�
G
Y� (T, f ) � 0 (8.37)

For the case where lim
���

�X(T, f )�/�T is finite, but nonzero, the relative
error is proportional to 1/�T. This case is consistent with a bounded power
spectral density on the infinite interval. For the case where lim

���
�X(T, f )�/T

is finite, the relative error is proportional to 1/T. This case is consistent with
an unbounded power spectral density on the infinite interval. Such a case
occurs for periodic signals at specific frequencies.

The relationship given in Eq. (8.31) underpins a significant level of analysis
of noise in linear systems. One application of this result is in characterizing the
noise level of an electronic circuit. Such a characterization is fundamental to
low noise electronic design and is the subject of Chapter 9. The following
subsection gives an important example, where the relationship given in Eq.
(8.31) cannot be applied.

8.5.2 Example — Oscillator Noise

A quadrature oscillator is an entity that generates signals of the form

x(t) �A cos[2�f
�
t� �� (t)] y(t) �A sin[2�f

�
t� �� (t)] (8.38)

where typically, �� � � 2�f
�
. Such signals arise from the differential equations,

x���[2�f
�
� �� �]y x(0) �A cos[�� (0)] (8.39)

y� � [2�f
�
� �� �]x y(0) �A sin[�� (0)] (8.40)

This result can be proved by substitution of x and y into the differential
equations. For the case where the modulation �� is zero, a quadrature sinusoidal
oscillator results and can be implemented as per the prototypical structure
shown in Figure 8.11. In this figure, n

�
and n

�
are independent noise sources

to account for the noise in the integrators and following circuitry.
With the noise sources n

�
and n

�
, the differential equations characterizing

the circuit of Figure 8.11 are

x���2�f
�
(y� n

�
) y�� 2�f

�
(x� n

�
) (8.41)

Differentiation and substitution yields the following differential equation for x :

x�� 4��f �
�
x��2�f

�
(n

�
)� � 4��f �

�
n
�

(8.42)
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+1

x

y

n1(t)

n2(t)

−x′
2πfc

y′
2πfc

2πfc ∫

2πfc ∫

–1

Figure 8.11 Prototypical quadrature oscillator structure.

x

h2 ↔ H2

h1 ↔ H1

n1

n2

Figure 8.12 Equivalent model for the output signal x of the quadrature oscillator shown in
Figure 8.11.

As this is a linear differential equation, it follows that the quadrature
oscillator can be modeled, as far as the output x is concerned, as shown in
Figure 8.12. The impulse responses in this figure are the solutions of the
differential equations,

x�� 4��f �
�
x��2�f

�
��(t) x�� 4��f �

�
x��4��f �

�
�(t) (8.43)

which equates to the solution of

x� � 4��f �
�
x� 0 t� 0 x(0) � �2�f

�
, x�(0) � 0 (8.44)

x� � 4��f �
�
x� 0 t� 0 x(0) � 0, x�(0) ��4��f �

�
(8.45)

It then follows that the respective impulse responses are

h
�
(t) ��2�f

�
cos(2�f

�
t) h

�
(t) ��2�f

�
sin(2�f

�
t) (8.46)

Clearly, h
�
, h

�
� L [0, �], and H

�
(T, f ) and H

�
(T, f ) do not converge as T ��.

Consequently, Theorem 8.6 cannot be used when ascertaining the noise
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x1(γ1, t) ∈ EX1

GX1

xN(γN, t) ∈ EXN

GXN

h1 ↔ H1

hN ↔ HN

y1(γ1, t)

yN(γN, t)

w11

w1N

wM1

wMN

z1(ζ, t) ∈ EZ1

zM(ζ, t) ∈ EZM

ζ = (γ1, …, γN)

Figure 8.13 Schematic diagram of a multiple input—multiple output system.

characteristics of an oscillator. This fact is overlooked in a significant propor-
tion of the literature (Demir, 1998 p. 164), and alternative approaches are
required to characterize the noise of an oscillator [see, for example, Demir
(1998 ch. 6)].

8.6 MULTIPLE INPUT —MULTIPLE OUTPUT SYSTEMS

Two possible multiple input—multiple output (MIMO) systems are illustrated
in Figures 8.13 and 8.14 where the input signals x

�
, . . . , x

�
, respectively, are

from the ensembles E
��

, . . . , E
��

, defining the random processes X
�
, . . . ,X

�
.

By definition

E
�
�

��x� : S� 
 [0, T ] � R
S� � Z�

S� � R
countable case

uncountable case� (8.47)

For the system shown in Figure 8.13, one signal from the ensemble for the
output random process Z

�
, can be written in the form

z
�
(�, t) �

�
�
���

w
��
y
�
(�

�
, t) �

�
�
���

w
�� �

�

�

x
�
(�

�
, �)h

�
(t� �) d� �

�
� S� (8.48)

where �� (�
�
, . . . , �

�
). On the interval [0, T ], it follows from Theorem 8.2, that

Z
�
(�, T, f ) �

�
�
���

w
��
Y
�
(�

�
, T, f )

(8.49)

�
�
�
���

w
��

[H
�
(T, f )X

�
(�

�
, T, f ) � I

�
(�

�
, T, f )]
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x1(γ1, t) ∈ EX1

GX1

xN(γN, t) ∈ EXN

GXN

h11 ↔ H11

h1N ↔ H1N

hM1 ↔ HM1

hMN ↔ HMN

y11(γ1, t)

y1N(γN, t)

yM1(γ1, t)

yMN(γN, t)

z1(ζ, t) ∈ EZ1

zM(ζ, t) ∈ EZM

ζ = (γ1, …, γN)

Figure 8.14 Schematic diagram of an alternative multiple input—multiple output system.

The following theorem states the relationship between the output and input
power spectral densities of the system illustrated in Figure 8.13.

T 8.7. P S D R  M I—
M O S If x

�
�E

�
�

and h
�
have bounded variation on all

closed finite intervals, x
�
is locally integrable, h

�
� L [0, �] and the input random

processes X
�
, . . . ,X

�
are independent with zero means, then, for the infinite

interval [0, �], it is the case that

G
�
�

( f ) �
�
�
���

�w
��
��G

�
�

( f ) �
�
�
���

�w
��
���H

�
( f )��G

�
�

( f ) (8.50)

where, for convenience of notation, the subscript � has been dropped.
For the general case, where X

�
, . . . ,X

�
are not necessarily independent with

zero means, the following result holds for the infinite interval

G
�
�

( f ) �
�
�
���

�w
��
��G

�
�

( f ) �
�
�
���

�
�
���
���

w
��
w*
��
G

�
�
�
�

( f )

(8.51)

�
�
�
���

�w
��
���H

�
( f )��G

�
�

( f ) �
�
�
���

�
�
���
���

w
��
w*

��
H

�
( f )H*

�
( f )G

�
�
�
�

( f )

On the infinite interval, the cross power spectral density between the random
processes X

�
or Y

�
and Y

�
, is given by

G
�
�
�
�

( f ) �H*
�
( f )G

�
�
�
�

( f ) (8.52)

G
�
�
�
�

( f ) �H
�
( f )H*

�
( f )G

�
�
�
�

( f ) (8.53)
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On the infinite interval, the cross power spectral density between Z
�
and Z

�
,

is given by

G
�
�
�
�

( f ) �
�
�
���

w
��
w*
��
G

�
�

( f ) �
�
�
���

�
�
���
���

w
��
w*
��
G

�
�
�
�

( f )

�
�
�
���

w
��
w*

��
�H

�
( f )��G

�
�

( f )�
�
�
���

�
�
���
���

w
��
w*
��
H

�
( f )H*

�
( f )G

�
�
�
�

( f )

(8.54)

Proof. The proof is given in Appendix 6.

8.6.1 Alternative Multiple Input—Multiple Output System

Consider one signal from the ensemble for the output random process Z
�
,

defined by the structure of Figure 8.14,

z
�
(�, t) �

�
�
���

y
��

(�
�
, t) �

�
�
���
�

�

�

x
�
(�

�
, �)h

��
(t� �) d� �

�
�S� (8.55)

where � � (�
�
, . . . , �

�
). On an interval [0, T ], it follows from Theorem 8.2, that

Z
�
(�, T, f ) �

�
�
���

Y
��

(�
�
, T, f ) �

�
�
���

[H
��

(T, f )X
�
(�

�
, T, f ) � I

�
(�

�
, T, f )] (8.56)

The following theorem details the appropriate power spectral density
relationships for this system.

T 8.8. P S D R  A
M I—M O S If x

�
�E

�
�

and h
��
have bounded

variation on all closed finite intervals, x
�
is locally integrable and h

��
� L [0, �],

then the following result holds for the infinite interval:

G
�
�

( f ) �
�
�
���

G
�
��

( f ) �
�
�
���

�
�
���
���

G
�
��
�
��

( f )

�
�
�
���

�H
��

( f )��G
�
�

( f ) �
�
�
���

�
�
���
���

H
��

( f )H*
��

( f )G
�
�
�
�

( f )

(8.57)
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On the infinite interval, the cross power spectral density between Z
�
and Z

�
,

is given by

G
�
�
�
�

( f ) �
�
�
���

G
�
��
�
��

( f ) �
�
�
���

�
�
���
���

G
�
��
�
��

( f )

(8.58)

�
�
�
���

H
��

( f )H*
��

( f )G
�
�

( f ) �
�
�
���

�
�
���
���

H
��

( f )H*
��

( f )G
�
�
�
�

( f )

Proof. The proof of this theorem is given in Appendix 7.

APPENDIX 1: PROOF OF THEOREM 8.1

If the input signal x � L [0, T ] and is of bounded variation then, as per Theorem
2.19, for all �� 0 there exists a � � 0, such that x can be approximated on the
interval [0, T ] by a step function x� , defined according to

x�(t) ��x �
t

�
�� �� �t�

t

�
���

�	�
�
���

�x(i�)��(t� i�) t � [0, T ] (8.59)

such that ��
�

�x(t) �x�(t)� dt� �. Since the response of the system to a signal ��
is h� , it follows, from the causality, time invariance and linearity of the system,
that the output y� , at a time t � [0, T ], in response to the signal x� , is

y�(t) ��x(0)h�(t) ��� �x �
t

�
�� h� �t�

t

�
��

(8.60)

�
�	�
�
���

�x(i�)h�(t� i�)

It remains to show that lim���
y�(t) � y(t) and lim���

��
�

�y(t) � y�(t)� dt� 0.
To prove these results, it is convenient to define a function z according to

z(t, �) �x(�)h(t � �) � y(t) ��
�

�

z(t, �) d� (8.61)

If both x and h are causal and of bounded variation, then for any fixed value
of t and consistent with Figure 8.15, z can be approximated for � � [0, t] by a
step function z� ,

z�(t, �) �
�	�
�
���

�x(i�)h(t � i�)��(� � i�) � � [0, t] (8.62)
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∆ 1 ∆⁄

x(λ)

h(t–λ)

Figure 8.15 Illustration of the functions comprising z, and step approximations to them.

Theorem 2.19 then implies that for �� � 0 there exists a �� 0, such that

�
�

�

�z(t, �) � z�(t, �)� d��� � lim
���

�
�

�

z�(t, �) d���
�

�

z(t, �) d� (8.63)

Further, it follows that

�
�

�

z�(t, �) d��
�	�
�
���

�x(i�)h(t � i�) �
�

�

�(� � i�) d�

�
�	�
�
�
���

�x(i�)h(t � i�)

��x �
t

�
�� h �t�

t

�
�� �

�

�	� �
� �� �

t

�
�� d�

� y�(t) � ��

(8.64)

where

�����x �
t

�
�� h �t�

t

�
�� �

�	� ���

�

� ���
t

�
�� d� (8.65)

Clearly, �� � 0 as � � 0. Thus, from Eqs. (8.61), (8.63), and (8.64), it follows
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Figure 8.16 Region of integration for evaluation of Y.

that lim���
y�(t) � y(t). Finally, from Eq. (8.63), it follows that

�
�

�

�y(t) � y�(t)� dt��
�

�
��

�

�

z(t, �) d���
�

�

z�(t, �) d�� ��� dt
	�

�

�
��

�

�

�z(t, �) � z�(t, �)� d�� dt� ����T 	�T � ����T

(8.66)

which is the final required result.

APPENDIX 2: PROOF OF THEOREM 8.2

With the stated assumptions, it follows that

Y (T, f ) ��
�

�

y(t)e
��	
� dt� �
�

�
��

�

�

x(�)h(t � �) d�� e
��	
� dt
(8.67)

��
�

�

x(�)e
��	
� ��
�

�
h(t� �)e
��	
��
�
 dt� d�

The region of integration is illustrated in Figure 8.16. A change of variable
p� t� � in the inner integral of the last equation yields

Y (T, f ) ��
�

�

x(�)e
��	
� ��
�
�

�

h(p)e
��	
	 dp� d�
(8.68)

��
�

�

x(�)e
��	
� ��
�

�

h(p)e
��	
	 dp� �
�

�
�
h(p)e
��	
	 dp� d�
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Figure 8.17 Illustration of area of integration to establish a bound on the integral I. The
illustration is for the case where ���p��T.

which can be written in the form

Y (T, f ) �X(T, f )H(T, f ) � I(T, f ) (8.69)

where

I(T, f ) ��
�

�

x(�)e
��	
� ��
�

�
�
h(p)e
��	
	 dp� d� (8.70)

The region of integration for the integral I is area 2 in Figure 8.16 prior to
the change of variable p� t� �, and the region specified in Figure 8.4 after
this change.

The results for the Laplace transform case follow in an analogous manner,
with use of the substitution s� j2�f.

APPENDIX 3: PROOF OF THEOREM 8.3

If x, h � L [0, �], then for all �� 0 there exists numbers �� and p� , such that

��
�

��
x(�)e
��	
� d� �	 �

�

��
�x(�)e
��	
�� d� 	�

�

��
�x(�)�d� 	� (8.71)

��
�

	�

h(p)e
��	
	 dp �	�
�

	�
�h(p)e
��	
	� d� 	�

�

	�
�h(p)�dp 	� (8.72)

It then follows that the region over which there is a significant contribution to
the integral I is as illustrated in Figure 8.17. The illustration is for the case
where ��� p��T. Clearly, as T increases, the region over which there is a
significant contribution to the integral I decreases, and for T � �� � p� , it is
expected that the value of the integral I can be made arbitrarily small, and this
is shown below.
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Figure 8.18 Illustration of area of integration to establish a bound on the integral I. The
illustration is for the case where ���p��T.

The case where T � ��� p� is illustrated in Figure 8.18. Using the regions
1, 2, and 3 defined in this figure, the following bound on the error integral I
can be established:

�I(T, f )� 	�
��

�

�x(�)e
��	
�� d� �
�

	�

�h(p)e
��	
	� dp

��
�

��
�x(�)e
��	
�� d� �

	�

�

�h(p)e
��	
	� dp (8.73)

��
�

��
�x(�)e
��	
�� d� �

�

	�
�h(p)e
��	
	� dp

From the definitions for �� and p� , it follows that

�I(T, f )� 	 � �
��

�

�x(�)� d�� � �
	�

�

�h(p)� dp� ��

	� �� ��
�

�

�x(�)� d�� �
�

�

�h(p)� dp�
(8.74)

Thus, for any �� 0, there exists a T, such that the error bound for the absolute
difference between Y and Y� , as given by �I�, is less than k� for some fixed k,
which is independent of T.

When x � L [0, �], the results for the Laplace transform case follow in an
analogous manner, with use of the substitution s� j2�f. When x is locally
integrable, x does not have exponential increase, and Re[s]� 0, then it is the
case that x(t)e
����� � L [0, �]. Use of the above approach, in an analogous
manner, yields the required proof.
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h(t – λ)x(λ)

Figure 8.19 Graph of windowed input signal and shifted windowed impulse response function.

APPENDIX 4: PROOF OF THEOREM 8.4

The graphs of x(�) and h(t� �) are shown in Figure 8.19 for the case where h
and x are windowed, such that they are zero outside the interval [0, T ]. It then
follows that

y(t) ��
�

�

x(�)h(t � �) d�� �
�

�

�

x(�)h(t � �) d� 0 	 t�T

�
�

�
�

x(�)h(t � �) d� T 	 t� 2T

0 elsewhere

(8.75)

Hence, assuming both x, h � L [0, T ], it follows that

Y� (2T, f ) � �
��

�

y(t)e
��	
� dt

� �
�

�
��

�

�

x(�)h(t � �) d�� e
��	
�dt (8.76)

��
��

�
��

�

�
�

x(�)h(t � �) d�� e
��	
� dt

The region of integration comprises areas 1 and 2 shown in Figure 8.16.
Changing the order of integration yields,

Y� (2T, f ) � �
�

�
��

���

�
h(t� �)e
��	
��
�
 dt� x(�)e
��	
� d� (8.77)

A change of variable p� t� � in the inner integral yields,

Y� (2T, f ) � �
�

�

x(�)e
��	
� ��
�

�

h(p)e
��	
	 dp� d��X(T, f )H(T, f ) (8.78)

which is the required result.
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The results for the Laplace transform case follow in an analogous manner
with use of the substitution s� j2�f.

APPENDIX 5: PROOF OF THEOREM 8.6

Consider the countable case, where a subscript, rather than an argument, is
used, that is, x

�
(t) rather than x(�, t). First, for the case where h � L [0, �], the

region of integration for I
�
(T, f ) can be approximated by the region shown in

Figure 8.10, that is,

I
�
(T, f ) ��

�
�

�
�

�

�
	

x
�
(�)h(p)e
��	
�	��
 d� dp (8.79)

It then follows that an upper bound on �I
�
(T, f )� is given by

�I
�
(T, f )� 	�

�
�

�
�

�

�
	

�x
�
(�)� �h(p)� d� dp	 k

� �
�
�

�
�

�

�
�
�

�x
�
(�)� �h(p)� d� dp

	 k
�

sup
� �

�

�

�h(p)� dp (8.80)

where k
�

is of the order of unity and

sup
�
� sup ��

�

�
�
�

�x
�
(�)� d�, i � Z�, T � t

�
, T � R�� (8.81)

As per Theorem 2.13, it follows, if the average power on [T � t
�
, T ] does not

increase with T, that sup
�

is finite and �I
�
(T, f )� does not increase with T. It then

follows that

lim
���

�I
�
(T, f )��
T

� lim
���

G
�
�

(T, f ) � 0 (8.82)

This result then implies the following for f fixed: First, if �X
�
(T, f )� is constant

with respect to T, or is such that lim
���

�X
�
(T, f )�/�T � 0, then

lim
���

�H(T, f )� �G
�
�
�
�

(T, f )� � lim
���

�H(T, f )� �X
�
(T, f )� �I*

�
(T, f )�

T
� 0 (8.83)

For this case, both G
�
�

(T, f ) and G
Y�
�

(T, f ) converge to zero as T ��. Second,
if �X

�
(T, f )� is such, that lim

���
�X

�
(T, f )�/�T is finite and nonzero, then both
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G
�
�

(T, f ) and G
Y�
�

(T, f ) are bounded as T �� and

lim
���

�H(T, f )� �G
�
�
�
�

(T, f ) � lim
���

�H(T, f )� �X
�
(T, f )� �I*

�
(T, f )�

T
� 0 (8.84)

Third, if �X
�
(T, f )� is such, that lim

���
�X

�
(T, f )�/�T is infinite, then both

G
�
�

(T, f ) and G
Y�
�

(T, f ) are unbounded as T ��. It is then the case that

lim
���

�H(T, f )� �G
�
�
�
�

(T, f )�
G
Y�
�

(T, f )
� lim

���

�I
�
(T, f )�

�H(T, f )� �X
�
(T, f )�

� 0 (8.85)

When these results hold for all signals in the ensemble, and this is guaranteed
by the assumptions made, the following results hold:

lim
���

G
�
(T, f ) � 0 (8.86)

If, lim
���

G
Y� (T, f ) �� or lim

���
G
Y� (T, f ) � 0, then

lim
���

�H(T, f )� �G
��

(T, f )� � 0 (8.87)

If lim
���

G
Y� (T, f ) � �, then

lim
���

�H(T, f )� �G
��

(T, f )�
G
Y� (T, f )

� 0 (8.88)

lim
���

G
�
(T, f ) � lim

���

G
Y� (T, f ) � lim

���

�H(T, f )��G
�

(T, f ) (8.89)

APPENDIX 6: PROOF OF THEOREM 8.7

The proof of the first result follows directly from Theorems 4.6 and 8.6. The
first form of the second result follows directly from Theorem 4.6. The second
form of the second result follows from the definition of the cross power spectral
density and Theorem 8.6. To show this, consider the countable case and the
notation P[x

�
(�

�
, t), x

�
(�

�
, t)] � p

��
(�

�
, �

�
). By definition

G
�
�
�
�

( f ) � lim
���

1

T

�
�

�
�
��

�
�

�
�
��

p
��

(�
�
, �

�
)Y

�
(�

�
, T, f )Y *

�
(�

�
, T, f )

� lim
���

1

T

�
�

�
�
��

�
�

�
�
��

p
��

(�
�
, �

�
) �

[X
�
(�

�
, T, f )H

�
(T, f )�I

�
(�

�
, T, f )]


[X*
�
(�

�
, T, f )H*

�
(T, f ) � I*

�
(�

�
, T, f )]�

(8.90)
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Using definitions for the cross power spectral density, it follows that

G
�
�
�
�

( f ) � lim
���

�G�
�
�
�

(T, f )H
�
(T, f )H*

�
(T, f ) �G

�
�
�
�

(T, f )H
�
(T, f )

�G*
�
�
�
�

(T, f )H*
�
(T, f ) �G

�
�
�
�

(T, f )� (8.91)

It follows, from a similar argument to that used in the proof of Theorem 8.6,
that the relative magnitude of the cross power spectral density terms �G

�
�
�
�

� �H
�
�,

�G*
�
�
�
�

� �H*
�
� , and G

�
�
�
�

, with respect to G
Y�
�
Y�
�

and G
Y
�
Y
�

, become increasingly small
as T ��. Hence,

G
�
�
�
�

( f ) �H
�
( f )H*

�
( f )G

�
�
�
�

( f ) (8.92)

which is the required result.
To show the cross power spectral density result, note that for each outcome

�� (�
�
, . . . , �

�
), the following individual power spectral densities and cross

power spectral density can be defined,

G
�
�

(�, T, f ) �
�Z

�
(�, T, f )��
T

�
1

T

�
�
���

�
�
���

w
��
w*

��
Y
�
(�

�
, T, f )Y *

�
(�

�
, T, f ) (8.93)

G
�
�

(�, T, f ) �
�Z

�
(�, T, f )��
T

�
1

T

�
�
���

�
�
���

w
��
w*

��
Y
�
(�

�
, T, f )Y *

�
(�

�
, T, f ) (8.94)

G
�
�
�
�

(�, T, f ) �
Z

�
(�, T, f )Z*

�
(�, T, f )

T
(8.95)

�
1

T

�
�
���

�
�
���

w
��
w*

��
Y
�
(�

�
, T, f )Y *

�
(�

�
, T, f )

As each of these power spectral densities have the same probability and the
same form, it follows, by analogy with G

�
�

(T, f ), that the cross power spectral
density between Z

�
and Z

�
, on the infinite interval, is given by

G
�
�
�
�

( f ) �
�
�
���

w
��
w*
��
G

�
�

( f ) �
�
�
���

�
�
���
���

w
��
w*

��
G

�
�
�
�

( f )

�
�
�
���

w
��
w*
��
�H

�
( f )��G

�
�

( f ) �
�
�
���

�
�
���
���

w
��
w*
��
H

�
( f )H*

�
( f )G

�
�
�
�

( f )

(8.96)
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APPENDIX 7: PROOF OF THEOREM 8.8

The proof of the result for G
�
�

(T, f ) follows directly from Theorems 4.6 and
8.6, and the cross power spectral density relationships given in Theorem 8.7.

To show the cross power spectral density result, note that for each outcome
�� (�

�
, . . . , �

�
), the following individual power spectral densities and cross

power density can be defined:

G
�
�

(�, T, f ) �
�Z

�
(�, T, f )��
T

�
1

T

�
�
���

�
�
���

Y
��

(�
�
, T, f )Y *

��
(�

�
, T, f ) (8.97)

G
�
�

(�, T, f ) �
�Z

�
(�, T, f )��
T

�
1

T

�
�
���

�
�
���

Y
��

(�
�
, T, f )Y *

��
(�

�
, T, f ) (8.98)

G
�
�
�
�

(�, T, f ) �
Z

�
(�, T, f )Z*

�
(�, T, f )

T
(8.99)

�
1

T

�
�
���

�
�
���

Y
��

(�
�
, T, f )Y *

��
(�

�
, T, f )

As each of these power spectral densities have the same probability and the
same form, it follows, by analogy with G

�
�

(T, f ), that the cross power spectral
density between Z

�
and Z

�
, on the infinite interval, is given by

G
�
�
�
�

( f ) �
�
�
���

G
�
��
�
��

( f ) �
�
�
���

�
�
���
���

G
�
��
�
��

( f )

�
�
�
���

H
��

( f )H*
��

( f )G
�
�

( f ) �
�
�
���

�
�
���
���

H
��

( f )H*
��

( f )G
�
�
�
�

( f )

(8.100)
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9
Principles of Low Noise

Electronic Design

9.1 INTRODUCTION

This chapter details noise models and signal theory, such that the effect of noise
in linear electronic systems can be ascertained. The results are directly
applicable to nonlinear systems that can be approximated around an operating
point by an affine function.

An introductory section is included at the start of the chapter to provide an
insight into the nature of Gaussian white noise— the most common form of
noise encountered in electronics. This is followed by a description of the
standard types of noise encountered in electronics and noise models for
standard electronic components. The central result of the chapter is a system-
atic explanation of the theory underpinning the standard method of character-
izing noise in electronic systems, namely, through an input equivalent noise
source or sources. Further, the noise equivalent bandwidth of a system is
defined. This method of characterizing a system, simplifies noise analysis—
especially when a signal to noise ratio characterization is required. Finally, the
input equivalent noise of a passive network is discussed which is a generaliz-
ation of Nyquist’s theorem. General references for noise in electronics include
Ambrozy (1982), Buckingham (1983), Engberg (1995), Fish (1993), Leach
(1994), Motchenbacher (1993), and van der Ziel (1986).

9.1.1 Notation and Assumptions

When dealing with noise processes in linear time invariant systems, an infinite
timescale is often assumed so power spectral densities, consistent with previous
notation, should be written in the form G

�
( f ). However, for notational
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Figure 9.1 Schematic diagram of signal source and amplifier.
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Figure 9.2 Time record of equivalent noise at amplifier input.

convenience, the subscript is removed and power spectral densities are written
as G( f ). Further, the systems are assumed to be such that the fundamental
results, as given by Theorems 8.1 and 8.6, are valid.

9.1.2 The Effect of Noise

In electronic devices, noise is a consequence of charge movement at an atomic
level which is random in character. This random behaviour leads, at a macro
level, to unwanted variations in signals. To illustrate this, consider a signal V

�
,

from a signal source, assumed to be sinusoidal and with a resistance R
�
, which

is amplified by a low noise amplifier as illustrated in Figure 9.1. The equivalent
noise signal at the amplifier input for the case of a 1 k� source resistance, and
where the noise from this resistance dominates other sources of noise, is shown
in Figure 9.2. A sample rate of 2.048 kSamples/sec has been used, and 200
samples are displayed. The specific details of the amplifier are described in
Howard (1999b). In particular, the amplifier bandwidth is 30 kHz.
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Figure 9.3 Sinusoid of 100 Hz whose amplitude is consistent with a signal-to-noise ratio of 10.
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Figure 9.4 100 Hz sinusoidal signal plus noise due to the source resistance and amplifier. The
signal-to-noise ratio is 10.

In Figure 9.3 a 100Hz sine wave is displayed, whose amplitude is consistent
with a signal-to-noise ratio of 10 assuming the noise waveform of Figure 9.2.
The addition of this 100Hz sinusoid, and the noise signal of Figure 9.2, is
shown in Figure 9.4 to illustrate the effect of noise corrupting the integrity of
a signal.

For completeness, in Figure 9.5, the power spectral density of the noise
referenced to the amplifier input is shown. In this figure, the power spectral
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Figure 9.5 Power spectral density of amplifier noise referenced to the amplifier input.

density has a 1/ f form at low frequencies, and at higher frequencies is constant.
For frequencies greater than 10Hz, the thermal noise from the resistor
dominates the overall noise.

9.2 GAUSSIAN WHITE NOISE

Gaussian white noise, by which is meant noise whose amplitude distribution
at a set time has a Gaussian density function and whose power spectral density
is flat, that is, white, is the most common type of noise encountered in
electronics. The following section gives a description of a model which gives
rise to such noise. Since the model is consistent with many physical noise
processes it provides insight into why Gaussian white noise is ubiquitous.

9.2.1 A Model for Gaussian White Noise

In many instances, a measured noise waveform is a consequence of the
weighted sum of waveforms from a large number of independent random
processes. For example, the observed randomly varying voltage across a
resistor is due to the independent random thermal motion of many electrons.
In such cases, the observed waveform z, can be modelled according to

z(t) �
�
�
���

w
�
z
�
(t) z

�
� E

�
(9.1)

where w
�
is the weighting factor for the ith waveform z

�
, which is from the ith
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Figure 9.6 One waveform from a binary digital random process on the interval [0, 8D].

ensemble E
�
defining the ith random process Z

�
. Here, z is one waveform from

a random process Z which is defined as the weighted summation of the random
processes Z

�
, . . . ,Z

�
. Consider the case, where all the random processes Z

�
, . . . ,

Z
�
are identical, but independent, signalling random processes and are defined,

on the interval [0,ND], by the ensemble

E
�
��z� (��, . . . , �� , t) �

�
�
���

�
�
�(t � (k � 1)D)

�
�
� ��1, 1�

P[�
�
��1]� 0.5� (9.2)

where the pulse function � is defined according to

�(t) ��
1 0� t�D

0 elsewhere
�( f ) �D sinc( f D)e����� (9.3)

All waveforms in the ensemble have equal probability, and are binary digital
information signals. One waveform from the ensemble is illustrated in
Figure 9.6.

One outcome of the random process Z, as defined by Eq. (9.1), has the form
illustrated in Figure 9.7 for the case of equal weightings, w

�
� 1, D� 1, and

M� 500. The following subsections show, as the number of waveforms M,
increases, that the amplitude density function approaches that of a Gaussian
function, and that over a restricted frequency range the power spectral density
is flat or ‘‘white’’.

9.2.2 Gaussian Amplitude Distribution

The following, details the reasons why, as the number of waveforms, M,
comprising the random process increases, the amplitude density function
approaches that of a Gaussian function.

The waveform defined by the sum of M equally weighted independent
binary digital waveforms, as per Eq. (9.1), has the following properties: (1)
the amplitudes of the waveform during the intervals [iD, (i � 1)D), and
[ jD, ( j� 1)D), are independent for i� j ; (2) the amplitude A, in any inter-
val [iD, (i � 1)D] is, for the case where M is even, from the set
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Figure 9.7 Sum of 500 equally weighted, independent, binary digital waveforms where D �1.
Linear interpolation has been used between the values of the function at integer values of time.

S
	
� ��M,�M� 2, . . . , 0, . . . ,M� 2,M�, and M is assumed to be even in

subsequent analysis; (3) at a specific time, the amplitude A, is a consequence
of k ones, and m negative ones where k�m�M. Thus, A � S

	
is such that

A� k�m. Given A and M, it then follows that

k� (M �A)/2 m� (M �A)/2 (9.4)

Hence, P[A] equals the probability of k� 0.5(A �M) successes in M out-
comes of a Bernoulli trial. For the case where the probability of success is p,
and the probability of failure is q, it follows that (Papoulis 2002 p. 53)

P[A]�
M!(p�)q���

k!(M � k)!
�

M!p	
��	
�
q	
����	


[0.5(M �A)]![0.5(M �A)]!
(9.5)

To show that P[A] can be approximated by a Gaussian function, consider the
DeMoivre—Laplace theorem (Papoulis 2002 p. 105, Feller 1957 p. 168f ):

Consider M trials of a Bernoulli random process, where the probability of
success is p, and the probability of failure is q. With the definitions
	��Mpq and 
 �Mp, and the assumption 	�� 1, the probability of k
successes in M trials can be approximated according to:

P[k out of M trials]�
M !

k! (M � k)!
p�q����

e�����
�����
�2�	

(9.6)
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where a bound on the relative error in this approximation is:

�
(k �
)�
6	�

�
(k �
)
2	 � k� 
 (9.7)

For the case being considered, where k� 0.5(A �M), and p� q� 0.5, it

follows that 	 � 0.5�M, 
� 0.5M, and k�
 � 0.5A. Thus, for 0.25M� 1,
the amplitude distribution in any interval [ jD, ( j� 1)D], can be approximated
by the Gaussian form:

P(A) �P �
A�M

2
out of M trials��

2e�	����

�2�M
(9.8)

where a bound on the relative error is

�
A�

12M
�

A

2�M � (9.9)

Note, with the assumptions made, the mean of A is zero, and the rms value of
A is �M. The factor of 2 in Eq. (9.8) arises from the fact that A only takes on
even values. Consistent with this result, many noise sources have a Gaussian
amplitude distribution, and the term Gaussian noise is widely used.

Confirmation, and illustration of this result is shown in Figure 9.8, where
the probability of an amplitude obtained from 1000 repetitions of 100 trials of
a Bernoulli process (possible outcomes are from the set ��100, �98, . . . , 0, . . . ,
100�) is shown. The smooth curve is the Gaussian probability density function
as per Eq. (9.8) with M� 100.

9.2.3 White Power Spectral Density

The power spectral density of the individual random processes comprising Z
are zero mean signaling random processes, as defined by the ensemble of Eq.
(9.2). It then follows, from Theorem 5.1, that the power spectral density of each
of these random processes, on the interval [0,ND], is

G
�
(ND, f ) � r
�( f )
� �

1

r
sinc� �

f

r� (9.10)

where, r� 1/D, and � is the Fourier transform of the pulse function �. As Z
is the sum of independent random processes with zero means, it follows, from
Theorem 4.6, that the power spectral density of Z is the sum of the weighted
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Figure 9.8 Probability of an amplitude from the set ��100, �98, . . . , 98, 100� arising from
1000 repetitions of 100 trials of a Bernoulli process. The probabilities agree with the Gaussian
form, as defined in the text.

individual power spectral densities, that is,

G
�
(ND, f ) �

�
�
���


w
�

�G

�
(ND, f ) � r 
�( f )
�

�
�
���


w
�

�

�
1

r
sinc�( f/r)

�
�
���


w
�

� (9.11)

This power spectral density is shown in Figure 9.9 for the normalized case of
M� r� 1, and w

�
� 1. For frequencies lower than r/4, the power spectral

density is approximately constant at a level of M/r, and it is this constant level
that is typically observed from noise sources arising from electron movement.
This is the case because, first, the dominant source of electron movement is,
typically, thermal energy, and electron thermal movement is correlated over an
extremely short time interval. Second, a consequence of this very short
correlation time, is that the rate r, used for modelling purposes, is much higher
than the bandwidth of practical electronic devices. Thus, the common case is
where the noise power spectral density, appears flat for all measurable
frequencies, and the phrase ‘‘white Gaussian noise’’ is appropriate, and is
commonly used.

Note, for processes whose correlation time is very short compared with the
response time of the measurement system (for example, rise time), the power
spectral density will be constant within the bandwidth of the measurement
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Figure 9.9 Normalized power spectral density as defined by the case where r � M � w
�
� 1.

system and, consistent with Eq. 9.11, this constancy is independent of the pulse
shape.

9.3 STANDARD NOISE SOURCES

The noise sources commonly encountered in electronics are thermal noise, shot
noise, and 1/ f noise. These are discussed briefly below.

9.3.1 Thermal Noise

Thermal noise is associated with the random movement of electrons, due to the
electrons thermal energy. As a consequence of such electron movement, there
is a net movement of charge, during any interval of time, through an elemental
section of a resistive material as illustrated in Figure 9.10. Such a net movement
of charge, is consistent with a current flow, and as the elemental section has a
defined resistance, the current flow generates an elemental voltage dV. The sum
of the elemental voltages, each of which has a random magnitude, is a random
time varying voltage.

Consistent with such a description, equivalent noise models for a resistor
are shown in Figure 9.11. In this figure, v and i, respectively, are randomly
varying voltage and current sources. These sources are related via Thevenin’s
and Norton’s equivalence statements, namely v(t) �Ri(t), and i(t) � v(t)/R.

Statistical arguments (for example, Reif, 1965 pp. 589—594, Bell, 1960 ch. 3)
can be used to show that the power spectral density of the random processes,
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Figure 9.10 Illustration of electron movement in a resistive material.
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Figure 9.11 Equivalent noise models for a resistor.

which give rise to v and i, respectively, are:

G
�
( f ) �

2h
 f 
R
e
������� 1

V �/Hz (9.12)

G
�
( f ) �

2h
 f 

R(e
������ � 1)

A�/Hz (9.13)

where T is the absolute temperature, k is Boltzmann’s constant (1.38�10��� J/
K), h is Planck’s constant (6.62�10��� J.sec) and R is the resistance of the
material. For frequencies, such that 
 f 
 � 0.1kT /h� 10��Hz (assuming
T � 300K) a Taylor series expansion for the exponential term in these
equations, namely,

e
������� 1� h
 f 
/kT (9.14)

is valid, and the following approximations hold:

G
�
( f ) � 2kTR V �/Hz G

�
( f ) �

2kT

R
A�/Hz (9.15)

These equations were derived using the equipartition theorem, and statistical
arguments, by Nyquist in 1928 (Nyquist 1928; Kittel 1958 p. 141; Reif 1965
p. 589; Freeman 1958 p. 117) and are denoted as Nyquist’s theorem. A
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derivation of these results, based on electron movement, is given in Bucking-
ham 1983 pp. 39—41. Further, these equations are the ones that are nearly
always used in analysis. Note that the power spectral density is ‘‘white’’, that
is, it has a constant level independent of the frequency.

One point to note: In analysis, the Norton, rather than the Thevenin
equivalent noise model for a resistor best facilitates analysis.

9.3.2 Shot Noise

As shown in Section 5.5, shot noise is associated with charge carriers crossing
a barrier, such as that inherent in a PN junction, at random times, but with a
constant average rate. As detailed in Section 5.5.1 the power spectral density,
for all but high frequencies, is given by

G( f ) � qI� � I� ��( f ) A�/Hz (9.16)

where q is the electronic charge (1.6�10���C), and I� is the mean current. Note
that, apart from the impulse at DC, the power spectral density is ‘‘white’’. In
electronic circuits the mean current is associated with circuit bias. As variations
away from the bias state are of interest in analogue electronics, it is usual to
approximate the power spectral density in such circuits, according to

G( f ) � qI� A�/Hz (9.17)

9.3.3 1/f Noise

As discussed in Section 6.5, the power spectral density of a 1/ f random process
has a power spectral density given by

G( f ) �
k

f 	
(9.18)

where k is a constant, and � determines the slope. Typically, � is close to unity.
At low frequencies, 1/ f noise often dominates other noise sources, and this is
well illustrated in Figure 9.5.

9.4 NOISE MODELS FOR STANDARD ELECTRONIC DEVICES

9.4.1 Passive Components

In an ideal capacitor with an ideal dielectric, all charge is bound, such that
interatomic movement of charge is not possible. Accordingly, an ideal capaci-
tor is noiseless. An ideal inductor is made from material with zero resistance,
and in such a material the voltage created by the thermal motion of electrons
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Figure 9.12 (a) Diode symbol. (b) Noise equivalent model for a diode under forward bias. (c)
Noise equivalent model for a diode under reverse bias. ID is the DC current flow and Cj is the
junction capacitance.

is zero. Hence, ideal inductors are noiseless. As discussed above, resistors
exhibit thermal noise, and have either of the noise models shown in Figure 9.11.
Fish (1993 ch. 6) gives a more detailed analysis of noise in passive components.

9.4.2 Active Components

The small signal equivalent noise model for a diode, is shown in Figure 9.12
(Fish, 1993 pp. 126—127). In this figure I

�
is the mean diode current, and the

power spectral density of the small signal equivalent noise source i, is given by

G
�
( f ) � q
I

�

 A�/Hz (9.19)

Note, the model of Figure 9.12(c) is also applicable to standard nonavalanche
photodetectors, when they are operated with reverse bias.

The small signal noise equivalent model for a PNP or NPN BJT transistor,
operating in the forward active region, is shown in Figure 9.13 (Fish, 1993
p. 128). The sources i

��
, i
�
, and i

�
in this figure, respectively model the thermal

noise in the base due to the base spreading resistance r
�
, which is typically in

the range of 10—500 Ohms (Gray, 2001 p. 32; Fish, 1993 pp. 128—139), the shot
noise of the base current and the collector current shot noise (see Edwards,
2000). The respective power spectral densities of these noise sources are

G
��
( f ) � 2kT /r

�
A�/Hz (9.20)

G
�
( f ) � qI

�
A�/Hz G

�
( f ) � qI

�
A�/Hz (9.21)

In analysis, it is usual to neglect r
�
as, typically, it is in parallel with a much

lower value load resistance.
The small signal noise equivalent model for a NMOS or PMOS MOSFET,

with the source connected to the substrate, and a N or P channel JFET, when
they are operating in the saturation region, is shown in Figure 9.14 (for
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Figure 9.13 Small signal equivalent noise model for a NPN or PNP BJT operating in the
forward active region.
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Figure 9.14 Small signal equivalent noise model for a PMOS or NMOS MOSFET, or a N or
P channel JFET, operating in the saturation region.

example, Fish, 1993 p. 140; Levinzon, 2000; Howard, 1987). In this figure, the
noise sources i

�
and i

�
, respectively, account for the noise at the gate, which is

due to the gate leakage current and the induced noise in the gate due to
thermal noise in the channel, and the thermal noise in the channel. The
respective power spectral densities of these sources are

G
�
( f ) � q
I

�

 � 2kT �� (2� f C

��
)�/g

�
A�/Hz (9.22)

G
�
( f ) � 2kT Pg

�
A�/Hz (9.23)

In these equations, �� is a constant with a value of around 0.25 for JFETs, and
0.1 for MOSFETS (Fish, 1993 p. 141). P is a constant with a theoretical value
of 0.7, but practical values can be higher (Howard, 1987; Muoi, 1984; Ogawa,
1981). I

�
is the gate leakage current which, typically, is in the pA range. As

with a BJT, it is usual to neglect r
�
in analysis.
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Figure 9.15 Schematic diagram of a linear system.

9.5 NOISE ANALYSIS FOR LINEAR TIME INVARIANT SYSTEMS

The following discussion relates to analysis of noise in linear time invariant
systems— linear electronic systems are an important subset of such systems.

9.5.1 Background and Assumptions

A schematic diagram of a linear system is shown in Figure 9.15. With the
assumption that the results of Theorems 8.1 and 8.6 are valid, the relationship
between the input and output power spectral densities, on the infinite interval
[0,
], or a sufficiently long interval relative to the impulse response time of
the system, is given by

G
�
( f ) � 
H( f )
�G

�
( f ) (9.24)

In this diagram, the input random process X is defined by the ensemble E
�
,

and the output random process Y is defined by the ensemble E
�
.

9.5.1.1 Transfer Functions and Notation Analysis of electronic circuits
is usually performed through use of Laplace transforms (for example, Chua,
1987 ch. 10). Such analysis yields a relationship, assuming appropriate excita-
tion, between the Laplace transform of the ith and jth node voltage or current,
of the form V

�
(s)/V

�
(s) � L

��
(s). If the time domain input at the ith node, v

�
(t),

is an ‘‘impulse,’’ then V
�
(s) � 1 and, hence, the output signal v

�
(t) is the impulse

response, whose Laplace transform is given by L
��
(s). In the subsequent text,

the following notation will be used: L
��
is denoted the Laplace transfer function,

while H
��
, which is the Fourier transform of the impulse response, is simply

denoted the transfer function. From the definitions for the Laplace and Fourier
transform, it follows that the relationship between these transfer functions is

H
��
( f ) � L

��
( j2�f ) (9.25)

The Fourier transform H
��
, is guaranteed to exist if the impulse response h

��
, is

such that h
��

� L [0,
]. Similarly, the Laplace transform L
��
, will exist, with a

region of convergence including the imaginary axis, when h
��

� L [0,
].
Finally, in circuit analysis, it is usual to omit the argument s from Laplace

transformed functions. To distinguish between a time function, and its asso-
ciated Laplace transform, capital letters are used for the latter, while lowercase
letters are used for the former.

NOISE ANALYSIS FOR LINEAR TIME INVARIANT SYSTEMS 269



wM(t)

Linear Circuit
w0(t)

w1(t) wN(t)wi(t)

Figure 9.16 Schematic diagram of a linear system with N noise sources.

9.5.2 Input Equivalent Noise — Individual Case

The definition of the input equivalent noise of a linear system, is fundamental
to low noise amplifier design. The following is a brief summary: When all
components in a linear circuit have been replaced by their equivalent circuit
models, including appropriate models for noise sources, the circuit, as illus-
trated in Figure 9.16, results.

In this figure w
	
and w

�
respectively, are the input and output signals of

the circuit, and w
�
, . . . , w

�
are signals from the ensembles defining the N noise

sources in the circuit. The Laplace transform of these signals are, respectively,
denoted by W

	
, W

�
, . . . ,W

�
, W

�
. The transfer function between the source and

the output, denoted H
	�

, is defined according to

H
	�

( f ) � L
	�

( j2�f ) �
W
�
( j2�f )

W
	
( j2�f ) �

����� ����������	

(9.26)

where, � denotes the Dirac delta function, and it is assumed that w
�

� L [0,
],
when w

	
� �, such that, the results of Theorem 8.3 are valid. Similarly, the

transfer functions H
��

, . . . ,H
��

are defined as the transfer functions that
relate the noise sources w

�
, . . . , w

�
to the amplifier output, and are defined as

H
��
( f ) � L

��
( j2�f ) �

W
�
( j2�f )

W
�
( j2�f ) �

�
�
��������������������
�����	

(9.27)

It is usual, when quantifying the noise performance of an amplifier, to refer the
noise to the amplifier input in order that it is independent of the amplifier gain.
To achieve this, it is necessary to define an input equivalent noise source for
each of the noise sources in the amplifier. By definition, the input equivalent
noise source, denoted w

��
, for the ith noise source w

�
, is the equivalent noise

source at the amplifier input that produces the same level of output noise as
w
�
. That is, by definition, w

��
guarantees the equivalence of the circuits shown

in Figures 9.17 and 9.18, as far as the output noise is concerned.
Assume, for the circuit shown in Figure 9.17, that either, or both the source

w
	
, and the ith noise source w

�
, have zero mean, and the source is independent

of the ith noise source. It then follows, from Theorem 8.7, that the output

270 PRINCIPLES OF LOW NOISE ELECTRONIC DESIGN



w0(t)
Linear

Circuit
wi(t) wM(t)

Figure 9.17 Noise model for ith noise source.
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Figure 9.18 Equivalent noise model, as far as the output node is concerned, for the ith noise
source.

power spectral density, G
�
, due to w

	
and w

�
is

G
�
( f ) � 
H

	�
( f )
�G

	
( f ) � 
H

��
( f )
�G

�
( f ) (9.28)

where G
	
and G

�
, respectively, are the power spectral densities of w

	
and w

�
.

For the circuit shown in Figure 9.18, the output power spectral density due to
the noise sources w

	
and w

��
, is

G
�
( f ) � 
H

	�
( f )
�G

	
( f ) � 
H

	�
( f )
�G

��
( f ) (9.29)

where G
��
is the power spectral density of the input equivalent source w

��
. A

comparison of Eqs. (9.28) and (9.29) shows that these two circuits are
equivalent, in terms of the output power spectral density, when


H
	�

( f )
�G
��
( f ) � 
H

��
( f )
�G

�
( f ) (9.30)

Thus, the power spectral density of the input equivalent noise source associated
with the ith noise source is

G
��
( f ) �


H
��
( f )
�


H
	�

( f )
�
G
�
( f ) � 
H��

��
( f )
�G

�
( f ) (9.31)

where H��
��
( f ) �H

��
( f )/H

	�
( f ) is the transfer function between the ith noise

source, w
�
, and the associated input equivalent noise source w

��
.

NOISE ANALYSIS FOR LINEAR TIME INVARIANT SYSTEMS 271



9.5.3 Input Equivalent Noise----—General Case

For the general case of determining the input equivalent noise of all the N
noise sources, the approach is to, first, establish the input equivalent signal and,
then, evaluate its power spectral density. The details are as follows: the N noise
signals generate an output signal according to

w
�
(t) ��

�

	

w
�
(�)h

��
(t � �)d� � · · ·��

�

	

w
�
(�)h

��
(t � �)d� (9.32)

where, h
��

, . . . , h
��

are the impulse responses of the systems between w
�
and

w
�
for i � �1, . . . ,N�. From Theorem 8.3 it follows that

W
�
(s) �W

�
(s)L

��
(s) � · · ·�W

�
(s)L

��
(s) Re[s]� 0 (9.33)

where, L
��

is the Laplace transform of h
��
, and the noise signals are assumed

not to have exponential increase, which is the usual case. An equivalent input
signal, w

��
, whose Laplace transform is W

��
, will result in an output signal with

the same Laplace transform when

W
��
(s)L

	�
(s) �W

�
(s)L

��
(s) � · · ·�W

�
(s)L

��
(s) Re[s]� 0 (9.34)

Thus, provided L
	�

(s) � 0, it is the case that

W
��
(s) �

�
�
���

W
��
(s) �

�
�
���

W
�
(s)L

��
(s)

L
	�

(s)
Re[s]� 0 (9.35)

where W
��
is the Laplace transform of the ith input equivalent signal associated

with w
�
. Consistent with this result, an equivalent model for the input

equivalent noise is as shown in Figure 9.19. The ith transfer function in this
figure, from Eq. (9.35), is given by

H��
��
( f ) �

L
��
( j2�f )

L
	�

( j2�f )
�

H
��
( f )

H
	�

( f )
H

	�
( f ) � 0 (9.36)

where L
��
(s) and L

	�
(s) are validly defined when Re[s]� 0, as assumed in

Eqs. (9.26) and (9.27). The following theorem states the power spectral density
of the input equivalent noise random process.

T 9.1 P S D  I E N For
independent noise sources with zero means, the amplifier input equivalent power
spectral density, denoted G

��
( f ), is the sum of the individual input equivalent

power spectral densities, that is,

G
��
( f ) �

�
�
���

G
��
( f ) �

�
�
���


H��
��
( f )
�G

�
( f ) �

�
�
���
�
H
��
( f )

H
	�

( f ) �
�
G
�
( f ) (9.37)

where G
�
and G

��
, respectively, are the power spectral density, and the input

equivalent power spectral density, of the ith noise source. For the general case,
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Figure 9.19 Equivalent model for input equivalent noise source.

the input equivalent power spectral density is given by

G
��
( f ) �

�
�
���
�
H
��
( f )

H
	�

( f ) �
�
G
�
( f ) �

�
�
���

�
�
���
���

H
��
( f )H*

��
( f )


H
	�

( f )
�
G
��
( f ) (9.38)

where G
��

is the cross power spectral density between the ith and jth noise
sources.

Proof. These results follow directly from the model shown in Figure 9.19
and Theorem 8.7.

9.5.4 Notation

When analysing a linear circuit arising from several transistor stages, it is
convenient to label the sources according to which node they are between, as
is indicated in Figure 9.20. In this figure I

��
is a noise current source between

nodes 1 and 3, I
�
is a current source between node 1 and ground and so on.

For the circuit arising from a single transistor stage amplifier, it is more
convenient to label the noise sources according to their origin, as is illustrated
in the following example.

9.5.5 Example: Input Equivalent Noise of a Common Emitter Amplifier

To illustrate the theory related to input equivalent noise characterization of a
circuit, consider the Common Emitter (CE) amplifier shown in Figure 9.21.
The small signal equivalent noise model for such a structure, is shown in
Figure 9.22. The noise current sources i

�
, i
��
, i
�
, i
�
defined in this figure are

independent and have zero means. Their respective power spectral densities are:

G
�
( f ) �

2kT

R
�

G
��
( f ) �

2kT

r
�

A�/Hz (9.39)

G
�
( f ) � qI

�
G
�
( f ) � qI

�
�

2kT

R
�

A�/Hz (9.40)

NOISE ANALYSIS FOR LINEAR TIME INVARIANT SYSTEMS 273



kV

+

−

+

−

V

Source Node 1 Node 2

Node 3

C12
R23

R13

i13

voi2R2
C1

iS
i1

Figure 9.20 Notation for labelling noise sources in a circuit.
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Figure 9.21 Schematic diagram of a common emitter amplifier.

The amplifier voltage transfer function, L
�
, is

L
�
(s) �

V
�
(s)

V
�
(s) �

����� �������������	

�
�g

�
R
�

1�
R
��
r�

1� sC�/g�
1� s(r�//R��

) �C��C��1� g
�
R
�
�

R
�

r�//R��
��� s�D

�

(9.41)

where D
�
� (r�//R��

)R
�
C�C� , and R

��
�R

�
� r

�
. Using the parameter values

tabulated in Table 9.1, the normalized magnitude, 
H
�
( f )
 � 
L

�
( j2�f )
, of this

transfer function, is plotted in Figure 9.23. The low frequency gain is 37.5, and
the 3 dB bandwidth is 58MHz.
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Figure 9.22 Small signal equivalent noise model for a common emitter amplifier.
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Figure 9.23 Normalized magnitude of transfer function of common emitter amplifier for
parameter values listed in Table 9.1. The low frequency gain is 37.5 and the 3 dB bandwidth is
58 MHz.

The small signal input equivalent noise model for the common emitter
amplifier, is shown in Figure 9.24, where the power spectral density of the input
equivalent noise source �

��
, from Theorem 9.1, is given by

G
��
( f )�G

�
( f )


H
�
( f )
�


H
�
( f )
�

�G
��
( f )


H
��
( f )
�


H
�
( f )
�

�G
�
( f )


H
�
( f )
�


H
�
( f )
�

�G
�
( f )


H
�
( f )
�


H
�
( f )
�

(9.42)

NOISE ANALYSIS FOR LINEAR TIME INVARIANT SYSTEMS 275



TABLE 9.1 Parameters for BJT common emitter
amplifier

Parameter Value (Rounded)

VT � kT/q 0.0259
IC 1 mA
� � IC /IB 100
gm � IC /VT 0.039
r�� �/gm 2600 Ohms
rb 50 Ohms
RS 50 Ohms
RC 1000 Ohms
fT 1.5 GHz
C� 0.5 pF
C�� gm /2�fT � C� 4 pF

Here, H
�
( f ) � L

�
( j2�f ), L

�
(s) �V

�
(s)/
I

�
(s)


������������������	
, and similarly

for the other transfer functions. Standard circuit analysis yields the following
results:


H
�
( f )
�


H
�
( f )
�

�R�
�


H
��
( f )
�


H
�
( f )
�

� r�
�


H
�
( f )
�


H
�
( f )
�

� (R
�
� r

�
)� (9.43)


H
�
( f )
�


H
�
( f )
�

�
�1�

R
��
r� �

�

g�
�

1� 4��f �(r��R��
)�(C ��C�)�

1� 4��f �C�
�/g

�
�

(9.44)

where R
��

�R
�
� r

�
. It then follows that the power spectral density G

��
of the

input equivalent voltage noise source v
��
, is

G
��
( f ) � 2kTR

�
� 2kTr

�

� qI
�
R�
��

1�

r� �1�
R
��
r� �

�

g
�
R�
��

1� 4��f �(r��R��
)�(C ��C�)�

1� 4��f �C�
�/g

�
�

(9.45)

�
2kT

R
�

�1�
R
��
r� �

�

g�
�

1� 4��f �(r��R��
)�(C ��C�)�

1� 4��f �C�
�/g

�
�

V �/Hz

where the fact that I
�
��I

�
� g

�
r�I� has been used to combine the power

spectral density of the base and collector shot noise.
Clearly, such an analytical expression facilitates low noise design. For

example, low noise performance is consistent with a low source resistance, R
�
;

low base spreading resistance, r
�
; and low base current, I

�
. However, with
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Figure 9.24 Equivalent noise model for CE amplifier as far as the output node is concerned.

Frequency (Hz)

1 . · 1091 . · 1081 . · 107

Geq( f ), Go( f )    (V2 ⁄ Hz)

1 . · 10−18

5 . · 10−18
1 . · 10−17

5 . · 10−17
1 . · 10−16

1 . · 10−15

5 . · 10−16

Figure 9.25 Input equivalent (lower trace) and output (upper trace) power spectral density of
common emitter amplifier for parameter values listed in Table 9.1.

respect to the base current note, as g
�
� I

�
/V

�
, with V

�
� kT /q being the

thermal voltage, that r�/g��V �
�
/�I�

�
and hence, an optimum base current

exists to minimize the third term in the expression for G
��

(Hullett, 1977).
Using the parameter values given in Table 9.1, the power spectral density,

as defined by Eq. (9.45), is shown in Figure 9.25. Also shown is the output
power spectral density given by

G
�
( f ) � 
H

�
( f )
�G

��
( f )

� [2kTR
��

� qI
�
R�
��
] �

g�
�
R�
�

(1 �R
��
/r�)�

1� 4��f �C�
�/g�

D( f ) � (9.46)

��qI��
2kT

R
�
�
R�
�
[1� 4��f �(R

��
�r�)�(C ��C�)�]

D( f )
V �/Hz
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Figure 9.26 Equivalent input noise model for a linear time invariant circuit where an input
equivalent voltage source and an input equivalent current source have been used to character-
ize the circuit noise.

where

D( f ) � [1� 4��f �R
�
(R

��
�r�)C�C�]�

� 4��f �(R
��

�r�)� �C��C� �1� g
�
R
�
�

R
�

R
��

�r���
�

(9.47)

One interesting example of the usefulness of input equivalent noise charac-
terization can be found in Howard (1999a) which details a novel structure for
an optoelectronic receiver, that potentially, has half the input equivalent noise
level of a standard optoelectronic receiver.

9.6 INPUT EQUIVALENT CURRENT AND VOLTAGE SOURCES

In many instances it is convenient to be able to characterize the noise of a
structure by an equivalent noise source at its input, which is insensitive to the
way the structure is driven, that is, insensitive to the nature of the source
impedance characteristics. Such a characterization is possible through use of
an input equivalent current source I

��
, and an input equivalent voltage source

V
��

(Haus, 1960; Lam, 1992; Netzer, 1981; Gray, 2001 p. 768), as per the model
shown in Figure 9.26.

In this model Z
��

is the input impedance of the linear circuit and Z
�
� 1/Y

�
is the source impedance. With the Norton equivalent model for the source, I

�
is the source current and I

��
is a current source to account for the noise

associated with the source impedance. With the Thevenin equivalent model, V
�

is the source voltage (V
�
� I

�
Z
�
) and V

��
is a voltage source to account for the

noise associated with the source impedance (V
��

� I
��
Z
�
).

An alternative model often used with differential input circuits such as
operational amplifier circuits [see, for example, Trofimenkoff (1989)], is shown
in Figure 9.27. It is important to note that the two current sources I

��
, are

100% correlated.
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Figure 9.27 An alternative input equivalent model for differential input circuits including
operational amplifier circuits. Norton models have been used for the two sources.

The following theorem states the input equivalent voltage and current
defined in this model.

T 9.2. I E S C  S V
T he model shown in Figure 9.26 is valid, and the input source voltage or input
source current that replace the noise sources in the circuit as far as the output
node is concerned, are such that

V
�
�V

��
� V

��
�Z

�
I
��

I
�
� I

��
� I

��
�Y

�
V
��

T hevenin

Norton
(9.48)

where the input equivalent current I
��

and input equivalent voltage V
��

are defined
according to

V
��
(s) �

V ��
�
(s)

L
����

(s)
I
��
(s) �

V ��
�
(s)

L �
����

(s)
(9.49)

Here V ��
�

and V ��
�
, respectively, are the output noise voltage when the input is short

circuited and open circuited, that is,

V ��
�
(s) � V

�
(s)


����������	
V ��
�
(s) � V

�
(s)


����������	
(9.50)

and the transfer functions L
����

and L �
����

, are defined according to

L
����

(s) �
V
�
(s)

V
�
(s) �

�������������
�
�	

L �
����

(s) �
V
�
(s)

I
�
(s) �

�������������
�
�	

(9.51)
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In these definitions, I
�
is the L aplace transform of the current sources connected

to the ith node in the linear circuit, to account for the various noise sources
connected to that node.

Proof. The proof of this theorem is given in Appendix 1.

9.6.0.1 Notes Consistent with Eqs. (9.49)—(9.51), V
��
is the input equivalent

voltage noise when the input is shoft circuited, that is, when V
�
� V

��
�Z

�
� 0,

assuming a Thevenin equivalent model for the source. Similarly, I
��
is the input

equivalent current noise when the input is open circuited, that is, when
I
�
� I

��
�Y

�
� 0, assuming a Norton equivalent model for the source.

9.6.1 Input Equivalent Noise Power Spectral Density

T 9.3. I E N P S D T he
power spectral density of the voltage V

�
, replacing the noise sources V

��
, I

��
, and

V
��
, assuming V

��
is independent of both I

��
and V

��
, and all noise sources have

zero means, is given by

G
��
( f ) �G

���
( f ) �G

���
( f ) � 
Z

�

�G

���
( f ) � 2Re[Z

�
G
������

( f )] V �/Hz

(9.52)

where G
���

, G
���

, and G
���

are, respectively, the power spectral density of V
��
,

V
��
, and I

��
, and where G

������
is the cross power spectral density between I

��
and V

��
. According to Eq. (9.25), all the impedances are evaluated with arguments

of j2�f.
W ith the assumptions noted above, the power spectral density of the current

I
�
replacing I

��
, I

��
, and V

��
, is given by

G
��
( f ) �G

���
( f ) �G

���
( f ) � 
Y

�

�G

���
( f ) � 2Re[Y *

�
G
������

( f )] A�/Hz

(9.53)

where G
���

is the power spectral density of I
��
.

Proof. The proof of these results for G
��
and G

��
follows from Eq. (9.48) and

Theorem 8.8.

The results specified in this theorem can be simplified, under certain
conditions, as outlined in the following two subsections.

9.6.1.1 Case 1: Input Equivalent Voltage Dominates Noise If G
���

( f )�

Z

�

�G

���
( f ) which is consistent with 
Re[Z

�
G
������

( f )]
 �G
���

( f ), it follows
that

G
��
( f ) �G

���
�G

���
( f ) (9.54)
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that is, the input equivalent noise is determined by the source noise and the
input equivalent voltage noise of the circuit.

9.6.1.2 Case 2: Input Equivalent Current Dominates Noise If G
���
( f )�


Y
�

�G

���
( f ) which is consistent with 
Re[Y *

�
G
������

( f )]
 �G
���
( f ), it follows

that

G
��
( f ) �G

���
( f ) �G

���
( f ) (9.55)

that is, the input equivalent noise is determined by the source noise and the
input equivalent current noise of the circuit.

9.6.2 Example: Input Equivalent Results for Common Emitter
Amplifier

Consider the common emitter amplifier shown in Figure 9.21, and its small
signal equivalent model shown in Figure 9.22. Analysis for the input equivalent
current and voltage yields,

V
��
(s) �� I

��
(s)r

�
� I

�
(s)r

�
(9.56)

� I
�
(s)

1� r
�
/r�

g
�

1� s(r
�
�r�)(C ��C�)

1� sC�/g�

I
��
(s) � I

�
(s) � I

�
(s)

1

g
�
r�

1� sr� (C��C�)
1� sC�/g�

(9.57)

Hence, with independent and zero mean noise sources the input equivalent
power spectral densities are

G
���

( f ) �G
��
( f )r�

�
�G

�
( f )r�

�
(9.58)

�G
�
( f ) �

1� r
�
/r�

g
�

�
� 1� 4��f �(r

�
�r�)�(C��C�)�

1� 4��f �C�
�/g

�
�

G
���
( f ) �G

�
( f ) �G

�
( f ) �

1

g
�
r��

� 1� 4��f �r��(C��C�)�
1� 4��f �C�

�/g
�
�

(9.59)

G
������

( f ) �G
�
( f )r

�
�G

�
( f ) �

1� r
�
/r�

g�
�
r� �

�
(1 � j2�fr� (C��C�))(1 � j2�f (r

�
�r�)(C ��C�))

1� 4��f �C�
�/g

�
�

(9.60)
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Figure 9.28 Power spectral density of input equivalent voltage source for a common emitter
amplifier as well as the constituent components of this power spectral density.

These results follow from Theorem 8.8. Substitution of Eqs. (9.58)—(9.60) into
Eq. (9.52) yields,

G
��
( f ) � 2kTR

�
� 2kTr

�
� qI

�
R�
��

��
2kT

R
�

�qI
��
�1�

R
��
r� �

�

g�
�

1�4��f �(r��R��
)�(C ��C�)�

1� 4��f �C�
�/g

�
�

V �/Hz

(9.61)

which can easily be shown to be equivalent to the form given in Eq. (9.45), for
the case where the input equivalent noise was directly evaluated. In Figure 9.28,
G
��
( f ) is plotted along with its constituent components as given by Eq. (9.52).

Note, for frequencies within the amplifier bandwidth (58 MHz), the input
equivalent power spectral density is dominated by the power spectral density
of the input equivalent voltage source and the power spectral density of the
source resistance. For frequencies significantly higher than the amplifier
bandwidth the noise due to the cross power spectral density dominates.

9.7 TRANSFERRING NOISE SOURCES

Consider a cascade of N stages, as shown in Figure 9.29, where it is required
to replace the kth noise source by an equivalent one at the (k � 1)th stage, such
that the noise power spectral density at the output node N, is unchanged. The
following theorem states the required result.
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Figure 9.29 Cascade of N stages.
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Figure 9.30 Two equivalent circuits as far as the (k � 1)th node voltage is concerned.
Equivalence is when Ik�1 � Lsc Ik where Lsc � Isc /Ik .

T 9.4. T N S  S C C
G The two circuits shown in Figure 9.30 are equivalent, as far as the output
node voltage is concerned, provided

I
�
�

(s) � L
��
(s)I

�
(s) L

��
(s) �

I
��
(s)

I
�
(s) �

���������
��	

(9.62)

where L
��
is the short circuit current transfer function (commonly called the short

circuit current gain) of the kth stage.

Proof. The proof of this theorem is given in Appendix 2.

The theory pertaining to, and application of, this result has been detailed in
Moustakas (1981).

9.7.1 Example — Output Noise of Common Emitter Amplifier

Consider the small signal equivalent noise model for the common emitter
amplifier shown in Figure 9.22, and the requirement to replace the input noise
sources i

�
, i

�
, and i

��
with an equivalent noise source at the output and in

parallel with the noise source i
�
. To achieve this, the small signal equivalent
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Figure 9.31 Small signal equivalent model for common emitter amplifier where ik�1 replaces
ik . In this model RSb �RS � rb .

model shown in Figure 9.22, can be redrawn as shown in Figure 9.31 where
the noise current i

�
is such that

i
�
(t) �

R
�
i
�
(s)

R
�
� r

�

�
r
�
i
��
(t)

R
�
� r

�

� i
�
(t) G

�
( f ) �

2kT

R
�
� r

�

� qI
�

(9.63)

Analysis of this model yields the short circuit current transfer function,

L
��
(s) �

I
��
(s)

I
�
(s) �

�
�
��

�
�g

�
(R

��
�r�)(1 � sC�/g�)

1� s(R
��

�r�)(C� �C�)
(9.64)

and hence,

I
�
�

(s) �
�g

�
(R

��
�r�)(1 � sC�/g�)I�(s)

1� s(R
��

�r�)(C ��C�)
(9.65)

Thus, the noise power spectral density associated with the current sources i
�

and i
�
�

at the output node are

G
�
( f ) �G

�
�
( f ) � qI

�
�

2kT

R
�

��
2kT

R
�
� r

�

� qI
��

��
g�
�
(R

��
�r�)�(1 � 4��f �C�

�/g
�
�
)

1� 4��f �(R
��

�r�)�(C� �C�)�� A�/Hz

(9.66)

This result can be used to, first, infer the input equivalent noise power spectral
density via the transfer function of Eq. (9.44). The result stated in Eq. (9.45)
readily follows. Second, as the output impedance, Z

�
of the common emitter
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stage is

Z
�
(s) �

R
�
[1�s(R

��
�r�)(C ��C�)]

1�s(R
��

�r�)�C��C��1�g
�
R
�
�

R
�

R
��

�r����s�R
�
(R

��
�r�)C�C�

(9.67)

it then follows that the output power spectral density is

G
�
( f ) � 
Z

�
( j2�f )
�[G

�
( f ) �G

�
�
( f )]

��
2kT

R
��

� qI
��

g�
�
R�
�
(R

��
�r�)�(1 � 4��f �C�

�/g
�
�
)

D( f )
(9.68)

��qI��
2kT

R
�
�
R�
�
[1� 4��f �(R

��
�r�)�(C� �C�)�]

D( f )

where D( f ) is defined in Eq. (9.47). This equation agrees with the result
previously derived and stated in Eq. (9.46). The output power spectral density
G
�
is plotted in Figure 9.25.

9.8 RESULTS FOR LOW NOISE DESIGN

The principles outlined in preceding sections can be used to show, for example,
the following results: (1) at low frequencies and with a low source impedance
a cascade of common emitter/source stages will yield a lower level of noise than
a common gate/base or common collector/drain cascade (Moustakis, 1981); (2)
at low frequencies and for low source impedances a BJT will yield, in general,
lower noise than a JFET, but the reverse is true for high source impedances
(Leach, 1994); (3) at low frequencies and for low source impedances, paralleling
transistors will reduce the input equivalent noise (Hallgren, 1988); and (4)
transformer coupling is effective in reducing the input equivalent noise when
the source impedance is low (Lepaisant, 1992).

9.9 NOISE EQUIVALENT BANDWIDTH

If a system has been characterized by a noise equivalent bandwidth, the
calculation of the noise power at the output of the system, as required, for
example, when the signal-to-noise ratio of a system is being evaluated, is
greatly simplified.

D: N E B The noise equivalent bandwidth
B
�
, of a real system with transfer function H( f ) and with a gain given by
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H( f
�
)
, is the bandwidth of an ideal filter with a gain of 
H( f

�
)
, which yields

the same level of output power as the system being considered. By definition,
and for a low pass transfer function, B

�
is defined such that,

�
�

	

G
��
( f )
H( f )
� df � 
H( f

�
)
� �

��

	

G
��
( f ) df (9.69)

where G
��

is the power spectral density of the input noise. The definition is
readily generalized for the bandpass case.

This definition arises from the evenness of 
H( f )
 and the power spectral
density of real signals, as well as the definition of the output power, namely,

P� ��
�

��

G
��
( f )
H( f )
� df � 
H( f

�
)
� �

��

���

G
��
( f ) df (9.70)

9.9.1 Examples

For the common case of white noise, where G
��
( f ) �G

��
(0), an explicit

expression for B
�
is readily obtained,

B
�
�

1


H( f
�
)
� �

�

	


H( f )
� df (9.71)

and the output noise power is

P� � 2
H( f
�
)
�G

��
(0)B

�
(9.72)

If, for example, H has a single pole form H( f ) �H
�
/(1 � j f / f

���
), then it

follows that B
�

��f
���

/2� 1.57f
���

.
For the case where G

��
( f ) � kf �, which occurs, for example, in high speed

optoelectronic receiver amplifiers [see, for example, Jain (1985)], it follows that

B
�
� �

3


H( f
�
)
� �

�

	

f �
H( f )
� df�
���

(9.73)

and the output noise power is

P� �
2k
H( f

�
)
�B�

�
3

(9.74)
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Figure 9.32 Equivalent models for a passive network.

If, for example, H has a Gaussian form with a 3-dB bandwidth of f
���

Hz, that
is, H( f ) �H

�
e�����
������	��, then the noise equivalent bandwidth is

B
�
�

[3��/�2]���f
���

�ln(2)
� 1.87f

���
(9.75)

9.9.2 Signal-to-Noise Ratio of Common Emitter Amplifier

Consider the Common Emitter amplifier whose power spectral density is
shown in Figure 9.25 and whose transfer function is shown in Figure 9.23. This
transfer function can be approximated by a single pole form H( f ) �H

�
/

(1 � j f / f
���

), where H
�
� 37.5 and f

���
� 5.8� 10�. As is evident in Figure

9.25, the input power spectral density is approximately flat up until well
beyond the amplifier bandwidth, and consistent with Eq. (9.71), the noise
equivalent bandwidth is approximately 91MHz. With an input equivalent
power spectral density level close to 10���V �/Hz, it follows from Eq. (9.72),
that the output rms noise level is 0.506 mV consistent with an equivalent rms
input noise level of 13.5 
V. With a 1 mV rms input signal, the signal-to-noise
ratio is 5490 or 37.4 dB.

9.10 POWER SPECTRAL DENSITY OF A PASSIVE NETWORK

The well-known result, which is a generalization of Nyquist’s theorem, is that
the power spectral density of noise measured across the terminals of a passive
network, is given by

G
�
( f ) � 2kT Re[Z 

�!
( f )]� 2kT R 

�!
( f ) V �/Hz (9.76)

where the input impedance at the same two terminals is Z
�!
, Z 

�!
( f ) �

Z
�!
( j2�f ) �R

�!
( j2�f ) �X

�!
( j2�f ), R

�!
( j2�f ) is real whileX

�!
( j2�f ) is imagin-

ary, and R 
�!
( f ) �R

�!
( j2�f ). This result is consistent with the models for a

passive network shown in Figure 9.32, where G
�
is the power spectral density

of the voltage source v and the power spectral densities of the sources i and i
"
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are given by

G
�
( f ) �

2kTR 
�!
( f )


Z 
�!
( f )
�

G
�"
( f ) �

2kT

R 
�!
( f )

(9.77)

A proof of Eq. (9.76) usually uses an argument based on conservation of
energy as opposed to direct circuit analysis (Williams, 1937; Helmstrom, 1991
pp. 427—429; Papoulis, 2002 p. 452). A partial proof of Eq. (9.76), based on
direct circuit analysis, is given in the following subsection.

Suitable references for the extension of the generalized Nyquist result, as per
Eq. 9.76, to nonlinear circuits are Coram (2000) and Weiss (1998, 2000).

9.10.1 Implications of Nyquist’s Theorem

Given resistive elements in a passive circuit generate zero mean independent
noise waveforms, it follows from Theorem 8.7, that Eq. (9.76) is consistent with
the following result:

G
�
( f ) �

�
�
���

2kT

R
�


H
�
( f )
� �

�
�
���

2kT Re[Y  
�
( f )]
H

�
( f )
� (9.78)

where H
�
( f ) � L

�
( j2�f ), with L

�
being the Laplace transfer function V /I

�
relating the output voltage V to the ith current source I

�
, associated with the

noise generated by the ith resistance R
�
. Further, Y  

�
( f ) �Y

�
( j2�f ) is the

admittance of R
�
and associated lossless circuitry between the two nodes that

R
�
is between. Equating Eqs. (9.76) and (9.78) yields,

Re[Z 
�!
( f )] �

�
�
���

Re[Y  
�
( f )]
H

�
( f )
� (9.79)

A conjecture associated with this result is the generalization,

Z
�!
(s) �

�
�
���

Y
�
(s)L

�
(s)L

�
(�s) (9.80)

In fact the correct generalization is

Z
�!
(s) �

�
�
���

Y
�
(�s)L

�
(s)L

�
(�s) (9.81)

A partial proof of this conjecture is given in Appendix 3. It is based on
proving the result for the general ladder structure shown in Figure 9.33, where
the current sources account for the noise of the resistive elements in the
adjacent admittance.
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Figure 9.33 Structure of a passive ladder network.

For a N stage passive ladder network defined by Figure 9.33, the input
impedance can be written as

Z
�!
(s) � Y

��
(�s)L

��
(s)L

��
(�s) �

�
�
���

Y
���
�

(�s)L
���
�

(s)L
���
�

(�s)

�Y
�
���

(�s)L
�
���

(s)L
�
���

(�s) (9.82)

�Y
�
���
�

(�s)L
�
���
�

(s)L
�
���
�

(�s)

where

L
��
(s) �

V
�
(s)

I
��
(s) �

�
��
����

��
�	�#������

(9.83)

9.10.2 Example

Consider the determination of the noise at the input node of a three stage,
doubly terminated lossless ladder (van Valkenburg, 1982 pp. 399f ) shown in
Figure 9.34. Analysis yields the input impedance,

Z
�!
(s) �

V
�
(s)

I
�
(s) �

������"���"
�	

�
N(s)

D(s)
(9.84)

where

N(s) �R��3RL s�6R�CL s��4RCL �s��5R�C�L �s��RC�L �s��R�C�L �s�

(9.85)

D(s) � 2R� 3(L �R�C)s � 9RCL s�� 4CL (L �R�C)s� � 6RC�L �s�

�C�L �(L �R�C)s� �RC�L �s� (9.86)
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Figure 9.34 Three stage doubly terminated lossless ladder.

Hence, the input equivalent noise at node 1 has the power spectral density,

G
�
( f ) � 2kT Re[Z

��
( j2�f )] � 2kT Re �

N( j2�f )D(�j 2� f )


D( j2�f )
� � V �/Hz

(9.87)

As a check, the transfer functions for the noise current sources I
"�

and I
"�

are,

V
�
(s)

I
"�
(s) �

�"��������"��	

�
N(s)

D(s)

V
�
(s)

I
"�
(s) �

�"��������"��	

�
R�

D(s)
(9.88)

and direct analysis yields,

G
�
( f ) �

2kT

R ��
V
�
( j2�f )

I
"�
( j2�f ) �

�
� �

V
�
( j2�f )

I
"�
( j2�f ) �

�

�
(9.89)

� 2kT
1


D( j2�f )
� �
N( j2�f )N(�j 2�f ) �R�

R � V �/Hz

Comparing Eq. (9.87) with Eq. (9.89) yields the requirement

N( j2�f )D(�j 2�f ) �N(�j2�f )D( j2�f )
2

�
N( j2�f )N(�j 2�f ) �R�

R
(9.90)

which can be readily verified. G
�
is plotted in Figure 9.35 for the case where

R� 50, C� 10��, and L � 10��. At low frequencies, the power spectral
density is that of R�R; at high frequencies, when the inductor impedance
becomes high, the power spectral density is that of the resistor R.
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Figure 9.35 Power spectral density at input node of passive network of Figure 9.34 when
R� 50, C �10�� and L � 10��.

Finally, for the noiseless case where R�
, it should be the case that
Re[Z

��
( j2�f )] � 0. To check this, note that when R�
,

Z
�!
(s) �

V
�
(s)

I
�
(s) �

�����"��

�
1� 6CL s�� 5C�L �s��C�L �s�

sC(3� 4CL s� �C�L �s�)
(9.91)

Clearly, this transfer function is purely imaginary, when s� j2�f, as required.

APPENDIX 1: PROOF OF THEOREM 9.2

The linear circuit, as per Figure 9.26, is assumed to have N nodes, where node
1 is the input node and node N is the output node. When the input node is
open circuited, the circuit is assumed to be characterized by the N node
equations according to

Y
��


 Y
��

� �

Y
��


 Y
��

V
�
�

V
�

�

I
�
�

I
�

or YV � I (9.92)

where V
�
is the Laplace transform of the ith node voltage, Y

��
is the admittance

parameter for the i� jth node, and I
�
is the Laplace transform of the current

sources connected to the ith node to account for the various noise sources
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connected to that node. The following inverse matrix is assumed to exist:

Z
��


 Z
��

� �

Z
��


 Z
��

�

Y
��


 Y
��

� �

Y
��

· · · Y
��

��

(9.93)

The elements of the inverse matrix are defined by Z
��
��

��
/�, where � is the

determinant of Y and �
��
is the cofactor of Y

��
(Anton, 1991 pp. 86—94). Further,

Z
��

is the input impedance at node 1.
For the case where the input node is driven by a Norton source, as per

Figure 9.26, the node equations for the overall circuit can be written as

Y
��

�Y
�

Y
��


 Y
��

Y
��

Y
��


 Y
��

� � �

Y
��

Y
��


 Y
��

V
�

V
�
�

V
�

� �
Y
�

0 
 0

0 0 
 0

� � �

0 
 0

�

Y
��

Y
��


 Y
��

Y
��

Y
��


 Y
��

� � �

Y
��

Y
��


 Y
��

�
V
�

V
�
�

V
�

�

I
�
� I

��
� I

�
I
�
�

I
�

(9.94)

and hence, after appropriate manipulation,

V
�

V
�
�

V
�

�

Z
��

1� Y
�
Z

��



Z

��
1� Y

�
Z

��

Z
��

�
Y
�
Z

��
Z

��
1�Y

�
Z

��


 Z
��

�
Y
�
Z

��
Z

��
1�Y

�
Z

��
� �

Z
��

�
Y
�
Z
��

Z
��

1�Y
�
Z

��


 Z
��

�
Y
�
Z
��

Z
��

1�Y
�
Z

��

I
�
� I

��
� I

�
I
�
�

I
�

(9.95)

It then follows that the transfer function between the ith noise source I
�
and

the output signal V
�
is

L
�
(s) �

V
�
(s)

I
�
(s) �

���������������	����

�Z
��

�
Y
�
Z
��

Z
��

1� Y
�
Z

��

(9.96)
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which can be written in the following form:

L
�
(s) �

Z
��

1�Y
�
Z

��

�
Y
�
(Z

��
Z
��

�Z
��
Z
��
)

1�Y
�
Z

��

(9.97)

Thus, the output voltage is

V
�
(s) �

Z
��
(I
�
� I

��
)

1�Y
�
Z

��

�
�
�
���
�

Z
��

1� Y
�
Z

��

�
Y
�
(Z

��
Z
��

�Z
��
Z
��
)

1�Y
�
Z

��
� I

�
(9.98)

To refer this output noise to the input, and hence, establish the validity of input
equivalent current and voltage noise sources, the transfer function between the
source current I

�
and the output node voltage V

�
is required. From this

equation it readily follows that

L �
��
(s) �

V
�
(s)

I
�
(s) �

������������	

�
Z
��

1�Y
�
Z

��

(9.99)

Further, as I
�
� Y

�
V
�
the transfer function between the source voltage V

�
and

the output voltage V
�
can be defined according to

L
��
(s) �

V
�
(s)

V
�
(s) �

������������	

�
Z
��

Y
�

1� Y
�
Z

��

(9.100)

Hence, the input equivalent source current I
�
that generates the same output

noise as the noise sources I
��
and I

�
, . . . , I

�
is,

I
�
(s) � I

��
�

�
�
���
�
Z
��

Z
��

�
Y
�
(Z

��
Z
��

�Z
��
Z
��
)

Z
��

� I
�

(9.101)

which can be written as

I
�
� I

��
� I

��
� Y

�
V
��

(9.102)

where

I
��

�
�
�
���
�
Z
��

Z
��
� I

�
V
��

�
�
�
���
�
Z

��
Z
��

�Z
��
Z
��

Z
��

� I
�

(9.103)

As I
��
and V

��
are independent of the source impedance, the model is justified.

The results V
�
�Z

�
I
�
and V

��
�Z

�
I
��

yields the input source voltage that
generates the same output voltage as the noise sources I

��
and I

�
, . . . , I

�
,

V
�
�V

��
�V

��
�Z

�
I
��

(9.104)
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Finally, from Eqs. (9.98) and (9.103), I
��
and V

��
can be written as

V
��
(s) �

Z
��
V ��
�
(s)

Z
��

I
��
(s) �

V ��
�
(s)

Z
��

(9.105)

where V ��
�
and V ��

�
, respectively, are the output voltage when the input is short

circuited and open circuited, that is,

V ��
�
(s) � V

�
(s)


�������	�����
�

�
�
���
�
Z

��
Z
��

�Z
��
Z
��

Z
��

� I
�

(9.106)

V ��
�
(s) � V

�
(s)


����������	
�

�
�
���

Z
��
I
�

From Eqs. (9.99) and (9.100) it follows that the transfer functions L
����

and
L �
����

can be defined according to

L
����

(s) �
V
�
(s)

V
�
(s) �

������������	�����

�
Z
��

Z
��

(9.107)

L �
����

(s) �
V
�
(s)

I
�
(s) �

���������������	

�Z
��

(9.108)

Thus, I
��
and V

��
can be written as

V
��
(s) �

V ��
�
(s)

L
����

(s)
I
��
(s) �

V ��
�
(s)

L �
����

(s)
(9.109)

which is the last required result.

APPENDIX 2: PROOF OF THEOREM 9.4

First, consider the Thevenin equivalent model shown in Figure 9.36, which
arises from looking in at the output of the kth stage of the circuit shown in
Figure 9.29. In this figure V

���
is the open circuit voltage at the output of the

kth node when this node is open circuited, that is, when Z
���
�

�
. Clearly,
from Figure 9.36 it follows that

V
�
�

�
Z
���
�

V
���

Z
���

�Z
���
�

(9.110)
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Figure 9.36 Thevenin equivalent circuit at output of kth stage.

Second, consider the case where the open circuit voltage, V
���
, is a consequence

solely of the current source I
�
, shown in Figure 9.29. The transfer function

between V
���

and I
�
is denoted L

�
, that is,

L
�
�

V
���
I
�
�
�������������������	

(9.111)

It then follows that the voltage V
�
�

, due to the current source I
�
, is

V
�
�

�
Z
���
�

L
�
I
�

Z
���

�Z
���
�

(9.112)

Third, a current I
�
�

, acting alone, generates a voltage V
�
�

, where

V
�
�

� [Z
���

�Z
���
�

]I
�
�

�
Z
���

Z
���
�

I
�
�

Z
���

�Z
���
�

(9.113)

Thus, the current I
�
�

generates the same voltage V
�
�

as the current I
�
, when

Z
���

Z
���
�

I
�
�

Z
���

�Z
���
�

�
Z
���
�

L
�
I
�

Z
���

�Z
���
�

� I
�
�

�
L
�
I
�

Z
���

(9.114)

As V
���

� L
�
I
�
, it follows that

I
�
�

�
V
���

Z
���

� I
��

� L
��
I
�

(9.115)

where I
��
is the short circuit current that flows in the circuit, as illustrated in

Figure 9.36, and

L
��

�
I
��
I
�
�
�
�
�������
��	

(9.116)
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APPENDIX 3: PROOF OF CONJECTURE FOR LADDER STRUCTURE

Kirchoff ’s current law applied to the nodes of the first stage in Figure 9.33,
yields the following matrix of equations:

Y
��

�Y
��

�Y
��

0

�Y
��

Y
��

�Y
��

�Y
��

0 �Y
��

Y
��

�Y
��

V
�

V
�

V
�

�

I
��

� I
��

I
��

� I
��

� I
��

I
��

� I
��

� I
��

(9.117)

where Y
��

is equal to the admittance Y
��

plus the admittance of the network
to the right of Y

��
. Solving this equation yields the following transfer functions:

Z
�!

� L
��

�
V
�

I
��
���������������	��	��	

�
Y
��
Y
��

� Y
��
Y
��

� Y
��
Y
��

�
(9.118)

L
��

�
V
�

I
��
�
��������������	��	��	

�
�Y

��
Y
��

�
(9.119)

L
��

�
V
�

I
��
�
��������������	��	��	

�
�Y

��
Y
��

�
(9.120)

L
��

�
V
�

I
��
�
��������������	��	��	

�
�Y

��
Y
��

�
(9.121)

where � is the determinant of the matrix and is given by

�� Y
��
(Y

��
Y
��

�Y
��
Y
��

�Y
��
Y
��
) �Y

��
Y
��
Y
��

(9.122)

It then follows that the input impedance Z
�!
, defined in Eq. (9.118), can be

written according to

Z
�!

�
Y *
��


Y
��
Y
��

�Y
��
Y
��

�Y
��
Y
��


�

�
�

�
Y *
��
Y *
��
Y *
��
(Y

��
Y
��

�Y
��
Y
��

�Y
��
Y
��
)


�
�

(9.123)

where, for convenience, the notation 
W (s)
��W (s)W (�s) and W *(s)�W (�s)
has been used, and is used in subsequent analysis. Using Eqs. (9.118)—(9.121)
in this equation, the input impedance can be written in the form

Z
�!

� Y *
��


L
��


��Y �
��


L
��


�� Y *
��


L
��


��Y *
��


L
��


� (9.124)

This is the required result for a circuit consisting of the four stage 1
admittances Y

��
, Y

��
, Y

��
, and Y

��
. This result needs to be extended to account
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Figure 9.37 Definition of Z2R and Y2L for second stage of ladder network.

for the admittances in stage 2. To do this, first, note that Y
��

�Y
��

�Y
�"
,

where Y
�"

is the admittance to the right of Y
��
, as per Figure 9.37. Hence, the

input impedance can be written as

Z
�!

�Y *
��


L
��


�� Y *
��


L
��


��Y *
��


L
��


�� Y *
��


L
��


��Y *
�"


L
��


� (9.125)

Second, the last term in this equation can be written as

Y *
�"


L
��


�� 
L
��


�
Y
�"


�Z
�"

(9.126)

where Z
�"

� 1/Y
�"
. Using the result of Eq. (9.124), it follows that Z

�"
can

immediately be written as

Z
�"

� Y *
��


F
��


��Y *
��


F
��


��Y *
��


F
��


� (9.127)

where the transfer functions F
��
, F

��
, and F

��
are defined according to the

following equations where the voltage and current definitions are as per Figure
9.37:

F
��

�
V
���
I
��
�
��$��	���		�	

L
��

�
V
�

I
��
�
�	���		�	

(9.128)

F
��

�
V
���
I
��
�
��$���	��		�	

L
��

�
V
�

I
��
�
��	��		�	

(9.129)

F
��

�
V
���
I
��
�
��$���	��	��	

L
��

�
V
�

I
��
�
��	��	��	

(9.130)

In these equations, V
���

is the open circuit voltage defined by V
���

�V
�


��$�	

.
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Figure 9.38 Thevenin equivalent model for the circuit to the right of the line A� A.

Thus, substitution of Eqs. (9.127) and (9.126) into Eq. (9.125) yields,

Z
�!

�Y *
��


L
��


�� Y *
��


L
��


��Y *
��


L
��


�� Y *
��


L
��


�
(9.131)

� 
L
��


�
Y
�"


�[Y *
��


F
��


��Y *
��


F
��


�� Y *
��


F
��


�]

The goal is to rewrite the last three terms in this expression, in terms of the
transfer functions from the current sources to the node 1 voltage V

�
. To do this,

consider the first of these three terms 
L
��


�
Y
�"


�Y *
��


F
��


�. First, the transfer
function F

��
is the relationship between the open circuit voltage V

���
and the

current source I
��
, that is, V

���
�F

��
I
��
. By considering the Thevenin equiv-

alent circuit shown in Figure 9.38, it follows that

V
�
�V

��� �
Y
�"

Y
�"

�Y
�$
� (9.132)

and hence, the current I
��

will generate a voltage V
�
given by

V
�
�F

�� �
Y
�"

Y
�"

�Y
�$
� I

��
(9.133)

Now, the voltage V
�
could also have been generated by a current I

��
, according

to the relationship V
�
� I

��
/(Y

�"
�Y

�$
). Hence, the relationship between the

equivalent current I
��

and I
��
, is

I
��

� Y
�"

F
��
I
��

(9.134)

From the definitions used for stage 1 of the network, a current I
��

will
generate a voltage V

�
at the left end of the network, according to V

�
� L

��
I
��
.
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Hence, the output voltage generated by I
��

is given by

V
�
� L

��
Y
�"

F
��
I
��

� L
��
I
��

(9.135)

where by definition, L
��

� L
��

Y
�"

F
��

is the transfer function relating I
��

to V
�
.

Similar definitions can be made for L
��

and L
��
, and then, using Eq. (9.135),

Eq. (9.131) can be written in the required form:

Z
�!

�Y *
��


L
��


� � Y *
��


L
��


��Y *
��


L
��


�� Y *
��


L
��


�
(9.136)

�Y *
��


L
��


��Y *
��


L
��


��Y *
��


L
��


�

In a similar manner, the admittance Y
��

can be expanded, and the above
argument repeated to obtain a further expansion for the impedance Z

�!
. The

general result for a N stage ladder network is,

Z
�!

�Y *
��


L
��


��
�
�
���

Y *
���
�


L
���
�


��Y *
�
���


L
�
���


��Y *
�
���
�


L
�
���
�


�

(9.137)
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Notation

COMMON MATHEMATICAL NOTATION

Greatest integer function
* Conjugation operator
� For all
� There exists
� Dirac Delta function
� The empty set
� Characteristic function
Inf Infimum
f
�

Probability density function for a random variable X
j Imaginary unit number: j���1
sinc(x) Sinc function: sin(�x)/�x
sup Supremum
x � A x is an element of A
x, X, X(T, f ) The signal x, its Fourier transform and the Fourier transform

evaluated on the interval [0, T ]
u Unit step function
A� B A is a subset of B
A�B Cartesian product of the sets A and B
C The set of complex numbers
E
�

Ensemble associated with the random process X
G(T, f ), G

�
( f ) Power spectral density evaluated on [0, T ] and [0, �]

I The interval I
Im Imaginary part of
L Set of Lebesgue integrable functions on (��, �)
L [�, �] Set of Lebesgue integrable functions on [�, �]
M Measure operator
N The set of positive integers �1, 2, . . . �
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P Probability operator
P	 (T ), P	

�
Average power evaluated on [0, T ] and [0, �]

P
�

Probability space associated with the random process X
Q The set of rational numbers
R, R� The set of real numbers, the set of real numbers greater than

zero
R	 (T, 
), R

�
(
) Time averaged autocorrelation function evaluated on [0, T ]

and on [0, �]
R(T, t, 
) Autocorrelation function evaluated on [0, T ]
Re Real part of
S� Complement of the set S
S
�

Index set identifying outcome of a random process X
Z, Z� The set of integers, the set of positive integers �1, 2, . . . �

DEFINITION OF ACRONYMS

a.e. almost everywhere
c.c. countable case
iff if and only if
rms root mean square
s.t. such that
u.c. uncountable case
CE common emitter
DAC digital to analogue converter
FM frequency modulation
FSK frequency shift keyed
MIMO multiple input—multiple output
NBHD neighbourhood
PSD power spectral density
QAM quadrature amplitude modulation
RP random process
SNR signal to noise ratio

PARAMETER VALUES

q-Electronic Charge 1.6�10��� C
T -temperature 300 degree Kelvin (room temp.)
k-Boltzmann’s constant 1.38�10��� J/degree Kelvin
V
�
� kT /q-Thermal Voltage 0.0257 J/C (room temp.)
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Index

1/f noise, 198, 266
1/f noise and bounded random walks, 198

Absolute continuity, 18, 22, 23
Absolute continuity and differentiability, 23
Absolute convergence, 34
Almost everywhere, 24
Approximation
continuous, 30
step, 32

Autocorrelation
definition, 79
existence conditions, 81
infinite interval case, 82
notation, 80
power spectral density relationship, 81
random process case, 80
single waveform case, 79
time averaged, 79

Bounded power spectral density, 75, 92
Bounded random walk, 196
Bounded variation, 18
Boundedness, 17
Boundedness and integrability, 29, 35
Boundedness and local integrability, 35
Brownian motion, 192

Cartesian product, 4
CE amplifier
input noise, 273, 281
noise model, 273
output noise, 277, 283
signal to noise ratio, 287

Characteristic function, 4

Communication signals, 140
Complex numbers, 6
Conjugation operator, 8
Continuity
absolute, 18
left, 13
piecewise, 13
point, 14
pointwise, 14
right, 13
uniform, 14

Continuity and absolute continuity, 23
Continuity and boundedness, 19
Continuity and Dirichlet point, 42
Continuity and discontinuities, 20
Continuity and maxima-minima, 20
Continuity and path length, 20
Continuous approximation, 30
Convergence, 36
dominated, 36
Fourier series, 39
in mean, 36, 37
monotone, 37
pointwise, 36
uniform, 36

Correlogram, 80
Countable set, 6
Cross power spectral density, 102
bound, 106
definition, 104

DAC, 152
Differentiability, 15
piecewise, 16

Differentiability and Dirichlet point, 41

307



Dirac Delta function, 43
Dirichlet point, 40
Dirichlet value, 41
Disjoint signaling random process, 207
Disjoint signals, 8
Dominated convergence theorem, 37

Energy, 13
Ensemble, 44
Equivalent disjoint random process, 207
Equivalent low pass signal, 187

Fourier series, 38
Fourier theory, 38
Fourier transform, 39
Frequency modulation
binary FSK, 215
raised cosine pulse shaping, 218

Fubini-Tonelli theorem, 34
Function definition, 7

Gaussian white noise, 259
Generalized signaling process, 166

Impulse response, 230
Impulsive power spectral density, 76
graphing, 122

Infimum, 4
Information signal, 138, 141
Input equivalent noise, 270, 278
CE amplifier, 273, 281
input equivalent current, 278
input equivalent voltage, 278
power spectral density, 280

Integers, 5
Integrability, 35
Integrated spectrum, 77
Integration
Lebesgue, 25
local, 27, 35
Riemann, 26

Interchanging integration order, 34
Interchanging summation order, 34
Interval, 6
Inverse Fourier transform, 42

Jitter, 155

Lebesgue integration, 25
Linear system
impulse response, 230
input-output relationship, 232
power signal case, 234
power spectral density of output, 238

transforms of output signal, 232
widowed case, 234

Linear system theory, 229
Locally integrable, 27
Low noise design, 285

Measurable functions, 25
Measurable set, 24
Measure, 23
Memoryless system, 10, 11
Memoryless transformation of a random

process, 206
Monotone convergence theorem, 37
Multiple input-multiple output system, 243

Natural numbers, 5
Neighbourhood, 6
Noise
1/f, 198, 266
CE amplifier, 273, 281, 283
doubly terminated lossless ladder, 289
effect of, 257
oscillator, 241
passive network, 287
shot, 160, 266
thermal, 264

Noise analysis
input equivalent noise, 270
linear time invariant system, 269

Noise equivalent bandwidth, 285
Noise model
BJT, 267
diode, 267
JFET and MOSFET, 267
resistor, 264

Non-stationary random processes, 71
Nyquist’s theorem, 265
generalized, 287

Operator definition, 7
Ordered pair, 4
Orthogonal set, 9
Orthogonality, 8
Oscillator noise, 241

Parseval’s theorem, 44
Partition, 4, 6
Passive network, 287
Piecewise continuity, 13
Piecewise smoothness, 16
Piecewise smoothness and absolute continuity,

23
bounded variation, 22
Dirichlet point, 42
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discontinuities, 21
piecewise continuity, 22

Pointwise continuity, 14
Pointwise convergence, 36
Power
relative, 59
signal, 13

Power and power spectral density, 65
Power spectral density, 60
approximate, 99
autocorrelation relationship, 78, 81
bounded, 75, 92
continuity, 63
continuous form, 62
cross, 102
definition, 63, 67, 69
discrete approximation, 72
existence criteria, 73
graphing, 122
impulsive, 74
infinite interval, 67, 69
input equivalent current, 280
input equivalent noise, 272
input equivalent voltage, 280
integrability, 66
interpretation, 64
multiple input—multiple output system, 244
nonlinear transformation, 209
nonzero mean case, 121
output of linear system, 238
periodic component case, 119
properties, 65
random process, 67
required characteristics, 60
resolution, 66
simplification, 98
single sided, 72
single waveform, 60
symmetry, 66
via signal decomposition, 95

Power spectral density example, 96, 98, 102, 122
amplitude signaling through memoryless
nonlinearity, 211

binary FSK, 215
bipolar signaling, 148
CE amplifier input noise, 273, 281
CE amplifier output noise, 277, 283
digital random process, 70, 122
doubly terminated lossless ladder, 289
FM with pulse shaping, 218
jittered pulse train, 159
oscillator noise, 241
periodic pulse train, 115
quadrature amplitude modulatin, 191

RZ signaling, 146
shot noise with dead time, 165
sinusoid, 65
spectral narrowing, 213

Power spectral density of
bounded random walk, 196
DAC quantization error, 152
electrons crossing a barrier, 161
equivalent low pass signal, 188
generalized signaling process, 167
infinite sum of periodic signals, 118
infinite sum of random processes, 108
input equivalent noise sources, 280
jittered signal, 158
linear system output, 238
multiple input—multiple output system, 244
passive network, 287
periodic random process, 117
periodic signal, 112
quadrature amplitude modulated signal,
186

random walk, 193
sampled random process, 184
sampled signal, 181
shot noise, 161
shot noise with dead time, 164
signaling random processes, 141
sum of N random processes, 112
sum of two random processes, 107

Probability space, 44

Quadrature amplitude modulation, 185
Quantization, 152

Raised cosine pulse, 218
Raised cosine spectrum, 148
Random processes, 44
signaling, 138

Random walk, 192
bounded, 196

Rational numbers, 5
Real numbers, 5
Relative power measures, 59
Riemann integration, 26
Riemann sum, 179
Riemann-Lebesgue theorem, 40

Sample autocorrelation function, 80
Sampling, 179
Schottky’s formula, 163
Schwarz inequality, 29
Set theory, 3
Shot noise, 160, 266
Shot noise with dead time, 163
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Signal
classification, 35
decomposition, 9
definition, 7
disjointness, 8
energy, 13
orethogonality, 8
power, 13

Signal path length, 17
Signal to noise ratio
CE amplifier, 287
DAC, 155

Signaling invariant system, 210
Signaling random process, 138
definition, 139
disjoint, 207
generalized, 166

Simple function, 30
Single-sided power spectral density, 72
Spectral distribution function, 77
Spectral issues, 146
Spectral spread, 213

Square law device, 212
Step approximation, 32
Supremum, 4
System
definition, 7
linear, 9
memoryless, 10, 11

Thermal noise, 264
Transferring noise sources, 282

Uncountable set, 6
Uniform and pointwise continuity, 14
Uniform continuity, 14
Uniform convergence, 36

White noise, 259
Wiener Khintchine relations, 83
Wiener process, 192

Zero measure, 24, 27
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