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Preface

After our first publisher produced our first volume and we were in the
process of readying manuscripts for Volume 2, the publisher’s executive editor
innocently asked us if there was anything in the field of computational chem-
istry that we had not already covered in Volume 1. We assured him that there
was much. The constancy of change was noted centuries ago when Honorat de
Bueil, Marquis de Racan (1589–1670) observed that ‘‘Nothing in the world
lasts, save eternal change.’’ Science changes too. As stated by Emile Duclaux
(1840–1904), French biologist and physician and successor to Louis Pasteur in
heading the Pasteur Institute, ‘‘It is because science is sure of nothing that it is
always advancing.’’ Science is able to contribute to the well-being of mankind
because it can evolve. Topics in a number of important areas of computational
chemistry are the substance of this volume.

Cheminformatics, a term so new that scientists have not yet come to an
agreement on how to spell it, is a facet of computational chemistry where the
emphasis is on managing digital data and mining the data to extract knowl-
edge. Cheminformatics holds a position at the intersection of several tradi-
tional disciplines including chemical information (library science), quantitative
structure-property relationships, and computer science as it pertains to manag-
ing computers and databases. One powerful way to extract an understanding
of the contents of a data set is with clustering methods, whereby the mutual
proximity of data points is measured. Clustering can show how much similar-
ity or diversity there is in a data set. Chapter 1 of this volume is a tutorial on
clustering methods. The authors, Drs. Geoff M. Downs and John M. Barnard,
were educated at the University of Sheffield—the veritable epicenter and
fountainhead of cheminformatics. Each clustering method is described along
with its strengths and weaknesses. As frequent consultants to pharmaceutical
and chemical companies, the authors can knowledgeably point to published
examples where real-world research problems were aided by one or more of
the clustering methods.

The previous volume of our series, Volume 17, included a chapter
on the use of docking for discovery of pharmaceutically interesting li-
gands. Employed in structure-based ligand design, docking requires a
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three-dimensional structure of the receptor, which can be obtained from
experiment or modeling. Docking also requires computational techniques
for assessing the affinity of small organic molecules to a receptor. These tech-
niques, collectively called scoring functions, attempt to quantitate the favor-
ability of interaction in the ligand–receptor complex. In Chapter 2 of the
present volume, Drs. Hans-Joachim Böhm and Martin Stahl give a tutorial
on scoring functions. The authors share their considerable experience using
scoring functions in drug discovery research at Roche, Basel. Scoring functions
can be derived in different ways; they can be (1) based directly on standard
force fields, (2) obtained by empirically fitting parameters in selected force field
terms to reproduce a set of known binding affinities, or (3) derived by an
inverse formulation of the Boltzmann law whereby the frequency of occur-
rence of an interatomic interaction is presumed to be related to the strength
of that interaction. As with most modern computational methods used in
pharmaceutical research, viable scoring functions must be quickly computable
so that large numbers of ligand–receptor complexes can be evaluated at a
speed comparable to the rate at which compounds can be synthesized by com-
binatorial chemistry. Despite efforts at numerous laboratories, the ‘‘perfect’’
scoring function, which would be both extremely accurate and broadly appli-
cable, eludes scientists. Sometimes, several scoring functions can be tried on a
given set of molecules, and then the computational chemist can look for a con-
sensus in how the individual molecules are ranked by the scores.* A ligand
structure having good scores does not guarantee that the compound will
have high affinity when and if the compound is actually synthesized and tested.
However, a structure with high rankings (i.e., fits the profile) is more likely to
show binding than a randomly selected compound. Chapter 2 summarizes
what has been learned about scoring functions and gives an example of how
they have been applied to find new ligands in databases of real and/or conceiv-
able (virtual) molecular structures stored on computers.

In the 1980s when computers were making molecular simulation calcu-
lations more feasible, computational chemists readily recognized that account-
ing for the polarizability of charge distribution in a molecule would become
increasingly important for realistically modeling molecular systems. In most
force fields, atomic charges are assigned at the beginning of the calculation
and then are held fixed during the course of the minimization or simulation.
However, we know that atomic charges vary with the electric field produced
by the surrounding atoms. Each atom of a molecular system is in the field of all
the other atoms; electrostatic interactions are long range (effective to as much
as 14 Å), so a change in the molecular geometry will affect atomic charges,

*Such a consensus approach is reminiscent of what some computational chemists were
doing in the the 1970s and 1980s when they were treating each molecule by not one, but
several available semiempirical and ab initio molecular orbital methods, each of which gave
different—and less than perfect—predictions of molecular properties.
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especially if polar functional groups are present. In Chapter 3, Professors
Steven W. Rick and Steven J. Stuart scrutinize the methods that have been
devised to account for polarization. These methods include point dipole mod-
els, shell models, electronegativity equalization models, and semiempirical
models. The test systems commonly used for developing and testing these
models have been water, proteins, and nucleic acids. This chapter’s compari-
son of computational models gives valuable guidance to users of molecular
simulations.

In Chapter 4, Professors Dmitry V. Matyushov and Gregory A. Voth
present a rigorous frontier report on the theory and computational methodol-
ogies for describing charge-transfer and electron-transfer reactions that can
take place in condensed phases. This field of theory and computation aims to
describe processes occurring, for instance, in biological systems and materials
science. The chapter focuses on analysis of the activation barrier to charge
transfer, especially as it relates to optical spectroscopy. Depending on the
degeneracy of the energy states of the donor and acceptor, electron tunneling
may occur. This chapter provides a step-by-step statistical mechanical devel-
opment of the theory describing charge-transfer free energy surfaces. The
Marcus–Hush mode of electron transfer consisting of two overlapping parabo-
las can be extended to the more general case of two free energy surfaces. In the
last part of the chapter, the statistical mechanical analysis is applied to the
calculation of optical profiles of photon absorption and emission, Franck–
Condon factors, intensities, matrix elements, and chromophores.

In Chapter 5, Dr. George R. Famini and Professor Leland Y. Wilson teach
about linear free energy relationships (LFERs) using molecular descriptors
derived from—or adjuncts to—quantum chemical calculations. Basically, the
LFER approach is a way of studying quantitative structure-property relation-
ships (QSPRs). The property in question may be a physical one, such as vapor
pressure or solvation free energy, or one related to biological activity (QSAR).
Descriptors can be any numerical quantity—calculated or experimental—that
represents all or part of a molecular structure. In the LFER approach, the num-
ber of descriptors used is relatively low compared to some QSPR/QSAR
approaches that involve throwing so many descriptors into the regression
analysis that the physical significance of any of these is obscured. These latter
approaches are somewhat loosely referred to as ‘‘kitchen sink’’ approaches
because the investigator has figuratively thrown everything into the equation
including objects as odd as the proverbial kitchen sink. In the LFER approach,
the descriptors include quantities that measure molecular dimensions (molecu-
lar volume, surface area, ovality), charge distributions (atomic charges, electro-
static potentials), electronic properties (ionization potential, polarizability),
and thermodynamic properties (heat of formation). Despite use of the term
‘‘linear’’ in LFER, not all correlations encountered in the physical world are
linear. QSPR/QSAR approaches based on regression analysis handle this situa-
tion by simply squaring—or taking some other power of—the values of
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some descriptors and including them as separate independent variables in the
regression equation. In this chapter, the authors discuss statistical procedures
and give examples covering a wide variety of LFER applications. Quantum
chemists can learn from this chapter how their methods may be employed
in one of the most rapidly growing areas of computational chemistry, namely,
QSAR.

In the nineteenth century, the world powerhouses of chemistry were
Britain, France, and Germany. In Germany, Justus Liebig founded a chemistry
research laboratory at the University of Giessen in 1825. At the University of
Göttingen in 1828, Friedrich Wöhler was the first to synthesize an organic
compound (urea) from inorganic material. In Karlsruhe, Friedrich August
Kekulé organized the first international meeting on chemistry in 1860.
Germany’s dominance in the chemical and dye industry was legend well
into the twentieth century. In the 1920s, German physicists played central
roles in the development of quantum mechanics. Erwin Schrödinger formu-
lated the wave function (1926). Werner Heisenberg formulated matrix
mechanics (1925) and the uncertainty principle (1927). The German physicist
at Göttingen, Max Born, together with the American, J. Robert Oppenheimer,
published their oft-used famous approximation (1927). With such a strong
background in chemistry and physics, it is not surprising that Germany was
a fertile ground where computational chemistry could take root. The first fully
automatic, programmable, digital computer was developed by an engineer in
Berlin in 1930 for routine numerical calculations. After Germany was liber-
ated from control of the National Socialist German Workers’ Party
(‘‘Nazi’’), peaceful scientific development could be taken up again, notwith-
standing the enormous loss of many leading scientists who had fled from the
Nazis. More computers were built, and theoretical chemists were granted
access to them. In Chapter 6, Professor Dr. Sigrid D. Peyerimhoff masterfully
traces the history of computational chemistry in Germany. This chapter com-
plements the historical accounts covering the United States, Britain, France,
and Canada, which were covered in prior volumes of this book series.

Finally, as a bonus with this volume, we editors present a perspective on
the employment situation for computational chemists. The essay in the appen-
dix reviews the history of the job market, uncovers factors that have affected it
positively or negatively, and discusses the current situation. We also analyze
recent job advertisements to see where recent growth has occurred and which
skills are presently in greatest demand.

We invite our readers to visit the Reviews in Computational Chemistry
website at http://chem.iupui.edu/rcc/rcc.html. It includes the author and sub-
ject indexes, color graphics, errata, and other materials supplementing the
chapters. We are delighted to report that the Google search engine (http://
www.google.com/) ranks our website among the top hits in a search on the
term ‘‘computational chemistry’’. This search engine is becoming popular
because it ranks hits in terms of their relevance and frequency of visits. Google
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also is very fast and appears to provide a quite complete and up-to-date picture
of what information is available on the World Wide Web.

We are also glad to note that our publisher has plans to make our most
recent volumes available in an online form through Wiley InterScience. Please
check the Web (http://www.interscience.wiley.com/onlinebooks) or contact
reference@wiley.com for the latest information. For readers who appreciate
the permanence and convenience of bound books, these will, of course,
continue.

We thank the authors of this volume for their excellent chapters. Mrs.
Joanne Hequembourg Boyd is acknowledged for editorial assistance.

Donald B. Boyd and Kenny B. Lipkowitz
Indianapolis

January 2002
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Epilogue and
Dedication

My association with Ken Lipkowitz began a couple of years after he
arrived in Indianapolis in 1977. Ken, trained as an synthetic organic chemist,
was a new young assistant professor at Indiana University–Purdue University
Indianapolis, and I was a research scientist at Eli Lilly & Company, where I,
a quantum chemist by training, had been working in the field of computer-aided
drug design for nine years. Ken approached me to learn about computational
chemistry. I was glad to help him, and he was an enthusiastic ‘‘student’’. Our first
paper together was published in 1980. Unsure whether his career as a fledging
computational chemist would lead anywhere, he made a distinction in this and
other papers he wrote between his organic persona (Kenneth B. Lipkowitz)
and his computational persona (Kenny B. Lipkowitz). Over the subsequent
years, he focused his career more and more on computational chemistry and
established himself as a highly productive and creative scientist. He has always
been a hard-working, amiable, and obliging collaborator and friend.

In the late 1980s, Ken had the idea of initiating a book series on compu-
tational chemistry. The field was starting to come into full blossom, but few
books for it were being published. Whereas review series on other subjects
tended to be of mainly archival value and to remain on library shelves, his
inspiration for Reviews in Computational Chemistry was to include as many
tutorial chapters as possible, so that the books would be more used for teach-
ing and individual study. The chapters would be ones that a professor could
give new graduate students to bring them up to speed in a particular topic. The
chapters would also be substantive, so that the books would not be just a
journal with hard covers. As much as possible, the contents of the books
would be material that could not be found in any other source. Ken persuaded
me to join him in this endeavor.

I have viewed an editor’s prime duties to set high standards and to heed
the needs of both readers and authors. Hence, every effort has been made to
produce volumes of the highest quality. It has been a keen pleasure working
with authors who take exceptional pride in their workmanship. The expertise
and hard work of many authors have been essential for producing books of
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sustained usefulness in learning, teaching, and research. With this volume, the
eighteenth, more than 7300 pages have been published since the series began
in 1990. More than 200 authors have contributed the chapters. Appreciating
the value of these chapters, scientists and libraries around the world have pur-
chased more than 13,000 copies of the books since the series began.

My vision of computational chemistry, as embodied in this book series as
well as in the Gordon Conference on Computational Chemistry that I
initiated, was that there were synergies to be gained by juxtaposing all the var-
ious methodologies available to computational chemists. Thus, computational
chemistry is more than quantum chemistry, more than molecular modeling,
more than simulations, more than molecular design. Versatility is possible
when scientists can draw from their toolbox the most appropriate methodol-
ogies for modeling molecules and data. Important goals of this book series
have been to nurture the development of the field of computational chemistry,
advance its recognition, strengthen its foundations, expand its dimensions, aid
practitioners working in the field, and assist newcomers wanting to enter the field.

However, it is now time for me to rest my keyboard-weary hands. I wish
Ken and his new co-editors every success as the book series continues. Ken
could not have paid me a higher compliment than by enlisting not one, but
two, excellent people to carry on the work I did. I have every confidence
that as computational chemistry continues to evolve, its spectrum of methods
and applications will further expand and increase in brilliance.

Dedication

With completion of this, my final, volume, I am reminded of my blessings
to live in a country conceived by the Founding Fathers of the United States of
America. Nothing would have been possible for me without the selflessness
and devotion of Howard Milton Boyd, Ph.G., B.S., M.S. Nothing would
have been worthwhile without the following:

Andy
Cynthia
Douglas

Drew
Elisabeth

Emma
Joanne
Mary

Richard
Susanne

Donald B. Boyd
Indianapolis

January 2002
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Jan Almlöf and Odd Gropen,* Relativistic Effects in Chemistry.

Donald B. Chesnut, The Ab Initio Computation of Nuclear Magnetic
Resonance Chemical Shielding.

Volume 9 (1996)

James R. Damewood Jr., Peptide Mimetic Design with the Aid of Computa-
tional Chemistry.

T. P. Straatsma, Free Energy by Molecular Simulation.

Robert J. Woods, The Application of Molecular Modeling Techniques to the
Determination of Oligosaccharide Solution Conformations.

Ingrid Pettersson and Tommy Liljefors, Molecular Mechanics Calculated
Conformational Energies of Organic Molecules: A Comparison of Force
Fields.

Gustavo A. Arteca, Molecular Shape Descriptors.

Volume 10 (1997)

Richard Judson,y Genetic Algorithms and Their Use in Chemistry.

Eric C. Martin, David C. Spellmeyer, Roger E. Critchlow Jr., and Jeffrey M.
Blaney, Does Combinatorial Chemistry Obviate Computer-Aided Drug
Design?

Robert Q. Topper, Visualizing Molecular Phase Space: Nonstatistical Effects
in Reaction Dynamics.

Raima Larter and Kenneth Showalter, Computational Studies in Nonlinear
Dynamics.

Stephen J. Smith and Brian T. Sutcliffe, The Development of Computational
Chemistry in the United Kingdom.

*Address: Institute of Mathematical and Physical Sciences, University of Tromsø, N-9037
Tromsø, Norway (Electronic mail: oddg@chem.uit.no).
yCurrent address: Genaissance Pharmaceuticals, Five Science Park, New Haven, Connecti-
cut 06511 (Electronic mail: r.judson@genaissance.com).

xxiv Contributors to Previous Volumes



Volume 11 (1997)

Mark A. Murcko, Recent Advances in Ligand Design Methods.

David E. Clark,* Christopher W. Murray, and Jin Li, Current Issues in De
Novo Molecular Design.

Tudor I. Opreay and Chris L. Waller, Theoretical and Practical Aspects of
Three-Dimensional Quantitative Structure–Activity Relationships.

Giovanni Greco, Ettore Novellino, and Yvonne Connolly Martin, Approaches
to Three-Dimensional Quantitative Structure–Activity Relationships.

Pierre-Alain Carrupt, Bernard Testa, and Patrick Gaillard, Computational
Approaches to Lipophilicity: Methods and Applications.

Ganesan Ravishanker, Pascal Auffinger, David R. Langley, Bhyravabhotla
Jayaram, Matthew A. Young, and David L. Beveridge, Treatment of Counter-
ions in Computer Simulations of DNA.

Donald B. Boyd, Appendix: Compendium of Software and Internet Tools for
Computational Chemistry.

Volume 12 (1998)

Hagai Meirovitch,z Calculation of the Free Energy and the Entropy of
Macromolecular Systems by Computer Simulation.

Ramzi Kutteh and T. P. Straatsma, Molecular Dynamics with General
Holonomic Constraints and Application to Internal Coordinate Constraints.

John C. Shelley} and Daniel R. Bérard, Computer Simulation of Water
Physisorption at Metal–Water Interfaces.

*Current address: Computer-Aided Drug Design, Argenta Discovery Ltd., 8/9 Spire Green
Centre, Flex Meadow, Harlow, Essex, CM19 5TR, United Kingdom (Electronic mail:
david.clark@argentadiscovery.com).
yCurrent address: Office of Biocomputing, University of New Mexico School of
Medicine, 915 Camino de Salud NE, Albuquerque, New Mexico 87131 (Electronic mail:
toprea@salud.unm.edu).
zCurrent address: Department of Molecular Genetics & Biochemistry, School of Medicine,
University of Pittsburgh, Pittsburgh, Pennsylvania 15213 (Electronic mail: hagaim@pitt.
edu).
}Current address: Schrödinger, Inc., 1500 S.W. First Avenue, Suite 1180, Portland, Oregon
97201 (Electronic mail: jshelley@schrodinger.com).

Contributors to Previous Volumes xxv



Donald W. Brenner, Olga A. Shenderova, and Denis A. Areshkin, Quantum-
Based Analytic Interatomic Forces and Materials Simulation.

Henry A. Kurtz and Douglas S. Dudis, Quantum Mechanical Methods for
Predicting Nonlinear Optical Properties.

Chung F. Wong,* Tom Thacher, and Herschel Rabitz, Sensitivity Analysis in
Biomolecular Simulation.

Paul Verwer and Frank J. J. Leusen, Computer Simulation to Predict Possible
Crystal Polymorphs.

Jean-Louis Rivail and Bernard Maigret, Computational Chemistry in France:
A Historical Survey.

Volume 13 (1999)

Thomas Bally and Weston Thatcher Borden, Calculations on Open-Shell
Molecules: A Beginner’s Guide.

Neil R. Kestner and Jaime E. Combariza, Basis Set Superposition Errors:
Theory and Practice.

James B. Anderson, Quantum Monte Carlo: Atoms, Molecules, Clusters,
Liquids, and Solids.

Anders Wallqvisty and Raymond D. Mountain, Molecular Models of Water:
Derivation and Description.

James M. Briggs and Jan Antosiewicz, Simulation of pH-dependent Properties
of Proteins Using Mesoscopic Models.

Harold E. Helson, Structure Diagram Generation.

Volume 14 (2000)

Michelle Miller Francl and Lisa Emily Chirlian, The Pluses and Minuses of
Mapping Atomic Charges to Electrostatic Potentials.

*Current addrress: Howard Hughes Medical Institute, School of Medicine, University of
California at San Diego, 9500 Gilman Drive, La Jolla, California 92093-0365 (Electronic
mail: c4wong@ucsd.edu).
yCurrent address: National Cancer Institute, P.O. Box B, Frederick, Maryland 21702
(Electronic mail: wallqvist@ncifcrt.gov).

xxvi Contributors to Previous Volumes



T. Daniel Crawford* and Henry F. Schaefer III, An Introduction to Coupled
Cluster Theory for Computational Chemists.

Bastiaan van de Graaf, Swie Lan Njo, and Konstantin S. Smirnov, Introduc-
tion to Zeolite Modeling.

Sarah L. Price, Toward More Accurate Model Intermolecular Potentials for
Organic Molecules.

Christopher J. Mundy,y Sundaram Balasubramanian, Ken Bagchi, Mark
E. Tuckerman, Glenn J. Martyna, and Michael L. Klein, Nonequilibrium
Molecular Dynamics.

Donald B. Boyd and Kenny B. Lipkowitz, History of the Gordon Research
Conferences on Computational Chemistry.

Mehran Jalaie and Kenny B. Lipkowitz, Appendix: Published Force Field
Parameters for Molecular Mechanics, Molecular Dynamics, and Monte Carlo
Simulations.

Volume 15 (2000)

F. Matthias Bickelhaupt and Evert Jan Baerends, Kohn–Sham Density Func-
tional Theory: Predicting and Understanding Chemistry.

Michael A. Robb, Marco Garavelli, Massimo Olivucci, and Fernando
Bernardi, A Computational Strategy for Organic Photochemistry.

Larry A. Curtiss, Paul C. Redfern, and David J. Frurip, Theoretical Methods
for Computing Enthalpies of Formation of Gaseous Compounds.

Russell J. Boyd, The Development of Computational Chemistry in Canada.

Volume 16 (2000)

Richard A. Lewis, Stephen D. Pickett, and David E. Clark, Computer-Aided
Molecular Diversity Analysis and Combinatorial Library Design.

*Current address: Department of Chemistry, Virginia Polytechnic Institute and State
University, Blacksburg, Virginia 24061-0212 (Electronic mail: crawdad@vt.edu).
yCurrent address: Computational Materials Science, L-371, Lawrence Livermore National
Laboratory, Livermore, California 94550 (Electronic mail: mundy2@llnl.gov).

Contributors to Previous Volumes xxvii



Keith L. Peterson, Artificial Neural Networks and Their Use in Chemistry.
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CHAPTER 1

Clustering Methods and Their Uses
in Computational Chemistry

Geoff M. Downs and John M. Barnard

Barnard Chemical Information Ltd., 46 Uppergate Road,
Stannington, Sheffield S6 6BX, United Kingdom

INTRODUCTION

Clustering is a data analysis technique that, when applied to a set of
heterogeneous items, identifies homogeneous subgroups as defined by a given
model or measure of similarity. Of the many uses of clustering, a prime moti-
vation for the increasing interest in clustering methods is their use in the selec-
tion and design of combinatorial libraries of chemical structures pertinent to
pharmaceutical discovery.

One feature of clustering is that the process is unsupervised, that is, there
is no predefined grouping that the clustering seeks to reproduce. In contrast to
supervised learning, where the task is to establish relationships between given
inputs and outputs to enable prediction of the output from new inputs, in
unsupervised learning only the inputs are available and the task is to reveal
aspects of the underlying distribution of the input data. Clustering is thus com-
plemented by the related supervised process of classification, in which items
are assigned labels applied to predefined groups: examples include recursive
partitioning, naı̈ve Bayesian analysis, and K nearest-neighbor selection. Clus-
tering is a technique for exploratory data analysis and is used increasingly in
preliminary analyses of large data sets of medium and high dimensionality as a
method of selection, diversity analysis, and data reduction. This chapter
reviews the main clustering methods that are used for analyzing chemical
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data sets and gives examples of their application in pharmaceutical companies.
Compared to the other costs of drug discovery, clustering can add significant
value at minimal cost. First, we provide an outline of clustering as a discipline
and define some of the terminology. Then, we give a brief tutorial on clustering
algorithms, review progress in developing the methods, and offer some
example applications.

Clustering methodology has been developed and used in a variety of
areas including archaeology, astronomy, biology, computer science, electron-
ics, engineering, information science, and medicine. Good, general introduc-
tory texts on the topic of clustering include those by Sneath and Sokal,1

Kaufmann and Rousseeuw,2 Everitt,3 and Gordon.4 The main text that is
devoted to clustering of chemical data sets is by Willett,5 with review articles
by Bratchell,6 Barnard and Downs,7 and Downs and Willett.8 The present
chapter is a complement and update to the latter article. In a previous volume
of this series, Lewis, Pickett, and Clark9 reviewed the use of diversity analysis
techniques in combinatorial library design.

As will be shown in the section on Chemical Applications, the current
main uses of clustering for chemical data sets are to find representative subsets
from high throughput screening (HTS) and combinatorial chemistry, and to
increase the diversity of in-house data sets through selection of additional
compounds from other data sets. Methods suitable for compound selection
are the main focus of this chapter. The methods must be able to handle large
data sets of high-dimensional data. For small, low-dimensional data sets, most
clustering methods are applicable, and descriptions in the standard texts and
implementations available in standard statistical software packages10,11

suffice. Implementations designed for use on chemical data sets are available
from most of the specialist software vendors,12–17 the majority of which were
reviewed by Warr.18

The overall process of clustering involves the following steps:

1. Generate appropriate descriptors for each compound in the data set.
2. Select an appropriate similarity measure.
3. Use an appropriate clustering method to cluster the data set.
4. Analyze the results.

This chapter focuses on step 3. For step 1, descriptors may include property
values, biological properties, topological indexes, and structural fragments.
The performance of these descriptors and forms of representation have been
analyzed by Brown19 and Brown and Martin.20,21 Similarity searching for
step 2 has been discussed by Downs and Willett;22 characteristics of various
similarity measures have been discussed by Barnard, Downs, and Willett.23,24

For step 4, little has been published specifically about visualization and analy-
sis of results for chemical data sets. However, most publications that focus on
implementing systems that utilize clustering do provide details of how the
results were displayed or analyzed.
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The terminology associated with clustering is extensive, with many terms
used to describe the same thing (reflecting the separate development of cluster-
ing methods within a multitude of disciplines). Clusters can be overlapping or
nonoverlapping; if a compound occurs in more than one cluster, the clusters
are overlapping. At one extreme, each compound is a member of all clusters to
a certain degree. An example of this is fuzzy clustering in which the degree of
membership of an individual compound is in the range 0 to 1, and the total
membership summed across all clusters is normally required to be 1. This
scheme contrasts with crisp clustering in which each compound’s degree of
membership in any cluster is either 0 or 1. At the other extreme, is the situation
wherein each compound is a member of exactly one cluster, in which case the
clusters are said to be nonoverlapping. Intermediate situations sometimes
occur, where compounds can be members of several, though not of all, clus-
ters. The majority of clustering methods used on chemical data sets generate
crisp, nonoverlapping clusters, because analysis of such clusters is relatively
simple.

If a data set is analyzed in an iterative way, such that at each step a pair
of clusters is merged or a single cluster is divided, the result is hierarchical,
with a parent–child relationship being established between clusters at each
successive level of the iteration. The successive levels can be visualized using
a dendrogram, as shown in Figure 1. Each level of the hierarchy represents a
partitioning of the data set into a set of clusters. In contrast, if the data set is
analyzed to produce a single partition of the compounds resulting in a set of
clusters, the result is then nonhierarchical. Note that the term partitioning

1 23 4 5 6 78

................................................................................................................................................

Figure 1 An example of a hierarchy (dendrogram) generated from the clustering of eight
items (shown numbered 1–8 across the bottom). The top (root) is a single cluster
containing all eight items. The vertical positions of the horizontal lines joining pairs of
items or cluster indicate the relative similarities of those pairs. Items 1 and 2 are the most
similar and clusters [8,3,1,2] and [4,5,6,7] are the least similar. The dotted horizontal
line represents a single partition containing the four clusters [8], [3,1,2], [4,5], and [6,7].
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in this context is different from the technique of partitioning (otherwise
known as cell-based partitioning). The latter technique is a method of classi-
fication rather than of clustering, and a useful review of it, as applied to
chemical data sets, is given by Mason and Pickett.25 A broad classification
of the most common clustering methods is shown in Figure 2. Note that,
with the wide range of clustering methods devised, some can be placed in
more than one of the given categories.

If a hierarchical method starts with all compounds as singletons (in clus-
ters by themselves) and the latter are merged iteratively until all compounds
are in a single cluster, the method is said to be agglomerative. With respect
to the dendrogram in Figure 1, it is a bottom-up approach. If the hierarchical
method starts with all compounds in a single cluster and iteratively splits one
cluster into two until all compounds are singletons, the method is divisive, that

Figure 2 A broad classification of the most common clustering methods.
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is, it is a top-down approach. If, at each split, only one descriptor is used to
determine how the cluster is split, the method is monothetic; otherwise, more
descriptors (typically all available) are used, and the method is polythetic.

Nonhierarchical methods encompass a wide range of different tech-
niques to build clusters. A single-pass method is one in which the partition
is created by a single pass through the data set or, if randomly accessed, in
which each compound is examined only once to decide which cluster it should
be assigned to. A relocation method is one in which compounds are moved
from one cluster to another to try to improve on the initial estimation of the
clusters. The relocating is typically accomplished based on improving a cost
function describing the ‘‘goodness’’ of each resultant cluster. The nearest-
neighbor approach is more compound centered than are the other nonhier-
archical methods. In it, the environment around each compound is examined
in terms of its most similar neighboring compounds, with commonality
between nearest neighbors being used as a criterion for cluster formation. In
mixture model clustering the data are assumed to exist as a mixture of densi-
ties that are usually assumed to be Gaussian (normal) distributions, since their
densities are not known in advance. Solutions to the mixture model are
derived iteratively in a manner similar to the relocation methods. Topographic
methods, such as use of Kohonen maps, typically apply a variable cost func-
tion with the added restriction that topographic relationships are preserved so
that neighboring clusters are close in descriptor space. Other nonhierarchical
methods include density-based and probabilistic methods. Density-based, or
mode-seeking, methods regard the distribution of descriptors across the data
set as generating patterns of high and low density that, when identified, can be
used to separate the compounds into clusters. Probabilistic clustering generates
nonoverlapping clusters in which a compound is assigned a probability, in the
range 0 to 1, that it belongs to the chosen cluster (in contrast to fuzzy cluster-
ing in which the clusters are overlapping and the degree of membership is not
a probability).

Having now provided a broad overview of clustering methodology, we
next focus on the ‘‘classical’’ methods, which include hierarchical and single-
pass, relocation, and nearest-neighbor nonhierarchical techniques. The classi-
fication we have described in Figure 2 is one that is commonly used by many
scientists; however, it is just one of many possible classifications. Another way
to differentiate between clustering techniques is to consider parametric and
nonparametric methods. Parametric methods require distance-based compar-
isons be made. Here access to the descriptors is required (typically given as
Euclidean vectors), rather than just a proximity matrix derived from the
descriptors. Parametric methods can be further organized into generative
and reconstructive methods. Generative methods, including mixture model,
density-based, and probabilistic techniques, try to match parameters (e.g.,
cluster centers, variances within and between clusters, and mixing coefficients
for the descriptor distributions) to the distribution of descriptors within the
data set. Reconstructive methods, such as relocation and topographic, are
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based upon improving a given cost function. Nonparametric methods
make fewer assumptions about the underlying data; they do not adapt given
parameters iteratively and, in general, need only a matrix of pairwise prox-
imities (i.e., a distance matrix).

The term proximity is used here to include similarity and dissimilarity
coefficients in addition to distance measures. Individual proximity measures
are not defined in this review; full definitions can be found in standard texts
and in the articles by Barnard, Downs, and Willett.23,24 We now define the
terms centroid and square-error, because they will be used throughout this
chapter. For a cluster of s compounds each represented by a vector, let x(r)
be the rth vector. The vector of the cluster centroid, x(c), is then defined as

xðcÞ ¼ 1

s

� �Xs

r¼1

xðrÞ ½1�

Note that the centroid is the simple arithmetic mean of the vectors of the clus-
ter members, and this mean is frequently used to represent the cluster as a
whole. In situations where a mean is not applicable or appropriate, the median
can be used to define the cluster medoid (see Kaufman and Rousseeuw2 for
details). The square-error (also called the within-cluster variance), e2, for a
cluster is the sum of squared Euclidean distances to the centroid or medoid
for all s items in that cluster:

e2 ¼
Xs

r¼1

½xðrÞ � xðcÞ�2 ½2�

The square-error across all K clusters in a partition is the sum of the square-
errors for each of the K clusters. (Note also that the standard deviation would
be the square root of the square-error.)

CLUSTERING ALGORITHMS

This chapter concentrates on the ‘‘classical’’ clustering methods, because
they are the methods that have been applied most often in the chemical com-
munity. Standard reference works devoted to clustering algorithms include
those by Hartigan,26 Murtagh,27 and Jain and Dubes.28

Hierarchical Methods

Hierarchical Agglomerative
The most commonly implemented hierarchical clustering methods are

those belonging to the family of sequential agglomerative hierarchical non-
overlapping (SAHN) methods. These are traditionally implemented using
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what is known as the stored-matrix algorithm, so named because the starting
point is a matrix of all pairwise proximities between items in the data set to be
clustered. Each cluster initially corresponds to an individual item (singleton).
As clustering proceeds, each cluster may contain one or more items. Even-
tually, there evolves one cluster that contains all items. At each iteration, a
pair of clusters is merged (agglomerated) and the number of clusters decreases
by 1. The stored-matrix algorithm proceeds as follows:

1. Calculate the initial proximity matrix containing the pairwise proximities
between all pairs of clusters (singletons) in the data set.

2. Scan the matrix to find the most similar pair of clusters, and merge them
into a new cluster (thus replacing the original pair).

3. Update the proximity matrix by inactivating one set of entries of the
original pair and updating the other set (now representing the new cluster)
with the proximities between the new cluster and all other clusters.

4. Repeat steps 2 and 3 until just one cluster remains.

The various SAHN methods differ in the way in which the proximity between
clusters is defined in step 1 and how the merged pair is represented as a single
cluster in step 3. The proximity calculation in step 3 typically uses the Lance–
Williams matrix-update formula:29

d½k; ði; jÞ� ¼ ai d½k; i� þ aj d½k; j� þ bd½i; j� þ g
��d½k; i� � d½k; j�

�� ½3�

where d½k; ði; jÞ� is the proximity between cluster k and the cluster (i, j) formed
from merging clusters i and j. Different values for ai, aj, b, and g define various
SAHN methods, some of which are shown in Table 1 and described below.

In single-link clustering, the proximity between two clusters is the mini-
mum distance between any pair of items (one from each cluster), that is, the
closest pair of points between each cluster. In contrast, in complete-link clus-
tering, the proximity between two clusters is the maximum distance between
any pair of items, that is, the farthest pair of points between each cluster.
Single-link and complete-link represent the extremes of SAHN clustering. In

Table 1 Parameter Values for Some Common SAHN Methods Defined by the
Lance–Williams Matrix Update Formulaa

SAHN Method ai aj b g

Single-link 0.5 0.5 0 �0.5
Complete-link 0.5 0.5 0 0.5

Group-average
Ni

Ni þ Nj

Nj

Ni þ Nj

�Ni � Nj

ðNi þ NjÞ2
0

Ward
Ni þ Nk

Ni þ Nj þ Nk

Nj þ Nk

Ni þ Nj þ Nk

�Nk

Ni þ Nj þ Nk
0

a The parameters Ni, Nj, and Nk ¼ number of compounds in clusters i, j, and k, respectively.
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the middle is average-link clustering in which the proximity between two
clusters is the arithmetic average of distances between all pairs of items.
Also in the middle is Ward’s method30 in which the proximity is the variance
between the clusters (where variance is defined as the sum of square-errors of
the clusters; see Eq. [2]). At each iteration, the pair of clusters chosen is that
whose merger produces the minimum change in square-error (or within-cluster
variance; hence the method is also known as the minimum-variance method).
As the number of clusters decreases, the square-error across all clusters
increases. Ward’s method minimizes the square-error increase and minimizes
the intracluster variance while maximizing the intercluster variance. Because a
cluster is represented by its centroid, Ward’s method is classified as a geometric
or cluster-center method. Other methods such as the single-link, complete-
link, and group-average methods are classified as graph-theoretic or linkage
methods. Murtagh27 introduced the concept of a reducibility property that
is applicable to geometric methods. The reducibility property states that for
the merger of two clusters, a and b, to form cluster c, there cannot be another
cluster, d, that is closer to c than to a or b. If the method satisfies the reduci-
bility property, agglomerations can be performed in localized areas of the
proximity space and then amalgamated to produce the full hierarchy. Ward’s
method, implemented using the Euclidean distance as the proximity measure,
is one of the few geometric methods satisfying the reducibility property. Voor-
hees31 subsequently showed that if the cosine coefficient of similarity is used as
the proximity measure, the group-average method can be implemented as a
geometric method, and it satisfies the reducibility property.

For a data set of N compounds, the stored-matrix algorithm for SAHN
methods requires OðN2Þ time and OðN2Þ space for creation and storage of the
proximity matrix while requiring OðN3Þ time for the clustering. This algo-
rithm is thus very demanding of resources for anything other than small
data sets. The importance of the reducibility property is that it enables
the stored-matrix algorithm to be replaced by the more efficient reciprocal
nearest-neighbor (RNN) algorithm that requires only OðN2Þ time and OðNÞ
space. Because agglomerations can be performed in localized areas of the
proximity space, the RNN algorithm works by tracing paths through proxi-
mity space from one point to its nearest neighbor until a point is reached
whose nearest neighbor is the previous point in the path, that is, a pair of
points that are reciprocal nearest neighbors. These points represent a pair
that should be merged into a single point as one of the agglomerations of
the full hierarchy. The RNN algorithm is carried out using the following steps:

1. Mark all points as ‘‘unused.’’
2. Begin at an unused point and trace a path of unused nearest neighbors until

a reciprocal nearest neighbor pair is found.
3. Add the pair of points to the list of RNNs along with the proximity

between them; mark one of the pair of points as ‘‘used’’ (to inactivate it and
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its centroid) and replace the centroid of the other point by the centroid of
the merged pair.

4. Continue the path tracing from the penultimate point in the path if one
exists; otherwise start path tracing from a new, unused starting point.

5. Repeat steps 2–4 until only one unused point remains.
6. Sort the list of RNNs by decreasing proximity values; the sorted list

represents the agglomerations needed to construct the hierarchy.

Because path tracing moves from one nearest neighbor to the next, random
access to each point is required.

Hierarchical Divisive
Most hierarchical divisive methods are monothetic, meaning that each

split is determined on the basis of a single descriptor. The methods differ in
how the descriptor is chosen with one possibility being to select the descriptor
that maximizes the distance between the resultant clusters. Monothetic divi-
sive methods are usually faster than the SAHN methods described above
and have found utility in biological classification. However, for chemical
applications, monothetic division often gives poor results when compared to
polythetic division or SAHN methods, even though the closely related classi-
fication method of recursive partitioning can be very effective in chemical
applications (e.g., see the article by Chen, Rusinko, and Young32). Unfortu-
nately, most polythetic divisive methods are very resource demanding (more
so than for SAHN methods), and accordingly they have not been used much
for chemical applications. One exception is the minimum-diameter method
published by Guenoche, Hansen, and Jaumard;33 it requires OðN2 log NÞ
time and OðN2Þ space. This method is based on dividing clusters at each itera-
tion in such a way as to minimize the cluster diameter. The cluster diameter is
defined as the largest dissimilarity between any pair of its members, with sin-
gleton clusters having a diameter of zero. The minimum-diameter algorithm
accomplishes its task by carrying out the following steps:

1. Generate a sorted list of all NðN � 1Þ=2 dissimilarities, with the most
dissimilar pairs listed first.

2. Perform an initial division by selecting the first pair from the sorted list (i.e.,
the most dissimilar points in the data set); assign every other point to the
closest of the pair.

3. Choose the cluster with the largest diameter and divide it into two clusters
so that the larger cluster has the smallest possible diameter.

4. Repeat step 3 for a maximum of N � 1 divisions.

Nonhierarchical Methods

Single-Pass
Methods that cluster data on the basis of a single scan of the data set are

referred to as single-pass. A proximity threshold is typically used to decide
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whether a compound is assigned to an existing cluster (represented as a cen-
troid) or if it should be used to start a new cluster. The first compound selected
becomes the first cluster; a single sequential scan of the data set then assigns
the remaining compounds, and cluster centroids are updated as each com-
pound is assigned to a particular cluster. The most common single-pass algo-
rithm is called the leader algorithm. The leader algorithm carries out the
following steps to provide a set of nonhierarchical clusters:

1. Set the number of existing clusters to zero.
2. Use the first compound in the data set to start the first cluster.
3. Calculate the similarity, using some appropriate measure, between the next

compound and all the existing clusters. If its similarity to the most similar
existing cluster exceeds some threshold, assign it to that cluster; otherwise
use it to start a new cluster.

4. Repeat step 2 until all compounds have been assigned.

This method is simple to implement and very fast. The major drawback is that
it is order dependent; if the compounds are rearranged and scanned in a dif-
ferent order, then the resulting clusters can be different.

Nearest Neighbor
A simple way to isolate dense regions of proximity space is to examine

the nearest neighbors of each compound to determine groups with a given
number of mutual nearest neighbors. Although several nearest-neighbor meth-
ods have been devised, the Jarvis–Patrick method34 is almost exclusively used
for chemical applications. The method proceeds in two stages.

The first stage generates a list of the top K nearest neighbors for each of
the N compounds, with proximity usually measured by the Euclidean distance
or the Tanimoto coefficient;23 K is typically 16 or 20. The Tanimoto coeffi-
cient has been found to perform well for chemical applications where the com-
pounds are represented by fragment screens (bit strings denoting presence/
absence of structural features). For finding nearest neighbors with Tanimoto
coefficients as a proximity measure, one can use an efficient inverted file
approach described by Perry and Willett35 to speed up the creation of
nearest-neighbor lists.

The second stage scans the nearest-neighbor lists to create clusters that
fulfill the three following neighborhood conditions:

1. Compound i is in the top K nearest-neighbor list of compound j.
2. Compound j is in the top K nearest-neighbor list of compound i.
3. Compounds i and j have at least Kmin of their top K nearest neighbors

in common, where Kmin is user-defined and lies in the range 1 to K.

Pairs of compounds that fail any of the above conditions are not put into the
same cluster.
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To scan the nearest-neighbor lists and create the clusters in this stage of
nonhierarchical clustering, the following three steps are carried out:

1. Tag each compound with a sequential cluster label so that each is a
singleton.

2. For each pair of compounds, i and j ði < jÞ, compare the nearest-neighbor
lists on the basis of the three neighborhood conditions. If the three
conditions are passed, replace the cluster label for compound j with the
cluster label for compound i. Then, scan all previously processed com-
pounds and replace any occurrences of the cluster label for compound j by
the cluster label for compound i.

3. Scan to extract clusters by retrieving all compounds assigned the same
cluster label.

The Jarvis–Patrick method requires OðN2Þ time and OðNÞ space.

Relocation
Relocation methods start with an initial guess as to where the centers of

clusters are located. The centers are then iteratively refined by shifting com-
pounds between clusters until stability is achieved. The resultant clustering
is reliant upon the initial selection of seed compounds that serve as cluster cen-
ters. Hence, relocation methods can be adversely affected by outlier com-
pounds. [An outlier is a cluster of one item (a singleton or noise). It is on its
own, and the clustering method has not put it with anything else because it is
not similar enough to anything else.] The iterative refinement seeks an optimal
partitioning of the compounds but would likely find a suboptimal solution
because it would require the analysis of all possible solutions to guarantee
finding the global optimum. Nevertheless, the computational efficiency and
mathematical foundation of these methods have made them very popular,
especially with statisticians.

The best-known relocation method is the k-means method, for which
there exist many variants and different algorithms for its implementation.
The k-means algorithm minimizes the sum of the squared Euclidean distances
between each item in a cluster and the cluster centroid. The basic method used
most frequently in chemical applications proceeds as follows:

1. Choose an initial set of k seed compounds to act as initial cluster centers.
2. Assign each compound to its nearest cluster centroid (classification step).
3. Recalculate each cluster centroid (minimization step).
4. Repeat steps 2 and 3 for a given number of iterations or until no

compounds are moved from one cluster to another.

In step 1, the initial compounds are usually selected at random from the data
set. Random selection is quick and, for large heterogeneous data sets, likely to
provide a reasonable initial set. Steps 2 and 3 can be performed separately or
in combination. If done separately, the classification (step 2) is performed on
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all compounds before recalculation of each cluster centroid (step 3). This
approach is referred to as noncombinatorial (or batch update) classification.
If steps 2 and 3 are done in combination, moving a compound from its current
cluster to a new cluster (step 2) immediately necessitates recalculation of the
affected cluster centroids (step 3). This latter approach is called combinatorial
or online update classification. Most implementations for chemical applica-
tions use noncombinatorial classification. In step 4, convergence to a point
where no further compounds move between clusters, is usually rapid, but,
for safety, a maximum number of iterations can be specified. k-Means cluster-
ing requires OðNmkÞ time and OðkÞ space. Here, m is the number of iterations
to convergence, and k is the number of clusters. Because m is typically much
smaller than N and the effect of k can be reduced substantially through effi-
cient implementation, k-means algorithms essentially require OðNÞ time.

Mixture Model
Clustering can be viewed as a density estimation problem. The basic prem-

ise used in such an estimation is that in addition to the observed variables (i.e.,
descriptors) for each compound there exists an unobserved variable indicating
the cluster membership. The observed variables are assumed to arrive from a
mixture model, and the mixture labels (cluster identifiers) are hidden. The task
is to find parameters associated with the mixture model that maximize the
likelihood of the observed variables given the model. The probability distribu-
tion specified by each cluster can take any form. Although mixture model
methods have found little use in chemical applications to date, they are men-
tioned here for completeness and because they are obvious candidates for use
in the future.

The most widely used and most effective general technique for estimating
the mixture model parameters is the expectation maximization (EM) algo-
rithm.36 It finds (possibly suboptimally) values of the parameters using an
iterative refinement approach similar to that given above for the k-means re-
location method. The basic EM method proceeds as follows:

1. Select a model and initialize the model parameters.
2. Assign each compound to the cluster(s) determined by the current model

(expectation step).
3. Reestimate the parameters for the current model, given the cluster

assignments made in step 2, and generate a new model (maximization step).
4. Repeat steps 2 and 3 for n iterations or until the nth and ðn � 1Þth model

are sufficiently close.

This method requires prior specification of a model and typically takes a large
number of iterations to converge.

Note that the k-means relocation method is really a special case of EM
that assumes: (1) each cluster is modeled by a spherical Gaussian distribution,
(2) each data item is assigned to a single cluster, and (3) the mixture weights
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are equal. Assignment of each compound to the closest-cluster centroid is the
expectation step; recalculation of the cluster centroids (model parameters)
after assignment is the maximization step.

Topographic
Topographic clustering methods attempt to preserve the proximities

between clusters, thus facilitating visualization of the clustering results. For
k-means clustering, the cost function is invariant, whereas in topographic clus-
tering it is not, and a predefined neighborhood is imposed on the clusters to
preserve the proximities between them. The Kohonen, or self-organizing,
map,37,38 apart from being one of the most commonly used types of neural
network, is also a topographic clustering method. A Kohonen network uses
an unsupervised learning technique to map higher dimensional spaces of a
data set down to, typically, two or three dimensions (2D or 3D), so that clus-
ters can be identified from the neurons’ coordinates (topological position); the
values of the output are ignored. Initially, the neurons are assigned weight vec-
tors with random values (weights). During the self-organization process, the
data vectors of the neuron having the most similar weight vector to each
data vector and its immediately adjacent neurons are updated iteratively to
place them closer to the data vector. The Kohonen mapping thus proceeds
as follows:

1. Initialize each neuron’s weight vector with random values.
2. Assign the next data vector to the neuron having the most similar weight

vector.
3. Update the weight vector of the neuron of step 2 to bring it closer to the

data vector.
4. Update neighboring weight vectors using a given updating function.
5. Repeat steps 2–4 until all data vectors have been processed.
6. Start again with the first data vector, and repeat steps 2–5 for a given

number of cycles.

The iterative adjustment of weight vectors is similar to the iterative refinement
of k-means clustering to derive cluster centroids. The main difference is that
adjustment affects neighboring weight vectors at the same time. Kohonen
mapping requires O(Nmn) time and OðNÞ space, where m is the number of
cycles and n the number of neurons.

Other Nonhierarchical Methods
We have delineated the main categories of clustering methods applicable

to chemical applications above. We have also provided one basic algorithm as
an example of each. Researchers in other disciplines sometimes use variants of
these main categories. The main categories that have been used by those
researchers but omitted here include density-based clustering and graph-based
clustering techniques. These will be mentioned briefly in the next section.
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PROGRESS IN CLUSTERING METHODOLOGY

The representations used for chemical compounds are typically ‘‘data-
prints’’ (tens or hundreds of real number descriptors, such as topological
indexes and physicochemical properties) or fingerprints (thousands of binary
descriptors indicating the presence or absence of 2D structural fragments or
3D pharmacophores). These numbers can be compared to the tens or hundreds
of descriptors typically encountered in data mining and the thousands of
descriptors encountered in information retrieval. We now outline the develop-
ment of clustering methods that are suited to handling these representations
and that have been, or in the near future are likely to be, used for chemical
applications. Specific examples of chemical applications are given later in
the section entitled Chemical Applications.

Algorithm Developments

Having briefly outlined the basic algorithms that are implemented in
many of the standard clustering methods, we now set the algorithms in context
by reviewing their historical development, discuss the characteristics of each
method, and then highlight some of the variants that have been developed
for overcoming certain limitations. Clustering is now such a large area of
research and everyday use that this chapter must be selective rather than com-
prehensive in scope. The interested reader can access further details from
the references cited throughout this chapter and from the recent review by
Murtagh.39

Most of the development of hierarchical clustering methods occurred
from the 1960s through the mid-1980s, after which there was a period of con-
solidation, with little new development until recently. From this developmen-
tal period, two key publications were those of Lance and Williams29 in 1967
and the review of hierarchical clustering methods by Murtagh27 in 1985.
Following this developmental period, a few variations have been proposed.
Matula40 developed algorithms that implemented both divisive and agglom-
erative average-linkage methods, but with high computational costs for pro-
cessing large data sets. That same year, Jain, Indrayan, and Goel41 compared
single and complete linkage, group and weighted average, centroid, and med-
ian agglomerative methods and concluded that complete linkage performed
best in failing to find clusters from random data. Podani42 produced a useful
classification of agglomerative methods, in which the standard Lance–Wil-
liams update recurrence formula29 is split into two formulas. He also intro-
duced three new parameter variations, that is, three new agglomerative
methods were defined, but these seem to represent more of an inclusion for
the sake of completeness than a significant alternative to previously defined
parameter variations. Roux43 recognized the complexity problems in Matula’s
implementations40 and mentioned restrictions that could be applied to
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overcome them for a polythetic divisive implementation. Unfortunately, no
algorithmic details were given.

Overall, the Lance–Williams recurrence formula, and its subsequent
extensions, provides a consolidating basis for the implementation of hierarchic
agglomerative methods. However, the standard ways of implementation, that
is, by generating, storing, and updating the full distance matrix, or by gener-
ating distances as required, tend to be very demanding of computational
resources. The review by Murtagh39 explained how substantial reductions in
the computational requirements for some of these methods could be achieved
by using the reciprocal nearest neighbor approach. El-Hamdouchi and
Willett44 described the use of this approach for the implementation of the
Ward method for document clustering. That same year (1989) Rasmussen
and Willett45 discussed parallel implementation of single-link and Ward meth-
ods for both document and chemical structure clustering. The RNN approach
and single-link clustering have the additional advantage of only requiring a list
of descriptor vectors and a function to return the nearest neighbor of any input
vector, rather than a full proximity matrix. Downs, Willett, and Fisanick46

used RNN implementations of the Ward and group-average methods in a
comparison of methods for clustering compounds on the basis of property
data (see section below on Comparative Studies on Chemical Data Sets). These
two agglomerative methods have been used successfully in comparative studies
covering a wide range of nonchemical applications, and they have been shown
to provide consistently reasonable results. However, centroid- and medoid-
based methods, such as Ward (and k-means nonhierarchical), and the
group-average and complete-link methods tend to favor similarly sized hyper-
spherical clusters (i.e., clusters that are shaped like spheres in a space of more
than three dimensions), and they can fail to separate clusters of different
shapes, densities, or sizes. Single-link is not a centroid method; it uses just
the pairwise similarities and is more analogous to density-based methods.
Accordingly, it can find clusters of different shapes and sizes, but it is very sus-
ceptible to noise, such as outliers, and artifacts, and it has a tendency to pro-
duce straggly clusters (an effect known as chaining). The development of
traditional hierarchical methods largely ignored the issues of noise, and,
although the abilities of different methods to separate clusters were noted,
little was done about this problem other than to advise users to adopt more
than one method so that different types of clusters could be revealed.

Recent developments in the data mining community have produced
methods better suited to finding clusters of different shapes, densities, and
sizes. For example, Guha, Rastogi, and Shim47,48 developed an algorithm
called ROCK (RObust Clustering using linKs) that is a sort of hybrid between
nearest-neighbor, relocation, and hierarchical agglomerative methods.
Although more expensive computationally than RNN implementations of
the Ward method, the algorithm is particularly well suited to nonnumerical
data (of which the Boolean fingerprints used for chemical data sets are a
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special case, although they can also be represented as binary, a special case
of numeric). The same authors developed another algorithm called CURE
(Clustering Using REpresentatives).49 Here centroid and single-link-type
approaches are combined by choosing more than one representative point
from each cluster. With CURE, a user-specified number of diverse points is
selected from a cluster, so that it is not represented by just the centroid (which
tends to lead to hyperspherical clusters). To avoid the problem of influence
from selected points that might be outliers, which can result in a chaining
effect, the selected points are shrunk toward the cluster centroid by a specified
proportion. This results in a computationally more expensive procedure, but
the separation of differently shaped and sized clusters is better. Karypis, Han,
and Kumar50 also addressed the problems of cluster shapes and sizes in their
Chameleon algorithm. These authors provide a useful overview of the pro-
blems of other clustering methods in their summary. Chameleon measures
similarity on the basis of a dynamic model, which is to be contrasted with
the fixed model of traditional hierarchical methods. Two clusters are merged
only if their interconnectivity and closeness is high relative to the internal
interconnectivity and closeness within the two clusters. The characteristics
of each cluster are thus taken into account during the merging process rather
than assuming a fixed model that, if the clusters do not conform to it, can
result in inappropriate merging decisions that cannot be undone subsequently.
In a different study, Karypis, Han, and Kumar51 evaluated the use of multi-
level refinement methods to detect and correct inappropriate merging decisions
in a hierarchy. Fasulo52 reviewed some of the other recent developments in the
area of data mining with World Wide Web search engines. The developments
cited in that review describe work that reassesses the manner in which cluster-
ing is performed; a range of methods, which are more flexible in their separa-
tion of clusters, were evaluated. It is further pointed out that problems still
remain when scaling-up hierarchical clustering methods to the very high
dimensional spaces characteristic of many chemical data sets. Other funda-
mental issues remain, such as the problem of tied proximities in hierarchical
clustering.53 This problem was mentioned many years earlier by Jain and
Dubes,28 among others. Tied proximities occur when the proximities between
two different pairs of data items are equal, and result in ambiguous decision
points when building the hierarchy, effectively leading to many possible hier-
archies of which only one is chosen. MacCuish, Nicolaou, and MacCuish53

show tied proximities to be surprisingly common with the types of fingerprints
commonly used in chemical applications, and the problem increases with data
set size. What is not clear is whether such ties have a major deleterious effect
on the overall clustering and whether the chosen hierarchy is significantly dif-
ferent from any of the others that might have been chosen.

There has been little development of polythetic divisive methods since
the publication of the minimum-diameter method33 in 1991. Garcia et al.54

developed a path-based approach with similarities to single-link. The method
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has time requirements of OðMN2Þ for M clusters and N compounds, making
the method particularly suitable for finding a small number of clusters. Wang,
Yan, and Sriskandarajah55 updated the single criterion minimum-diameter
method with a multiple criteria algorithm that considers both maximum split
(intercluster separation) and minimum diameter in deciding the best biparti-
tion. Their algorithm reduces the dissection effect (similar items forced into
different clusters because doing so reduces the diameter) associated with the
minimum-diameter criterion and the chaining effect associated with the
maximum-split criterion. More recently, Steinbach, Karypis, and Kumar56

reported an interesting variant of k-means that is actually a hierarchical poly-
thetic divisive method. At each point where a cluster is to be split into two
clusters, the split is determined by using k-means, hence the name ‘‘bisecting
k-means.’’ The results for document clustering, using keywords as descriptors,
are shown to be better than standard k-means, with cluster sizes being more
uniform, and better than the agglomerative group-average method.

Monothetic divisive clustering has largely been ignored, although there
have been applications and development of a classification method closely
related to monothetic divisive clustering. This classification is recursive parti-
tioning, a type of decision tree method.57–60

Nonhierarchical algorithms that cluster the data set in a single pass, such
as the leader algorithm, have had little development, except to identify appro-
priate ways of preordering the data set so as to get around the problem of
dependency on processing order (work on this is discussed in the Chemical
Applications section). For multipass algorithms, however, efforts have been
made to minimize the number of passes required, in some cases reducing
them to single-pass algorithms. In the area of data mining, this work has
resulted in a method that does not fit neatly into the categorization used in
this review. Zhang, Ramakrishnan, and Livny61 developed a program called
BIRCH (Balanced Iterative Reducing and Clustering using Heuristics), an
OðN2Þ method that performs a single scan of the data set to sort items into
a cluster features (CF) tree. This operation has some similarity with the leader
algorithm; the nodes of the tree store summary information about clusters
of dense points in the data so that the original data need not be accessed
again during the clustering process. Clustering then proceeds on the in-
memory summaries of the data. However, the initial CF tree building re-
quires the maximum cluster diameter to be specified beforehand, and the
subsequent tree building is thus sensitive to the value chosen. Overall, the
idea of BIRCH is to bring together items that should always be grouped
together, with the maximum cluster diameter ensuring that the cluster summa-
ries will all fit into available memory. Ganti et al.62 outlined a variant of
BIRCH called BUBBLE. It does not rely on vector operations but builds up
the cluster summaries on the basis of a distance function that obeys the trian-
gle inequality, an operation that is more CPU demanding than operations in
coordinate space.
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Nearest-neighbor nonhierarchical methods have received much attention
in the chemical community because of their fast processing speeds and ease of
implementation. The comparative studies outlined in the next section (Com-
parative Studies on Chemical Data Sets) led to the widespread adoption of
the Jarvis–Patrick nearest-neighbor method for clustering large chemical
data sets. To improve results obtained by the standard Jarvis–Patrick imple-
mentation, several extensions have been developed. The standard implementa-
tion tends to produce a few large heterogeneous clusters and an abundance of
singletons, which is hardly surprising because the method was originally
designed to be space distorting,34 that is, contraction of sparsely populated
areas clusters and splitting of densely populated areas. Attempts to overcome
these tendencies include the use of variable-length nearest-neighbor lists,12,20

reclustering of singletons,63 and the use of fuzzy clustering.64 For variable-
length nearest-neighbor lists, the user specifies a proximity threshold so that
the lists will contain all neighbors that pass the threshold test rather than a
fixed number of nearest neighbors. During clustering, the comparison between
nearest-neighbor lists is made on the basis of a specified minimum percentage
of the neighbors in the shorter list being in common. These modifications help
prevent true outliers from being forced to join a cluster while preventing the
arbitrary splitting of large clusters arising from the limitations imposed by
fixed length lists. When using fingerprints for clustering chemical data sets,
Brown and Martin20 showed improved results compared with the standard
implementation, whereas Taraviras, Ivanciuc, and Cabrol-Bass65 show con-
trary results when clustering descriptors.

The reclustering of singletons is used in the ‘‘cascaded clustering’’
method of Menard, Lewis, and Mason.63 This method applies the standard
Jarvis–Patrick clustering iteratively, removes the singletons, and reclusters
them using less strict parameters until fewer than a specified percentage of sin-
gletons remain. The fuzzy Jarvis–Patrick method outlined by Doman et al.64 is
the most radical Jarvis–Patrick variant. In the fuzzy method, clusters in dense
regions are extracted using a similarity threshold and the standard crisp
method. The compounds are then assigned probabilities of belonging to
each of the crisp clusters. Any previously unclustered compounds not exceed-
ing a specified threshold probability of belonging to any of the crisp clusters
are regarded as outliers and remain as singletons.

Other nearest-neighbor methods include the agglomerative hierarchical
method of Gowda and Krishna,66 which uses the position of nearest neigh-
bors, rather than just the number, in a measure called the mutual neighbor-
hood value (MNV). Given points i and j, if i is the pth neighbor of j and j is
the qth neighbor of i, then the MNV is ðp þ qÞ. Smaller values of MNV indi-
cate greater similarity, and a specified threshold MNV is used to determine
whether points should be merged. Dugad and Ahuja67 extended the MNV
concept to include the density of two clusters that are being considered for
merger. In addition to the threshold MNV, if there exists a point k with
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MNV (i,k) less than MNV (i,j) but distance (i,k) greater than or equal to dis-
tance (i,j), then i is not a valid neighbor of j, and j is not a valid neighbor of i.
The neighbor validity check can result in many small clusters, but these
clusters can be merged afterward by relaxing the reciprocal nature of the
check.

Relocation algorithms are widely used outside of chemical applications,
largely because of their simplicity and speed. The original k-means noncombi-
natorial methods, such as that by Forgy,68 and the combinatorial methods,
such as that by MacQueen,69 have been modified into different versions for
use in many disciplines, a few of which are mentioned here. Efficient imple-
mentations of k-means include those by Hartigan and Wong70 and Spaeth.71

A variation of the k-means algorithm, referred to as the moving method, looks
ahead to see whether moving an item from one cluster to another will result in
an overall decrease in the square error (Eq. [2]); if it does, then the moving is
carried out. Duda and Hart72 and Ismail and Kamel73 originally outlined
this variant, while Zhang, Wang, and Boyle74 further developed the idea
and obtained better results than a standard noncombinatorial implementation
of k-means. Because the method relies on the concept of a centroid, it is usually
used with numerical data. However, Huang75 reported variants that use
k-modes and k-prototypes that are suitable for use with categorical and
mixed-numerical and categorical data, respectively.

The main problems with k-means are (1) the tendency to find hyperspher-
ical clusters, (2) the danger of falling into local minima, (3) the sensitivity to
noise, and (4) the variability in results that depends on the choice of the initial
seed points. Because k-means (and its fuzzy equivalent, c-means) is a centroid-
based method, nothing much can be done about the tendency to produce
hyperspherical clusters, although the CURE methodology mentioned above
might alleviate this tendency somewhat. Falling into local minima cannot
be avoided, but rerunning k-means with different seeds is a standard way of
producing alternative solutions. After a given number of reruns, the solution is
chosen that has produced the lowest square-error across the partition. An
alternative to this is to perturb an existing solution, rather than starting again.
Zhang and Boyle76 examined the effects of four types of perturbation on the
moving method and found little difference between them. Estivell-Castro and
Yang77 suggested that the problem of sensitivity to noise is due to the use of
means (and centroids) rather than medians (and medoids). These authors
proposed a variant of k-means based on the use of medoids to represent
each cluster. However, calculation of a point to represent the medoid is
more CPU-expensive [Oðn log nÞ for each cluster of size n] than that required
for the centroid, resulting in a method that is slightly slower than k-means (but
faster than EM algorithms36). A similar variant based on medoids is the PAM
(Partitioning Around Medoids) method developed by Kaufman and Rous-
eeuw.2 This method is very time consuming, and so the authors developed
CLARA (Clustering LARge Applications), which takes a sample of a data
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set and applies PAM to it. An alternative to sampling the compounds has been
developed by Ng and Han.78 Their CLARANS (Clustering Large Applications
based on RANdomized Search) method samples the neighbors, rather than the
compounds, to make PAM more efficient.

The most common way of choosing seeds for k-means is by random
selection, which is statistically reasonable given a large heterogeneous data
set. Alternatively, a set of k diverse seeds could be selected using, for example,
the MaxMin subset selection method.79,80 Diverse seeds have been shown to
give better clustering results by Fisher, Xu, and Zard.81 One of the early sug-
gestions, by Milligan,82 was that a partition resulting from hierarchical
agglomerative clustering should be used as the initial partition for k-means
to refine. It may seem counterproductive to initialize an OðNÞ method by first
running an OðN2Þ method, because it means that very large data sets cannot
be processed, but k-means is then effectively being used to refine individual
partitions and to correct inappropriate assignments made by the hierarchical
method. An iterative method for refining an entire hierarchy has been dis-
cussed by Fisher.83 The iterative method starts at the root (i.e., the top of
the hierarchy, with all compounds in one cluster), recursively removes each
cluster, resorts it into the hierarchy, and continues iterating until no clusters
are moved, other than moving individual items from one cluster to another.

Of the mixture model methods, the expectation maximization (EM) algo-
rithm36 is the most popular because it is a general and effective method for
estimating the model parameters and for fitting the model to the data. Though
now quite old, the method was relatively unused until a surge of recent interest
has propelled its further development and implementation for data mining
applications.84 As mentioned earlier, k-means is a special case of EM. How-
ever, because standard k-means uses the Euclidean metric, it is not appropriate
for clustering discrete or categorical data. The EM algorithm does not have
these limitations, and, since the mixture model is probabilistic, it can also
effectively separate clusters of different sizes, shapes, and densities. A major
contribution to the development of the EM algorithm came from Banfield
and Raftery85 who reparameterized the standard distributions to make them
more flexible and include a Poisson distribution to account for noise. Various
models were developed and compared using the approximate weight of evi-
dence (AWE) statistic, which estimates the Bayesian posterior probability of
the clustering solution. Fraley and Raftery86 subsequently replaced AWE by
the more reliable Bayesian information criterion (BIC), which enabled them to
produce an EM algorithm that simultaneously yields the best model and deter-
mines the best number of clusters. One other interesting aspect of their work is
that the EM algorithm is seeded with the clustering results from hierarchical
agglomerative clustering. It is not clear whether, by using a less expensive seed
selection, the EM algorithm will scale to the very large, high-dimensional data
sets of chemical applications, or if the necessary parameterization will be
acceptable in practice.
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The use of a fixed model in a clustering method favors retrieval of clus-
ters of certain shapes (as exemplified by the hyperspherical clusters retrieved
by centroid-based methods). An alternative is to use a density-based approach,
in which a cluster is formed from a region of higher density than its surround-
ing area. The clustering is then based on local criteria, and it can pick out
clusters of any shape and internal distribution. Such approaches are typically
not applicable directly to high dimensions, but progress is being made in that
direction within the data mining community. An example is the DBSCAN
(Density-Based Spatial Clustering of Applications with Noise) method of Ester
et al.87 that was subsequently extended by Ankerst et al.88 to give the OPTICS
(Ordering Points To Identify the Clustering Structure) method. These two
methods work on a principle that each point of a cluster must have at least
a given number of other points within a specified radius. Points fulfilling these
conditions are clustered; any remaining points are considered to be outliers,
that is, noise. The OPTICS method has been enhanced by Breunig et al.89 to
identify outliers, and by Breunig, Kriegel, and Sander,90 who combined it with
BIRCH61 to increase speed.

Other density-based approaches designed for high dimensions include
CLIQUE (Clustering In QUEst) by Agrawal et al.,91 and PROCLUS (PRO-
jected CLUSters), by Aggarwal et al.92 These two methods recognize that
high dimensional spaces are typically sparse so that the similarity between
two points is determined by a few dimensions, with the other dimensions being
irrelevant. Clusters are thus formed by similarity with respect to subspaces
rather than full dimensional space. In the CLIQUE algorithm, dense regions
of data space are determined by using cell-based partitioning, which are
then used as initial bases for forming the clusters. The algorithm works
from lower to higher dimensional subspaces by starting from cells identified
as dense in ðk � 1Þ-dimensional subspace and extending them into k-dimen-
sional subspace. The result is a set of overlapping dense regions that are
extracted as the clusters. Research into improving grid-based methods is con-
tinuing, as demonstrated by the variable grid method of Nagesh.93 In contrast,
the PROCLUS program generates nonoverlapping clusters by identifying
potential cluster centers (medoids) using a MaxMin subset selection proce-
dure. The best medoids are selected from the initial set by an iterative proce-
dure in which data items within the locality of a medoid (i.e., within the
minimum distance between any two medoids) are assigned to that cluster.
Rather than using all dimensions, the dimensions associated with each cluster
are used in the Manhattan segmental distance92 to calculate the distance of an
item from the cluster. The Manhattan segmental distance is a normalized form
of the Manhattan distance that enables comparison of different clusters with
varying numbers of dimensions. (The Manhattan, or city-block, or Hamming,
distance is the sum of absolute differences between descriptor values; in
contrast, the Euclidean distance is the square root of the sum of squares
differences between descriptor values.) Once the best medoids have been
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selected, a final single pass over the data set assigns each item to its nearest
medoid.

Graph-theoretic algorithms have seen little use in chemical applications.
The basis of these methods is some form of a graph in which the vertices are
the items in the data set and the edges are the proximities between them. Early
methods created clusters by removing edges from a minimum spanning tree or
by constructing a Gabriel graph, a relative neighborhood graph, or a Delauney
triangulation, but none of these graph-theoretic methods are suitable for high
dimensions. Reviews of these methods are given by Jain and Dubes28 and
Matula.94 Recent advances in computational biology have spurred develop-
ment of novel graph-theoretic algorithms based on isolating areas called
cliques or ‘‘almost cliques’’ (i.e., highly connected subgraphs) from the graph
of all pairwise similarities. Examples include the algorithms by Ben-Dor,
Shamir, and Yakhini,95 Hartuv et al.,96 and Sharan and Shamir97 that find
clusters in gene expression data. Jonyer, Holder, and Cook98 developed a hier-
archical graph-theoretic method that begins with the graph of all pairwise
similarities and then iteratively finds subgraphs that maximally compress the
graph. The time consumption of these graph-theoretic methods is currently too
great to apply to very large data sets.

One way to speed up the clustering process is to implement algorithms
on parallel hardware. In the 1980s Murtagh27,99 outlined a parallel version of
the RNN algorithm for hierarchical agglomerative clustering. Also in that
decade, Rasmussen, Downs, and Willett45,100 published research on parallel
implementations of Jarvis–Patrick, single-link, and Ward clustering for both
document and chemical data sets, and Li and Fang101 developed parallel algo-
rithms for k-means and single-link clustering. In 1990, Li102 published a
review of parallel algorithms for hierarchical clustering. This in turn elicited
a classic riposte from Murtagh103 to the effect that the parallel algorithms
were no better than the more recent OðN2Þ serial algorithms. Olson104 pre-
sented OðNÞ and OðN log NÞ algorithms for hierarchical methods using N
processors. For chemical applications, in-house parallel implementations
include the leader algorithm at the National Cancer Institute105 and k-means
at Eli Lilly79 (both discussed in the section on Chemical Applications), and
commercially available parallel implementations include the highly optimized
implementation of Jarvis–Patrick by Daylight14 and the multiprocessor version
of the Ward and group-average methods by Barnard Chemical Information.12

Another way of speeding up clustering calculations is to use a quick and
rough calculation of distance to assess an initial separation of items and then
to apply the more CPU-expensive, full-distance calculation on only those items
that were found to cluster using the rough calculation. McCallum, Nigam, and
Ungar106 exploited this idea by using the rough calculation to divide the data
into canopies (roughly overlapping clusters). Only items within the same canopy,
or canopies, were used in the subsequent full-distance calculations to deter-
mine nonoverlapping clusters (using, e.g., a hierarchical agglomerative, EM,
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or k-means method). The nature of the rough-distance measure used can guar-
antee that the canopies will be sufficiently broad to encompass all candidates
for the ensuing full-distance measure. These ideas to speed up nearest-
neighbor searches are similar to the earlier use of bounds on the distance
measure, as discussed by Murtagh.27

Comparative Studies on Chemical Data Sets

Much of the use of clustering for chemical applications is based on the
similar property principle.107 This principle, which holds in many, but cer-
tainly not all, structure–property relationships, states that compounds with
similar structure are likely to exhibit similar properties. Clustering on the basis
of structural descriptors is thus likely to group compounds having similar
properties. However, there exist many different clustering methods, each
having its own particular characteristics that are likely to affect the com-
position of the resultant clusters. Consequently, there have been several com-
parative studies on the performance of different clustering methods when
applied to chemical data sets. The first such studies were conducted by
Willett and Rubin5,108–110 in the early 1980s. These studies were highly
influential in the subsequent implementation of clustering methods in
commercial and in-house software systems used by the pharmaceutical
industry. Over 30 hierarchical and nonhierarchical methods were tested on 10
small data sets for which certain properties were known. Clustering was con-
ducted using 2D fingerprints as compound representations. The leave-one-out
approach (based on the similar property principle) was used to compare the
results of different clustering methods by predicting the property of each
compound (as the average of the property of the other members of the cluster)
and correlating it with the actual property. High correlations indicate that
compounds with similar properties have been clustered together. The results
indicated that the Ward hierarchical method gave the best overall per-
formance. But, this method was not well suited to processing large data sets due
to the requirement for random access to the fingerprints. The Jarvis–Patrick
nonhierarchical method results were almost as good and, because it does not
require the fingerprints to be in memory, it became the recommended method.

In the early 1990s, a subsequent study by Downs, Willett, and Fisanick46

compared the performance of the Ward and group-average agglomerative
methods, the minimum-diameter divisive hierarchical method, and the
Jarvis–Patrick nonhierarchical method when using dataprints of calculated
physicochemical properties. In this assessment, a data set was used that was
considerably larger than those used in the original studies.108–110 The results
highlighted the poor performance of the Jarvis–Patrick method in comparison
with the hierarchical methods. The hierarchical methods all had similar levels
of performance with the minimum-diameter method being slightly better for
small numbers of clusters. Brown and Martin20 then investigated the same
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clustering methods to compare their performance for compound selection,
using various 2D and 3D fingerprints. Active/inactive data was available for
the compounds in the data sets used, so assessment was based on the degree to
which clustering separated active from inactive compounds (into nonsingleton
clusters). Although the Jarvis–Patrick method was the fastest of the methods, it
again gave the poorest results. The results were improved slightly by using a
variant of the Jarvis–Patrick method that uses variable rather than fixed-length
nearest-neighbor lists.12 Overall, the Ward method gave the best and most
consistent results. The group-average and minimum-diameter methods were
broadly similar and only slightly worse in performance than the Ward method.

The influence of the studies summarized above can be seen in the
methods subsequently implemented by many other researchers for their appli-
cations (see the section on Chemical Applications). One method that was
included in the original assessment studies, but not in the later assessments,
is k-means. This method did not perform particularly well on the small data
sets of the original studies, and the resultant clusters were found to be very
dependent on the choice of initial seeds; hence it was not included in the sub-
sequent studies. However, k-means is computationally efficient enough to be
of use for very large data sets. Indeed, over the last decade k-means and its
variants have been studied extensively and developed for use in other disci-
plines. Because it is being increasingly used for chemical applications, any
future comparisons of clustering methods should include k-means.

How Many Clusters?

A problem associated with the k-means, expectation maximization, and
hierarchical methods involves deciding how many ‘‘natural’’ (intuitively
obvious) clusters exist in a given data set. Determining the number of ‘‘natural’’
clusters is one of the most difficult problems in clustering and to date no
general solution has been identified. An early contribution from Jain and
Dubes28 discussed the issue of clustering tendency, whereby the data set is ana-
lyzed first to determine whether it is distributed uniformly. Note that ran-
domly distributed data is not generally uniform, and, because of this, most
clustering methods will isolate clusters in random data. To avoid this problem,
Lawson and Jurs111 devised a variation of the Hopkins’ statistic that indicates
the degree to which a data set contains clusters. McFarland and Gans112 pro-
posed a method for evaluating the statistical significance of individual clusters
by comparing the within-cluster variance with the within-group variance of
every other possible subset of the data set with the same number of members.
However, for large heterogeneous chemical data sets it can be assumed that
the data is not uniformly or randomly distributed, and so the issue becomes
one of identifying the most natural clusters.

Nonhierarchical methods such as k-means and EM need to be initialized
with k seeds. This presupposes that k is a reasonable estimation of the number
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of natural clusters and that the seeds chosen are reasonably close to the cen-
ters of these clusters. Epter, Krishnamoorthy, and Zaki113 published one of the
few papers addressing these issues for large data sets. Their solution is appli-
cable to distance-based clustering and involves analysis of the histogram of
pairwise distances between data items. For small data sets, all pairwise dis-
tances can be used, whereas for large data sets, random sampling (up to
10% of the data set) can be used to lessen the quadratic increase in time
needed to generate the distances. For the distances calculated, the correspond-
ing histogram is generated and then scanned to find the first spike (a large
maximum followed by a large minimum). This point is used as the threshold
for intracluster distance. The graph containing distances within this threshold
contains connected components used to determine both the number of clusters
present in the data set and the initial starting points from within these clusters.
Assuming that a reasonable value for k is known, Fayyad, Reima, and
Bradley114,115 showed that one can minimize the problem of poor initial start-
ing points by sampling the data set to derive a better set of starting points. A
series of randomly selected subsets, larger than k, are extracted, clustered by k-
means, amalgamated, and then clustered again using each solution from the
subsets. The starting points from the subset giving the best clustering of the
amalgamated subset are then chosen as the set of refined points for the main
clustering, where ‘‘best’’ means the clustering that gives the minimal ‘‘distor-
tion,’’ that is, minimum error across the amalgamated subset. The method
aims to avoid selecting outliers, which may occur with other selection methods
such as MaxMin.

In hierarchical clustering, each level defines a partition of the data set
into clusters. However, there is no associated information indicating which
level is best in terms of splitting the data set into the ‘‘natural’’ number of clus-
ters present and with each cluster containing the most appropriate com-
pounds. Many methods and criteria have been proposed to try to derive
such information from the hierarchy so that the ‘‘best’’ level is selected.
Milligan and Cooper116 published the first comprehensive comparison of hier-
archy level selection methods, using psychology data. Thirty methods were
tested for their ability to retrieve the correct number of clusters from several
small data sets containing from 2 to 5 ‘‘natural’’ clusters. Fifteen years later,
Wild and Blankley117 published a major comparison of hierarchy level selec-
tion methods using chemical data sets. As part of that study, Ward clustering
with 2D fingerprints was used to evaluate the performance of nine hierarchy
level selection methods. The methods chosen were those that would be easy to
implement and that did not require parameters. Eight of those methods were
ones that Milligan and Cooper had previously examined; the ninth was a more
recent method published by Kelley, Gardner, and Sutcliffe.118 The study by
Wild and Blankley concluded that the point biseral,119 variance ratio criter-
ion,120 and Kelley methods gave the best overall results, with the Kelley
method being more computationally efficient than the others [scaling at less
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than OðN2Þ]. A test data set of 100 objects, represented by 2 features and
grouped into 5 natural clusters, is shown in Figure 3. The corresponding
plot of penalty values (calculated using the Kelley method) against the number
of clusters (Figure 4) shows a clear minimum at 5 clusters.

Test dataset (100 objects, 5 clusters)

0

10

20

30

40

50

10 20 30 40 500

feature 1

fe
at

ur
e 

2

Figure 3 An example data set of 100 objects, represented by 2 features, that fall into
5 natural clusters.
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Figure 4 Kelley plot of the penalty value against number of clusters for the data set of
100 items in Figure 3, showing the minimum at 5 clusters.
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Hierarchy level selection methods provide useful guidance in selecting
reasonable partitions from hierarchies where the underlying structure of the
data set is unknown. They are, however, a compromise in that they compare
entire partitions with each other rather than individual clusters. In disciplines
outside of chemistry, there is an increasing awareness that such global compar-
isons can mask comparative differences in local densities. For example, the
situation in Figure 5 shows three clusters (below the dendrogram) that cannot
be retrieved by using a conventional straight horizontal line across the dendro-
gram (such as that shown in Figure 1). Using a straight line can include either
item 8 with cluster [3,1,2] but merge [4,5] with [6,7], or keep [4,5] and [6,7]
separate but maintain 8 as a singleton. What may be required for the selection
of the ‘‘best,’’ nonoverlapping clusters from different partitions is a stepped (or
segmental) horizontal line, which is illustrated by the dotted line across the
dendrogram in Figure 5. No solution to deciding which is the best selection
of nonoverlapping clusters appears to have been published to date, but there
are examples of methods that are moving toward a solution. One such example
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Figure 5 An illustration of how a stepped hierarchy partition can extract particular
clusters (clusters [8,1,2,3], [4,5], and [6,7], as shown below the hierarchy).
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is the OPTICS method that orders items in a data set in terms of local criteria,
thus providing an equivalent to a density-based analysis.

A variety of different requirements exist for chemical applications. These
requirements dictate whether it is important to address the issues of how many
clusters exist, what the best partition is, and which the best clusters are. When
using representative sampling, for example, for high-throughput screening in
pharmaceutical research, the number of required clusters is usually set before-
hand. Hence, it is necessary to generate only a reasonable partition from which
to extract the required number of representative compounds. For analysis of
an unknown data set in, say, a list of vendor compounds, the number of clus-
ters is unknown. Hierarchical clustering with optimum level analysis should
provide suitable results for this scenario since the actual composition of
each cluster is not critical. For analysis of quantitative structure–activity rela-
tionships (QSAR), the number of clusters is unknown, and the quality of the
clusters becomes an important issue since complete clusters are required for
further analysis. It may be that recent developments87–93 related to density-
based clustering will help in this circumstance.

CHEMICAL APPLICATIONS

Having introduced and described the various kinds of clustering methods
used in chemistry and other disciplines, we are in a position to present some
illustrative examples of chemical applications. This section reviews a represent-
ative selection of publications that have reported or analyzed the use of clus-
tering methods for processing chemical data sets, largely from groups of
scientists working within pharmaceutical companies. The main applications
for these scientists are high-throughput screening, combinatorial chemistry,
compound acquisition, and QSAR. The emphasis is on pharmaceutical appli-
cations because these workers tend to process very large and high dimensional
data sets. This section is presented according to method, starting with hier-
archical and then moving to nonhierarchical methods.

Little has been reported on the use of hierarchical divisive methods for
processing chemical data sets (other than the inclusion of the minimum-
diameter method in some of the comparative studies mentioned above).
Recursive partitioning, which is a supervised classification technique very
closely related to monothetic divisive clustering, has, however, been used at
the GlaxoSmithKline57,58 and Organon59 companies.

There is, however, widespread use of hierarchical agglomerative tech-
niques, particularly the Ward method. At Organon, Bayada, Hamersma,
and van Geerestein121 compared Ward clustering with the MaxMin diversity
selection method, Kohonen maps, and a simple partitioning method to help
select diverse yet representative subsets of compounds for further testing.
The data came from HTS or combinatorial library results. Ward clustering
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was the only method that gave results consistently better than random selection
of compounds. It was also found that the standard technique of selecting the
compound closest to the centroid to serve as the representative for a cluster
tends to result in the selection of the smallest compound or the one with the
fewest features. This finding is not surprising because the centroid is the arith-
metic average of items in a cluster and hence the representative will be the
most common denominator. Users should be aware of this tendency
toward biased selection of a representative compound, since such a compound
could be less interesting as a drug-like molecule than others in the data set.
This effect was not observed when the clustering was done using the first 10
principal components of the descriptor set rather than relying directly on the
descriptors (such as fingerprints) themselves.

Van Geerestein, Hamersma, and van Helden122 used Ward clustering to
show that cluster representatives provide a significantly better sampling of
activity space than random selection. This key paper shows how clustering
can separate actives from inactives in a data set, so that a cluster containing
at least one active will contain more than an average number of other actives.
The introduction to their article also gives a succinct summary of why diversity
analysis (such as clustering) is of use as a lead finding strategy.

At Parke-Davis (now Pfizer), Wild and Blankley123 incorporated Ward
clustering and level selection (by the Kelley function118) into a program called
VisualiSAR, which supports structure browsing and the development of struc-
ture–activity relationships in HTS data sets. At the Janssen unit of the Johnson
and Johnson company, Engels et al.124 have similarly incorporated Ward clus-
tering and the Kelley function into a system (called CerBeruS) that is used for
analysis of their corporate compound database. The clustering was used to
produce smaller, more homogeneous subsets from which one representative
compound was selected as a screening candidate using the Kelley function
to determine the optimal clustering level(s). Engels et al.124 noted two further
advantages of a cluster-based approach. First, if a hit was found, related com-
pounds could be tested subsequently by extracting other possible candidates
from the cluster containing the hit, and, second, analyses of structure–activity
relationships (SAR) could be formulated by linking the results of all the screen-
ing runs so as to examine the cluster hierarchy at different levels. Engels and
Venkatarangan125 subsequently developed a two-stage sequential screening
procedure supported by clustering to make HTS more efficient.

Stanton et al.126 reported the use of complete-link clustering in the HTS
system at the Proctor & Gamble company. In situations where the screening
produces large numbers of hits, clustering was used to determine which com-
pound classes were present so that representatives could be taken. The amount
of follow-up analysis was reduced by an order of magnitude while still evalu-
ating which classes of compounds were present in the hits, thus increasing the
efficiency of selecting potential leads. The clusters also provided sets of com-
pounds to build preliminary SAR models. Furthermore, the clustering was
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found useful in the detection of false positives, especially from combinatorial
libraries. In these cases, the structural similarity between the hits was low and
their biological activity was subsequently attributed to a common side pro-
duct. Clustering was performed by Stanton127 using BCUT (Burden–CAS–
University of Texas) descriptors,128 with the optimum hierarchy level deter-
mined visually from the dendrogram. Visual selection was possible because
the hit sets were typically a few hundred compounds.

The most significant application of a nonhierarchical single-pass method
was for screening antitumor activity at the National Cancer Institute. A var-
iant of the leader algorithm was developed129 in which the descriptors were
weighted by occurrence in each compound, size of the fragment, and
frequency of occurrence in the data set. Because of the use of these weighted
descriptors, an asymmetric coefficient129 was used to determine similarity,
rather than the more usual Tanimoto coefficient. The data set was then
ordered by the increasing sum of fragment weights to remove the order depen-
dency associated with the leader algorithm (or at least, to have a reasonable
basis for choosing a particular order) and to enable the use of heuristics to
reduce the number of similarity calculations. Compounds were then assigned
to any existing cluster for which they exceeded the given similarity threshold,
thus creating overlapping clusters. The algorithm was implemented on parallel
hardware,105 and the results from clustering several data sets were presented
with a discussion on the large number of singleton clusters produced.130

Another variant on the leader algorithm was proposed by Butina.131 In his
approach, the compounds are first sorted by decreasing number of near neigh-
bors (within a specified threshold similarity), thus again removing the order
dependence of the basic algorithm. Of course, identifying the number of
near neighbors for each compound introduces an O(N2) step, which in turn
obviates the single-pass algorithm’s primary advantage of linear speed.

At Rohm and Haas Company, Reynolds, Drucker, and Pfahler132 devel-
oped a two-pass method similar to the initial assignment stage of k-means. In
the first pass, a similarity threshold is specified, and then the sphere exclusion
diverse subset selection method80 is used to select the cluster seeds (referred to
as probes). In the second pass, all other compounds are assigned to the most
similar probe (the published version unnecessarily performs this in two stages).
Clark and Langton133 adopted a similar methodology in the Tripos OptiSim fast
clustering system for selecting diverse yet representative subsets. OptiSim
works by selecting an initial seed at random, selecting a random sample of
size K, analyzing the random sample by choosing the most dissimilar member
of the sample from existing seeds, and, if the minimum similarity threshold, R,
to all existing seeds is exceeded, adding it to the seed set. This operation
continues until the specified number of seeds, M, has been selected or no
more candidates remain. All other compounds are then assigned to their near-
est seed (which is equivalent to the initial assignment stage of k-means, with
no refinement). OptiSim is an obvious amalgam of the MaxMin and sphere
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exclusion subset selection methods80 and the Reynolds system mentioned
above. It also bears similarities with other methods, particularly the clustering
of merged multiple random samples reported by Bradley and Fayyad.115

The widespread application of the Jarvis–Patrick nonhierarchical
method exists in part because of the influence of the publications by Willett
et al.5,108–110 but also because of the availability of the efficient commercial
implementation from Daylight14 for handling very large data sets. The first
publication on the use of Jarvis–Patrick clustering for compound selection
from large chemical data sets was from researchers who implemented it at
Pfizer Central Research (UK).134 Clustering was done using 2D fragment
descriptors, with calculation of the list of 20 nearest neighbors using the effi-
cient Perry–Willett inverted file approach.35 After clustering the data set of
about 240,000 compounds, singletons were moved to the most similar nonsin-
gleton cluster, and representative compounds were then extracted by generat-
ing cluster centroids and selecting the compound closest to each centroid.

Earlier in this chapter, we mentioned the cascaded Jarvis–Patrick63 and
fuzzy Jarvis–Patrick64 variants. The cascaded Jarvis–Patrick method was
implemented at Rhone-Poulenc Rorer (RPR) based on using Daylight 2D
structural fingerprints and Daylight’s Jarvis–Patrick program. With this var-
iant, singletons are reclustered using less strict parameters so that the single-
tons do not dominate the set of representative compounds selected. The
applications reported by the RPR researchers63 include selection of com-
pounds from the corporate database for HTS and comparison of the corporate
database with external databases, such as the Available Chemicals Directory,
to assist in compound acquisition. The fuzzy Jarvis–Patrick variant was devel-
oped and implemented at G. D. Searle and Company for analysis of their com-
pound database to help support their screening program. The Searle
researchers64 initially used the Daylight implementation but found the chain-
ing and singleton characteristics of the standard method to be significant
drawbacks. This in turn prompted them to develop a variant with different
characteristics.

McGregor and Pallai135 discussed an in-house implementation of the stan-
dard Jarvis–Patrick algorithm at Procept Inc. They used the MDL 2D
structural descriptors to compare and analyze external databases for efficient
compound acquisition. Shemetulskis et al.136 also reported the use of Jarvis–
Patrick clustering to assist in compound acquisition at Parke-Davis, giving
results from analysis and comparison of the CAST3D and Maybridge com-
pound databases with the corporate database. In a two-stage process, repre-
sentatives, comprising about a quarter of the compounds, were selected
from each data set by clustering on the basis of 2D fingerprints. Each data
set was then merged with the corporate database, and the clustering run again
on the basis of calculated physicochemical property descriptors. Clusters
containing only CAST3D or Maybridge compounds were tagged as highest
priority for acquisition. Dunbar137 summarized the compound acquisition
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report,135 discussed the use of clustering methods to assist in HTS, and then
outlined the use at Parke-Davis of Jarvis–Patrick clustering to assist tradi-
tional, low-throughput screening. The aim of the Parke-Davis group was to
generate a representative subset of no more than 2000 compounds selected
from about 126,000 compounds in the Parke-Davis corporate database so
that they could be used in a particularly labor-intensive cell-based assay.
Jarvis–Patrick clustering was run to generate an initial set of 25,000 non-
singleton clusters. The compounds closest to the centroids were reclustered
to give about 2,300 clusters. The compounds closest to these centroids were
then analyzed manually providing a final selection of about 1,400 compounds.
An interesting feature of this process was that singletons were rejected at each
stage, rather than being assigned to the nearest nonsingleton cluster (as at
Pfizer, UK) or being reclustered separately (as in the cascaded clustering
method used at Rhone-Poulenc Rorer).

Jarvis–Patrick clustering has also been used to support QSAR analysis
in a system developed at the European Communities Joint Research
Center.7,138–140 The EINECS (European Inventory of Existing Chemical Sub-
stances) database contains more than 100,000 compounds and has been clus-
tered using 2D structural descriptors. That database also has associated
physicochemical properties and activities, but the data is very sparse. Jarvis–
Patrick clustering was used to extract clusters containing sufficient compounds
with measured data for an attempt to be made to estimate the properties of
members of the cluster lacking the data. For a few clusters, it was used to
develop reasonable QSAR models.

An example of how use of k-means clustering can be used for QSAR ana-
lysis of small data sets is that by Lawson and Jurs141 who clustered a set of 143
acrylates from the ToSCA (Toxic Substances Control Act) inventory. For large
chemical data sets, the seminal paper is that published by Higgs et al.,79 at Eli
Lilly and Company. These authors examined three methods of subset selection
to assist their HTS and development of combinatorial libraries. The three
methods were k-means, MaxMin, and D-optimal design. Seed compounds
were selected by the MaxMin method, and the k-means algorithm was imple-
mented on parallel hardware. This research was part of the compound acqui-
sition strategy to support HTS. The Lilly group used an extensive system of
filters to ensure that selected compounds were pharmaceutically acceptable.
No recommendations were offered in the paper as to the best method.

The use of a topographic clustering method for chemical data sets is
exemplified by the work of Sadowski, Wagener, and Gasteiger.142 The authors
compared three combinatorial libraries using Kohonen mapping. Each com-
pound within a library was represented by a 12-element autocorrelation vector
(a sort of 3D-QSAR descriptor). The vectors were used as input to a 50 � 50
Kohonen network. Mapping the combinatorial libraries onto the same net-
work placed each compound from the library at a particular node in the net-
work. A 2D display of the positions of each compound revealed the degree of
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overlap between the libraries. Two very dissimilar libraries formed two dis-
tinct clusters with little overlap, whereas two very similar libraries showed
no distinction.

The use of mixture-model or density-based clustering has not yet been
reported for processing chemical data sets. An interesting application of these
techniques is their use to group the compound descriptors so as to obtain a set
of orthogonal descriptors. Up to this point, the clustering that we have dis-
cussed has been applied to the patterns (fingerprints or dataprints) character-
izing each compound; this is the ‘‘Q-mode clustering’’ referred to by Sneath
and Sokal.1 One can also cluster the features (the descriptors used in the fin-
gerprints or dataprints) to highlight groups of similar descriptors. Sneath and
Sokal call this ‘‘R-mode clustering.’’ The similar property principle, upon
which structure–property relationships depend, assumes that the compound
descriptors are independent of each other. Reducing the number of descriptors
can thus help in subsequent Q-mode clustering by reducing the dimensionality.
Clustering the descriptors, so that a subset of orthogonal descriptors can be
extracted, is an alternative to factor analysis and principal components analy-
sis. Using an orthogonal subset of descriptors has the benefit that the result is a
set of individual descriptors rather than composite descriptors. Taraviras,
Ivanciuc, and Cabrol-Bass65 applied the single-link, group-average, complete-
link, and Ward hierarchical methods, along with Jarvis–Patrick, variable-
length Jarvis–Patrick, and k-means nonhierarchical methods to a set of 240
topological indices in an attempt to reveal any ‘‘natural’’ clusters of the
descriptors. Descriptors that were found to exist in the same clusters across
all seven methods were regarded as being strongly clustered. Reducing the
number of methods that needed to be in agreement revealed progressively
weaker clusters. Overall, it was found that the strategy of using multiple clus-
tering methods for R-mode clustering could be used to provide representative
sets of orthogonal descriptors for use in QSAR analysis.

CONCLUSIONS

Clustering methodology has been developed over many decades. The
application of clustering to chemical data sets began in the 1980s, coinciding
with the increasing size of in-house compound collections having their infor-
mation contained in structural databases and with advances made by the
information retrieval community to analyze large document collections. In
the 1990s the advent of high-throughput screening, combinatorial libraries,
and commercially available external chemical inventories placed a greater
emphasis on rational compound selection. The demands of clustering data
sets of several million compounds with high-dimensional representations led
to the widespread adoption of a few inherently efficient and optimally imple-
mented methods, namely, the Jarvis–Patrick, Ward, and k-means methods.

Conclusions 33



Acceptance of these methods—and inclusion of them as routine operations
within such applications as lead-finding strategies, QSAR analyses, and com-
pound acquisition—has been a gradual process rather than an abrupt revolu-
tion. The current decade should see this process continue as the methodologies
are refined. The push for such advancement appears to be coming again from
the information retrieval community but also from the data mining commu-
nity, which has made significant progress. The emphasis of current research
is turning toward the quality of the resultant clusters. It has been shown
that, using representatives selected from clusters for lead-finding can increase
the active hit rate significantly and consistently.

The results so far in chemistry are promising, but research in other areas
outside of chemistry suggests that clustering is still a blunt instrument that can
be sharpened by refinements. An example of this refinement is to be able to
handle mixed or nonnumerical data, and another example is to take more con-
sideration of cluster sizes, shapes, and distribution. The existing methods and
implementations used to analyze chemical data sets do an impressive job when
compared with the situation a decade ago. What is exciting is the number of
new ideas that are being generated that should result in significant advances in
the next decade.
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CHAPTER 2

The Use of Scoring Functions in Drug
Discovery Applications

Hans-Joachim Böhm and Martin Stahl

F. Hoffmann-La Roche AG, Pharmaceuticals Division, Chemical
Technologies, CH-4070 Basel, Switzerland

INTRODUCTION

Structure-based design has become a mature and integral part of medici-
nal chemistry. It has been convincingly demonstrated for a large number of
targets that the three-dimensional (3D) structure of a protein can be used to
design small molecule ligands binding tightly at this target. Indeed, several
marketed compounds can be attributed to a successful structure-based
design.1–4 Several reviews summarize these results.5–9

Since the introduction of molecular modeling and structure-based design
into the drug discovery process in the 1980s, there has been a significant
change in the role these computational techniques are playing. Early molecular
modeling work concentrated on the manual design of protein ligands using the
3D structure of a target. Usually, the creativity of the designer was used to
build a novel putative ligand using computer graphics followed by a molecular
mechanics calculation of the resulting protein–ligand complex. A geometric
and energetic analysis of the energy-minimized complex was then used to
assess the putative ligand. A good complementarity of the shape and surface
properties between the protein and ligand was used as an indication that the
ligand might indeed bind to the protein with high affinity.
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However, designing a single, active, synthetically accessible compound
turned out to be a greater challenge than expected. It is still difficult to
computationally predict induced-fit phenomena and binding affinities for
new ligand candidates. But while existing modeling tools are certainly not sui-
table to design the one perfect drug molecule, they can help to enrich sets of
molecules with greater numbers of biologically active candidates, even though
the rates of false positives (and false negatives) are still high. Thus, an impor-
tant current goal of molecular design is to increase the hit rate in biological
assays compared to random compound selections, which means that struc-
ture-based design approaches now focus on the processing of large numbers
of molecules. These ‘‘virtual libraries’’ of molecules can consist of either exist-
ing molecules (e.g., the compound collection of a pharmaceutical company) or
of putative novel structures that could be synthesized via combinatorial chem-
istry. The computational goal is to rapidly assess millions of possible mole-
cules by filtering out the majority that are predicted to be extremely unlikely
to bind, and then to prioritize the remaining ones. This approach is, in fact, a
successful strategy, and several recent publications have demonstrated
impressive enrichment of active compounds.10–15 The change of focus from
individual compounds to compound libraries has been supported by three
major developments that have taken place since the early days of molecular
design:

1. An exponentially growing number of 3D protein structures is available in
the public domain. Consequently, the number of projects relying on
structural information has increased, and structure-based ligand design is
nowadays routinely carried out at all major pharmaceutical companies.
The amount of structural knowledge is so large that automated methods
are needed to make full use of it.

2. High throughput screening (HTS) has become a well-established process.
Large libraries of several hundred thousand compounds are routinely tested
against new targets. This biological testing can, in many cases, be carried
out in less than one month.

3. Synthetic chemistry has undergone a major change with the introduction of
combinatorial and parallel chemistry techniques. There is a continuous
trend to move away from the synthesis of individual compounds toward the
synthesis of compound libraries, whose members are accessible through the
same chemical reaction using different chemical building blocks.

To offer a competitive advantage, structure-based design tools must now
be fast enough to prioritize thousands of compounds per day. Several algo-
rithms have been developed that allow for de novo design16,17 or for flexible
docking18 of hundreds to thousands of small molecules into a protein bind-
ing site per day on a single CPU computer. Essential components of all
these structure-based design software tools are scoring functions that translate
computationally determined protein–ligand interactions into approximate
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estimations of binding affinity. These scoring functions guide the conforma-
tional and orientational search of a ligand within the binding site and ulti-
mately provide a relative ranking of putative ligands with respect to a target.
The purpose of this chapter is to describe some of these functions, discuss their
strengths and weaknesses, explain how they are used in practical applications,
and present selected results to highlight the current status of the field.

The Process of Virtual Screening

In this section, we discuss a general strategy of virtual screening based on
the 3D structure of a target. Typically, the following steps are typically taken.

1. Analysis of the 3D protein structure.
2. Selection of one or more key interactions that need to be satisfied by all

candidate molecules.
3. Computational search (by docking and/or pharmacophore queries) in

chemical databases for compounds that fit into the binding site and satisfy
key interactions.

4. Analysis of the retrieved hits and removal of undesirable compounds.
5. Synthesis or purchase of the selected compounds.
6. Biological testing.

The first step is usually a careful analysis of available 3D protein struc-
tures. If possible, highly homologous structures will also be analyzed, either to
generate additional ideas about possible ligand structural motifs or to gain
some insight on how to achieve selectivity relative to other proteins of the same
class. A superposition of different protein–ligand complexes can provide some
indication about key interactions that are repeatedly found in tight binding
protein–ligand complexes. Such an overlay will also highlight flexible parts
of the protein. Programs like GRID19 or LUDI20,21 are frequently used to
visualize potential interaction sites (hot spots) in the binding site of the pro-
tein. If there are conserved water molecules in the binding site mediating
hydrogen bonds between the protein and the ligand, and if these water
molecules cannot be replaced, then including them in the docking process
can dramatically improve the hit rate.13–15

An important result from the aforementioned 3D structure analysis is
usually the identification of one or more key interactions that all ligands
should satisfy. An example of such a binding hypothesis is that aspartic pro-
tease inhibitors should form at least one hydrogen bond to the catalytic Asp
side chains. Although it could be left to the computational algorithm using
a good scoring function to pick molecules, experience indicates that the per-
centage of active compounds in a designed library can be significantly
increased if a good binding hypothesis is used as filter. In addition, part of a
known ligand may be used as a starting scaffold, and virtual screening tech-
niques can then be used to select side chains.
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Once a reasonable binding hypothesis has been generated, the next step
is the actual virtual screening. Whether one uses databases of commercially
available compounds or ‘‘virtual’’ libraries of hypothetical chemical structures,
it makes sense to dock not just any compound, but only those that pass a num-
ber of simple property filters. Such filters remove

1. Compounds with reactive functional groups. Reactive groups such as
��SO2Cl and ��CHO cause problems in some biological assays due to
nonspecific covalent binding to the protein.

2. Compounds with a molecular weight below 150 or above 500. Very small
molecules like benzene are known to bind to proteins in a rather
nonspecific manner and at several sites. Very large molecules (like
polypeptides) are difficult to optimize subsequently because bioavailability
is usually low for compounds with a molecular weight above 500.

3. Compounds that are not ‘‘drug-like’’ according to criteria that have been
derived from sets of known drugs.22,23

Each remaining compound is then docked into the binding site and
scored. The docking process is the most demanding step computationally
and is usually carried out on multiprocessor computers. Depending on the
docking algorithm and the scoring function, this step may easily take several
days of CPU time. The result is a list of several hundred to a few thousand
docked small molecule structures each with a computed score, which is further
analyzed to weed out undesirable structures. Selection criteria could be

1. Lipophilicity, if not addressed before. Highly lipophilic molecules are
difficult to test because of their low solubility in water.

2. Structural class. If 50% of the docked structures belong to a single chemical
class, it is probably unnecessary to test all of them.

3. Improbability of docked binding mode. Fast docking tools cannot produce
reasonable solutions for all compounds. Often even some high-scoring
compounds are found to be docked to the outer surface of the protein.
Computational filters help to detect such situations.

Finally, the selected compounds are purchased or synthesized and then
tested. If the goal is to identify weakly binding small molecules, it is important to
ensure that the biological assay is sensitive and robust enough to pick up these
molecules. Measurements using 100–1000 mM concentration of the ligand fre-
quently cause problems due to the limited solubility of the ligands in water. To
compensate for this, the assay is often carried out in the presence of 1–5%
dimethyl sulfoxide (DMSO) (see, e.g., Ref. 14).

Note that the process of virtual screening still involves manual interven-
tions at various stages. In principle, the whole process can be carried out in a
fully automated manner, but in practice visual inspection and manual selection
are still very useful.
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Major Contributions to Protein–Ligand Interactions

The selective binding of a low molecular weight ligand to a specific pro-
tein is determined by the structural and energetic recognition of those two
molecules. For ligands of pharmaceutical interest, the protein–ligand interac-
tions are usually noncovalent in nature. The binding affinity can be determined
from the experimentally measured binding constant Ki

�G ¼ �RT ln Ki ¼ �H � T�S ½1�

The experimentally determined binding constants Ki are typically in the range
of 10�2 to 10�12 mol/L, corresponding to a Gibbs free energy of binding �G
between �10 and �70 kJ/mol in aqueous solution.6,24

There exists a growing body of experimental data on 3D structures of
protein–ligand complexes and binding affinities.25 These data indicate that
several features can be found in almost all complexes of tightly bound ligands.
These features include

1. A high steric complementarity between the protein and the ligand. This
observation is consistent with the long established lock-and-key paradigm.

2. A high complementarity of the surface properties. Lipophilic parts of the
ligands are most frequently found to be in contact with lipophilic parts of
the protein. Polar groups are usually paired with suitable polar protein
groups to form hydrogen bonds or ionic interactions.

3. The ligand usually adopts an energetically favorable conformation.

Generally speaking, direct interactions between the protein and the ligand are
essential for binding. The most important types of direct interactions are
depicted in Figure 1.

Structural data on unfavorable protein–ligand interactions are sparse.
The scarcity of such complexes is due, in part, to the fact that structures of
weakly binding ligands are more difficult to obtain and they are usually con-
sidered less interesting by many drug discovery chemists and structural biolo-
gists. However, weak binding data are vital for the development of scoring
functions. What data are available indicate that unpaired buried polar groups
at the protein–ligand interface are strongly adverse to binding. For example,
few buried CO and NH groups in folded proteins fail to form hydrogen
bonds.26 Therefore, in the ligand design process, one has to ensure that polar
functional groups, either of the protein or the ligand, will find suitable coun-
terparts if they become buried upon ligand binding. Another situation that can
lead to diminished binding affinity is imperfect steric fitting, which leads to
holes at the protein–ligand interface.

The enthalpic and the entropic component of the binding affinity can be
determined experimentally, for example, by isothermal titration calorimetry
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(ITC). Unfortunately, these data are still sparse and are difficult to interpret.27

Existing thermodynamic data indicate that there is always a substantial
compensation between enthalpic and entropic contributions.28–30 The data
also show that the binding may be enthalpy-driven (e.g., streptatividin–biotin,
�G ¼ �76:5 kJ/mol;�H ¼ �134 kJ/mol) or entropy-driven (e.g., streptavi-
din–2-(40-hydroxy-azobenzene)benzoic acid (HABA), �G ¼ �22:0 kJ/mol;
�H ¼ þ7:1 kJ/mol).31 Data from protein mutants yield estimates of
5 � 2:5 kJ/mol for the contribution from individual hydrogen bonds to the
binding affinity.32–34 Similar values have been obtained for the contribution
of an intramolecular hydrogen bond to protein stability.35–37 The consistency
of experimental values derived from different proteins suggests some degree of
additivity in the hydrogen-bonding interactions.

The contribution of hydrogen bonds to the binding affinity strongly
depends on solvation and desolvation effects. Here lies the biggest challenge
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bonds). In addition, hydrogen
bonds are often involved. Some
interactions can be charge assisted.
Cation–p interactions and metal
complexation can also play a sig-
nificant role in individual cases.

46 The Use of Scoring Functions in Drug Discovery Applications



in the quantitative treatment of protein–ligand interactions: providing an
accurate description of the role of water molecules (Figure 2). It has been
shown, by comparing the binding affinities of ligand pairs differing by just
one hydrogen bond, that the existence of an individual hydrogen bond can
even be adverse to binding.38 Charge-assisted hydrogen bonds are stronger
than neutral ones, but this enhancement in binding is paid for by higher
desolvation penalties. The electrostatic interaction of an exposed salt bridge
is worth as much as a neutral hydrogen bond (5 � 1 kJ/mol according to
Ref. 39), and the same interaction in the interior of a protein can be signifi-
cantly larger.40

The experimental determination of �H and �S sometimes yields surpris-
ing results, as, for example, in the thermodynamics of hydrogen-bond forma-
tion in the complex of FK506 or rapamycin with FK506-binding protein
(FKBP).34 Binding to the wild-type and to the mutant Tyr 82 ! Phe 82 was
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Figure 2 Role of water molecules in hydrogen bonds (upper part) and lipophilic
interactions (lower part). In the unbound state (left side), the polar groups of the ligand
and the protein form hydrogen bonds to water molecules. These water molecules are
replaced upon complex formation. The hydrogen-bond inventory (total number of
hydrogen bonds) does not change. In contrast, the formation of lipophilic contact
increases the total number of hydrogen bonds due to the release of water molecules from
the unfavorable lipophilic environment.
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studied. From X-ray studies, it was known that the side chain hydroxyl of Tyr
82 forms a hydrogen bond with the ligand. If Tyr 82 is replaced by Phe, then
one hydrogen bond is lost. As expected, the ligand-binding affinity was slightly
reduced. The free enthalpy difference is 4 � 1:5 kJ/mol. Somewhat unexpect-
edly, however, this destabilization is due to an entropy loss. In other words,
the formation of this particular hydrogen bond is enthalpically unfavorable
but entropically favorable. The entropy gain appears to be mainly due to
the replacement of two water molecules by the ligand.41

Lipophilic interactions are essentially contacts between apolar parts
of the protein and the ligand. The generally accepted view is that lipophilic
interactions are mainly the result of the replacement and release of ordered
water molecules and thus are entropy-driven processes.42,43 The entropy
gain is due to the fact that the water molecules are no longer positionally con-
fined. There are also enthalpic contributions to lipophilic interactions. Water
molecules occupying lipophilic binding sites are unable to form hydrogen
bonds with the protein. If they are released, they can form strong hydrogen
bonds with bulk water. It has been shown in many cases that the lipophilic
contribution to the binding affinity is proportional to the lipophilic surface
area buried from the solvent and typically has values in the range of 80–
200 J/(mol Å2).44–46

Conformational flexibility is another factor influencing the binding affin-
ity. Usually, a ligand binds in a single conformation and therefore loses much
of its conformational flexibility upon binding. Greater binding affinities have
been observed for cyclic derivatives of ligands that otherwise adopt the same
binding mode.47,48 The entropic cost of freezing a single rotatable bond has
been estimated to be 1.6–3.6 kJ/mol at 300 K.49,50 Recent estimates derived
from nuclear magnetic resonance (NMR) shift titrations of open-chain dicat-
ions and dianions are much lower (0.5 kJ/mol),51 but in those systems the con-
formational restriction may not have been as high as in a protein-binding site.
The entropic cost of the external (translational and orientational) degrees of
freedom has been estimated to be around 10 kJ/mol.52,53

In spite of many inconsistencies and difficulties in interpretation, most of
the experimental data suggests that simple additive models for the protein–
ligand interactions might be a good starting point for the development of
empirical scoring functions. Indeed, the first published scoring functions
were actually built based on experimental work that was published by about
1992, including studies on thermolysin54 and vancomycin.50,55

Figure 3 summarizes some of the interactions that play a role in receptor–
ligand binding. Binding involves a complex equilibrium between ensembles of
solvated species. In the next section, we will discuss various approaches that
are used to capture essential elements of this equilibrium in computationally
efficient scoring functions. The discussion focuses on general approaches
rather than individual functions. The reader is referred to Table 1 for original
references to the most important scoring functions.56–114
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DESCRIPTION OF SCORING FUNCTIONS FOR
RECEPTOR–LIGAND INTERACTIONS

A rigorous theoretical treatment of reversible receptor–ligand binding
requires full consideration of all species involved in the binding equilibrium.
In the unbound state, both the ligand and the receptor are separately solvated
and do not interact. In the bound state, both partners are partially desolvated
and form interactions with each other. Since it is the free energy of binding one
is interested in determining, the energies of the solvated receptor, the solvated
ligand, and the solvated complex should be calculated as ensemble averages.

hydrophobic contacts

hydrogen bond

charge-assisted hydrogen bond

solvated ensemble
of ligand conformations

solvated receptor
binding site

solvated receptor-ligand complex

OH

N

OO

HO

N

OO

Figure 3 Overview of the receptor–ligand binding process. All species involved are
solvated by water (symbolized by gray spheres). The binding free energy difference
between the bound and unbound state is a sum of enthalpic components (breaking and
formation of hydrogen bonds, formation of specific hydrophobic contacts), and entropic
components (release of water from hydrophobic surfaces to solvent, loss of
conformational mobility of receptor and ligand).
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The appropriate statistical mechanics treatment has been reviewed else-
where118 and is not the topic of this chapter. Large-scale Monte Carlo or
molecular dynamics (MD) simulations are necessary to derive reasonably
accurate values of binding free energies. These computational methods are
only suitable for small sets of compounds, since they require large amounts
of computational resources. Moreover, even the most advanced techniques
are reliable only for calculating binding free energy differences between closely
related ligands.119–122 However, a number of less rigorous but faster scoring
schemes have been developed that should be amenable to larger numbers of
ligands. For example, recent experience has shown that continuum solvation
models can replace explicit solvent molecules, at least in the final energy eval-
uation of the simulation trajectory.123 Another less expensive alternative for
computing binding free energies is the use of linear reponse theory109,110 in
conjunction with a surface term.112

Scoring functions that can be evaluated quickly enough to be practical in
docking and virtual screening applications are very crude approximations to
the free energy of binding. They usually take into account only one receptor–
ligand complex structure and disregard ensemble averaging and properties of
the unbound state of the binding partners. Furthermore, all scoring methods
have in common the fact that the free energy is obtained from a sum of terms.
In a strict physical sense, this is not possible, since the free energy of binding is
a state function, but its components are not.124 Furthermore, simple additive
models cannot describe subtle cooperativity effects.125 Nevertheless, it is often
useful to interpret receptor–ligand binding in an additive fashion,126–128 and
estimates of binding free energy are available in this way at very low compu-
tational cost. Fast scoring functions can be categorized into three main
classes: (1) force field-based methods, (2) empirical scoring functions, and
(3) knowledge-based methods. Each of these is now discussed.

Force Field-Based Methods

An obvious idea to circumvent parameterization efforts for scoring is to
use nonbonded energies of existing, well-established molecular mechanics
force fields for the estimation of binding affinity. In doing so, one substitutes
estimates of the free energy of binding in solution by an estimate of the gas-
phase enthalpy of binding. Even this crude approximation can lead to satisfy-
ing results. A good correlation was obtained between nonbonded interaction
energies calculated with a modified MM2 force field and IC50 values of 33
inhibitors of human immunodeficiency virus (HIV)-1 protease.129 Similar
results were reported in a study of 32 thrombin–inhibitor complexes with
the CHARMM force field.130 In both studies, however, experimental data
represented rather narrow activity ranges and little structural variation.

The AMBER131,132 and CHARMM133 nonbonded terms are used as a
scoring function in several docking programs. Protein terms are usually
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precalculated on a cubic grid, such that for each ligand atom only the interac-
tions with the closest grid points have to be evaluated.94 This leads to an
increase in speed of about two orders of magnitude compared to traditional
atom-by-atom evaluation. Distance-dependent dielectric constants are usually
employed to approximate the long-range shielding of electrostatic interactions
by water.100 However, compounds with high formal charges still obtain
unreasonably high scores due to overestimated ionic interactions. For this rea-
son, it has been common practice in virtual screening to separate databases of
compounds into subgroups according to their total charge and then to rank
these groups separately.

When electrostatic interactions are complemented by a solvation term
calculated by the Poisson–Boltzmann equation134 or faster continuum solva-
tion models (as in Ref. 135), the deleterious effects of high formal charges
are diminished. In a validation study on three protein targets, Shoichet
et al.103 observed a significantly improved ranking of known inhibitors after
correction for ligand solvation. The current version of the docking program
DOCK calculates solvation corrections based on the generalized Born136 sol-
vation model.105 The method has been validated in a study where several pep-
tide libraries were docked into various serine protease active sites.137

In the context of scoring, the van der Waals term of force fields is mainly
responsible for penalizing docking solutions with steric overlap between recep-
tor and ligand atoms. The term is often omitted when only the binding of
experimentally determined complex structures is analyzed.102,138,139

A recent addition to the list of force field-based scoring methods has been
developed by Charifson and Pearlman. Their so-called OWFEG (one window
free energy grid) method114 is an approximation to the expensive first-
principles method of free energy perturbation (FEP).140 For the purpose of
scoring, an MD simulation is carried out with the ligand-free, solvated recep-
tor site. The energetic effects of probe atoms on a regular grid are collected
and averaged during the simulation. Three simulations are run with three dif-
ferent probes: a neutral methyl-like atom, a negatively charged atom, and a
positively charged atom. The resulting three grids contain information on
the score contributions of neutral, positively, and negatively charged ligand
atoms located in various positions of the receptor site and can thus be used
in a straightforward manner for scoring. The OWFEG approach seems to be
successful for Ki prediction as well as for virtual screening applications.113 Its
conceptual advantage is the implicit consideration of entropic and solvent
effects and the inclusion of some protein flexibility in the simulations.

The calculation of ligand strain energy traditionally lies in the realm of
molecular mechanics force fields. Although effects of strain energy have rarely
been determined experimentally,141 it is generally accepted that high-affinity
ligands bind in low-energy conformations.142,143 If a compound must adopt
a strained conformation to fit into a receptor pocket, a less negative binding
free energy should result. Strain energy can be estimated by calculating the
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difference in conformational energy between the global minimum structure
and the current conformation of the ligand in the complex. However, force
field estimates of energy differences between individual conformations are not
reliable for all systems. In practice, better correlations with experimental
binding data are obtained when strain energy is used as a filter to weed out
unlikely binding geometries rather than when strain energy is added to the
final score. Estimation of ligand strain energy based on force fields can be
time consuming, and so alternatives such as empirical rules derived from
small-molecule crystal structure data are often employed.144 Conformations
generated by such programs are, however, often not strain free, because
only one torsional angle is treated at a time. Some strained conformations
can be excluded when two consecutive dihedral angles are simultaneously
taken into account, however.78

Empirical Scoring Functions

The underlying idea of empirical scoring functions is that the binding
free energy of a noncovalent receptor–ligand complex can be interpreted as
a sum of localized, chemically intuitive interactions. Such energy decomposi-
tions can be a useful tool to understand binding phenomena even without ana-
lyzing 3D structures of receptor–ligand complexes. Andrews, Craik, and
Martin126 calculated average functional group contributions to binding free
energy from a set of 200 compounds whose affinity to a receptor had been
experimentally determined. These average functional group contributions
can then be used to estimate a receptor-independent binding energy for a com-
pound that can be compared to experimental values. If the experimental value
is approximately the same as or higher than the calculated value, one can infer
a good fit between receptor and ligand and essentially all functional groups of
the ligand are involved in protein interactions. If the experimental energy is
significantly lower, one can infer that the compound can not fully form its
potential interactions with the protein. Experimental binding affinities have
also been analyzed on a per atom basis in quest of the maximal binding affinity
of noncovalent ligands.145 It was concluded that for the strongest binding
ligands, each nonhydrogen atom on average contributes 1.5 kcal/mol to the
total binding energy.

With 3D structures of receptor–ligand complexes at hand, the analysis of
binding phenomena can of course be much more detailed. The binding affinity
�Gbinding can be estimated as a sum of interactions multiplied by weighting
coefficients �Gi

�Gbinding 	
X

i

�Gi fiðrl; rpÞ ½2�

where each fi is a function of the ligand coordinates rl and the protein receptor
coordinates rp, and the sum is over all atoms in the complex. Scoring schemes
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that use this concept are called ‘‘empirical scoring functions.’’ Several reviews
summarize details of individual parameterizations.17,146–151 The individual
terms in empirical scoring functions are usually chosen so as to intuitively
cover important contributions of the total binding free energy. Most empirical
scoring functions are derived by evaluating the functions fi for a set of protein–
ligand complexes and fitting the coefficients �Gi to experimental binding
affinities of these complexes by multiple linear regression or by supervised
learning techniques. The relative weight of the individual contributions
depends on the training set. Usually, between 50 and 100 complexes are
used to derive the weighting factors, but in a recent study it was shown that
many more than 100 complexes were needed to achieve convergence.75 The
reason for this large number is probably due to the fact that the publicly avail-
able protein–ligand complexes fall in a few heavily populated classes of
proteins, such that in small sets of complexes few interaction types dominate.

Empirical scoring functions usually contain individual terms for hydro-
gen bonds, ionic interactions, hydrophobic interactions, and for binding
entropy. Hydrogen bonds are typically scored by simply counting the number
of donor–acceptor pairs falling within a given distance and angle range consid-
ered to be favorable for hydrogen bonding, weighted by penalty functions for
deviations from preset ideal values.56,71,73 The amount of error-tolerance in
these penalty functions is critical to the success of scoring methodology.
When large deviations from ideality are tolerated, the scoring function may
be unable to discriminate between different orientations of a ligand. Contrar-
ily, small tolerances lead to situations where many structurally similar com-
plex structures result in very similar scores. Attempts have been made to
reduce the localized nature of such interaction terms by using continuous mod-
ulating functions on an atom-pair basis.69 Other workers have avoided the use
of penalty functions altogether and introduced separate regression coefficients
for strong, medium, and weak hydrogen bonds.75 For example, at Agouron a
simple four-parameter potential, which is called the piecewise linear potential
(PLP), was developed that is an approximation of a potential well without
angular terms.62 Most empirical scoring functions treat all types of hydrogen-
bond interactions equally, but some attempts have been made to
distinguish between different donor–acceptor functional group pairs. Hydrogen-
bond scoring in the docking program GOLD,60,61 for example, is based on
a list of hydrogen-bond energies for all combinations of 12 defined donor and
6 acceptor atom types derived from ab initio calculations of model systems
incorporating those atom types. A similar differentiation of donor and accep-
tor groups is made in the hydrogen-bond functions in the program GRID,152 a
program commonly used for the characterization of binding sites.115–117 The
inclusion of such lookup tables in scoring functions is presumed to avoid
errors originating from the oversimplification of individual interactions.

Reducing the weight of hydrogen bonds formed at the outer surface of
the binding site is a useful measure for reducing the number of false positive
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hits in virtual screening applications. Reducing the weight can be done by
reducing charges of surface residues when explicit electrostatic terms are
used100 or by multiplying the hydrogen-bond by a factor that depends on the
accessibility of the protein-bonding partner91 in empirical scoring functions.

Ionic interactions are treated in a similar manner as hydrogen bonds.
Long-distance charge–charge interactions are usually disregarded, and so it
is more appropriate to refer to salt bridges or charged hydrogen bonds here.
The SCORE1 function by Boehm implemented in LUDI56 gives greater weight
to salt bridges than to neutral hydrogen bonds. This function was found to be
useful in scoring several series of thrombin inhibitors.57,72 But just as with
force field scoring functions, this weighting introduces the danger of giving
unreasonably high scores to highly charged molecules. Our experience with
the docking program FlexX,64–67 which contains a variant of SCORE1 (the
LUDI scoring function), has been that better results are generally obtained
when charged and uncharged hydrogen are treated equally in virtual screening
applications. This observation is also the case for the ChemScore function by
Protherics.71

Hydrophobic interaction energies are usually estimated by the size of the
contact surface at the receptor–ligand interface. A reasonable correlation
between experimental binding energies can often be achieved with a surface
term alone (see, e.g., Refs. 24,153,154 and the discussion in the earlier section
on Major Contributions to Protein–Ligand Interactions). Various approxima-
tions for surface terms have been used, such as grid-based methods56 and
volume-based methods (see especially the discussion in Ref. 101). Many func-
tions employ distance-scaled sums over neighboring receptor–ligand atom
pairs. Distance cutoffs for these functions have been chosen to be short64 or
to be longer to include atom pairs that do not form direct van der Waals con-
tacts.62,71 The assignment of the weighting factor �Gi for the hydrophobic
term depends strongly on the training set. Its value might have been underes-
timated in most derivations of empirical scoring functions,155 because most
training sets contain an overly large proportion of ligands containing an exces-
sive number of donor and acceptor groups (many peptide and carbohydrate
fragments).

In most existing empirical scoring functions, a number of atom types are
defined as being hydrophobic, and all their contributions are treated in the
same manner. Alternatively, the propensity of specific atom types to be located
in the solvent or in the interior of a protein can be assessed by so-called
‘‘atomic solvation parameters’’ that can be derived from experimental data
such as octanol–water partition coefficients156,157 or from structural data.81,158

Atomic solvation parameters are used in the VALIDATE scoring function,68

and they have been tested in DOCK.80 Entropy terms in empirical scoring
functions account for the restriction of conformational degrees of freedom
of the ligand upon complex formation. A crude but useful estimate of this
entropy contribution is the number of freely rotatable bonds of a ligand.
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This simple measure has the advantage of being a function of the ligand
only.56,73 Since it is argued that purely hydrophobic contacts allow more
residual motion in the ligand fragments, more elaborate estimates try to
take into account the nature of each ligand fragment on either side of a flexible
bond and the interactions they form with the receptor.68,71 Such penalty terms
are also robust with respect to the distribution of rotatable bonds in the
ligands of the training set, but they offer little or no advantage in the virtual
screening of compound databases. The group at Agouron has further used an
entropy penalty term that is proportional to the score159 to account for entro-
py–enthalpy compensation.28–30,160

Knowledge-Based Methods

Empirical scoring functions ‘‘see’’ only those interactions that are part of
the model. Many less common interactions are usually disregarded, even
though they can be strong and specific, as exemplified, for example, by
NH–p hydrogen bonds. It would become a difficult task to generate a compre-
hensive and consistent description of all these interactions within the frame-
work of empirical scoring functions. But there exists a growing body of
structural data on receptor–ligand complexes that can be used to detect favor-
able binding geometries. ‘‘Knowledge-based’’ scoring functions try to capture
the knowledge about receptor–ligand binding hidden in the Protein Data
Bank161 (PDB) by means of statistical analysis of structural data alone—and
they do so without referring to inconsistent experimentally determined binding
affinities.162 They have their foundation in the inverse formulation of the
Boltzmann law:

Eij ¼ �kT lnðpijkÞ þ kT lnðZÞ ½3�

The energy function Eij is called a potential of mean force for a state defined
by three variables i; j; and k; pijk is the corresponding probability density, and
Z is the partition function. The second term of Eq. [3] is constant at constant
temperature T and does not need to be considered, because Z ¼ 1 can be cho-
sen by definition of a suitable reference state leading to normalized probability
densities pijk. The inverse Boltzmann technique has been applied to derive
potentials for protein folding from databases of protein structures.163 For
the purpose of deriving scoring functions, the variables i; j; and k are chosen
to be protein atom types, ligand atom types, and their interatomic distance.
The frequency of occurrence of individual contacts is presumed to be a mea-
sure of their energetic contribution to binding. When a specific contact occurs
more frequently than that from a random or average distribution, this indi-
cates an attractive interaction. When it occurs less frequently, it is interpreted
as being a repulsive interaction between those two atom types. The frequency
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distributions for a data set of interacting molecules can thus be converted to
sets of atom-pair potentials that are straightforward to evaluate.

The first applications of knowledge-based scoring functions in drug
research164–166 were restricted to small data sets of HIV protease–inhibitor
complexes and did not result in generally applicable scoring functions. Recent
publications82–86,92,93 have shown that useful general scoring functions can be
derived with this method. The de novo design program SMoG82,83 contained
the first general-purpose implementation of such a potential.

The ‘‘PMF’’ function by Muegge86 consists of a set of distance-
dependent atom-pair potentials EijðrÞ that are written as

EijðrÞ ¼ �kT ln½ fjðrÞrijðrÞ=rij� ½4�

Here, r is the atom pair distance, and rijðrÞ is the number density of pairs ij
that occur in a given radius range around r. The term rij in the denominator
is the average density of receptor atoms j in the whole reference volume. The
number density is calculated in the following manner. A maximum search
radius is defined. This radius describes a reference sphere around each ligand
atom j, in which receptor atoms of type i are searched, and which is divided
into shells of a specified thickness. The number of receptor atoms i found in
each spherical shell is divided by the volume of the shell and averaged over all
occurrences of ligand atoms i in the database of protein–ligand complexes.
Muegge argues that the spherical reference volume around each ligand atom
needs to be corrected by eliminating the volume of the ligand itself, because
ligand–ligand interactions are not regarded. This correction is done by the
volume correction factor fjðrÞ that is a function of the ligand atom only and
gives a rough estimate of the preference of atom j to be solvent exposed rather
than buried within the binding pocket. Muegge could show that the volume
correction factor contributes significantly to the predictive power of the
PMF function.90 Also, a relatively large reference radius of at least 7–8 Å
must be applied to implicitly include solvation effects, particularly the propen-
sity of individual atom types to be located inside a protein cavity or in contact
with solvent.89 For docking calculations, the PMF scoring function is evalu-
ated in a grid-based manner and combined with a repulsive van der Waals
potential at short distances and minima extended slightly toward shorter
distances.

The DrugScore function created by Gohlke, Hendlich, and Klebe92 is
based on roughly the same formalism, albeit with several differences in the
derivation leading to different potential forms. Most notably, the statistical
distance distributions rijðrÞ=rij for the individual atom pairs ij are divided
by a common reference state that is simply the average of the distance distri-
butions of all atom pairs rðrÞ ¼

P
i

P
j r

ijðrÞ=imax jmax, where the product in
the denominator yields the total number of pair functions. Furthermore, no
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volume correction term is used, and the sampling cutoff (the radius of the
reference sphere) is set to only 6 Å. The individual potentials have the form

EijðrÞ ¼ �kTðln½rijðrÞ=rij� � ln½rðrÞ�Þ ½5�

The pair potentials in Eq. [5] are used in combination with other potentials,
depending on one (protein or ligand) atom type only, that express the propen-
sity of an atom type to be buried within a lipophilic protein environment upon
complex formation. Contributions of these surface potentials and the pair
potentials are weighted equally in the final scoring function. DrugScore was
developed with the aim of differentiating between correctly docked ligand
structures versus decoy (arbitrarily placed) structures for the same protein–
ligand pair.

A different type of reference state was chosen by Mitchell et al.85 The
pair interaction energy is written as

EijðrÞ ¼ kT ln½1 þ mijs� � kT ln½1 þ mijsrijðrÞ=rðrÞ�

Here, the number density rijðrÞ is defined as in Eq. [4], but it is normalized by
the number density of all atom pairs at this same distance instead of by the
number of pairs ij in the whole reference volume. The variable mij is the num-
ber of atom pairs ij found in the data set of protein–ligand complexes, and s is
an empirical factor that defines the weight of each observation. This potential
is combined with a van der Waals potential as a reference state to compensate
for the lack of sampling at short distances and for certain underrepresented
atom pairs. Apart from data on 90 protein–ligand complexes used in the ori-
ginal validation, no further application has been published.

CRITICAL ASSESSMENT OF CURRENT
SCORING FUNCTIONS

Influence of the Training Data

All fast scoring functions share a number of deficiencies that one should
be aware of for any application. First, most scoring functions are in some way
fitted to or derived from experimental data. The resulting functions necessarily
reflect the accuracy of the data that were used in their derivation. A general
problem with empirical scoring functions is the fact that the experimental
binding energies are compiled from many different sources and therefore
form inconsistent data sets containing systematic experimental errors. Scoring
functions not only reflect the quality, but also the type of experimental data on
which they are based. Most scoring functions are still derived from data on
mostly high-affinity receptor–ligand complexes. Moreover, many of these
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structures are peptidic in nature, whereas interesting lead molecules in
pharmaceutical research are usually nonpeptidic. This influence of peptides
is reflected in the relatively high contributions of hydrogen bonds in the total
score. The balance between hydrogen bonding and hydrophobic interactions is
a critical issue in scoring, and its consequences are especially obvious in virtual
screening applications, as will be illustrated in the later section on Hydrogen
Bonding versus Hydrophobic Interactions.

Molecular Size

The simple additive nature of most fast scoring functions often leads to
large molecules being assigned high scores. Although it is true that small mole-
cules with a molecular weight below 200–250 are rarely of very high affinity,
there is no guarantee that larger compounds are more active. When it comes to
comparing scores of two compounds of different size, it therefore makes sense
to include a penalty term that diminishes the dependence of the score on mole-
cular size. In some applications, a constant penalty value has been added to the
score for each heavy atom.167 Alternatively, a penalty term proportional to the
molecular weight has been used.168 The scoring function of the docking pro-
gram FLOG, which contains force field and empirical terms, has been normal-
ized to remove the linear dependence of the crude score on the number of
ligand atoms that was found in a docking study of a 7500 compound data-
base.59 Entropy terms designed to estimate the restriction of conformational
mobility upon ligand binding also help to eliminate overly large and flexible
molecules, although they were originally introduced to improve the correla-
tion between experimental and calculated affinities.56,71 The size of the
solvent-accessible surface of the ligand within the protein-binding pocket is
also a useful penalty term because it helps avoid excessively large ligands
that cannot fit completely into the binding site. Note, however, that all these
approaches are very pragmatic in nature and do not solve the problem of size
dependence, which is closely linked to the understanding of cooperativity
effects.125

Other Penalty Terms

Scoring functions in general reward certain favorable interactions such
as hydrogen bonds, but rarely penalize unfavorable interactions. Since scoring
functions are derived from experimentally determined crystal structures,
‘‘unnatural’’ and energetically unfavorable orientations of a ligand within
the receptor cavity are rarely observed and therefore cannot be accounted
for by the scoring function. Knowledge-based scoring functions try to capture
such effects indirectly by making those interactions repulsive that are not
observed in crystal structures. It seems, however, that the statistical difference
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between what is not observed and what is to be expected on average is often
not significant enough to form reliable repulsive interactions. Furthermore, the
neglect of angular terms in the derivation of knowledge-based scoring
functions leads to average pair potentials that cannot discriminate well enough
between different binding geometries.

In the derivation of regression-based empirical scoring schemes, on the
other hand, penalty terms have traditionally not been included. However,
some situations like obvious electrostatic and steric clashes can be avoided
by guessing reasonable penalty terms or by importing them from molecular
mechanics force fields. An example of this is the ‘‘chemical scoring’’ function
available in the docking program DOCK.94–99 This function is a modified van
der Waals potential made to be attractive or repulsive between particular
groups of donor, acceptor, and lipophilic receptor atoms and ligand
atoms.169,170 Other unacceptable binding orientations cannot be avoided by
simple clash terms, but instead require a more refined analysis of binding geo-
metry. Among the causes for poor results are an imperfect steric fit of the
ligand within the cavity, an unnaturally high degree of solvent-accessible
ligand surface in the complex or the formation of voids at the receptor–ligand
interface. Possible remedies are empirical filters that measure such fit para-
meters and remove docking solutions above a user-specified threshold.171 A
promising approach along these lines is the inclusion of artificially generated,
erroneous, decoy solutions in the optimization of scoring functions. In the pro-
cess of deriving weights for individual terms of the scoring function, the decoy
solutions should always obtain lower ranks than the correct solutions, and
thus suitable penalty terms could be derived automatically. Such a procedure
was first reported for the scoring function of a flexible ligand superposition
algorithm.172,173

Specific Attractive Interactions

Another general deficiency of scoring functions stems from the simplified
description of attractive interactions. Molecular recognition is not based only
on classical hydrogen bonds and hydrophobic contacts. Many researchers,
especially those active in host–guest chemistry, are making use of other specific
types of interactions. For example, hydrogen bonds that are formed between
acidic protons and p systems.174 These bonds can substitute for conventional
hydrogen bonds in both strength and specificity, as has been noted, for exam-
ple, in protein–DNA recognition175 and as can be observed in serine protease
complexes deposited in the PDB.161 Another class of ‘‘unconventional’’ inter-
actions is the cation–p interaction, which is especially important at the surface
of proteins.176,177 Current empirical scoring functions do not model these
interactions and mostly disregard the directionality of, for example, interac-
tions between aromatic rings.178,179 In the derivation of empirical scoring
functions, one thus implicitly attributes some of the binding energy arising
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from these interactions to conventional interaction terms, which may be one
more reason why conventional hydrogen-bond contributions have tradition-
ally been overestimated. One could imagine adding terms to empirical scoring
functions that are omitted in the calibration of the functions, but adjusted
empirically to reward especially good fits, in a way analogous to penalty terms.
Knowledge-based methods would also allow one to incorporate these interac-
tions in a scoring function, again provided that directionality is taken into
account, which is not the case in current approaches.

Water Structure and Protonation State

Uncertainties about protonation states and water structure at the
receptor–ligand interface also make scoring difficult. These effects play a
role in the derivation as well as in the application of scoring functions. The
entropic and energetic contributions of water reorganization upon ligand
binding are very difficult to predict (see, e.g., Ref. 180). The only reasonable
approach for addressing this problem is to concentrate on conserved water
molecules and make them part of the receptor. For example, the docking pro-
gram FLOG has been applied to the search of inhibitors for a metallo-b-lactam-
ase13 within the Merck in-house database. Docking was performed with
three different configurations of bound water in the active site. The top-scor-
ing compounds showed an enrichment in biphenyl tetrazoles, several of which
were found to be active at a concentration below 20mM. A crystal structure of
one tetrazole (IC50 ¼ 1.9 mM) not only confirmed the predicted binding mode
of one of the inhibitors, but also displayed the water configuration that had—
retrospectively—been the most predictive one of the three models.

Scoring functions rely on a fixed assignment of a general atom type to
each protein and ligand atom. This also implies a fixed assignment of proton-
ation state for each acidic and basic functional group. Even though these
assignments can be reliable enough for conditions in aqueous solution, signif-
icant pKa shifts can be witnessed upon ligand binding.181 This phenomenon
can arise from local changes of dielectric conditions inside the binding pocket.
The change of a donor to an acceptor functionality due to modified protona-
tion states has important consequences for scoring.137 Accordingly, improved
docking and scoring algorithms will eventually need to have a more detailed
and flexible description of protonation states.

Performance in Structure Prediction

The multitude of different solutions that have been used for receptor–
ligand scoring calls for an objective assessment that could help future users
to decide which function to use under a given set of circumstances. To do this,
one must differentiate between predicting protein–ligand complex structures
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(i.e., the scoring function is used as the objective function in docking), rank
ordering a set of ligands with respect to the same protein (Ki prediction),
and the use of scoring functions to discover weakly binding compounds
from a large database of mostly nonbinders (virtual screening). Note that
the latter two tasks are indeed very different. In virtual screening, the focus
is on elimination of nonbinders, whereas the correct rank order of weakly,
medium, and strongly binding molecules is of secondary interest.

Even when the criteria are clear, a comprehensive assessment of scoring
functions is difficult because very few functions have been tested on the same
data sets. For example, studies where each scoring function is used in conjunc-
tion with two different docking algorithms (e.g., Ref. 170) are not meaningful
in this context, because each docking algorithm produces different sets of solu-
tion structures. For structure prediction, several studies have shown that
knowledge-based scoring functions are at least as good as empirical functions.
They are somewhat ‘‘softer’’ than empirical functions,162 meaning that small
root-mean-square deviations from the crystal structure usually do not lead to
huge changes in score, a fact that can mainly be attributed to the neglect of
directionality. The PMF function has been successfully applied to structure
prediction of inhibitors of neuraminidase88 and stromelysin 1 (matrix metal-
loprotease-3; MMP-3)182 in the program DOCK, yielding superior results to
the DOCK force field and chemical scoring options. The DrugScore function
was tested on a large set of PDB complexes and gave significantly better results
than the standard FlexX scoring function with FlexX as the docking engine.
DrugScore performed as well as the force field score in DOCK, but outper-
formed chemical scoring. Grueneberg, Wendt, and Klebe15 used the Drug-
Score function in a virtual screening study to find novel carbonic anhydrase
inhibitors (see the section on Application of Scoring Functions in Virtual
Screening later in this chapter). Two of the virtual hits that turned out to be
highly active compounds were then examined crystallographically. The dock-
ing solution predicted by DrugScore was closer to the experimental structure
than that predicted by the FlexX score.

Although the objective function (the function whose global minimum is
searched during docking) is used for both structure generation and energy eval-
uation in many docking programs, better results can often be obtained if dif-
ferent functions are used. More specifically, the docking objective function can
be adapted to the docking algorithm used. In a parameter study, Vieth et al.100

found that by using a soft-core van der Waals potential their MD-based dock-
ing algorithm became more efficient. Using FlexX as the docking engine, we
observed that when directed interactions (mostly hydrogen bonds) are empha-
sized in the docking phase, library ranking can be done successfully with the
more simple, undirected PLP potential (see the prior section on Empirical Scor-
ing Functions) that emphasizes the general steric fit of receptor and ligand.
Results are significantly worse when PLP is used for both docking and energy
evaluation.
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Rank Ordering Sets of Related Ligands

For structure prediction, structures of protein–ligand complexes from the
PDB can serve as a common pool to test scoring functions. It is more difficult
to draw valid conclusions about the relative performance of scoring functions
to rank order sets of ligands with respect to their binding to the same target.
First, there are few published studies in which different functions have been
applied to the same data sets. Second, experimental data are often not mea-
sured under the same conditions but collected from various literature refer-
ences. The latter practice can have especially dramatic effects when
inhibitory concentrations for 50% reduction of a biological effect (IC50 data)
are used instead of Ki values.

On average, empirical scoring functions seem to lead to better correla-
tions between experimental and calculated binding energies than do force field
based approaches because the nonbonded interactions in the latter are usually
not optimized to reproduce individual intermolecular binding phenomena.
However, the only available calculated data for most published functions
are those for the complexes used in the derivation of the functions themselves.
Very promising results of rank ordering have also been obtained with the
knowledge-based functions DrugScore93 and PMF.86,88,182

The task of rank ordering small (ca. 10–100) sets of related ligands with
respect to a target can also be accomplished with methods that are computa-
tionally more demanding than simple scoring functions. The most generally
applicable methods are probably force field scores augmented with electro-
static desolvation and surface area terms. An example is the MM–PBSA
method that combines Poisson–Boltzmann electrostatics with AMBER MD
calculations.183 This method has been applied to an increasing number of
studies, and it has led to promising results.106–108,184 Poisson–Boltzmann
calculations have been performed on a variety of targets with many related
computational protocols.102,138,139,185–188 Alternatively, extended linear
response protocols112 can be used. The OWFEG grid method by Pearlman
has also shown promising results.114

APPLICATION OF SCORING FUNCTIONS IN
VIRTUAL SCREENING

In recent years, virtual screening of large databases has emerged as the
central application of scoring functions. In the following sections, we describe
special requirements that scoring functions must fulfill for successful virtual
screening, and we indicate the level of accuracy that can nowadays be
expected from virtual screening.

As discussed in the introductory sections, the goal of virtual screening is
to use computational tools together with the known 3D structure of the target
to select a subset of compounds from chemical libraries for synthesis and
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biological testing. This subset typically consists of ca. 100–2000 compounds
selected from libraries containing 100,000–500,000 compounds. Therefore,
it is essential that the computational process including the scoring function
is fast enough to handle several thousand compounds in a short period of
time. Consequently, only the fastest scoring functions are currently used for
this purpose. Speed is especially important for those scoring functions used
as objective functions during the docking calculations, since they are evaluated
several hundred to a thousand or so times during the docking process of a
single compound.18

Following a successful virtual screening run, the selected subset of com-
pounds contains a significantly enhanced number of active compounds as com-
pared to a random selection. A key parameter to measure the performance of
docking and scoring methods is the so-called ‘‘enrichment factor.’’ It is simply
the ratio of active compounds in the subset selected by docking divided by the
number of active compounds in a randomly chosen subset of equal size. In
practice, enrichment factors are far from the ideal case, where all active com-
pounds are placed on the top ranks of a prioritized list. Insufficiencies of cur-
rent scoring functions, as discussed in the previous section, are partly
responsible for moderate enrichment rates. Another major reason is the fact
that the receptor is still treated as a rigid object in the computational protocols
being used. To generate correct binding modes of different molecules, it is
necessary to predict induced fit phenomena. Unfortunately, predicting protein
flexibility remains extremely difficult and computationally expensive.189–196

Seeding Experiments

Enrichment factors can be calculated only when experimental data are
available for the full library. But only a few libraries containing experimental
data that have been measured under uniform conditions for all members are
available to the public. Several authors have therefore tested the predictive
ability of docking and scoring tools by compiling an arbitrarily selected set
of diverse, drug-like compounds and then adding to it a number of known
active compounds. This ‘‘seeded’’ library is then subjected to the virtual
screen, and, for the purpose of evaluation, it is assumed that the added active
compounds are the only true actives in the library. Several such experiments
have been published. An example is a study performed at Merck with the
docking program FLOG.59 A library consisting of 10,000 compounds includ-
ing inhibitors of various types of proteases and HIV protease was docked into
the active site of HIV protease. This resulted in excellent enrichment of the
HIV protease inhibitors: all inhibitors but one were among the top 500 library
members. However, inhibitors of other proteases were also considerably
enriched.197

Seeding experiments allow for comparisons of different scoring functions
with respect to their performance for different targets. Seeding experiments
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also teach how to recognize typical failure cases. Recent examples of library
ranking experiments include those by Charifson et al.,198 Bissantz, Folkers,
and Rognan,77 and Stahl and Rarey.78 Charifson and co-workers compiled
sets of several hundred active molecules for three different targets: p38
MAP kinase, inosine monophosphate dehydrogenase, and HIV protease.
The members of these sets were then docked into the corresponding active sites
together with 10,000 randomly chosen, but drug-like, commercial compounds
using DOCK98 and the Vertex in-house docking tool Gambler. Three scoring
functions performed consistently well in enriching active compounds, namely,
ChemScore,71,199 the DOCK AMBER force field score, and PLP.62 The finding
that these three scoring functions performed so well was partially attributed
to the fact that a rigid-body optimization could be carried out with these
functions, because the functions include repulsive terms in contrast to many
of the other tested functions. The study by Stahl and Rarey78 compared the
performance of DrugScore92 and PMF86 to that of PLP62 and FlexX score
using the docking program FlexX.64–66 Interestingly, the two knowledge-
based scoring functions showed significantly different behavior for extreme
cases of active sites. DrugScore coped well with situations where ligands are
tightly bound in narrow lipophilic cavities (e.g., COX-2 and the thrombin
S1 pocket), whereas PMF did not lead to good enrichment in such cases. Con-
versely, for the very polar binding site of neuraminidase, PMF gave better
enrichment than any other scoring function, whereas DrugScore failed. The
description of complexes in which many hydrogen bonds play a role seems
to be a general strength of PMF. This has also been noted by Bissantz, Folkers
and Rognan,77 who found PMF to perform well for the polar target thymidine
kinase and less well for the estrogen receptor.

Hydrogen Bonding versus Hydrophobic Interactions

It is of central importance in virtual screening to achieve a balanced
description of hydrogen bonding and hydrophobic contributions to the score
in order to avoid a bias toward either highly polar or completely hydrophobic
molecules. Empirical scoring functions have the advantage that they can be
quickly reparameterized to achieve such a balance, whereas such an adjust-
ment is impossible with knowledge-based functions. Because this is such an
important topic, we will illuminate it with a number of examples.

Consider the following database ranking experiment. A database of
about 7600 compounds was flexibly docked into the ATP binding site of
p38 MAP kinase. The database consisted of ca. 7500 random compounds
from the World Drug Index (WDI)200 and 72 inhibitors of p38 MAP kinase,
which in turn consisted of 30 inhibitors forming two hydrogen bonds with
the receptor and 20 inhibitors forming only one. Both groups covered the
same activity range from low micromolar (mM) to about 10 nM. For each
of the docked compounds, up to 800 alternative docking solutions were
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generated by FlexX64–66 using the FlexX scoring function. These alternative
solutions were rescored separately by the FlexX and PLP62 scoring functions
to select the lowest energy docking solution per compound. The compounds in
the database were then ranked according to these scores. Figure 4 shows the
ranks of the known inhibitors among the top 350 compounds as calculated by
both scoring functions. Although the overall performance of both scoring
functions in enriching inhibitors is comparable, it is obvious that the FlexX
score ‘‘specializes’’ on the doubly hydrogen-bonded inhibitors. On the other
hand, if one were to select screening candidates from the PLP list, one would
most likely select both types of inhibitors.

The PLP function generally emphasizes steric complementarity and
hydrophobic interactions with its more far-reaching pair potential, whereas
the FlexX score emphasizes hydrogen-bond complementarity. A combination
of PLP and FlexX scoring functions called ScreenScore was published
recently.78 It was derived by performing a systematic optimization of library
ranking results over seven targets, whose receptor sites cover a wide range of
form, size, and polarity. ScreenScore was designed to be a robust and general
scoring function that combines the virtues of both PLP and FlexX. Figure 5
shows that this is indeed the case. ScreenScore gives good enrichment values
for cyclooxygenase-2 (COX-2 has a highly lipophilic binding site), and neur-
aminidase (which has a highly polar site), whereas the individual functions fail
in one of the two cases. The authors of PLP have recently enhanced their
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Figure 4 Results of a seeding experiment. The ranks of known p38 MAP kinase
inhibitors are shown as horizontal lines in the four diagrams. Inhibitors have been
divided into two classes: those forming one or two hydrogen bonds to the p38 MAP
kinase ATP binding site. The FlexX scoring function preferentially enriches those
inhibitors that form two hydrogen bonds. This tendency is less pronounced for the PLP
scoring function. The inhibitors with the best predicted affinities are at the top. Data is
shown for the top 300 compounds in terms of docking scores.
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scoring function by including directed hydrogen bonding terms,63 which may
lead to a similarly robust scoring function as ScreenScore.

Another example where the balance between H-bonding and hydropho-
bic contributions is important involves the performance of the knowledge-
based scoring function DrugScore.92 The estrogen receptor binding site is a
large lipophilic cavity with acceptor groups at either end that can form hydro-
gen bonds with ligand hydroxyl groups as present in the agonists 1 and 2 or
the antagonists 3 and 4 (Figure 6). The narrow binding pocket and relatively
rigid nature of the ligands restrains possible binding modes significantly.
Accordingly, it can be assumed that FlexX is capable of generating reasonable
solutions likely to be in agreement with experiment. Therefore we can expect
the present example to represent a valuable test for scoring functions. For both
agonists and antagonists, lipophilic interactions largely determine the binding
energy. The majority of antagonists, however, differ from the agonists in an
additional side chain bearing a tertiary amino group. This difference is
reflected in the bound structures of the receptor. In the agonist-bound state
the binding pocket is not accessible to solvent, whereas in the antagonist-
bound state it opens up and allows the positively charged antagonist side chain
to form a salt bridge with the carboxylate group of Glu 351. Agonists should
bind equally well to both forms of the receptor. A 7500 compound subset from
the World Drug Index (WDI) and a library of 20 agonists and 16 antagonists
were docked into both agonist (PDB code 1ere) and antagonist (PDB code
1err) forms of the receptor. FlexX scores obtained from both structures are
plotted against each other in Figure 6(a). Due to the large contribution of
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Figure 5 Results of seeding experiments on two targets with three different scoring
functions. In both graphs, the accumulated percentages of active compounds are plotted
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the surface-exposed salt bridge formed with Glu 351 to the total score the
antagonists are clearly separated from the WDI compounds, whereas the
agonists are ranked among the bulk of the WDI entries in the antagonist struc-
ture. In the agonist form, the formation of a salt bridge is not possible, result-
ing in a lower average score for all molecules. Almost the same result as
with the FlexX score is obtained with the ChemScore function71,199 by
Protherics.201 The new DrugScore function92 performs better in this situation.
Using this scoring function, results shown in Figure 6(b) are obtained. Not
only are the agonists significantly better separated from the WDI subset

Figure 6 Docking estrogen receptor agonists and antagonists into two crystal structures
of the estrogen receptor, the agonist-bound conformation and the antagonist-bound
conformation. Scores for both docking results are plotted against each other.
Compounds 1 and 2 are examples of agonists, compounds 3 and 4 are typical
antagonists.
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when docked into the agonist structure, but more importantly, about half of
the agonists are also among the 10% top ranked molecules in the database
when docked into the open, antagonist structure, where they have to compete
with many structures forming salt bridges.

Finding Weak Inhibitors

Seeding experiments are often carried out with a handful of active com-
pounds that have already been optimized for binding to a given target. Enrich-
ment factors achieved in this way are often misleading, because finding potent
inhibitors from among a number of random molecules is significantly easier
than distinguishing weakly binding inhibitors from nonbinders. In practice,
virtual screening will find, at best, inhibitors in the low micromolar range,
simply because no chemical database will be large enough, diverse enough,
and lucky enough to find optimized leads right away.

The difficulties associated with weak binders are illustrated in Figure 7
with thrombin as a target. The 7500 compound subset of the WDI mentioned
above was docked into the thrombin active site together with three sets of 100
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Figure 7 Enrichment of three sets of 100 thrombin inhibitors that cover different ranges
of activity. Less active compounds are more difficult to enrich.
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known inhibitors in different activity ranges. It can be clearly seen in Figure 7
that enrichment decreases as the binding affinity of the active compounds
decreases. Note that thrombin is a relatively easy target for most virtual
screening methods (at least to identify compounds with charged moieties bind-
ing to the S1 subsite), and thus the separation of actives and inactives is still
good for the low micromolar inhibitors. According to the authors’ experience,
the situation is worse for many other targets.

Nevertheless, library ranking can successfully be applied to enrich even
very weak ligands. A database of approximately 4000 commercially available
compounds was screened against FKBP by means of the SAR-by-NMR tech-
nique202 and was found to contain 31 compounds with activities below 2 mM.
Three examples of these compounds are shown in Figure 8. Compounds 5, 6,
and 7 have measured dissociation constants of 0.1, 0.13 and 0.5 mM, respec-
tively. This set of structures was flexibly docked into the FKBP binding site
using DOCK 4.0 in conjunction with the PMF scoring function.87 For the top
20% of the ranked database, enrichment factors between 2 and 3 were
achieved. Enrichment factors were twice as large as those obtained with the
standard AMBER score implemented in DOCK.

Consensus Scoring

Different scoring schemes emphasize different physical phenomena that
are important for ligand binding. Differences between scoring schemes might
not be obvious in the calculation of binding affinities for known active com-
pounds, but they can be very pronounced in the assessment of nonbinding
molecules. The computational group at Vertex has reported good experience
with a concept called ‘‘consensus scoring,’’ whereby libraries of molecules are
docked and assessed with several scoring functions and only those molecules
are retained that score well with the majority of those functions. This can lead
to a significant decrease in false positives,198 but invariably a number of true
positives is also lost in the process (see, e.g., Ref. 77).

One should keep in mind that in consensus scoring the number of false
positives can be reduced, but one runs the risk of eliminating a number of
active compounds that only one of the scoring functions has ranked high. Con-
sider the example of the p38 MAP kinase inhibitors in Figure 4: consensus
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Figure 8 Weak binders to FKBP.
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scoring for the top 100 compounds by means of PLP and FlexX scores would
eliminate all but one of the singly hydrogen-bonded inhibitors.

Figure 9 shows a worked consensus scoring example for a virtual screen-
ing experiment on COX-2. (Figure 5 shows the corresponding FlexX and PLP
enrichment curves.) There are 23 inhibitors in the top 5% of the FlexX score
rank list and roughly twice as many in the PLP rank list. Consensus scoring
retains 22 of the actives. Because many inactive compounds are filtered out,
the ratio of actives to false positives increases relative to either of the original
lists. A different picture is obtained when one regards only the top 149 com-
pounds from the individual FlexX and PLP rank lists—the same number of
compounds that are in the consensus list. It becomes clear that the PLP func-
tion alone performs significantly better than does consensus scoring.

Thus, if one does not know in advance which scoring function will work
better, more robust results can be obtained with consensus scoring. If one has
a rough idea which function works better, one can decrease the number of
false positives more effectively by testing fewer compounds from the top of
a single rank list. Experience from seeding experiments with known inhibitors
or an analysis of the type of binding site of the target can help to identify a
suitable scoring function.
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Figure 9 Analysis of the consensus scoring concept with COX-2 as an example.
Numbers in the shaded areas are numbers of active compounds. The larger pie charts
at the top show the numbers of inhibitors in the top 5% of the database in terms of
scores. The smaller pie charts refer to fewer top ranking compounds for better
comparison with the smaller size of the consensus list.
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Successful Identification of Novel Leads through
Virtual Screening

It has been shown that virtual screening is an efficient way of finding
novel leads. The program DOCK, one of the most widely used docking
programs, has been applied in many published studies.101,158,161,163,258,302,316

Usually the DOCK AMBER force field score has been applied. Other docking
tools such as GREEN203 also use the AMBER force field as a scoring function,
and a successful screening application has been published.204 The docking pro-
gram SANDOCK205 uses an empirical scoring function that evaluates steric
complementarity, hydrophobic contacts, and hydrogen bonding. SANDOCK
has been used to find a variety of novel FKBP inhibitors.12

Docking routines in the program packages DOCK and ICM206 have
been used to identify novel nuclear hormone receptor antagonists207 and,
for an RNA target, the transactivation response element (TAR) of HIV-1.208

In both studies, the virtual screening protocol started with 153,000 com-
pounds from the Available Chemicals Directory (ACD),209 and the researchers
employed increasingly elaborate docking and scoring schemes for smaller
groups of selected compounds. In the HIV-1 TAR study, the ACD library
was first rigidly docked into the binding site with DOCK. Only a simple con-
tact scoring scheme was used in this step. The 20% best-scoring compounds
were then subjected to flexible docking with ICM in combination with an
empirical scoring function derived specifically for RNA targets, leading to a
set of about 5000 compounds. Two more steps of longer sampling for the con-
formational analysis of these remaining compounds within the binding site led
to 350 selected candidates. Two of the compounds that were experimentally
tested significantly reduced the binding of the Tat protein to HIV-1 TAR.

A study by Grueneberg, Wendt, and Klebe15 resulted in subnanomolar
inhibitors of carbonic anhydrase II (CAII). The study is a textbook example
of virtual screening focusing on successively smaller subsets of the initial data-
base in several steps and employing different methods at each step. Carbonic
anhydrase II is a metalloenzyme that catalyzes the reversible hydration of CO2

to HCO�
3 .210 In the human eye, an isoform of the enzyme is involved in water

removal. Inhibitors of CAII can thus be used to reduce intraocular pressure in
the treatment of glaucoma. The CAII binding site is a rather rigid, funnel-
shaped binding pocket. Known inhibitors such as dorzolamide 8 (Figure 10;
see also Ref. 8) bind to the catalytic zinc ion via a sulfonamide group.

An initial database of 90,000 entries in the Maybridge211 and Lead-
Quest212 libraries was converted to 3D structures with the 3D structure genera-
tion program Corina.213,214 In a first filtering step, all compounds were passed
through a UNITY215 pharmacophore query. The pharmacophore query was
constructed from an analysis of available X-ray structures of the enzyme
and incorporated donor, acceptor, and hydrophobic features of the binding
site. Compounds passing this filter also had to contain a known zinc-binding
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group. A set of 3314 compounds passed these requirements. In the second
filtering step, the known CAII inhibitor dorzolamide 8 was used as a template
onto which all potential candidates were flexibly superimposed by means of the
program FlexS.172 The top-ranking compounds from this step were then
docked into the binding site with FlexX64–66 taking into account four con-
served water molecules in the active site. The top-ranking 13 hits were chosen
for experimental testing. Nine of these compounds showed activities below
1mM, and the sulfonamides 9 and 10 (Figure 10) have Ki values below 1 nM.

The de novo design of inhibitors of the bacterial enzyme DNA gyrase is
another example for a successful application of structure-based virtual screen-
ing.14 DNA gyrase is a well-established antibacterial target.216 It is an essen-
tial, prokaryotic type II topoisomerase with no mammalian counterpart
involved in the vital processes of DNA replication, transcription, and recom-
bination. DNA gyrase catalyzes the ATP-dependent introduction of negative
supercoils into bacterial DNA as well as the decatenation and unknotting of
DNA. The enzyme consists of two subunits A and B with the active enzyme
being an A2B2 complex. Subunit A of DNA gyrase is involved in DNA break-
age and reunion, whereas the B subunits catalyze the hydrolysis of ATP. Quin-
olones (e.g., the now famous ciprofloxacin), which inhibit DNA gyrase by
binding to the subunit A, are successfully used as broad-spectrum antibacterial
agents in the clinic. Unfortunately, resistance to quinolones emerged some
time ago. The two other classes of DNA gyrase inhibitors, cyclothialidines
and coumarins (e.g., novobiocin), bind to the ATP binding site of subunit B.
Novobiocin was clinically used against Staphylococcus aureus, but it suffers
from toxicity effects and resistance against it is developing rapidly. As demon-
strated by the cyclothialidines, this type of resistance can be overcome. Unfor-
tunately, the cyclothialidines have insufficient in vivo activities due to a class
specific rapid and extensive glucuronidation of the essential phenol moiety.

To overcome the limitations of known DNA gyrase inhibitors, a new
drug discovery project was inititated at Roche. Searching for novel inhibitors
by screening the Roche compound library provided no suitable lead structures.
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Figure 10 Inhibitors of carbonic anhydrase II. Compounds 9 and 10 are subnanomolar
inhibitors identified through virtual screening. Compound 8 is the marketed drug
dorzolamide.
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Therefore, a new rational approach was developed to generate lead structures
by using the detailed 3D structural information of the ATP binding site located
on subunit B. At the time of project initiation, the X-ray structures of the DNA
gyrase subunit B complexed with a nonhydrolyzable ATP analogue, with
novobiocin, and with cyclothialidine were available. In the inner part of the
pocket they all share a common binding motif: each donates a hydrogen-
bond to an aspartic acid side chain (Asp 73) and accepts a hydrogen bond
from a conserved water molecule. It was reasoned that a novel inhibitor
should have the ability to form these two key hydrogen bonds and a lipophilic
part to pick up some lipophilic interactions with the enzyme.

A computational search of the ACD209 and the Roche Compound Inven-
tory, employing the SCORE1 function also implemented in LUDI, was carried
out to identify molecules with a low molecular weight meeting the above cri-
teria. Relying on the results of the in silico screening, just 600 compounds were
tested initially. Then, analogues similar to the first hits were assayed. Overall,
assay results for 3000 compounds gave rise to 150 hits clustered into 14
chemical classes. Seven of those classes could be validated as true, novel
DNA gyrase inhibitors that act by binding to the ATP binding site located
on the B subunit. The maximum noneffective concentration (MNEC) was in
the 5–64 mg/mL range, that is, two to three orders of magnitude higher than
the MNEC of novobiocin or cyclothialidine. Subsequent structure-based opti-
mization of the hits led to compounds with potencies equal or up to 10 times
better than novobiocin. Compound 11 (Figure 11; MNEC < 0.03 mg/mL) is an
example of a novel potent inhibitor of DNA gyrase B resulting from structure-
based virtual screening.

An important factor contributing to the success of the project was a new
assay that allowed detecting not only highly potent inhibitors but also weak
ones, so as to allow testing compounds at high concentrations. Instead of a
supercoiling assay usually used to test DNA gyrase inhibitory activity, a
coupled spectrophotometric ATPase assay was employed. Compounds could
be assayed in concentrations up to 0.5 mM due to a higher tolerance of the
solubilizing agent DMSO in this assay.
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Figure 11 An inhibitor of DNA gyrase B, discovered at
Roche by means of virtual screening and subsequent
structure-based optimization.
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OUTLOOK

The first scoring functions were published about 10 years ago. Since
then, much experience has been gained in their application and in assessing
their accuracy. Significant progress in the development of better functions
has been made over the last few years, and it appears as if there now exist scor-
ing functions that can be applied to a wide range of different proteins and
which consistently yield considerable enrichment of active compounds. Con-
sequently, many large and small pharmaceutical companies are increasingly
using virtual screening techniques to identify possible leads.

In fact, structure-based ligand design is now seen as a very important
approach to drug discovery that nicely complements HTS.217 High throughout
screening has a number of serious disadvantages: it is expensive,218 and it leads
to many false positives and few real leads.22,219 Furthermore, not all biactivity
tests are amenable to HTS techniques. And finally, despite the large size of the
chemical libraries available to the pharmaceutical industry, it is far from pos-
sible to cover the whole universe of drug-like organic molecules. Because of
these limitations, and given the current aggressive patenting strategies, the
focused design of novel compounds and compound libraries will continue to
gain importance.

Thus, there is every reason to believe that the value of structure-based
approaches will continue to grow and become even more embraced by the
pharmaceutical, agricultural, and related industries than it now is. The devel-
opment of improved scoring functions is certainly vital for their success.

The major challenges to be overcome in the further development of
scoring functions include

1. Polar interactions are still not treated adequately. It is somewhat strange to
find that while the role of hydrogen bonds in biology has been well known
for a long time and hydrogen bonds are qualitatively well understood, a
quantitative treatment of hydrogen bonds in protein–ligand interactions is
still missing. Therefore, hydrogen bonds have been referred to as ‘‘the last
mystery in structure-based design.’’38

2. All scoring functions are essentially simple analytical functions fitted to
experimental binding data. Presently, there exists a heavy bias in the public
domain data toward peptidic ligands, which in turn leads to an
overestimation of polar interactions in many scoring functions. The
development of better scoring function clearly requires access to more
data on nonpeptidic, low molecular weight, drug-like ligands.

3. Unfavorable interactions and unlikely docking solutions are not penalized
strongly enough. General and robust methods that account for undesired
features of complex structures in the derivation of scoring functions are still
lacking.
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4. So far, fast scoring functions only cover part of the whole receptor–ligand
binding process. A more detailed picture could be obtained by taking into
account properties of the unbound ligand, that is, solvation effects and
energetic differences between the low-energy solution conformations and
the bound conformation.
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CHAPTER 3

Potentials and Algorithms for
Incorporating Polarizability in
Computer Simulations

Steven W. Rick* and Steven J. Stuarty

*Department of Chemistry, University of New Orleans,
New Orleans, Louisiana 70148 and Chemistry Department,
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70126, and yDepartment of Chemistry, Clemson University,
Clemson, South Carolina 29634

INTRODUCTION

Polarization refers to the redistribution of a particle’s electron density
due to an electric field. In terms of molecular interactions, polarization leads
to nonadditivity, since a molecule polarized by another molecule will interact
differently with a third molecule than it would if it were not polarized. The
change in the electron density can be characterized by changes in the mono-
pole charges, dipole moments, or higher order moments. Methods for treating
polarizability in molecular dynamics or Monte Carlo simulations achieve this
goal through inducible dipole moments (the polarizable point dipole and shell
models) or through fluctuating charges (the electronegativity equalization and
semiempirical models). This chapter describes these models, with a focus on
those methods that have been developed for molecular dynamics and Monte
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Carlo computer simulations, and reviews some of the systems that have been
simulated with polarizable potentials.

NONPOLARIZABLE MODELS

Before discussing polarizable models, a useful starting point is to consider
nonpolarizable models. A typical nonpolarizable potential for molecular
systems is1

U ¼
X
bonds

KBðr � r0Þ2 þ
X

angles

Kyðy� y0Þ2 þ
X

dihedrals

X
n

Vn

2
ð1 þ cosðnf� gÞÞ

þ
X

nonbonded pairs

4eij
sij

rij

� �12

� sij

rij
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" #

þ qiqj

rij

( )
½1�

where U represents the potential energy of the system. There are terms for the
bond length, r, with a force constant, KB, and an equilibrium bond length, r0;
the bond angle, y, with a force constant Ky and an equilibrium angle, y0; and
the dihedral angle, f, with barrier heights, Vn, and equilibrium angles, g. The
intermolecular interactions are described with a Lennard–Jones (LJ) interac-
tion,

ULJðrÞ ¼ 4eij
sij

rij

� �12

� sij

rij

� �6
" #

½2�

in which e and s are parameters describing the energy and distance scale of the
interactions, respectively, and rij is the distance between nonbonded atoms i
and j. The Coulomb interaction between charged atoms is given by qiqj=rij,
where qi is the partial charge on atom i. These interactions are illustrated in
Figure 1.

The Lennard–Jones interaction contains a short-range repulsive part,
falling off as r�12, and a longer range attractive part, falling off as r�6. The
attractive part has the same dependence as the (dipole–dipole) London disper-
sion energy, which for two particles with polarizabilities a is proportional to
�a2=r6 (Ref. 2). The Lennard–Jones parameters are not typically assigned3

using known values of a, but this interaction is one way in which polarizabil-
ity, in an average sense, is included in nonpolarizable models.

Another way in which polarizability is included implicitly is in the value
of the partial charges, qi, that are assigned to the atoms in the model. The
charges used in potential energy models for condensed phases are often
enhanced from the values that would be consistent with the gas-phase dipole
moment, or those that would best reproduce the electrostatic potential (ESP)
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from gas-phase ab initio calculations. Enhanced charge values are a means
of accounting for the strong polarization of electron distributions by the elec-
tric fields of the other particles in a condensed phase environment. The
enhanced charges are obtained either through explicit parameterization4,5 or
by using charges obtained via quantum chemical methods that are known to
overestimate charge values.6 Although the enhanced charge values treat polar-
ization in an effective way, they cannot correctly reflect the dependence of
charge distributions on the system’s state, nor can they respond dynamically
to fluctuations in the electric field due to molecular motion. The average elec-
tric field, and therefore the charge distribution and dipole moment, will
depend on the physical state and composition of the system. For example, a
molecule in a solution with a high ionic strength may feel a field different
from a molecule in a pure solvent; even in the bulk liquid state, the polariza-
tion of a water molecule will depend on the density, and thus on the system’s
temperature and pressure. In addition, conformational changes may influence
the charge distribution of a molecule.7–13 Molecular motions in the system will
result in conformational changes and fluctuations in the electric field, causing
the electrostatic distribution to change on a subpicosecond time scale. Treating
these effects requires a polarizable model.

POLARIZABLE POINT DIPOLES

One method for treating polarizability is to add point inducible dipoles
on some or all atomic sites. This polarizable point dipoles (PPD) method has
been applied to a wide variety of atomic and molecular systems, ranging from
noble gases to water to proteins. The dipole moment, li, induced on a site i is

C

O

N

H

O
H H

(qiqj /rij) + 4  ij ∋
σij

rij

σij

rij

12 6

−

(1 + cos(nω + γ))
Vn

2
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2

KB (r − r0)
2

Figure 1 Schematic of the interactions between an amino group and a water showing
the Lennard–Jones and electrostatic nonbonded interactions along with the bond
length, bond angle, and dihedral angle (torsional) interactions.
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proportional to the electric field at that site, Ei. The proportionality constant is
the polarizability tensor, ai. The dipole feels an electric field both from the per-
manent charges of the system and from the other induced dipoles. The expres-
sion for the li is

li ¼ ai 	 Ei ¼ ai 	 E0
i �

X
j 6¼ i

Tijlj

" #
½3�

where E0 is the field from the permanent charges. (There also may be perma-
nent dipoles or other multipoles present contributing to E0.) The induced
dipoles interact through the dipole field tensor, Tij,

Tij ¼
1

r3
I � 3

r5

x2 xy xz

yx y2 yz

zx zy z2

0
B@

1
CA ½4�

where I is the identity matrix, r is the distance between i and j, and x, y, and z
are the Cartesian components of the vector between i and j.

The energy of the induced dipoles, Uind, can be split into three terms,

Uind ¼ Ustat þ Umm þ Upol ½5�

The energy Ustat is the interaction energy of the N induced dipoles with the
permanent, or static, field

Ustat ¼ �
XN
i¼1

li 	 E0
i ½6�

the energy Umm is the induced dipole–induced dipole interaction

Umm ¼
1

2

XN
i¼ 1

X
j 6¼ i

li 	 Tij 	 lj ½7�

and the polarization energy, Upol,

Upol ¼
1

2

XN
i¼ 1

li 	 Ei ½8�

is that required to distort the electron distribution to create the dipoles.4,14

Any polarizable model in which dipole moments, charges, or other multipoles
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are modified by their environment will have a polarization energy correspond-
ing to Upol. Even nonpolarizable models that are parameterized to have
charges enhanced from the gas-phase values should include such a term, and
Upol has been called the ‘‘missing term’’ in many pair potentials.4,5 By using
Eq. [3], the electric field can be replaced by a�1 	 li and Upol can be written as

Upol ¼
1

2

XN
i¼1

li 	 a�1
i 	 li ½9�

where a�1
i is the inverse of the polarization tensor. If the polarization matrix is

isotropic ðaxx ¼ ayy ¼ azz ¼ aiÞ and diagonal, then

Upol ¼
XN
i¼1

m2
i

2ai
½10�

Combining the three energy terms gives
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2
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which, using Ei ¼ E0
i �

P
Tij 	 lj (Eq. [3]), reduces to the relationship for the

static field, E0, and

Uind ¼ � 1

2

XN
i¼ 1

li 	 E0
i ½12�

Note that the energy is the dot product of the induced dipole and the static
field, not the total field.15–19 Without a static field, there are no induced
dipoles. Induced dipoles alone do not interact strongly enough to overcome
the polarization energy it takes to create them (except when they are close
enough to polarize catastrophically).

The static field at site i due to permanent charges is

E0
i ¼

X
j 6¼ i

qjrij

r3
ij

½13�

where qj is the charge at site j and rij is the distance between i and j. A point
charge at a site is generally assumed not to contribute to the field at that site.
For rigid models of water and other small molecules, charges on the same
molecule contribute a constant amount to the electric field at each site
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(in internal coordinates). These effects are often incorporated into the fixed
charge distribution and are not explicitly included in the static field, which
is calculated using only charges from different molecules.15,19–37

Some water models use a shielding function, SðrÞ, that changes the
contribution to Ei from the charge at j,20,26,30,31,37

Ei ¼
X
j 6¼ i

SðrijÞqjrij

jrijj3
½14�

The shielding function differs from 1 only at small distances and accounts
for the fact that at small separations the electric field will be modified by
the spatial extent of the electron cloud. For larger molecules, the interactions
from atoms that are directly bonded to atom i and are separated by two bonds
or less (termed 1–2 and 1–3 bonded interactions) do not typically contribute
to Ei.

32,38

In the most general case, all the dipoles will interact through the dipole
field tensor. The method of Applequist et al.39,40 for calculating molecular
polarizabilities uses this approach. One problem with coupling all the dipoles
with the interaction given by Eq. [4] is the ‘‘polarization catastrophe’’. As
pointed out by Applequist, Carl, and Fung39 and Thole,41 the molecular polar-
ization, and therefore the induced dipole moment, may become infinite at
small distances. The mathematical origins of such singularities are made
more evident by considering a simple system consisting of two atoms (A and
B) with isotropic polarizabilities, aA and aB. The molecular polarizability,
which relates the molecular dipole moment (l ¼ lA þ lB) to the electric field,
has two components, one parallel and one perpendicular to the bond axis
between A and B,

ajj ¼ ½aA þ aB þ ð4aAaB=r3Þ�=½1 � ð4aAaB=r6Þ� ½15�

a? ¼ ½aA þ aB � ð2aAaB=r3Þ�=½1 � ðaAaB=r6Þ� ½16�

The parallel component, ajj, becomes infinite as the distance between the two

atoms approaches ð4aAaBÞ1=6. The singularities can be avoided by making the
polarizabilities sufficiently small so that at the typical distances between the
atoms (>1 Å) the factor ð4aAaBÞ=r6 is always less than one. The Applequist
polarizabilities are in fact small compared to ab initio values.41,42 Applequist’s
atomic polarizabilities were selected to optimize the molecular polarizabilities
for a set of 41 molecules (see Table 1). Note that careful choice of polarizabil-
ities can move the singularities in Eqs. [15] and [16] to small distances, but not
eliminate them completely, thus causing problems for simulation techniques
such as Monte Carlo (MC), which tend to sample these nonphysical regions
of configuration space.
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Alternatively, the polarization catastrophe can be avoided by screening
(attenuating) the dipole–dipole interaction at small distances.41 As with the
screening of the static field, screening of the dipole–dipole interaction can be
physically interpreted as correcting for the fact that the electronic distribution
is not well represented by point charges and dipoles at small distances.39,41,43

Mathematically, screening avoids the singularities such as those in Eqs. [15]
and [16]. The Thole procedure for screening is to introduce a scaling distance
sij ¼ 1:662ðaiajÞ1=6. This results in a charge density radius of 1.662 Å, for
example, between atoms with a polarizability of 1 Å3. The dipole field
tensor is thus changed to

Tij ¼ ð4v3 � 3v4Þ 1

r3
I � v4 3

r5

x2 xy xz
yx y2 yz
zx zy z2

0
@

1
A ½17�

where v ¼ r=sij. Tij is unchanged if r is greater than sij. Thole’s polarizability
parameters, together with the scale factor 1.662, were selected to optimize the
molecular polarizabilities for a set of 16 molecules (Table 1). Unlike Apple-
quist, Thole assigns only one polarizability per atom independent of its valence
state and does not assign polarizabilities to halide atoms. The Thole para-
meters are closer to the experimental and ab initio polarizabilities.42 Although
the atomic polarizabilities of Applequist and Thole are different, the resulting

Table 1 Polarizability Parameters for Atoms

Polarizability (Å3)
——————————————————————————————

Atom Applequist et al.a Tholeb Experimental or ab initioc

H (alkane) 0.135 0.514 0.667
H (alcohol) 0.135 — —
H (aldehyde) 0.167 — —
H (amide) 0.161 — —
C (alkane) 0.878 1.405 1.76
C (carbonyl) 0.616 — —
N (amide) 0.530 1.105 1.10
N (nitrile) 0.52 — —
O (alcohol) 0.465 0.862 0.802
O (ether) 0.465 — —
O (carbonyl) 0.434 — —
F 0.32 — 0.557
Cl 1.91 — 2.18
Br 2.88 — 3.05
I 4.69 — 5.35

aRef. 39.
bRef. 41
cRef. 42.
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molecular polarizabilities are not that far off, with the Applequist method
tending to overestimate the polarization anisotropies.

Various computer simulation models have used either the Applequist
parameters and no screening15,16,24,27,28,32,34 or the Thole parameters and
screening of Tij.

19,31,38 Different screening functions have been used as well.
A large number of polarizable models have been developed for water, many
of them with one polarizable site (with a ¼ 1:44 Å3) on or near the oxygen
position.20–23,26,29,30,33,35–37 For these models, the polarizable sites do not
typically get close enough for polarization catastrophes {ð4aaÞ1=6 ¼ 1:4 Å,
see comments after Eq. [16]}, so screening is not as necessary as it would be
if polarization sites were on all atoms. However, some water models with a
single polarizable site do screen the dipole field tensor.20,22,37 Another model
for water places polarizable sites on bonds.25 Other polarizable models have
been used for monatomic ions and used no screening of T or E0.15,16,27,34

Polarizable models have been developed for proteins as well, by Warshel
and co-workers (with screening of T but not E0),44,45 and by Wodak and
co-workers (with no screening).46

An attractive feature of the dipole polarizable model is that the assign-
ment of electrostatic potential parameters is more straightforward than for
nonpolarizable models. Charges can be assigned on the basis of experimental
dipole moments or ab initio electrostatic potential charges for the isolated
molecule. The polarizabilities can be assigned from the literature (as in
Table 1) or calculated. Contrarily, with nonpolarizable models, charges may
have some permanent polarization to reflect their enhanced values in the con-
densed phase.6,47 The degree of enhancement is part of the art of constructing
potentials and limits the transferability of these potentials. By explicitly includ-
ing polarizability, the polarizable models are a more systematic approach for
potential parameterization and are therefore more transferrable.

Using Eqs. [9] and [11], the energy can be rewritten as

Uind ¼ �
XN
i¼ 1

li 	 E0
i þ

1

2

XN
i¼ 1

X
j 6¼ i

li 	 Tij 	 lj þ
1

2

XN
i¼ 1

lia
�1
i li ½18�

and the derivative of Uind with respect to the induced dipoles is

=li
Uind ¼ �E0

i þ
X
j 6¼ i

Tij 	 lj þ a�1
i 	 li ¼ 0 ½19�

The derivative in Eq. [19] is zero because a�1
i 	 li ¼ E0

i �
P

Tij 	 lj, accord-
ing to Eq. [3]. The values of the induced dipoles are therefore those that
minimize the energy. Other polarizable models also have auxiliary variables,
analogous to l, which likewise adjust to minimize the energy.
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The polarizable point dipole models have been used in molecular
dynamics (MD) simulations since the 1970s.48 For these simulations, the
forces, or spatial derivatives of the potential, are needed. From Eq. [18], the
force23 on atomic site k is

Fk ¼ �rkUind ¼
XN
i¼ 1

lirkE0
i þ

X
i 6¼ k

lk 	 ðrkTkiÞ 	 li ½20�

All contributions to the forces from terms involving derivatives with respect to
the dipoles are zero from the extremum condition of Eq. [19].23,49

Finding the inducible dipoles requires a self-consistent method, because
the field that each dipole feels depends on all of the other induced dipoles.
There exist three methods for determining the dipoles: matrix inversion, itera-
tive methods, and predictive methods. We describe each of these in turn.

The dipoles are coupled through the matrix equation,

A 	 l ¼ E0 ½21�

where the diagonal elements of the matrix, Aii, are a�1
i and the off-diagonal

elements Aij are Tij. For a system with N dipoles, solving for each of them
involves inverting the N � N matrix, A—an OðN3Þ operation that is typically
too computationally expensive to perform at each step of an OðNÞ or OðN2Þ
simulation. Consequently, this method has been used only rarely.31 Note that
since Eq. [21] for l is linear, there is only one solution for the dipoles.

In the iterative method, an initial guess for the field is made by, for exam-
ple, just using the static field, E0, or by using the dipoles from the previous
time step of the MD simulation.48,49 The dipole moments resulting from this
field are evaluated using Eq. [3], which can be iterated to self-consistency.
Typical convergence limits on the dipoles range from 1 � 10�2 D to
1 � 10�6 D.21,27,34–36,50 Long simulations require very strict convergence lim-
its or mild thermostatting50 to prevent problems due to poor energy conserva-
tion. Alternatively, the energy Upol can be monitored for convergence.19,51 The
level of convergence, and therefore the number of iterations required, varies
considerably. Between 2 and 10 iterations are typically required. For some cal-
culations, including free energy calculations, a high level of convergence may
be necessary.38 The iterative method is the most common method for finding
the dipoles.

The predictive methods determine l for the next time step based on
information from previous time steps. Ahlström et al.23 used a first-order pre-
dictor algorithm, which uses the l values from the two previous times steps to
predict l at the next time step,

liðtÞ ¼ 2liðt ��tÞ � liðt � 2�tÞ ½22�
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where �t is the time step, and t is time. This method is not stable for long
times, but can be combined with an iterative solution, either by providing the
initial iteration of the electric field values,52,53 or by allowing the iteration to
be performed less frequently than every step.23,54 Higher-order predictor
algorithms have been used as well.23,52,55

A different predictive procedure is to use the extended Lagrangian
method, in which each dipole is treated as a dynamical variable and given a
mass Mm and velocity _l. The dipoles thus have a kinetic energy, 1

2

P
i Mm _l2

i

and are propagated using the equations of motion just like the atomic coordi-
nates.22,56–58 The equation of motion for the dipoles is

Mm�li ¼ �=li
Uind ¼ Ei � a�1

i 	 li ½23�

Here �li is the second derivative with respect to time, that is, the acceleration.
The dipole mass does not correspond to any physical mass of the system; it is
chosen for numerical convenience, by, for example, comparing the trajectories
with those from the iterative method.57 It is desirable to keep the kinetic
energy of the dipoles small so that the dipole degrees of freedom are cold
and near the potential energy minimum (corresponding to the exact solution
of Eq. [3]).

Because this method avoids iterations, which require recalculating Ei

multiple times for every sampled configuration, the extended Lagrangian
method is a more efficient way of calculating the dipoles at every time step.
But even with methods that allow for only a single evaluation of the energy
and force per time step, polarizable point dipole methods are more computa-
tionally intensive than nonpolarizable simulations. Evaluating the dipole–
dipole interactions in Eqs. [7] and [20] is several times more expensive than
evaluating the Coulombic interactions between point charges in Eq. [1]. A
widely used rule of thumb is that polarizable simulations based on a point
dipole model take roughly four times longer than a nonpolarizable simulation
of the same system.

The polarizable point dipole model has also been used in Monte Carlo
simulations with single particle moves.19,21,24,59–62 When using the iterative
method, a whole new set of dipoles must be computed after each molecule
is moved. These updates can be made more efficient by storing the distances
between all the particles, since most of them are unchanged, but this requires a
lot of memory. The many-body nature of polarization makes it more amenable
to molecular dynamics techniques, in which all particles move at once, com-
pared to Monte Carlo methods where typically only one particle moves at a
time. For nonpolarizable, pairwise-additive models, MC methods can be effi-
cient because only the interactions involving the moved particle need to be
recalculated [while the other ðN � 1Þ � ðN � 1Þ interactions are unchanged].
For polarizable models, all N � N interactions are, in principle, altered when
one particle moves. Consequently, exact polarizable MC calculations can be
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two to three orders of magnitude slower than comparable nonpolarizable cal-
culations.63 Various approximate methods, involving incomplete convergence
or updating only a subset of the dipoles, have been suggested.59 Unfortunately,
these methods result in significant errors in computed physical properties.19,63

Monte Carlo methods are capable of moving more than one particle at a time,
with good acceptance ratios,64,65 using, for example, the hybrid MC tech-
nique, but this method has not been applied to polarizable models, as far as
we are aware.

One final point concerns the long-range nature of the interactions in
dipole-based models. Dipole–dipole and dipole–charge interactions are termed
long range because they do not decrease faster than volume grows—that is, as
r3. If periodic boundary conditions are used, some treatment of the long-range
interactions is needed. The most complete treatment of the long-range forces is
the Ewald summation technique.64,66 All models, whether polarizable or not,
face this problem if they have long-range forces, but for polarizable models
this is a more significant issue. The use of cut-offs or other truncation schemes
will change both the static field and the dipole field tensor. These changes to
the electric field will modify the value of the induced dipole, which in turn will
change the field at other sites. Accordingly, the treatment of long-range forces
feeds back on itself in a way that does not occur with nonpolarizable models.
It is thus crucial to treat the long-range interactions as accurately as possible in
polarizable simulations. Nevertheless, a large number, if not most, of the simu-
lations using polarizable potentials have not used Ewald sums. Recently,
Nymand and Linse67 showed that different boundary conditions (including
Ewald sums, spherical cut-off, and reaction field methods) lead to more signif-
icant differences in equilibrium, dynamical, and structural properties for
polarizable water models than for nonpolarizable models.

Conventional methods for performing the Ewald sum scale as OðN3=2Þ
or OðN2Þ,68 and formulations specifically designed to include dipole–dipole
interactions66 are in fairly wide use. Faster scaling methods, such as the fast
multipole and particle–mesh algorithms, have also been extended to the treat-
ment of point dipoles.50,69

SHELL MODELS

A defining feature of the models discussed in the previous section,
regardless of whether they are implemented via matrix inversion, iterative
techniques, or predictive methods, is that they all treat the polarization
response in each polarizable center using point dipoles. An alternative
approach is to model the polarizable centers using dipoles of finite length,
represented by a pair of point charges. A variety of different models of polar-
izability have used this approach, but especially noteworthy are the shell
models frequently used in simulations of solid-state ionic materials.
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The shell model has its origin in the Born theory of lattice dynamics, used
in studies of the phonon dispersion curves in crystals.70,71 Although the Born
theory includes the effects of polarization at each lattice site, it does not
account for the short-range interactions between sites and, most importantly,
neglects the effects of this interaction potential on the polarization behavior.
The shell model, however, incorporates these short-range interactions.72,73

The earliest applications of the shell model, as with the Born model, were to
analytical studies of phonon dispersion relations in solids.74 These early appli-
cations have been well reviewed elsewhere.71,75–77 In general, lattice dynamics
applications of the shell model do not attempt to account for the dynamics of
the nuclei and typically use analytical techniques to describe the statistical
mechanics of the shells. Although the shell model continues to be used in
this fashion,78 lattice dynamics applications are beyond the scope of this chap-
ter. In recent decades, the shell model has come into widespread use as a model
Hamiltonian for use in molecular dynamics simulations; it is these applications
of the shell model that are of interest to us here.

The shell model to be described in detail below is essentially identical to
the Drude oscillator model;79,80 both treat polarization via a pair of charges
attached by a harmonic spring. The different nomenclature results largely
from the use of these models in recent decades by two different scientific com-
munities. The term Drude model is used more frequently in simulations of the
liquid state, whereas the term shell model is used more often in simulations of
the solid state. As polarizable models become more common in both fields,
the terms are beginning to be used indistinguishably. In this chapter, we will
use the term shell model exclusively to describe polarizable models in which
the dipoles are treated adiabatically; they are always at or near their mini-
mum-energy conformation. We reserve the term Drude oscillator specifically
for applications where the dipole oscillates either thermally or with a quantum
mechanical zero-point energy, and this oscillating dipole gives rise to a disper-
sion interaction. The literature has not been entirely consistent on this point of
terminology, but it is a useful distinction to make.

The shell model describes each polarizable ion or atom as a pair of point
charges separated by a variable distance, as illustrated in Figure 2. These
charges consist of a positive, ‘‘core’’ charge located at the site of the nucleus,
and a negative, ‘‘shell’’ charge. These charges are connected by a harmonic
spring. To some extent, these charges can be justified physically as an effective
(shielded) nuclear charge and a corresponding effective charge in the valence
shell that is responsible for most of the polarization response of the atom. This
interpretation should not be taken literally, however; the magnitude of the
charges are typically treated as adjustable parameters of the model rather
than true shielded charge values. As such, they should be viewed primarily
as an empirical method for representing the dipolar polarization of the site.

The magnitudes of both the core and shell charges are fixed in this
model. The polarization thus occurs via relative displacement of the core
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and shell charges. For a neutral atom i with a core charge of þqi, an equal and
opposite shell charge of �qi, and a shell charge that is displaced by a distance
di from the core charge, the dipole moment is

li ¼ �qidi ½24�

As with any model involving inducible dipoles, the potential energy of
the induced dipoles contains terms representing the interaction with any static
field, the interaction with other dipoles, and the polarization energy, that is,

Uind ¼ Ustat þ Umm þ Upol ½25�

The polarization energy arises in this case from the harmonic spring separating
the two charges,

Upol ¼
1

2

XN
i¼1

kid
2
i ½26�

for a collection of N polarizable atoms with spring constants ki and charge
displacements di ¼ jdij. Using di from Eq. [24] and comparing it with
Eq. [10] for polarizable point dipoles, we see that the polarizability of an
isotropic shell model atom can be written as

ai ¼ q2
i =ki ½27�

Mi

di

 zi + qi −qi

ki

Figure 2 In the shell model, a ‘‘core’’ charge zi þ qi is attached by a harmonic spring
with spring constant ki to a ‘‘shell’’ charge �qi. For a neutral atom, zi ¼ 0. The center of
mass is at or near the core charge, but the short-range interactions are centered on the
shell charge. (Not drawn to scale; the displacement di between the charges is much
smaller than the atomic radius.)
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The electrostatic interaction between independent polarizable atoms is
simply the sum of the charge–charge interactions between the four charge
sites,

Umm ¼ 1

2

XN
i¼1

X
j 6¼ i

qiqj
1

jrijj
� 1

jrij � djj
� 1

jrij þ dij
þ 1

jrij � dj þ dij

� �
½28�

Typically, no Coulombic interactions are included between the core and shell
charges on a single site. Note that the electrostatic interaction in this model is
implemented using only the charge–charge terms already present in Eq. [1].
No new interaction types, such as the dipole field tensor Tij of Eq. [7], are
required. The computational advantage of avoiding dipole–dipole interactions
is almost exactly nullified by the necessity of calculating four times as many
charge–charge interactions, however.

The interaction of the induced dipoles with the static field is the sum of
the terms for each individual charge site,

Ustat ¼ �
XN
i¼ 1

qi½ri 	 E0
i � ðri þ diÞ 	 E00

i � ½29�

where E0
i is the static field at the location of the core charge, ri, and E00

i is the
static field at the location of the shell charge, ri þ di. Note that E0

i 6¼ E00
i , in

general.
Equations [28] and [29] correspond directly to Eqs. [7] and [6], but for

the case of dipoles with finite extent. In that sense, models based on point
dipoles can be seen as idealized versions of the shell model, in the limit of infi-
nitely small dipoles. That is, the magnitude of the charges qi and spring con-
stants ki approach infinity in such a way as to keep the atomic polarizabilities
ai constant. Indeed, in that limit, the displacements will approach zero in the
shell model, and the two models will be entirely equivalent.

To the extent that the polarization of physical atoms results in dipole
moments of finite length, it can be argued that the shell model is more physi-
cally realistic (the section on Applications will examine this argument in more
detail). Of course, both models include additional approximations that may be
even more severe than ignoring the finite electronic displacement upon polar-
ization. Among these approximations are (1) the representation of the electro-
nic charge density with point charges and/or dipoles, (2) the assumption of an
isotropic electrostatic polarizability, and (3) the assumption that the electro-
static interactions can be terminated after the dipole–dipole term.

In describing the shell model, the charge q was described as an effective
valence charge of the atom. In some applications of the shell model, the shell
charge is indeed interpreted physically in this manner, and q is assigned based
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on estimates of shielded charge values. More typically, however, this physical
interpretation is relaxed, and q is used as an adjustable parameter in the fitting
of the model. Recall that both q and k determine the polarizability of the atom
(Eq. [27]). These parameters are often obtained from experimental values for
the polarizability, as well as from the elastic and dielectric constants. There is
some redundancy in the model, however, as q and k are not independent.81 In
simulations, the shell can either be treated adiabatically (as in the iterative
methods) or dynamically (as in the extended Lagrangian method). In the
case where the shell is modeled dynamically, the spring constant k affects
the characteristic frequency of the spring oscillations, and thus can be chosen
from physical arguments or for numerical convenience.82

In the model described above, the core and shell charges have equal mag-
nitudes, such that the polarizable atom remains electrically neutral. The origi-
nal application of the shell model72,73 and the majority of applications since
then77,83–94 have been to ionic systems. Charged species can easily be accom-
modated through the introduction of a permanent charge zi coincident with
the core (nuclear) charge (see Figure 2). This permanent charge then contri-
butes to the static electric field experienced by the core and shell charges on
other sites. The charge zi can represent either an integer charge on a simple
ion, or the effective partial charge on an atom in a molecular species.95–100

Assigning charges this way is equivalent to allowing unequal core and shell
charges, which is how the model is usually implemented in practice. Concep-
tually, however, it is useful to consider the permanent charge as a separate
component of the model, so that the polarizable component is neutral, and
thus has a dipole moment that is independent of the choice of origin.

We should remain cognizant of the fact that there is a conceptual differ-
ence between the polarizable point dipole models and the shell model. In the
former, the point dipoles can be (and often are) assumed to be merely one term
in an infinite series of multipoles that is used in a mathematical expansion of
the electric field external to the molecule. In the shell model, on the other
hand, the dipole moment is assumed to arise physically from the electron
cloud’s displacement from the molecular center. Because of the finite length
of this dipole, it is important to specify whether the nonelectrostatic interac-
tion centers are located at the cores (nuclei) or the shells (center of electron
density). The nonelectrostatic interactions—including short-range repulsion
(exchange) and van der Waals terms—are purely electronic in nature. Conse-
quently, these interactions are typically taken to act between the shells, rather
than the cores. The specific functional form used for the short-range interac-
tions varies with the implementation, ranging from Buckingham or Born–
Mayer potentials for ions to Lennard–Jones potentials for neutral species.
Because a steep repulsive potential is an integral part of the shell model, polar-
ization catastrophe is typically not an issue for these models.91

Several different methods exist for treating the motion of the polarizable
degrees of freedom in dynamic simulations. As with the models based on point
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dipoles, there are iterative, adiabatic techniques as well as fully dynamic meth-
ods. In the adiabatic methods, the correspondence between the shell charge
and the effective electronic degrees of freedom is invoked, along with the
Born–Oppenheimer approximation. In this case, the slow-moving nuclei and
core charges are said to move adiabatically in the field generated by the shell
charges. In other words, the positions of the shell charges are assumed to
update instantaneously in response to the motion of the nuclei, and thus
always occupy the positions in which they feel no net force (i.e., the positions
that minimize the total energy of the system). The forces on the core charges
are then used to propagate the dynamics, using standard numerical integration
methods. The other alternative is to treat the charges fully dynamically, allow-
ing them to occupy positions away from the minimum-energy position dic-
tated by the nuclei, and thus experience nonzero forces.

When the charges are treated adiabatically, a self-consistent method
must be used to solve for the shell displacements, fdig (just as with the dipoles
flig in the previous section). Combining Eqs. [26], [28], and [29], we can
write the total energy of the shell model system as

Uindðfrig; fdigÞ ¼
XN
i¼ 1
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which is the equivalent of Eq. [18] for a model with polarizable point dipoles,
but with one important difference: Eq. [18] is a quadratic function of the flig,
guaranteeing that its derivative (Eq. [19]) is linear and that a standard matrix
method can be used to solve for the flig. Equation [30] is not a quadratic func-
tion of the fdig. Moreover, the dependence of the short-range interactions on
the displacements of the shell particles further complicates the matter. Conse-
quently, matrix methods are typically not used to find the shell displacements
that minimize the energy.

Iterative methods are used instead. In one such approach,101 the nuclear
(core) positions are updated, and the shell displacements from the previous
step are used as the initial guess for the new shell displacements. The net force,
Fi, on the shell charge is calculated from the gradient of Eq. [30], together with
any short-range interactions. Because the harmonic spring interaction is, by
far, the fastest varying component of the potential felt by the shell charge,
the incremental shell displacement ddi ¼ Fi=ki represents a very good estimate
of the equilibrium (energy minimizing) position of the shells. The forces are
recalculated at this position, and the procedure is iterated until a (nearly)
force-free configuration is obtained. Alternatively, this steepest descent style
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minimization can be replaced by more sophisticated minimization techni-
ques,102 such as conjugate gradients.103 Depending on the convergence criter-
ion used, these iterative methods typically require between 3 and 10
iterations.77,99,101,103

The dynamic approach to solving for the shell displacements was first
proposed by Mitchell and Fincham.90 In this method, the mass of each atom
or ion is partitioned between the core and the shell. The mass of the shell
charge is typically taken to be less than 10% of the total particle mass, and
often as light as 0.2 amu.82,90,97,104 No physical significance is attributed to
the charge mass, as it is not meant to represent the mass of the electronic
degrees of freedom whose polarization the shell charge represents. Rather, it
is a parameter chosen solely for the numerical efficiency of the integration
algorithm. Choosing a very light shell mass allows the shells (i.e., the dipole
moments) to adjust very quickly in response to the electric field generated
by the core (nuclear) degrees of freedom. In the limit of an infinitely light shell
mass, the adiabatic limit would be recovered. The choice of shell mass also has
a direct effect on the characteristic frequency of the oscillating shell model. For
a particle with total mass M, a fraction f of which is attributed to the shell and
1 � f to the core, the reduced mass will be m ¼ f ð1 � f ÞM, resulting in an
oscillation frequency of

o ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k

f ð1 � f ÞM

s
½31�

An overly small shell mass would thus result in high oscillation frequencies,
requiring the use of an exceedingly small time step for integration of the
dynamics—an undesirable situation for lengthy simulations. In practice, the
shell mass is chosen to be (1) light enough to ensure adequate response times,
(2) heavy enough that reasonable time steps may be used, and (3) away from
resonance with any other oscillations in the system.

The dynamic treatment of the charges is quite similar to the extended
Lagrangian approach for predicting the values of the polarizable point dipoles,
as discussed in the previous section. One noteworthy difference between these
approaches, however, is that the positions of the shell charges are ordinary
physical degrees of freedom. Thus the Lagrangian does not have to be
‘‘extended’’ with fictitious masses and kinetic energies to encompass their
dynamics.

With an appropriate partitioning of the particle masses between core and
shell, this dynamic method for integrating the dynamics of the shell model can
become more efficient than iterative methods. The lighter masses in the system
require time steps 2–5 times smaller than those required in an iterative shell
model simulation (or a nonpolarizable simulation).82,90,97,99,104 But because
the iterative methods require 3–10 force evaluations per time step to achieve
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comparable energy conservation,90,99,101,105 the dynamic methods can have a
computational advantage, in some cases by as much as a factor of two to
four.90 Because the shell model represents each polarizable site with two point
charges, it replaces the dipole–dipole interactions in the polarizable point
dipole models with four charge–charge interactions. The greater number of
pair distances largely offsets the computational advantage of the simpler inter-
action, and energy and force evaluations in the two methods are comparable in
speed. Between the reduced time step and the greater number of interactions,
shell models typically require 10 times more CPU time than corresponding
nonpolarizable simulations.105,106

In the shell model, as mentioned above, the short-range repulsion and
van der Waals interactions are taken to act between the shell particles. This
finding has the effect of coupling the electrostatic and steric interactions in
the system: in a solid-state system where the nuclei are fixed at the lattice posi-
tions, polarization can occur not only from the electric field generated by
neighboring atoms, but also from the short-range interactions with close
neighbors (as, e.g., in the case of defects, substitutions, or surfaces). This
ability to model both electrical and mechanical polarizability is one reason
for the success of shell models in solid-state ionic materials.73,107

There exist a variety of extensions of the basic shell model. One variation
for molecular systems uses an anisotropic oscillator to couple the core and
shell charges,99,108 thus allowing for anisotropic polarizability in nonspherical
systems. Other modifications of the basic shell model that account for explicit
environment dependence include a deformable or ‘‘breathing’’ shell75,76,109 and
shell models allowing for charge transfer between neighboring sites.75,76,110

Shell models have been used successfully in a wide variety of systems.
The greatest number of applications have been in the simulation of ionic
materials,86–88,90,111 especially systems including alkali halides,83 ox-
ides,85,89,91,92,112–115 and zeolites.93,94 The shell model is also commonly
used for the simulation of molten salts,77,84,90,101,116–120 and shell-type models
have been developed for various molecular95–99 and polymeric species.100,121

ELECTRONEGATIVITY EQUALIZATION MODELS

Polarizability can also be introduced into standard potentials (Eq. [1]) by
allowing the values of the partial charges to respond to the electric field of
their environment. A practical advantage of this approach is that it introduces
polarizability without introducing new interactions. And unlike the shell
model, this can be accomplished using the same number of charge–charge
interactions as would be present in a nonpolarizable simulation. Another
more conceptual advantage is that this treats the polarizable and permanent
electrostatic interactions with the same multipoles. One way to couple the
charges to their environment is by using electronegativity equalization.
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The energy required to create a charge, q, on an atom can be expressed as
a Taylor series expansion,

UðqÞ ¼ E0 þ w0q þ 1

2
Jq2 ½32�

which has been truncated after the second-order terms. If the Taylor series is
valid for charges of up to �1 e, then, because the ionization potential, IP, is
equal to Uð1Þ � Uð0Þ and the electron affinity, EA, is Uð�1Þ � Uð0Þ, the
Taylor series coefficients are

w0 ¼ ðIP þ EAÞ=2 ½33�
J ¼ IP � EA ½34�

Equation [33] is Mulliken’s definition of electronegativity,122 so the linear
coefficient in the Taylor series is the electronegativity of the atom. Mulliken’s
definition is consistent with other electronegativity scales. The second-order
coefficient, 1

2 J, is the ‘‘hardness’’ of the atom, Z.123 For semiconductors, the
hardness is half the band gap, and Z is an important property in inorganic and
acid–base chemistry.124 Physically, IP � EA is the energy required to transfer
an electron from one atom to another atom of the same type,

2AðgÞ ! AþðgÞ þ A�ðgÞ �E ¼ IP � EA ½35�

This energy is always positive (in fact, it is positive even if the two atoms are
not the same element), so J � 0. Figure 3 shows UðqÞ for chlorine and sodium,
as calculated from the experimental IP and EA. The energies of the ions, w0,
and J are all calculated using the experimental IP and EA. Chlorine is more
electronegative than sodium ðw0

Na ¼ 2:84 eV; w0
Cl ¼ 8:29 eVÞ and also harder

ðJNa ¼ 4:59 eV, JCl ¼ 9:35 eVÞ. This means that both the slope and the second
derivative of UðqÞ are larger for Cl than for Na.

When atoms are brought together to form molecules, the energy of the
charges is described in the EE model as

UðqÞ ¼
X

i

E0
i þ w0

i qi þ
1

2
Jiiq

2
i

� �
þ
X

i

X
j > i

JijðrijÞqiqj ½36�

The vector q represents the set of qi. The second-order coefficient, JijðrijÞ,
depends on the distance between the two atoms i and j, and at large distances
should equal 1=rij. At shorter distances, there may be screening of the interac-
tions, just as for the dipole–dipole interactions in the earlier section on Polar-
izable Point Dipoles. This screened interaction is typically assumed to arise
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from the Coulomb interaction between delocalized charge distributions rðrÞ,
rather than point charges,

JijðrÞ ¼
ð
riðriÞrjðrjÞ
jri � rj � rj dri drj ½37�

The charge distributions are frequently assumed to be spherical, for simpli-
city.125–128 Directional interactions can be incorporated with nonspherical
charge distributions, at some added computational expense.129–131

The partial charges on each atom of the molecule are found by minimiz-
ing the energy, subject to a constraint that the total charge is conserved.

X
i

qi ¼ qtot ½38�

The charge conservation constraint can be enforced using an undetermined
multiplier,

UðqÞ ¼ UðqÞ � l
X

i

qi � qtot

 !
½39�

Minimizing this expression for the energy with respect to each of the qi

under the assumption that the molecule in question is neutral ðqtot ¼ 0Þ gives
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Figure 3 Energy versus charge for chlorine (solid line) and sodium (dashed line). The
lines are a quadratic fit through the energies of the ions relative to the neutral atom.
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for all i ði:e:; 8 iÞ:

@U

@qi

� �
� l ¼ 0 8 i ½40�

Because ð@U=@qiÞ for each atom is equal to the same undetermined multiplier
l, this quantity must be identical for all atoms in the molecule,132

@U

@qi

� �
¼ @U

@qj

� �
8 i; j ½41�

Through Mulliken’s identification of @U=@q as the electronegativity, we see
that minimizing the energy with respect to the charges is equivalent to equal-
izing the electronegativities,

wi �
@U

@qi

� �
¼ w0

i þ Jii qi þ
X
j 6¼ i

JijðrijÞqj ½42�

for all atoms. Notice that the electronegativity of atom i in a molecule, wi,
differs from the electronegativity of the isolated atom, w0

i , and now depends
on its charge, the charge of the other atoms, its hardness, and the interactions
with other atoms through JijðrijÞ. In addition, Parr et al.132 identified the
chemical potential of an electron as the negative of the electronegativity,
m ¼ �@U=@q. So electronegativity equalization is equivalent to chemical
potential equalization. Thus, this model effectively moves charge around a
molecule to minimize the energy or to equalize the electronegativity or
chemical potential. These interpretations are all equivalent (for a dissenting
opinion, see Ref. 133).

Electronegativity equalization (EE) was first proposed by Sanderson.134

The EE model, with appropriate parameterization, has been successful in pre-
dicting the charges of a variety of molecules.125,135–138 The parameters w0 and
J are not typically assigned from Eqs. [33] and [34], but instead are taken as
parameters to be optimized and can be viewed as depending on the valence
state of the atom, as indicated by electronic structure calculations.139,140

Some models136 set JabðrijÞ ¼ 1=rij, and others use some type of screen-
ing.125,135,137 In addition, some models have an expression for the energy
that is not quadratic.125,135,141 Going beyond the quadratic term in the Taylor
expansion of Eq. [32] can possibly extend the validity of the model, but it
introduces complications in the methods available for treating the charge
dynamics, as will be discussed below.

For a collection of molecules, the overall energy is comprised of the
energy given by Eq. [36] for each molecule and an interaction between charge
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sites on different molecules,

Uðfqg; frgÞ ¼
X
a

X
i2 a

w0
i qi þ

1

2

X
i2a

X
j2a

qi qj JijðrijÞ � Egp
a

 !

þ
X
a

X
b > a

X
i2a

X
j2b

qi qj JijðrijÞ ½43�

where a and b label the molecules, and i and j represent atoms (or other charge
sites) in these molecules. The Egp

a term represents the gas-phase energy of mole-
cule a and defines the zero of energy as corresponding to infinitely separated
molecules. The energy given by Eq. [43] replaces the Coulomb energy qiqj=rij

in Eq. [1]. The charges qi are now treated as independent variables, and the
polarization response is determined by variations in the charge values. These
charges depend on the interactions with other molecules as well as other
charge sites on the same molecule, and will change for every time step or
configuration sampled during a simulation. The charge values used for each
configuration are, in principle, those that minimize the energy given by
Eq. [43]. This method for treating polarizability has thus been called the
fluctuating charge method126 and has been applied to a variety of sys-
tems.10,82,104,126,142–148 The JijðrÞ interaction between different molecules is
typically taken to be 1=r, although the interactions between atoms on the
same molecule may be screened. Therefore, this method does not modify the
intermolecular interactions.

Charge conservation can be imposed in either of two ways. A charge
neutrality constraint can be applied to the entire system, allowing charge to
move from atomic site to atomic site until the electronegativities are equal
on all the atoms of the system. Alternatively, charge can be constrained inde-
pendently on each molecule (or other subgroup), so that charge flows only
between atoms on the same molecule until the electronegativities are equalized
within each molecule, but not between distinct molecules.126 In most cases,
charge is taken to be conserved for each molecule, so there is no charge trans-
fer between molecules.

Variations, including the atom–atom charge transfer (AACT)149 and the
bond-charge increment (BCI)146,150 model, only allow for charge to flow
between two atoms that are directly bonded to each other, guaranteeing
that the total charge of each set of bonded atoms is conserved. In some situa-
tions, charge transfer is an important part of the interaction energy, so there
are reasons to remove this constraint.151–154 However, this can lead to some
nonphysical charge transfer, as illustrated in the simple example of a gas-phase
sodium chloride molecule. The energy for one Na atom and one Cl atom is

UðqÞ ¼ E0
Na þ E0

Cl þ ðwNa � wClÞqNa þ
1

2

h
JNa þ JCl � 2 JNaClðrNaClÞ

i
q2

Na ½44�
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where we have used qCl ¼ �qNa. The charge that minimizes this energy is

qNa ¼ �ðwNa � wClÞ
JNa þ JCl � 2JNaClðrNaClÞ

½45�

At large distances, JNaClðrNaClÞ approaches zero, and, if the w and J parameters
are taken from Eqs. [33] and [34], then

qNa ¼ �ðwNa � wClÞ
JNa þ JCl

¼
� 1

2 ðIPNa þ EANa � IPCl � EAClÞ
IPNa � EANa þ IPCl � EACl

½46�

which gives qNa ¼ 0:391 e. Thus the model predicts a significant amount of
charge transfer, even at large distances. Similar errors in the dissociation limit
are seen with certain electronic structure methods.155,156 A significant amount
of charge separation, and a consequent overestimation of the dipole moment,
can be found for large polymers as well. Reducing this charge transfer along
the polymer can be accomplished with the AACT and BCI models.146,149,150 In
addition, when comparing fluctuating charge models with ab initio results for
water trimers, agreement was found to be much better for the model without
charge transfer, even after the charge-transfer model was reparameterized by
fitting to the ab initio three-body energies.145

These and associated problems with overestimated charge transfer are a
general characteristic of EE-based models. Unfortunately, such errors cannot
be eliminated through parameterization; the problem is a side effect of
attempting to treat quantum mechanical charge-transfer effects in a purely
classical way. As with all empirical potentials, the use of fractional charges
is necessary for an accurate description of the electrostatic potential. Yet by
allowing fractional charge transfer, the EE model has no means of enforcing
the transfer of only an integral number of electrons between distant species.
Indeed, the neutral dissociation products for NaCl are correctly predicted by
the EE model, if the infinitely separated ions are constrained to have integer
charge (see Figure 3). This constraint is difficult to apply in practice, however.
As discussed recently by Morales and Martinez,157 the EE-based models can
be viewed as analytically differentiable approximations to a more rigorous sta-
tistical interpretation of UðqÞ, which is discontinuous at integer values of
charge transfer and correctly predicts zero charge transfer at infinite distance.
In chemically bonded systems, the assumption of partial charge transfer is not
as unrealistic as in ionic compounds, as electrons are delocalized across cova-
lent bonds. However, in these covalent cases the EE model effectively assumes
that the coherence length of a delocalized electron is infinite and does not
depend on the surroundings. It is for this reason that the polarizability of poly-
mers, for example, increases too quickly with chain length under the EE
model.149 Molecular charge constraints can avoid problems at the dissociation
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limit, and methods constraining the charge based on the bonding network
are an extension of EE models that appear to be successful at controlling
the coherence lengths.149 There now exist classical models that can describe
the charge transfer reasonably across the full range of a dissociating bond,
but these are currently less well developed.157

The polarization energy in the EE models can be compared directly to
that in the polarizable point dipole and shell models. Consider the first term
in Eq. [43],

X
i2a

w0
i qi þ

1

2

X
i2 a

X
j2 a

qi qj JijðrijÞ � Egp
a ½47�

This term represents the energy required to induce charges qi on the atoms of
molecule a in the electric field of its neighbors, relative to the energy of the
isolated molecule. This quantity is simply the polarization energy of the mole-
cule. The polarization energy of the full system can thus be written

Upol ¼
X
a

X
i2a

w0
i qi þ

1

2

X
i2a

X
j2a

qi qj JijðrijÞ � Egp
a

" #
½48�

which can be compared to Eqs. [9] and [26].10

There exist other models that treat polarizability using variable charges
in a way similar to the fluctuating charge model.22,53,127,143,158 In the Sprik
and Klein22 model for water, four charge sites are located near the oxygen
atom in a tetrahedral geometry, in addition to the three atom-centered perma-
nent charges. The tetrahedron of charges is used to represent an induced dipole
moment on the oxygen center. This approach differs from a polarizable point
dipole model in using a dipole of finite extent. It also differs from a shell model
in that the point charges are fixed in the molecular frame. Consequently, the
Sprik–Klein model should perhaps best be considered an entirely different type
of model. The model of Zhu, Singh, and Robinson158 is similar to the Sprik–
Klein model, but it has no permanent charges. The four charge sites, two on
hydrogen atoms and two on lone-pair positions 1 Å from the oxygen atom, are
all variables coupled to the electric field. For both these models, the coupling is
described by the polarizability, a, just as with other dipole polarizable models.
Wilson and Madden159 described a model for ions in which charge is trans-
ferred between ends of a rigid, rotating rod. In the model of Perng et al.,143

the charge, qi, on an atom is equal to a permanent value, q0
i , plus an induced

part, dqi. The induced charge is dependent on the electrostatic potential at that
site and all the induced charges are coupled through Coulombic interactions,
similar to the fluctuating charge models. In the polarizable point charge (PPC)
model of Svishchev et al.,53 charges are coupled directly to the electric field at
that site, so this model is slightly different from the fluctuating charge model.
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Although a valence-type force field of the type illustrated by Eq. [1] is
most suitable for modeling molecular systems, the electronegativity equaliza-
tion approach to treating polarization can be coupled equally well to other
types of potentials. Streitz and Mintmire127 used an EE-based model in con-
junction with an embedded atom method (EAM) potential to treat polariza-
tion effects in bulk metals and oxides. The resulting ES þ EAM model has
been parameterized for aluminum and titanium oxides, and has been used
to study both charge-transfer effects and reactivity at interfaces.127,128,160,161

In most electronegativity equalization models, if the energy is quadratic
in the charges (as in Eq. [36]), the minimization condition (Eq. [41]) leads to a
coupled set of linear equations for the charges. As with the polarizable point
dipole and shell models, solving for the charges can be done by matrix inver-
sion, iteration, or extended Lagrangian methods.

As with other polarizable models, the matrix methods tend to be avoided
by most researchers because of their computational expense. And when they
are used, the matrix inversion is typically not performed at every step.160,162

Some EE applications have relied on iterative methods to determine the
charges.53,127 For very large-scale systems, multilevel methods are avail-
able.161,163 As with the dipole polarizable models, the proper treatment of
long-range electrostatic interactions is especially important for fluctuating
charge models.164 Monte Carlo methods have also been developed for use
with fluctuating charge models.162,165 Despite this variety of available tech-
niques, the most common approach is to use a matrix inversion or iterative
method only to obtain the initial energy-minimizing charge distribution; an
extended Lagrangian method is then used to propagate the charges dynami-
cally in order to take advantage of its computational efficiency.

In the extended Lagrangian method, as applied to a fluctuating charge
system,126 the charges are given a fictitious mass, Mq, and evolved in time
according to Newton’s equation of motion, analogous to Eq. [23],

Mq �qi ¼ � @U

@qi
� la ½49�

where la is the average of the negative of the electronegativity of the molecule
a containing atom i,

la ¼ � 1

Na

X
i2a

wi � ��wa ½50�

Here, Na is the number of atoms in molecule a. Combining Eq. [49], [50], and
[42], we have

Mq �qi ¼ �wa � wi ½51�
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In other words, the force experienced by each charge is proportional to the
difference between the electronegativity at that site and the average electro-
negativity in the charge-constrained molecule that contains the charge site.

Equations [50] and [51] assume that the total charge of each molecule is
conserved. They also assume that all of the charge masses are identical. If
charge is allowed to transfer between molecules, then la and �wa are indepen-
dent of the molecule, a, and are given by126

l ¼ 1

Nmol

XNmol

a¼ 1

1

Na

X
i2a

wi � ��w ½52�

A short trajectory of the fluctuating charge on a water molecule using the
TIP4P-FQ model126 comparing the extended Lagrangian model with the exact
minimum energy value is shown in Figure 4. The extended Lagrangian values
oscillate around the exact values, until near the end of the interval at which
time the two trajectories begin to diverge from each other, due to the chaotic
nature of the system. The charges also oscillate with small magnitude around
the exact solution, demonstrating that they remain quite close to the true elec-
tronegativity equalizing (energy minimizing) values. The small oscillations also
imply that the charges are at a much colder temperature (� 1 K in Figure 4)
than the rest of the system. One drawback of the extended Lagrangian method
is that it contains an additional parameter, the charge mass. This mass must be
chosen to be small enough that the charges respond promptly to changes in the
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Figure 4 Negative charge near the oxygen atom versus time for the TIP4P-FQ water
model, comparing the exact (solid line) and extended Lagrangian value (dashed line).
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electronic potential (i.e., a large frequency for the oscillations about the exact
trajectory in Figure 4), but large enough so that reasonable length time steps
can still be used. In addition, the mass should be chosen so that the coupling
between the charge and nuclear degrees of freedom is relatively weak. Any
such coupling enables the cold charges to absorb energy from the rest of the
system, eventually reaching equilibrium with the warmer parts of the system.
Weak coupling results in relatively slow energy transfer, taking hundreds of
picoseconds or longer before the charge temperature and amplitude of the
charge oscillations become large enough to require reminimization. For
many applications, standard 1 femtosecond time steps can be used, and the
charges will remain at a temperature less than 6 K for a 50-ps simulation with-
out thermostatting. Thus EE combined with the extended Lagrangian method
is not much more computationally demanding than nonpolarizable simula-
tions.126,148 Finding the optimum masses can be difficult for systems with
many different atom types, each fluctuating on a different time scale.10 For
these cases, different Mq must be used for the different charge masses. The
expression for la becomes

la ¼ �
P

i wi=Mq;iP
i 1=Mq;i

½53�

For more complex systems, thermostatting may be required to keep the
charges near 0 K.10

Polarizable models based on EE implement the electrostatic interactions
using either point or diffuse charges, and can thus be combined quite easily
with other methods of treating polarizability to create hybrid models. The
EE and the dipole polarizable models have some features in common, but
they are not equivalent. They have, for example, different distance depen-
dences and polarizability responses. Some hybrid models have included both
dipole polarizability and fluctuating charges.131,144,150,166 The fluctuating
charge model has also been combined with a shell-type model, as a method
of allowing polarization in single-atom species such as simple ions, without
having to introduce the added complication of the dipole field tensor.82,104,167

The wi and Jij parameters for the EE models can be optimized so that the
resulting charges match gas-phase values as determined from either ab initio
quantum mechanical calculations or the experimental dipole
moment.125,126,136–138,148 Parameters derived along these lines can give accu-
rate gas-phase charge values. Information about many-body interactions can
be included in the parameterization in several ways. First, quantities including
ESP charges, geometries, and the strength of many-body interactions can be
obtained from ab initio calculations on clusters.142,145,150,166 Second, the
polarization response from an applied electric field can be used.146 Third,
one can optimize the parameters to give the optimal charges both in the gas
phase and in the presence of a solvent, as modeled using reaction field
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methods.10,168 Finally, the parameters themselves can be directly calculated
using density functional theory (DFT) methods.169,170

As presented, the EE approach given by Eq. [43] is a simple mathemati-
cal model resulting from a Taylor series; it can be given a more rigorous foun-
dation using electronic density functional theory.169 Using DFT, and making
simplifying approximations for the exchange and kinetic energy functionals,
expressions analogous to Eq. [43] can be derived.130,131,171 This approach
has been termed chemical potential equalization (CPE).130 Efforts like CPE
or even parameterizations of fluctuating charge models using electronic struc-
ture calculations represent a step away from empirical potential models toward
ab initio simulation methods. However, even with a sophisticated treatment of
the charges, empirical terms in the potential such as the Lennard–Jones inter-
action still remain. A standard method is to set the Lennard–Jones parameters
so that the energies and geometries of important dimer conformations (e.g.,
hydrogen-bonded dimers) are close to ab initio values.10,144,145,166 In some
cases, the remaining potential parameters have been taken from existing force
fields.146,150 One interesting extension of the fluctuating charge model has
been developed by Siepmann and co-workers.147 In their model, the
Lennard–Jones size parameter becomes a variable that is coupled to the charge
on a given atom. The size of the atom increases as the atom becomes
more negatively charged and obtains greater electronic density. This increase
in size is thus consistent with physical intuition. Other models in which some
of the remaining potential parameters are treated as variables are described in
the next section.

SEMIEMPIRICAL MODELS

A number of quantum polarizable models have been developed.144,172–177

These treatments of polarizability represent a step toward full ab initio meth-
ods. The models can be characterized by a small number of electronic states or
potential energy surfaces, which are coupled to each other. For the purposes of
this tutorial, our description is of the method of Gao.173,174 In his method,
molecular orbitals, fA, for each molecule are defined as a linear combination
of Nb atomic orbitals, wm,

fA ¼
XNb

m¼1

cmAwm ½54�

As is standard in semiempirical methods,178 the molecular orbitals are ortho-
normal, so the overlap matrix, SAB, is assumed to be diagonal. The molecular
wave function, �a, is a Hartree144 or Hartree–Fock173 product of the molecu-
lar orbitals. For a (closed-shell) molecule with 2M electrons, there will be M
doubly occupied molecular orbitals. The wave function of a system comprised
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of N molecules is taken as a Hartree product of the individual molecular wave
functions,

� ¼
YN
i¼1

�i ½55�

The Hartree product neglects exchange correlation interactions between
molecules. To include proper exchange would make these models inefficient
and impractical.

The Hamiltonian for the system

Ĥ ¼
XN
i¼ 1

Ĥ0
i þ 1

2

XN
i¼ 1

XN
j 6¼ i

Ĥij ½56�

contains the isolated molecular Hamiltonian, Ĥ0
i , given, in atomic units, by

Ĥ0
i ¼

X2M

a¼1

T̂a �
XA

a¼1

X2M

a¼1

ZaðiÞ
Raa

þ
X2M

a¼ 1

X
b> a

1

rab
½57�

where T̂ is the kinetic energy operator, ZaðiÞ is the nuclear charge of atom a on
molecule i, Raa is the distance between the nucleus of atom a and electron a,
and rab is the distance between two electrons. The interaction Hamiltonian
between molecules i and j, Ĥij, is

Ĥij ¼
X2M

a¼ 1

X2M

b¼1

1

rab
þ
XA

a¼ 1

XA

b¼1

ZaðiÞZbð jÞ
Rab

½58�

where Rab is the distance between atom a on molecule i and atom b on
molecule j. The interaction energy of the system is

E ¼ h�jĤj�i � Nh�0jĤ0
i j�0i ½59�

where �0 is the ground-state wave function of the isolated molecule and
h�0jĤ0

i j�0i is the energy of the isolated molecule. The polarization energy is

Epol ¼
XN
i¼1

ðh�jĤ0
i j�i � h�0jĤ0

i j�0iÞ ½60�

or, equivalently,

Epol ¼
XN
i¼1

ðh�ijĤ0
i j�ii � h�0

i jĤ0
i j�0

i iÞ ½61�
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which is the difference between the molecular energy of wave function � (or
�i), which is the expectation value of the Hamiltonian in Eq. [56], and the
molecular energy of the isolated molecule wave function. This expression
for the polarization energy is comparable to Eqs. [9], [26], and [48] for the
other models.

To avoid calculating the two-electron integrals in Eq. [59], the assump-
tion is made that no electron density is transferred between molecules. The
interaction Hamiltonian is then

Ĥijð�jÞ ¼ �
X2M

a¼1

Vað�jÞ þ
XA

a¼1

ZaðiÞVað�jÞ ½62�

where Vxð�jÞ is the electrostatic potential179 from molecule j at the position of
electron a or nuclei a of molecule i,

Vxð�jÞ ¼ �
ð

�2
j ðrÞ

jrx � rj dr þ
XA

b¼1

Zbð jÞ
jrx � Rbj

½63�

If the Vxð�jÞ coming from the electrons and nuclei of molecule j is represented
just by point charges on atomic sites, then

Vxð�jÞ ¼
XA

b¼1

qbð�jÞ
jrx � Rbj

½64�

and

Ĥijð�jÞ ¼ �
X2M

a¼ 1

XA

b¼ 1

qbð�jÞ
rab

þ
XA

a¼1

XA

b¼1

ZaðiÞqbð�jÞ
Rab

½65�

where qbð�jÞ is the partial atomic charge on atom b in molecule j derivable
from the wave function �j. (Other semiempirical models have charges offset
from the atomic sites.)172,175,176 The energy of molecule i is then changed
by the partial charges from the other molecules. Since exchange correlation
interactions are neglected as mentioned above in regard to Eq. [55], the short-
range repulsive interactions need to be added, which can be done with a Lennard–
Jones potential. The interaction energy between molecules i and j is then

Eij ¼
1

2
ðh�ijĤijj�ii þ h�jjĤjij�jiÞ þ ELJ ½66�

which is used so that Eij is equal to Eji. The interactions between molecules
then consist of only Lennard–Jones and Coulombic components. Polarizability
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is treated using variable charges. The total energy is then

E ¼ Epol þ
1

2

XN
i¼1

XN
j 6¼ i

Eij ½67�

and the forces on the nuclear coordinates are provided by the derivative of E
with respect to the positions.

The charges can be found through Mulliken population analysis,180

which, because the overlap matrix is diagonal, is

qa ¼ K Za � 2
XM
a¼ 1

X
m

c2
ma

 !
½68�

where the sum over m is over atomic orbitals centered on atom a, and K is an
empirical scaling parameter correcting for errors in the Mulliken charges (K is
about 2). The Lennard–Jones parameters are assumed to be independent of the
electronic states and all applications to date have been for rigid molecular geo-
metries, so the models do not need to include nonbonded interactions.

The electronic structure of molecules can be described at the semiempi-
rical level using, for example, the Austin model (AM1)181 or at the ab initio
level with a Gaussian basis set.182 Other quantum theoretical methods can be
used, however, as illustrated the method of Kim and co-workers175,176 who
use a ‘‘truncated adiabatic basis’’ consisting of the ground and first few excited
states of the isolated molecule. For water, these methods introduce about 7–10
basis functions per molecule.144,176 The wave function coefficients in these
models are found using an iterative method.144,172–176 An interesting variant
of the empirical valence bond (EVB) approach has recently been introduced by
Lefohn, Ovchinnikov and Voth.177 In this approach, as applied to water, there
are only three EVB states per molecule, and all potential parameters, rather
than being derived from ab initio or semiempirical methods, are parameterized
against experimental data.

Another method for treating polarizability is to have more than one
potential surface with different electronic properties coupled together. This
method is applicable to systems that can be represented by a few electronic
states, like those with resonance. Each of these states can have its own poten-
tial energy parameters. One such model was developed for the peptide
bond.183 The peptide bond can be described as consisting of the resonance
structures of two states, one with a N��C single bond and no formal charges
and the other with a N����C double bond and formal charges on the nitrogen
and oxygen. Each of these states is coupled to the environment, which in
turn can shift the energies of the states. The potential parameters for these
states can be different, but in the peptide bond model only the charges of
the peptide group atoms and the dihedral force constant for rotations about
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the peptide bond were taken to be state dependent. All other parameters were
taken from existing force fields. Each peptide group, i, has a coefficient for
each state, CiA and CiB, with the constraint that

C2
iA þ C2

iB ¼ 1 ½69�

The charge for atom a that would go into the potential (e.g., Eq. [1]) is given
by

qia ¼ C2
iAqaA þ C2

iBqaB ½70�

where qaX is the charge of atom a for state X. Similarly, the dihedral force
constant (for the n ¼ 2 term) is given by

Vi ¼ C2
iAVA þ C2

iBVB ½71�

The charges and dihedral force constants thus vary between the values for
state A and the values for state B. This model provides a method for treating
polarizability in which both the electrostatic parameters and the bonded para-
meters are coupled to the environment. It would be straightforward to couple
the short-range potential to the electrostatic variables, like in the shell models
and the fluctuating charge model of Siepmann and co-workers.147 The two
states are coupled with a term, CiACiBEAB. The coefficients for residue i are
coupled to those of other residues through the Coulomb interactions. The
coefficients are found by minimizing the energy, subject to the constraint of
Eq. [69], and they are propagated using the extended Lagrangian method.
Since the method treats the bonded parameters as variables too, it can also
handle the amino group pyramidalization. In addition, the two-state empiri-
cal model enforces a charge conservation constraint on all peptide groups.
Consequently, like the AACT and BCI electronegativity equalization
models,146,149,150 it will not overestimate the charge flow along the polymer.

One feature of the semiempirical models is that because the polarization
is described by a set of coefficients that have a normalization condition, for
example, Eq. [69], there will be no polarization catastrophe like there can
be with dipole polarizable or fluctuating charge models. With a finite basis
set, the polarization response is limited and can become only as large as the
state with the largest dipole moment.

APPLICATIONS

Water

Water is the most common substance to be studied with polarizable
potentials. An extremely large number of polarizable potentials for liquid
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water have been developed, including those that treat the polarizability using
polarizable point dipoles,15,19–21,23–31,33,35,36,52,54,58,184 shell models,97,99

charge-transfer models,22,126,130,144,145,147,158,185,186 semiempirical mo-
dels,144,172,174,176,177 and hybrid methods.166 The available literature on the
simulation of water is extensive enough to deserve separate reviews.187,188

Here, we concentrate primarily on general conclusions drawn from polariz-
able simulations of water.

Considerable latitude exists in choosing the nonelectrostatic features of a
water model, including the functional form for the van der Waals interactions,
the modeling of the intramolecular bonds and angles (flexible or rigid), and the
inclusion or omission of an explicit hydrogen-bonding term. The electrostatic
features of the model vary considerably as well. Although many polarizable
models are constrained to reproduce the gas-phase dipole, the molecular
polarizability, and sometimes the gas-phase quadrupole moment, these repli-
cations of the real data can all be accomplished in several ways with different
placement of charge sites. Because of this freedom, as well as the facts that dif-
ferent experimental properties were used for the parameterization of the var-
ious models and different boundary conditions were used in the various
simulations, it is difficult to compare different models on an equal footing.
Nevertheless, the large variety of available water models does permit some
general conclusions.

One of the principal purposes for using a polarizable model (of any type)
is the ability to model a system under a variety of experimental conditions. For
water models, a truly transferable model should cover the full range of states
from gas phase to condensed phases, including ice, liquid water at ambient
conditions, and even the supercritical fluid. It should also be capable of mod-
eling heterogeneous environments by incorporating the varying polarization
responses of water at interfaces,189 around highly charged solutes, and in
highly hydrophobic environments (as in the interior of proteins or lipid
bilayers). Because water is in fact found under such a wide variety of condi-
tions, and because of its anomalous properties, a fully transferable water
model unfortunately remains a holy grail. Nonetheless, polarizable potentials
have had considerable success in improving the transferability of water
potentials in general.

Most nonpolarizable water models are actually fragile in this regard;
they are not transferable to temperatures or densities far from where they
were parameterized.190 Because of the emphasis on transferability, polarizable
models are typically held to a higher standard and are expected to reproduce
monomer and dimer properties for which nonpolarizable liquid-state models
are known to fail. Consequently, several of the early attempts at polarizable
models were in fact less successful at ambient conditions than the benchmark
nonpolarizable models, SPC191 (simple point charge) and TIP4P192 (transfer-
able interaction potential, 4 points). Nonetheless, there is now a large collec-
tion of models that reproduce many properties of both the gas phase
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(monomer and dimer geometry, dipole moment, and/or polarizability; second
virial coefficient) and the bulk liquid (thermodynamic, structural, and dynamic
properties).30,36,52,53,126,166,185 The expectation is typically that such models
will also be able to perform well at conditions intermediate between gas and
liquid phases, such as clusters and interfaces. It is also assumed that a reason-
ably correct treatment of polarization will allow for some extrapolation
beyond these conditions, so that systems where the electric field is not as
homogeneous as in bulk water can be treated.

Even so, there are properties of small clusters and the bulk liquid that
remain fairly elusive. For example, many models, both polarizable and nonpo-
larizable, do a poor job of reproducing the geometry of the water dimer. The
methods typically predict a dimer that is too ‘‘flat’’, that is, with too small an
angle between the donated O��H bond on the donor and the C2v axis of the
acceptor. This lack of tetrahedral coordination at the oxygen acceptor is
usually attributed to the lack of lone pairs in the model; the electrostatic poten-
tial is insufficiently anisotropic on the oxygen end of the molecule when only
atom-centered charges and dipoles are used. Models with off-atom charge
sites,54,166 higher order multipoles,21,193or explicitly anisotropic poten-
tials15,193 can be used to avoid this problem.

For gas-phase properties, the second virial coefficient, B(T), provides one
of the most sensitive tests of a water model.186,194 Both polarizable and non-
polarizable models are capable of reproducing experimental values of B(T),
and some models have even been parameterized to do so explicitly.15,24,29

Polarizable models appear to provide significant improvements in reproducing
not only the second virial coefficient,24,25 but also the third coefficient,
C(T).186,195

In the liquid phase, calculations of the pair correlation functions, dielec-
tric constant, and diffusion constant have generated the most attention. There
exist nonpolarizable and polarizable models that can reproduce each quantity
individually; it is considerably more difficult to reproduce all quantities
(together with the pressure and energy) simultaneously. In general, polarizable
models have no distinct advantage in reproducing the structural and energetic
properties of liquid water, but they allow for better treatment of dynamic
properties.

It is now well understood that the static dielectric constant of liquid
water is highly correlated with the mean dipole moment in the liquid, and
that a dipole moment near 2.6 D is necessary to reproduce water’s dielectric
constant of e ¼ 78.4,5,185,196 This holds for both polarizable and nonpolariz-
able models. Polarizable models, however, do a better job of modeling the
frequency-dependent dielectric constant than do nonpolarizable models.126

Certain features of the dielectric spectrum are inaccessible to nonpolarizable
models, including a peak that depends on translation-induced polarization
response, and an optical dielectric constant that differs from unity. The dipole
moment of 2.6 D should be considered as an optimal value for typical (i.e.,
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classical and rigid) water models; it is not necessarily the best estimate of the
actual dipole moment. The dipole moment of liquid water cannot be measured
experimentally, nor can it even be defined unambiguously, since the electronic
density is not zero between molecules.197,198 Ab initio simulations of liquid
water predict that the average dipole moment varies from 2.4 to 3.0 D depend-
ing on how the density is partitioned, so a value of 2.6 D is consistent with
these studies.199–201

Dynamic properties, such as the self-diffusion constant, are likewise
strongly correlated with the dipole moment.5,23 This coupling between the
translational motion and the dipole moment is indicated in the dielectric spec-
trum.126 Models that are overpolarized tend to undergo dynamics that are
significantly slower than the real physical system. The inclusion of polarization
can substantially affect the dynamics of a model, although the direction of the
effect can vary. When a nonpolarizable model is reparameterized to include
polarizability, the new model often exhibits faster dynamics, as with polariz-
able versions of TIP4P,202 Reimers–Watts–Klein (RWK),185,203 and reduced
effective representation (RER)30 potentials. There are exceptions, however,
such as the polarizable simple point charge (PSPC)23,57 and fluctuating charge
(FQ)126 models. The usual explanation for faster dynamics in polarizable
models is that given by Sprik.202 Events governing dynamical properties,
such as translational diffusion and orientational relaxation, are activated
processes—they depend on relatively infrequent barrier-crossing events.
Adiabatic dynamics of the polarizable degrees of freedom allows for relaxa-
tion of the polarization at the transition, through means that are inaccessible
to nonpolarizable models. This in turn lowers the activation barrier and
increases the number of successful transition attempts. The nonunanimity
of published simulation results concerning dynamic properties is likely due
to such factors as: inconsistent parameterization procedures between the
polarizable and nonpolarizable models; a strong dependence of dynamic
properties on the system pressure (which is often insufficiently controlled
during simulations); and the effects of using point versus diffuse charge
distributions.

Transferability to different temperatures is a particularly difficult task
for polarizable water models. This statement is illustrated by the problems
in predicting the PVT and phase coexistence properties. There are a handful
of polarizable water models—including both dipole- and EE-based models—
that are reasonably successful in predicting some of the structural and ener-
getic changes in liquid water over a range of several hundred degrees.53,61,204

Many models fail to capture this behavior, however, so temperature transfer-
ability is far from an automatic feature of polarizable models.35,52,61,62 Indeed,
it has been demonstrated by several authors35,52,61 that a point dipole-based
model designed specifically to reproduce properties of the gas-phase monomer
and the bulk liquid at 298 K is doomed to fail at higher temperatures. This
failure could arise from insufficiencies in the Lennard–Jones function typically
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used for the short-range repulsion, as well as from the use of point charges or
dipoles rather than diffuse charge distributions. Evidence exists showing that
diffuse charge distributions are necessary to ensure transferability, in both
polarizable and nonpolarizable models.35,53,205

Predicting phase coexistence behavior near the critical point seems to be
a particularly difficult task, even for the best polarizable models. Almost no
existing model that works well at ambient conditions has been demonstrated
to predict the critical temperature and density to better than 10% accu-
racy.61,206 And those that are specifically designed to work well near the crit-
ical point seem to do a poor job of reproducing the liquid structure at lower
temperatures.61 Part of the problem is that the simulations required to measure
phase coexistence properties are computationally expensive due to the exten-
sive sampling required. Because of this expense, phase coexistence properties
have not typically been included in the list of target properties when parame-
terizing new water models. Thus, it is only now becoming clear how to con-
struct a model that is transferable across hundreds of degrees, from
supercooled liquid to supercritical fluid. It is not yet clear whether one partic-
ular type of polarizable model is better able to capture the variation of water
properties under varying temperatures and densities than another. However,
the current situation clearly underscores the considerable flexibility and ambi-
guities involved in parameterizing polarizable potentials.

Transferability from the solid state to the liquid state is equally problem-
atic. A truly transferable potential in this region of the phase diagram must
reproduce not only the freezing point, but also the temperature of maximum
density and the relative stability of the various phases of ice. This goal remains
out of reach at present, and few existing models demonstrate acceptable trans-
ferability from solid to liquid phases.33,52,207 One feature of water that has
been demonstrated by both an EE model study207 and an ab initio study200

is that the dipole moments of the liquid and the solid are different, so polar-
ization is likely to be important for an accurate reproduction of both phases.
In addition, while many nonpolarizable water models exhibit a computed
temperature of maximum density for the liquid, the temperature is not near
the experimental value of 277 K.53,62,208–215 For example, TIP4P192 and
SPC/E4 models have a temperature of maximum density, TMD, near 248
K.211,213,215 Several EE models53,147,207 and one EE–PPD hybrid model166

yield a TMD right at 277 K, suggesting that polarizability may be an important
factor for this property as well. However, PPD models do not reproduce the
TMD maximum density very well; one model does not even have a TMD

212 and
another has a temperature dependence on the density that is much too
strong.62 One nonpolarizable model, the TIP5P model, which includes lone-
pair interaction sites, has been successfully constructed to have the correct
TMD.216

The successful transferability of water models from the bulk phases to
more heterogeneous conditions is another important goal for scientists
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developing polarizable models. A vast literature exists in this area, with
applications ranging from the solvation of simple ions27,82,202,217,218 and
biomolecules10 to hydrophobic hydration and the structure of water at inter-
faces104,219,220 and in external electric fields.206,220 Due to the wide variation
in electrostatic environments encountered, it is not surprising to find that
polarizable models generally (but not always) provide significant improve-
ments over nonpolarizable models.

Proteins and Nucleic Acids

For both proteins and nucleic acids, there exist significant structure-
determining, hydrogen-bonding interactions between groups with p electrons:
the peptide group for proteins and bases for nucleic acids. The extensive net-
work of peptide hydrogen bonds in a-helices and b-sheets in proteins and the
base-pair stacking in the double helix of nucleic acids are stablized by polar-
ization of electrons with some p character. This stabilization has been labeled
p-bond cooperativity or resonance-assisted hydrogen bonding.221,222 The
polarization of the p electrons in amides can be represented by the usual
two dominant resonance structures
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Resonance structures like these are commonly cited as leading to the planar
geometry of the peptide bond and nucleic acid bases.

A number of quantum mechanical studies on the molecules N-methyl-
actamide (NMA) and N-methylformamide (NMF), have addressed the
importance of cooperative, or nonadditive, effects on hydrogen-bond
formation.223–225 Aggregates of NMA or NMF may be considered prototypes
of the protein backbone. For these systems, the cooperative effects were found
to add about 12–20% to the stabilization energy. Most of that energy can be
decomposed into the polarization energy, with charge transfer making only a
modest contribution, although the size of each component depends on the
method of decomposition.225 Experimental studies on NMA aggregates also

Applications 125



indicate cooperativity in the hydrogen-bond energies,226 and dielectric meas-
urements on polypeptide chains show an enhancement of the dipole moment
of the peptide group in an a-helix.227 Other quantum mechanical studies have
addressed the importance of polarizability on protein folding,228 enzyme ca-
talysis,229 DNA base pair stacking,230 and nucleic acid interactions with
ions.231

Several polarizable models for proteins and the peptide group have been
developed, using polarizable point dipoles,32,44,45,232 electronegativity equali-
zation models,10,146 and the two-state empirical model.183 Simulations using
point polarizable dipole models by Warshel and co-workers44,45 and by
Wodak and co-workers46 examined the role of polarizability on protein stabil-
ity, dielectric properties, and enzymatic activity. For example, Van Belle et al.46

found that the helix dipoles are enhanced, in agreement with the dielectric
measurements of Wada,227 and, further, the helix dipoles are enhanced not
only through hydrogen bonds to the backbone, but also through association
with side chain atoms. Polarization has also been shown to influence the fold-
ing time scales for small polypeptides.183 For nucleic acids, a point polarizable
dipole model was recently introduced.232 Despite these studies and acknowl-
edgment of the importance of polarizability from both electronic structure and
experimental studies, not many simulations of proteins or nucleic acids using
polarizable models have been done to date.

An implication of resonance-assisted hydrogen bonding is that as the
charges are polarized, through hydrogen bonds or other interactions, the
hybridization of the atoms involved can change. For example, studies of crys-
tal structures of formamide reveal that the C����O bond length increases and the
C��N bond length decreases due to the formation of hydrogen bonded
dimers.233 Other crystal structures and ab initio quantum calculations on
amides further validate the fact that hydrogen bonds can change those bond
lengths.234 The hydrogen bonds in these structures are in the amide plane
and promote the double bond, zwitterionic state. On the other hand, the inter-
actions in which the amino nitrogen serves as a hydrogen-bond acceptor
would stabilize the single bond form. Partial sp3 hybridization of the amino
nitrogen leads to pyramidalization. Indeed, nonplanarities of some peptide
bonds have been observed in atomic-resolution structures of pro-
teins.183,235,236 In addition, the planarity of the peptide bond is dependent
on a protein’s secondary structure, with residues in an a-helix being more pla-
nar than elsewhere.183 For nucleic acids, ab initio calculations indicate that the
amino group can be pyramidalized through interactions with neighboring
molecules or ions.237 For both the peptide bond and nucleic acid bases, there
is reason to believe that a significant degree of nonplanarity can be induced by
the environment. To treat these effects, the polarization of the electrostatic
degrees of freedom—charges or dipoles—would have to be coupled to the
bonded interactions, as has been developed for the peptide bond.183
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COMPARISON OF THE POLARIZATION MODELS

Mechanical Polarization

One important difference between the shell model and polarizable point
dipole models is in the former’s ability to treat so-called mechanical polariza-
tion effects. In this context, mechanical polarization refers to any polarization
of the electrostatic charges or dipoles that result from causes other than the
electric field of neighboring atoms. In particular, mechanical interactions
such as steric overlap with nearby molecules can induce polarization in the
shell model, as further described below. These mechanical polarization effects
are physically realistic and are quite important in some condensed-phase
systems.

As mentioned earlier, the shell model is closely related to those based on
polarizable point dipoles; in the limit of vanishingly small shell displacements,
they are electrostatically equivalent. Important differences appear, however,
when these electrostatic models are coupled to the nonelectrostatic compo-
nents of a potential function. In particular, these interactions are the nonelec-
trostatic repulsion and van der Waals interactions—short-range interactions
that are modeled collectively with a variety of functional forms. Point dipole-
and EE-based models of molecular systems often use the Lennard–Jones poten-
tial. On the other hand, shell-based models frequently use the Buckingham or
Born–Mayer potentials, especially when ionic systems are being modeled.

Regardless of the specific potential used, PPD- and EE-based models
typically lack coupling between the short-range potential and the long-range
electrostatic degrees of freedom. The dipoles and fluctuating charges respond
solely to the local electric field (see Eq. [3]), with no regard for local short-
range interactions. In other words, the polarizability, a, of each point dipole
in a PPD model is independent of the local environment. The situation is dif-
ferent for the shell-based models. Because the van der Waals and exchange-
repulsion interactions being modeled by the short-range nonelectrostatic
part of the potential are electron–electron interactions, the interaction sites
are almost always taken to be coincident with the shell (electronic) charge,
rather than the core (nuclear) charge or center of mass. The short-range inter-
actions in the shell model couple with only one end of the finite dipole, rather
than with both ‘‘ends’’ of the point dipole. Consequently, the shell model
includes a coupling between the short-range interactions and the orientation
of the dipole—a coupling that is not present in point dipole-based models.
The coupling of short-range interactions and dipole orientations is in fact quite
realistic physically, and the lack of such a coupling is a disadvantage of the PPD
models. One way to better understand this coupling is to recognize that the
shell models have two mechanisms for polarization: a purely electrostatic
induction effect, governed by the fixed polarizability in Eq. [27], and a
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mechanical polarization effect that depends on the specific implementation of
the dispersion and short-range repulsive interactions. Thus each polarizable
site has an effective polarizability that depends on the local environment.
When a shell-model atom is confined in a condensed phase, the steric interac-
tions with neighboring ions will generally reduce the effective polarizability
compared to the gas-phase value. In a crystalline environment, there are addi-
tional effects to consider: the anions and cations will polarize by different
amounts in an applied electric field (due to the more diffuse electron density
in the anions). The mechanical polarization effects will act to increase the
effective polarizability in cations, and decrease it in anions.73 These effects
are completely realistic; the polarizabilities of atoms and ions do change
with their environment in just these ways,238–240 and shell models have at
times been specifically parameterized to include this effect quantitatively.73,96

Indeed, the inclusion of this mechanical polarizability effect has been shown to
be crucial for reproducing condensed-phase properties such as phonon disper-
sion curves.74,75

Another coupling of the short-range repulsive and long-range electro-
static interactions has been developed by Chen, Xing, and Siepmann.147 In
their EE model, the repulsive part of the Lennard–Jones potential is coupled
to the charge. This coupling is consistent with ab initio quantum calculations
that find that the size of an atom increases with its negative charge.241 Studies
of gas–liquid61 and solid–liquid207 coexistence of water also suggest that mod-
els that couple the volume of an atom (through the Lennard–Jones interaction)
to the size of the atom’s charge may be best suited for prediction of molecular
properties in the three phases. Empirical and semiempirical methods provide a
natural way to link the charges to other parts of the potentials, as is done in the
empirical valence bond approach242 and the two-state peptide bond model.183

To further illustrate the importance of coupling the electrostatic and
short-ranged repulsion interactions, we consider the example of a dimer of
polarizable rare gas atoms, as presented by Jordan et al.96 In the absence of
an external electric field, a PPD model predicts that no induced dipoles exist
(see Eq. [12]). But the shell model correctly predicts that the rare gas atoms
polarize each other when displaced away from the minimum-energy (force-
free) configuration. The dimer will have a positive quadrupole moment at
large separations, due to the attraction of each electron cloud for the opposite
nucleus, and a negative quadrupole at small separations, due to the exchange-
correlation repulsion of the electron clouds. This result is in accord with
ab initio quantum calculations on the system, and these calculations can
even be used to help parameterize the model.96

In essence, this difference between shell models and PPD models arises
from the former’s treatment of the induced dipole as a dipole of finite length.
Polarization in physical atoms results in a dipole moment of a small, but finite,
extent. Approximating this dipole moment as an idealized point dipole, as in
the PPD models, is an attractive mathematical approximation and produces
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negligible errors in such properties as the electric field generated outside the
molecule. Unfortunately, there are some physical effects that this idealization
obscures, such as the environment-dependent polarizability.

All polarizable models share the ability to polarize, by varying their
charge distribution in response to their environment. In addition, shell models
and EE models with charge-dependent radii have the ability to modify their
polarizability—the magnitude of this polarization response—in response to
their local environment. Consequently, it is reasonable to expect that shell
models and mechanically coupled EE models may be slightly more transferable
to different environments than more standard PPD and EE models. To date, it
is not clear whether this expectation has been fully achieved. Although some
shell-based models for both ionic and molecular compounds have been
demonstrated to be transferable across several phases and wide ranges of
phase points,73,96,99,243 it is not clear that the transferability displayed by these
models is better than that demonstrated in PPD- or EE-based models. And
even with an environment-dependent polarizability, it has been demonstrated
that the basic shell model cannot fully capture all of the variations in ionic
polarizabilities in different crystal environments.85

Computational Efficiency

One significant difference between the different methods of incorporat-
ing polarization is their computational efficiency. For energy evaluations, the
electronegativity equalization-based methods are considerably more efficient
than the dipole or shell models. Dipole-based methods require evaluation of
the relatively CPU-expensive dipole–dipole interactions (Eq. [7]). The
charge–charge interactions used in shell models are much cheaper, by about
a factor of three. But this advantage is eliminated by the need to represent
each polarizable center by two point charges, thus quadrupling the total num-
ber of interactions that need to be computed. Methods based on electronega-
tivity equalization typically represent each polarizable site by a single charge
(either point or diffuse), and energy evaluations are thus three-to-four times
faster than with the other models, for direct summation. Semiempirical meth-
ods have 4–10 basis functions per atom, and each energy evaluation requires
solving large matrices, thereby decreasing the computational efficiency of these
models.144,172–176 In the simpler two-state empirical model, the additional
computational requirements are comparable to the EE models.183

Energy evaluation for any collection of point charges and dipoles can be
accelerated significantly by using fast-multipole244,245 or particle-mesh246,247

methods. The computational advantages of these methods are proportionally
much greater for the dipole-based models, because they avoid the direct
evaluation of a more expensive interaction. In large systems, the overhead
associated with using dipoles can be reduced to about a third more than
the cost of using point charges. Algorithms for performing conventional,66
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fast-multipole,69 and particle-mesh Ewald50 summation on point dipoles are
available, and even quite efficient, but are considerably more complex than
the comparable methods for monopole charges.244,247–249

Regardless of the type of model used, a method must be chosen for the
self-consistent solution of the polarizable degrees of freedom. Direct solution
via matrix inversion is nearly always avoided by most researchers in the field,
because of the prohibitive OðN3Þ scaling with system size, N. Both iterative
and predictive methods reduce the scaling to match that of the potential eval-
uation [OðN2Þ for direct summation; O(N ln N) for Ewald-based meth-
ods;50,68 O(N) if interactions are neglected beyond some distance cutoff],
but the cost of the iterations means that the predictive methods are always
more efficient. Extended Lagrangian methods have been implemented for all
four types of polarizable potential.10,22,56–58,82,90,97,99,104,126,148,183 The
extended Lagrangian methods are least popular for PPD-based models; as a
general rule, simulations with these models still tend to use iterative methods.
The extended Lagrangian approach is perhaps most natural for the shell mo-
del, for which it is physically reasonable to assign a mass to the polarizable
degrees of freedom (the shell charges) and treat them dynamically. However,
the small mass of the shell charge usually requires an MD time step smaller
than would be chosen in a nonpolarizable simulation.82,90,97,99,104 The fluctu-
ating charge and PPD models usually do not require a reduction in time step,
thus making them somewhat more efficient in this regard.

Multiple time step methods250,251 can also be used to reduce the compu-
tational cost of simulations with polarizable models. Such methods have been
used successfully with shell and fluctuating charge models.82,104 However, it is
more problematic to apply these multiple time scale integrators in simulations
using iterative integrators. The multiple time scale integrators work by calcu-
lating updated values for only a fraction of the system’s interactions during
some of the time steps; but since all of the interactions are needed in order
to provide well-converged values for the polarizable degrees of freedom, the
bulk of the expensive electrostatic interactions must still be evaluated at every
step.

Hyperpolarizability

Note that linearly polarizable point dipoles provide only an approxima-
tion to the true polarization response in two different ways. First, polarization
can include terms that are nonlinear in the electric field. Thus, Eq. [3]
represents only the first term in an infinite series,

m ¼ a 	 E þ 1

2
E 	 b 	 E þ 	 	 	 ½72�

where b is a third-rank tensor representing the first hyperpolarizability of the
system.14 In water, for example, the nonlinear polarization effects begin to
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become significant at field strengths252,253 of 2–3 V/Å, which is comparable to
the mean field strength in an aqueous solution.53 This finding indicates that
perhaps there are improvements to be made by going beyond the approxima-
tion of linear polarization. Only occasional attempts have been made to
include these effects.55

Charge-Transfer Effects

The EE-based and semiempirical models implement polarization via
charge transfer between atoms on the same molecule. These models are funda-
mentally different from the treatment of shell and PPD models, which include
point polarization but no charge transfer. There are important differences
between the two approaches.

As pointed out in the section on Electronegativity Equalization Models,
the implementation of charge transfer in current EE models tends to lead to
overpolarization in large molecules or when intermolecular charge transfer
is allowed. In contrast, the lack of charge transfer in point-polarizable models
can sometimes lead to underpolarization. In general, the point-polarizable
models predict that the polarizability of a single molecule or a system of mole-
cules will increase linearly with its size, in proportion to the number of (line-
arly polarizable and weakly interacting) dipoles.254 This behavior is exactly
correct for systems without charge transfer, such as saturated hydrocarbon
molecules and most biomolecules. The PPD models severely underpredict,
however, the increase of polarization with system size for conductive systems
such as unsaturated hydrocarbons. An EE-based model does significantly bet-
ter at predicting the size-dependent polarization of conductive systems, but
exaggerates the polarization in large systems with no charge transfer.149

Thus we emphasize that it is important to choose the method of treating
polarization that is most appropriate for the system being studied. Hybrid
models containing both point-polarizable and charge-transfer sites are perhaps
the most flexible approach.145,146,150,166

Another side effect of the EE and semiempirical models’ reliance on
charge transfer for treating polarization is a geometry dependence that is
absent in point-polarizable models. The charge redistribution in an EE model
can arise only as a result of charge transfer from one site to another. Conse-
quently, the polarization response is constrained by the geometry of the charge
sites. This constraint is most severe for highly symmetric species. For planar
molecules such as benzene and water, the EE model unrealistically predicts
that the out-of-plane component of the polarizability tensor is zero. Linear
molecules cannot be polarized in the transverse direction. Atomic or ionic spe-
cies suffer the most dramatic limitation: they have no polarization response at
all under the EE approximation. Whereas this can be a severe limitation in
some circumstances, an EE model for water with purely planar polarizability
somewhat surprisingly performs as well as or better than PPD and shell models
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with three-dimensional polarizability tensors.126 Off-atom charge sites have
been successfully used to address this limitation in some cases, as have hybrid
models.82,96,104,145,146,150,166

The Electrostatic Potential

In addition to treating the polarization response in different ways, the
various methods considered here also provide different levels of approxima-
tion to the external electric field. Accurate simulation of intermolecular inter-
actions requires that the electrostatic potential be correctly represented
everywhere outside the molecular surface. The correct electrostatic potentials
can be reproduced, of course, by the physically correct nuclear and electronic
charge distribution. At points outside the molecular surface, however, it can
also be reproduced to arbitrary accuracy by a series of point monopoles,
dipoles, quadrupoles, and so on. This approach is taken in most computer
simulations. The simplest level of approximation is to include point charges
(monopoles) at the atomic sites. The accuracy of this approximation can be
improved by (1) adding more charge sites (off-atom sites); (2) increasing the
number of terms in the series (dipoles, quadrupoles, etc.); and (3) by replacing
the point multipoles with delocalized, diffuse charge distributions.

The PPD and shell models are nearly equivalent in this sense, because
they model the electrostatic potential via static point charges and polarizable
dipoles (of either zero or very small extent). Accuracy can be improved by
extending the expansion to include polarizable quadrupoles or higher order
terms.193 The added computational expense and difficulty in parameterizing
these higher order methods has prevented them from being used widely. The
accuracy of the ESP for dipole-based methods can also be improved by adding
off-atom dipolar sites.96,166

Because the EE-based methods truncate the series representation of the
electrostatic potential one term earlier (i.e., by using only monopole charges),
these methods would appear to sacrifice some accuracy in representing the
electrostatic potential. It is becoming widely appreciated that models based
solely on point charges may require the use of off-atom charge sites to success-
fully fit the electrostatic potential.166,255 However, nearly all polarizable simu-
lation methods based on charge-transfer methods have used some sort of
delocalized charges, rather than point charges.22,125,126,130,146,158,171 This
approach has been shown to be successful at reproducing the electrostatic
potential for most extramolecular sites, although the use of point dipoles
can improve the performance for certain conformations (such as bifurcated
hydrogen bonds) in which molecular symmetries prevent accurate charge dis-
tributions.146 Indeed, it has been claimed that the better representation of
intermolecular interactions due to diffuse charges is as important as the use
of polarizability.205 The chemical potential equalization (CPE) methods are
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noteworthy in this regard because they use both diffuse monopoles and dipoles
to represent the system’s polarization.130,131,171

The difference between models having polarizable point dipoles and
fixed point charges and those with fluctuating charges and fixed Lennard–
Jones interactions reduces to considering which term is static and which is pol-
arizable. For the PPD model, the charge–charge term is static and the induced
dipole–induced dipole term is polarizable. For the EE model, the charge–
charge term is polarizable and the induced dipole–induced dipole terms
(included in the Lennard–Jones r�6 interaction) are static. Note that including
a Lennard–Jones r�6 dispersion term is not redundant for polarizable models
because this represents the interaction arising from correlated thermal fluctua-
tions of the induced dipole. With a few exceptions,22,57,202 most models—
whether based on matrix, iterative, or extended Lagrangian algorithms—are
adiabatic and do not allow for substantial fluctuations away from the
minimum-energy polarization state.

SUMMARY AND CONCLUSIONS

There are a variety of different models used to treat polarizability in
molecular simulations: polarizable point dipoles, shell models, fluctuating
charge models, and semiempirical models, along with variations and combina-
tions of these. There are advantages and disadvantages of each model, as dis-
cussed in detail in previous sections. These relative merits range from differing
computational efficiencies and ease of implementation to different accuracies
in representing the external electric field and transferability of parameters.
Regardless of the differences in convenience and efficiency, the most important
consideration when choosing a polarizable model for a particular problem
should be the model’s applicability to the system in question.

Despite the many differences between the various polarizable models, it is
encouraging to note that the most recent models seem to be converging on
the same set of necessary features. A variety of successful models based
on different formalisms all share many of the same characteris-
tics.126,130,131,146,150,166,171,205 Regardless of the direction from which the
models evolved, there is a growing consensus that accurate treatment of polar-
ization requires (1) either diffuse charge distributions or some other type of
electrostatic screening (2) a mixture of both monopoles and dipoles to repre-
sent the electrostatic charge distribution, and (3) only linear polarizability.

Although much work remains to be done before there is a truly accurate,
transferable model for a wide range of conditions and systems, it is fair to say
that polarizable models have matured considerably since their earliest imple-
mentations. Future developments will almost certainly include continued
development and parameterization of the more mainstream models, along
with their incorporation into commercial and academic simulation software
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packages, thereby making these methods much more accessible to the nonspe-
cialist. In particular, we expect polarizable models, and especially polarizable
water models, to become more prevalent in biomolecular simulations invol-
ving heterogeneous solvent environments. Inclusion of polarizability in the
potentials for proteins and other macromolecular systems is also likely to
become more common, and hence a careful assessment of the importance of
polarizability to these systems is needed. Until the importance of polarizability
has been clearly demonstrated, the added computational cost of modeling the
polarization makes it is unlikely that polarizable models will displace more
traditional models for the bulk of routine simulation, particularly when
applied to large systems.

Future directions in the development of polarizable models and simula-
tion algorithms are sure to include the combination of classical or semiempir-
ical polarizable models with fully quantum mechanical simulations, and with
empirical reactive potentials. The increasingly frequent application of Car–
Parrinello ab initio simulations methods156 may also influence the develop-
ment of potential models by providing additional data for the validation of
models, perhaps most importantly in terms of the importance of various inter-
actions (e.g., polarizability, charge transfer, partially covalent hydrogen
bonds, lone-pair-type interactions). It is also likely that we will see continued
work toward better coupling of charge-transfer models (i.e., EE and semiem-
pirical models) with purely local models of polarization (polarizable dipole
and shell models).
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125. A. K. Rappé and W. A. Goddard III, J. Phys. Chem., 95, 3358–3363 (1991). Charge
Equilibration for Molecular Dynamics Simulations.

126. S. W. Rick, S. J. Stuart, and B. J. Berne, J. Chem. Phys., 101, 6141–6156 (1994). Dynamical
Fluctuating Charge Force Fields: Application to Liquid Water.

127. F. H. Streitz and J. W. Mintmire, Phys. Rev. B, 50, 11996–12003 (1994). Electrostatic
Potentials for Metal-Oxide Surfaces and Interfaces.

128. S. Ogata, H. Iyetomi, K. Tsuruta, F. Shimojo, R. K. Kalia, A. Nakano, and P. Vashista, J. Appl.
Phys., 86, 3036–3041 (1999). Variable-Charge Interatomic Potentials for Molecular-
Dynamics Simulations of TiO2.

129. M. Berkowitz, J. Am. Chem. Soc., 109, 4823–4825 (1987). Density Functional Approach to
Frontier Controlled Reactions.

130. D. M. York and W. Yang, J. Chem. Phys., 104, 159–172 (1996). A Chemical Potential
Equalization Method for Molecular Simulations.

131. C. Bret, M. J. Field, and L. Hemmingsen, Mol. Phys., 98, 751–763 (2000). A Chemical
Potential Equilization Model for Treating Polarization in Molecular Mechanics Force Fields.

132. R. G. Parr, R. A. Donelly, M. Levy, and W. E. Palke, J. Chem. Phys., 68, 3801–3807 (1978).
Electronegativity: The Density Functional Viewpoint.

133. L. C. Allen, Acc. Chem. Res., 23, 175–176 (1990). Electronegativity Scales.

134. R. T. Sanderson, Science, 114, 670–672 (1951). An Interpretation of Bond Lengths and a
Classification of Bonds.

135. W. J. Mortier, K. V. Genechten, and J. Gasteiger, J. Am. Chem. Soc., 107, 829–835 (1985).
Electronegativity Equalization: Application and Parameterization.

136. W. J. Mortier, S. K. Ghosh, and S. Shankar, J. Am. Chem. Soc., 108, 4315–4320 (1986).
Electronegativity Equalization: Method for the Calculation of Atomic Charges in Molecules.

137. K. T. No, J. A. Grant, and H. A. Scheraga, J. Phys. Chem., 94, 4732–4739 (1990).
Determination of Net Ionic Charges Using a Modified Partial Equalization of Orbital
Electronegativity Method. 1. Application to Neutral Molecules as Models for Polypeptides.

138. K. T. No, J. A. Grant, M. S. Jkon, and H. A. Scheraga, J. Phys. Chem., 94, 4740–4746 (1990).
Determination of Net Atomic Charges Using a Modified Equalization of Orbital Electro-
negativity Method. 2. Application to Ionic an Aromatic Molecules as Models for Polypep-
tides.

140 Polarizability in Computer Simulations



139. J. Hinze and H. H. Jaffe, J. Am. Chem. Soc., 84, 540–546 (1962). Electronegativity. I. Orbital
Electronegativity of Neutral Atoms.

140. U. Dinur, J. Mol. Struct. (THEOCHEM), 303, 227–237 (1994). A Relationship Between the
Molecular Polarizability, Molecular Dipole Moment and Atomic Electronegativities in AB
and ABn Molecules.

141. In Ref. 125, the hardness, J, and Jab (rab) are both characterized by a Slater exponent
parameter, �. For hydrogen atoms, this parameter is taken to depend on its charge
(� ¼ �0 þ qH), introducing nonlinearities in the electronegativities. However, rather than
using the Mulliken definition of w as @U
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CHAPTER 4

New Developments in the Theoretical
Description of Charge-Transfer
Reactions in Condensed Phases
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INTRODUCTION

Nearly half a century of intense research in the field of electron transfer
(ET) reactions in condensed phases has produced remarkable progress in the
experimental and theoretical understanding of the key factors influencing the
kinetics and thermodynamics of these reactions. The field evolved in order to
describe many important processes in chemistry and is actively expanding into
biological and materials science applications.1 Due to its significant experi-
mental background and relative simplicity of the reaction mechanism, the
problem of electron transitions in condensed solvents turned out to be a
benchmark for testing fundamental theoretical approaches to chemical activa-
tion. A number of excellent reviews dealing with various aspects of the field
have been written. Two volumes of Advances in Chemical Physics (Vols.
106 and 107, 1999) covered much of the progress in the field achieved in
recent decades. Therefore, the aim of this chapter is not to replicate these
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reviews, but rather to highlight some very recent developments in the field that
have not been reviewed. This chapter will provide the reader with a step-by-
step statistical mechanical buildup of the theoretical machinery currently
employed in ET research. By virtue of the ‘‘frontier’’ nature of this material,
many traditional subjects of ET studies are not covered here. The reader will
be referred to previous reviews whenever possible, but many excellent contri-
butions are not directly cited.

This chapter concerns the energetics of charge-transfer (CT) reactions.
We will not discuss subjects dealing with nuclear dynamical effects on CT
kinetics.2–4 The more specialized topic of employing the liquid-state theo-
ries to calculate the solvation component of the reorganization parameters5 is
not considered here. We concentrate instead on the general procedure of the
statistical mechanical analysis of the activation barrier to CT, as well as on its
connection to optical spectroscopy. Since the very beginning of ET research,6

steady-state optical spectroscopy has been the major source of reliable infor-
mation about the activation barrier and preexponential factor for the ET rate.
The main focus in this chapter is therefore on the connection between the sta-
tistical analysis of the reaction activation barrier to the steady-state optical
band shape.

The ET reaction is usually referred to as a process of underbarrier tun-
neling and subsequent localization of an electron from the potential well of the
donor to the potential well of the acceptor (Figure 1). This phenomenon
occurs in a broad variety of systems and reactions (see Ref. 1 for a list of

<∆E>

∆E

D A

E

HOMO

LUMO

Figure 1 Potential energy wells for the electron localized on the donor (D) and acceptor
(A) sites. The parameter h�Ei indicates the average energy gap for an instantaneous
(Franck–Condon) transfer of the electron from the donor HOMO to the acceptor
LUMO. The dotted lines show the electronic energies on the donor and acceptor at a
nonequilibrium nuclear configuration with a nonequilibrium energy gap �E. The upper
dashed horizontal line indicates the bottom of the conduction band of the
electrons in the solvent.
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applications). For electron tunneling to occur, the electronic states of the
donor and acceptor sites must come into resonance (degeneracy) with each
other. Degeneracy occurs as a result of thermal nuclear motions of the
donor–acceptor complex and the condensed-phase medium. The condition
of zero energy gap, �E ¼ 0, between the donor and acceptor electronic levels
determines the position of the transition state for an ET reaction. The ET rate
constant is proportional to the probability of such a configuration

kET / FCWDð0Þ ½1	

where the Franck–Condon weighted density (FCWD), FCWD(�E), deter-
mines the probability of creating a configuration with energy gap �E.

Electron transfer refers to the situation when essentially all the electronic
density is transferred from the donor to the acceptor. The process of CT, in the
present context, refers to basically the same event, but the electron density is
not completely relocalized and is distributed between the two potential wells.
The key factor discriminating between ET and CT reactions is the ET matrix
element,7 Hab, often called the hopping element in solid-state applications.
The ET matrix element is the off-diagonal matrix element of the system
Hamiltonian taken on the localized diabatic states of the donor and acceptor
sites (see below). [The term diabatic refers to localized states which do not
diagonalize the system Hamiltonian. These localized states are the true states
of the donor and acceptor fragments when these fragments are infinitely sepa-
rated. For covalently bound complexes, diabatic states become just some basis
states that allow reasonable localization of the electronic density on the donor
and acceptor fragments of the molecule. Adiabatic states, in contrast, are
actual states of the molecule between which electronic (including optical) tran-
sitions occur.]

For long-range electron transitions, the direct electronic overlap, expo-
nentially decaying with distance between the donor and acceptor units, is
weak, leading to a small magnitude of the expectation value of Hab. Such pro-
cesses, especially important in biological applications,8 can be characterized as
nonadiabatic ET reactions. The small magnitude of the ET matrix element can
be employed to find the transition rate using quantum mechanical perturba-
tion theory. In this theory, the rate constant found by the Golden Rule approx-
imation9,10 is called the nonadiabatic ET rate constant, and the ET reaction is
classified as nonadiabatic ET.11 (The Golden Rule formula is the first-order
perturbation solution for the rate of quantum mechanical transitions caused
by that perturbation.) The ET rate constant is then proportional to jHabj2

kNA / jHabj2 FCWDð0Þ ½2	

Creation of the resonance electronic configuration of the ET transition
state, �E ¼ 0, is by necessity a many-body event, including complex interac-
tions of the transferred electron with many nuclear degrees of freedom. The
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great achievement of the Marcus–Hush (MH) model6,12–14 of ET was to
reduce the many-body problem to a one-dimensional (1D) picture of intersect-
ing ET free energy surfaces, FiðXÞ (i ¼ 1 for the initial ET state, i ¼ 2 for the
final ET state, Figure 2). Each point on the free energy surface represents the
reversible work invested to create a nonequilibrium fluctuation of the nuclei
resulting in a particular value of the donor–acceptor electronic energy gap

X ¼ �E ½3	

The electronic energy gap thus serves as a collective reaction coordinate X
reflecting the strength of coupling of the nuclear modes to the electronic states
of the donor and acceptor. The point of intersection of F1ðXÞ and F2ðXÞ sets
up the ET transition state, X ¼ 0.

The definition of the ET reaction coordinates according to Eq. [3] allows
a direct connection between the activated ET kinetics and steady-state optical
spectroscopy. In a spectroscopic experiment, the energy of the incident light
with the frequency n (�n is used for the wavenumber) is equal to the donor–
acceptor energy gap

hn ¼ X ½4	

and monitoring the light frequency directly probes the distribution of donor–
acceptor energy gaps. The intensity of optical transitions IðnÞ is then propor-
tional to FCWD(hn)15

IðnÞ / jm12j2 FCWDðhnÞ ½5	
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Figure 2 Two parameters defining the Marcus–Hush model of two intersecting
parabolas: the equilibrium free energy gap �F0 and the classical reorganization energy
lcl. The parabolas curvature is 1=ð2lclÞ.
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where m12 is the adiabatic transition dipole moment. Knowledge of the
spectral band shape can in principle provide the activation barrier through
FCWD(0) (Figure 3), and the Mulliken-Hush relation connects jHabj to
jm12j.6 (In contrast to Marcus-Hush which refers to the theory of electron
transfer activation, the Mulliken-Hush equation describes the preexponential
factor of the rate constant. We spell out Mulliken–Hush each place it occurs in
this chapter and use the acronym MH to refer to only Marcus–Hush.) In prac-
tice, however, FCWD(0) cannot be extracted from experimental spectra, and
one needs a theoretical model to calculate FCWD(0) from experimental band
shapes measured at the frequencies of the corresponding electronic transitions.
This purpose is achieved by a band shape analysis of optical lines.

The two main nuclear modes affecting electronic energies of the donor
and acceptor are intramolecular vibrations of the molecular skeleton of the
donor–acceptor complex and molecular motions of the solvent. If these two
nuclear modes are uncoupled, one can arrive at a set of simple relations
between the two spectral moments of absorption and/or emission transitions
and the activation parameters of ET. The most transparent representation is
achieved when the quantum intramolecular vibrations are represented by a
single, effective vibrational mode with the frequency nv (Einstein model).15–17

If both the forward (absorption) and backward (emission) optical transitions
are available, their first spectral moments determine the reorganization ener-
gies of quantum vibrations, lv, and of the classical nuclear motions of the
donor–acceptor skeleton and the solvent, lcl:

h nabs � nemð Þ ¼ 2 lcl þ lvð Þ ½6	

FCWD(0)
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σ 
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Figure 3 Franck–Condon weighted density of energy gaps between the donor and
acceptor electronic energy levels. The parameters h�Ei and s2 indicate the first and
second spectral moments, respectively. FCWD(0) shows the probability of zero
energy gap entering the ET rate (Eq. [2]).
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where nabs and nem are the first spectral moments for absorption and emission,
respectively:

nabs=em ¼
Ð
nIabs=emðnÞdnÐ
Iabs=emðnÞdn

½7	

Here Iabs=emðnÞ is the transition intensity. The vibrational reorganization
energy lv is defined in terms of force constants, ka, and displacements,
�Qa, of the vibrational normal coordinates Qa as lv ¼ 1

2

P
a ka�Q2

a.
15–17 In

this chapter, we use l for the solvent component of the classical reorganization
energy lcl. The subscripts 1 and 2 are used to distinguish between the reorga-
nization energy of the initial (i ¼ 1) and final (i ¼ 2) ET states when the reor-
ganization energies in these states are different.

The mean of the first two moments gives the equilibrium free energy
difference between the final and initial states of the ET reaction

hnm ¼ 1
2 h nabs þ nemð Þ ¼ �F0 ¼ F02 � F01 ½8	

The two parameters, lcl and �F0, actually fully define the parabolic ET free
energy surfaces FiðXÞ in the MH formulation (Figure 2). Calculation of these
two parameters has become the main historical focus of the ET models addres-
sing the thermodynamics of the ET activation barrier. The latter, according to
MH theory, can be written in terms of �F0 and lcl as

Fact
i ¼ ðlcl 
�F0Þ2

4lcl
½9	

where i ¼ 1 and ‘‘þ’’ refer to the forward transition, and i ¼ 2 and ‘‘�’’ refer
to the backward transition.

The second spectral moments of absorption and emission lines

s2
abs=em ¼

Ð
n2Iabs=emðnÞdnÐ
Iabs=emðnÞdn

� nabs=em

� �2 ½10	

are equal in the MH formulation

s2
abs ¼ s2

em ½11	

They are related to the classical and vibrational reorganization energies as fol-
lows18

s2
abs=em ¼ 2kBT lcl þ hnvlv ½12	

where kB is the Boltzmann constant and T is temperature.
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Equations [6]–[12] establish a theoretical basis for calculating the activa-
tion barrier of ET from spectroscopic observables. This formalism rests on a
set of fundamental assumptions of the MH picture that can be summarized as
follows: (1) The electronic coupling between the donor and acceptor states is
neglected in the calculation of the Franck–Condon weighted density. The lat-
ter depends only on electronic energies of localized electronic states and their
coupling to the nuclear modes of the solvent and the donor–acceptor complex.
(2) A two-state solute is considered. The manifold of the donor and acceptor
electronic levels is limited to only two states between which the electron is
transferred. (3) The intramolecular vibrations and solvent molecular motions
are decoupled. (4) The linear response approximation is used for the interac-
tion of the donor–acceptor complex with the solvent. The linear response
approximation assumes that the free energy of solvation of an electric charges
localized on the donor–acceptor complex is a quadratic function of this
charge.

The neglect of the electronic coupling in the calculation of the FCWD
(assumption 1) was adopted in the original Marcus and Hush formulation.6,12

Within this framework, the ET matrix element does not strongly affect the
nuclear fluctuations, although a nonzero value of jHabj is required for electro-
nic transitions to occur. In other words, the transferred electron is assumed to
be fully localized in the calculation of the FCWD. To classify electronic delo-
calization, Robin and Day distinguished between three classes of symmetrical
(�F0 ¼ 0) systems.19

* In Class I systems, the coupling is very weak, and there are essentially no
electronic transitions.

* Class II systems remain valence-trapped (localized), and 0 < 2jHabj � lcl.

* In Class III systems, 2jHabj > lcl, and the electron is fully delocalized
between the donor and acceptor.

The MH formulation is designed to describe the case of intermediate couplings
(weak-coupling limit of Class II) when jHabj can be neglected in the FCWD(0)
for activated transitions and the transition moment m12 can be neglected in the
FCWDðnÞ for optical transitions. In the absence of a theory incorporating
jHabj and m12 into the FCWD, there is no general understanding when this
approximation is applicable to particular ET systems or how the relations
between optical and activation observables are affected by inclusion of electro-
nic delocalization into the FCWD.20

The limitations of the MH picture considerably narrow the range of sys-
tems covered by the theory. A considerable range of processes in which the
donor–acceptor coupling is strong enough to change the molecular charge
distribution under the influence of nuclear fluctuations cannot be treated theo-
retically. All such processes can be characterized as CT reactions. Weak
electronic coupling characteristic of ET exists for intermolecular and
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long-distance intramolecular reactions. Many systems with intramolecular
electronic transitions over a relatively short distance between the initial and
final centers of electron localization have been synthesized in recent years.21,22

They commonly incorporate the same basic design in which the donor and
acceptor units are linked in one molecule through a bridge moiety. In a case
of closely separated donor and acceptor units, electronic states on these two
sites are strongly coupled, resulting in a substantial delocalization of the elec-
tronic density. The electronic density is only partially transferred, and the pro-
cess can be classified as a CT transition.

The MH formulation for the activation barrier and the related connec-
tion between activation ET parameters and optical observables generally do
not apply to CT reactions. Hence the researcher is left without a procedure
of calculating the activation barrier from spectroscopy. Not being able to cal-
culate the barrier is a deficiency, and this chapter discusses some emerging
approaches to develop a theory of CT processes with an explicit account for
electronic delocalization effects. In application to optical transitions, this theory
should lead to the development of a band shape analysis broadly applicable
to Class II and III systems. The effect of electronic delocalization on the sol-
vent component of the FCWD is emphasized here. The previously reviewed
problem of delocalization effects on intramolecular vibrations23 is not
included. We also review some new approaches going beyond the two-state
approximation in terms of incorporating polarizability of the donor–acceptor
complex (assumption 2), and discuss some recent studies on nonlinear solva-
tion effects (assumption 4). There are some very recent indications in the lit-
erature pointing to a possibility of an effective coupling between vibrational
modes of the donor–acceptor complex and solvent fluctuations (assumption
3), but no consensus on when and why these effects are significant has yet
been reached. We briefly discuss the available experimental and theoretical
findings.

The first part of this chapter contains an introduction to the statistical
mechanical formulation of the CT free energy surfaces. Importantly, it shows
how to extend the traditional MH picture of two ET parabolas to a more gen-
eral case of two CT free energy surfaces of a two-state donor–acceptor com-
plex. The notation we utilize below distinguishes between these two cases in
the following fashion: we use the indices 1 and 2 to denote the two ET free
energy surfaces, as in Figure 2, and refer to the lower and upper CT free energy
surfaces with ‘‘�’’ and ‘‘þ’’, respectively. The parameters entering the activa-
tion barrier of CT transitions depend on the choice of the basis set of wave
functions of the initial and final states of the donor–acceptor complex. The
standard MH formulation is based on the choice of a localized, diabatic basis
set. When this choice is adopted, we use the superscript ‘‘d’’ to refer to diabatic
wave functions. An alternative description is possible in terms of adiabatic
wave functions, and this situation is distinguished by the superscript ‘‘ad’’.
We also provide a basis-invariant formulation of the theory for a two-state
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donor–acceptor complex. A description of CT activation and spectroscopy in
terms of two crossing, free energy surfaces (Figure 2) is in fact possible for any
choice of the basis set as long as the off-diagonal matrix elements of the solute
quantum mechanical operators can be neglected. In cases when a description
in both diabatic and adiabatic representations is possible (as it is for the
Q-model discussed below), we will not specify the basis by dropping the
‘‘d’’ and ‘‘ad’’ superscripts.

The statistical mechanical analysis of ET and CT free energy surfaces
developed in the first part of this chapter is applied to the calculation of optical
absorption and emission profiles in the second part. This application of the
theory, related to the band shape analysis of optical line shapes, has been a cen-
tral issue in understanding CT energetics for several decades.16 The chapter is
designed to demonstrate how the extension of the basic models used to
describe the thermodynamics of CT is reflected in asymmetry of the energy
gap law (dependence of the CT activation barrier on the equilibrium free energy
gap) and more complex and structured optical band shapes. The development
of a corresponding band shape analysis incorporating these new features is in
its infancy, and we will certainly see more activity in this field in the future.

PARADIGM OF FREE ENERGY SURFACES

The CT/ET free energy surface is the central concept in the theory of CT/
ET reactions. The surface’s main purpose is to reduce the many-body problem
of a localized electron in a condensed-phase environment to a few collective
reaction coordinates affecting the electronic energy levels. This idea is based
on the Born–Oppenheimer (BO) separation24 of the electronic and nuclear
time scales, which in turn makes the nuclear dynamics responsible for fluctua-
tions of electronic energy levels (Figure 1). The choice of a particular collective
mode is dictated by the problem considered. One reaction coordinate stands
out above all others, however, and is the energy gap between the two CT states
as probed by optical spectroscopy (i.e., an experimental observable).

Our discussion of the CT free energy surfaces involves a hierarchy of
reaction coordinates (Figure 4). It starts from the instantaneous free energy
surfaces obtained from tracing out (statistical averaging) the electronic degrees
of freedom in the system density matrix (i.e., solving the electronic problem
for fixed nuclear coordinates). In the case when the direction of electron trans-
fer sets up the only preferential direction in the CT system, one can define a
scalar reaction coordinate as the projection of the nuclear solvent polarization
on the differential electrical field of the solute. Depending on the basis set
employed, this gives the diabatic or adiabatic scalar reaction coordinates, Yd

and Yad (Figure 4). At this step, a reaction coordinate depends on the basis set
of solute wave functions employed. This dependence is eliminated when a sca-
lar reaction coordinate is projected on the energy gap between the CT surfaces.

Paradigm of Free Energy Surfaces 155



The free energy gap, equal to the energy of the incident light, is basis indepen-
dent. It defines the Franck–Condon factor entering the optical band shapes.
The analysis below follows this general scheme (Figure 4).

Formulation

Electron transfer and, more broadly, CT reactions belong to a general
class of problems having a quantum subsystem interacting with a con-
densed-phase thermal bath. The main challenge in describing such systems is
the necessity to treat the quantum subsystem coupled to a wide spectrum of
classical and quantum modes of the condensed environment. It implies that
the calculation of some property of interest F involves taking a restricted sta-
tistical average (trace, Tr) over both the electronic and nuclear modes

FðQ; tÞ ¼ Tr0nTrel r̂ðtÞ½ 	 ½13	

where

r̂ðtÞ ¼ eiHtr̂ð0Þe�iHt ½14	

is the density matrix of the system defined by the Hamiltonian H; r̂ð0Þ ¼
expð�bHÞ and b ¼ 1=kBT. The quantity Trel denotes the trace over the elec-
tronic degrees of freedom, and Tr0n refers to an incomplete or restricted trace
over the nuclear degrees of freedom, excluding a manifold of modes Q that are
of interest for some particular problem.

Depending on the order of the statistical average in Eq. [13], there are
two basic approaches to calculate FðQ; tÞ. Considerable progress has been

Hamiltonian

Statistical average over
the electronic degrees of freedom

Projection on
the nuclear polarization Pn

Projection on the energy gap
reaction coordinate, X

Adiabatic

Franck−Condon factor

Diabatic Y d Y ad

Fel (q)

Figure 4 Hierarchy of reaction coordinates in deriving the Franck–Condon factor from
the system Hamiltonian.

156 Charge-Transfer Reactions in Condensed Phases



achieved in treating the quantum dynamics in the framework of the functional
integral representation of the quantum subsystem.25,26 In this approach,
the electron trace is taken out (TrelTr0n) and is represented by a functional inte-
gral over the quantum trajectories of the system. The inner trace over the
nuclear coordinates is then taken for each point of the quantum path by sta-
tistical mechanics methods or by computer simulations of the many-particle
system.

The more traditional approach to treat the problem outlined by Eq. [13]
goes back to the theory of polarons in dielectric crystals.27,28 It employs
the two-step procedure corresponding to two traces in Eq. [13]: first, the trace
over the electronic subsystem is taken with the subsequent restricted trace over
the nuclear coordinates. This approach, basic to the MH theory of ET, turns
out to be very convenient for a general description of several quantum dyna-
mical problems in condensed phases. It is currently widely used in steady-
state29 and time-resolved2 spectroscopies and in theories of proton transfer,30

dissociation reactions,31 and other types of reactions in condensed media. The
central feature of the approach is the intuitively appealing and pictorially con-
venient representation of the activated electron transition as dynamics on the
free energy surface of the reaction. Here, we start with outlining the basic steps
and concepts leading to the paradigm of the free energy surfaces. In this sec-
tion, we confine the discussion only to classical modes of the solvent. The
results obtained here are then used to discuss the construction of the
Franck–Condon factor of optical transitions, including quantum intramolecu-
lar excitations of the donor–acceptor complex.

The first step of the derivation involves the BO approximation separating
the characteristic timescales of the electronic and nuclear motions in the
system. In this step, the instantaneous free energy depending on the system
nuclear coordinates q is defined by

e�bFelðqÞ ¼ Trel e�bH
� �

½15	

For many homogeneous ET reactions, the energies of electronic excitations are
much higher than the energy of the thermal motion, which is of the order of
kBT. In such cases, the free energy FelðqÞ in Eq. [15] can be replaced by the
energy, independent of the bath temperature. This does not, however, happen
for electrochemical discharge where states of conduction electrons form a con-
tinuum with thermal excitations between them. Entropic effects then gain
importance, and the free energy FelðqÞ should be considered in Eq. [15] (see
below).

The instantaneous free energy FelðqÞ is the equilibrium free energy,
implying equilibrium populations of the electronic states in the system. It is
not suitable for describing nonequilibrium processes with nonequilibrium
populations of the ground and excited states of the donor–acceptor complex.
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In such cases, the instantaneous eigenvalues EiðqÞ of the solute electronic
Hamiltonian that form the free energy FelðqÞ

X
i

e�bEiðqÞ ¼ e�bFelðqÞ ½16	

should be considered as the basis for building the ET free energy surfaces. The
energies EiðqÞ can be used for nonequilibrium dynamics, since the population
of each surface is not limited by the condition of equilibrium as it is the case in
Eq. [16].

An electron is transferred between its centers of localization as a result of
underbarrier tunneling when the instantaneous electronic energies EiðqÞ come
into resonance due to thermal fluctuation or radiation of the medium
(Figure 1). The difference between the energies EiðqÞ thus makes a natural
choice for the ET reaction coordinate (cf. to Eq. [3])

X ¼ �EðqÞ ¼ E2ðqÞ � E1ðqÞ ½17	

as first suggested by Lax15 and then utilized in many ET studies.5,17,32,33 The
reversible work necessary to achieve a particular magnitude of the energy gap
X defines the free energy profile of CT in terms of a Dirac delta function

e�bFiðXÞþbF0i ¼ b�1Trn½d X��EðqÞð Þe�bEiðqÞ	=Trn½e�bEiðqÞ	 ½18	

The partial trace in nuclear degrees of freedom in Eq. [13] is replaced in Eq.
[18] by the constraint imposed on the collective reaction coordinate X repre-
senting the energy gap between the two levels involved in the transition. This
reduces the many-body problem of calculating the activation dynamics in the
coordinate space q to the dynamics over just one coordinate X. As we show in
the discussion of optical transition below, the same Boltzmann factor as in Eq.
[18] comes into expressions for optical profiles of CT bands. The solvent com-
ponent of the FCWD then becomes

FCWDs
i ðXÞ ¼ be�bFiðXÞþbF0i ½19	

A more general definition of the FCWD includes overlap integrals of quantum
nuclear modes.15,17 The definition given by Eq. [19] includes only classical sol-
vent modes (superscript ‘‘s’’) for which these overlap integrals are identically
equal to unity. An extension of Eq. [19] to the case of quantum intramolecular
excitations of the donor–acceptor complex is given below in the section
discussing optical Franck–Condon factors.
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In Eqs. [18] and [19], F0i is the equilibrium free energy of the system in
each CT state

e�bF0i ¼ Trn½e�bEiðqÞ	 ½20	

Although the free energy profile FiðXÞ and the free energy F0i are combined in
one equation (Eq. [18]), they have a somewhat different physical meaning. The
free energy F0i is the total, equilibrium free energy of the system calculated for
all its configurations. The difference of F02 and F01 makes the free energy gap
�F0 entering the MH theory of ET (Figure 2). Thus

�F0 ¼ F02 � F01 ½21	

On the other hand, FiðXÞ is the constrained, incomplete free energy implying
that some of the configurations of the system separated by the d-function in
Eq. [18] are not included in the calculation of FiðXÞ.33 The phase space of
the system is not completely sampled in defining FiðXÞ, in contrast to the com-
plete sampling for F0i. Using molecular dynamics simulations and explicit atom-
istic models, the free energy in Eq. [18] can be explicitly mapped out. This
kind of calculation has become fairly routine (see, e.g., Refs. 32 and 33). It
should be noted, however, that such simulations usually neglect the electronic
polarizability of both the CT complex and the solvent. These effects may be
large (cf. Ref. 32 and the later discussion in this chapter).

When the number of electronic states can be limited to two (two-state
model), the analytic properties of the generating function for the two CT
free energy surfaces can be used to establish a linear relation between
them.32 The d-function in Eq. [18] can be represented as a Fourier integral
that allows one to rewrite the CT free energy in the integral form

e�bFiðXÞþbF0i ¼
ð1
�1

dx
2p
Giðx;XÞ ½22	

The integral is taken over one of the variables of the generating function

Giðx;XÞ ¼ eixbXTrn e�ixb�E�bEi
� �	

Trn e�bEi
� �

½23	

Analytic properties of Giðx;XÞ in the complex x-plane then allow one to obtain
a linear connection between the free energy surfaces

F2ðXÞ ¼ F1ðXÞ þX ½24	

as first established by Warshel.32,34 This relation is based on the transforma-
tion of the integralð1

�1

dx
2p
G2ðx;XÞ ¼ ebð�F0�XÞ

ð�iþ1

�i�1

dx
2p
G1ðx;XÞ ½25	
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that leads to Eq. [24] provided the integrals over the segments ð�i�1;
�iþ1Þ and ð�1;þ1Þ are equal. This happens when G1ðx;XÞ is analytic
in x inside the closed contour with the two segments as its boundaries. The
linear relation between F2ðXÞ and F1ðXÞ breaks down when the generating
function is not analytic inside this contour.

Two-State Model

The two-state model (TSM) provides a very basic description of quan-
tum transitions in condensed-phase media. It limits the manifold of the electro-
nic states of the donor–acceptor complex to only two states participating in
the transition. In this section, the TSM will be explored analytically in order
to reveal several important properties of ET and CT reactions. The gas-phase
Hamiltonian of the TSM reads

H0 ¼
X

i¼ a;b

Iia
þ
i ai þHab aþa ab þ aþb aa

� �
½26	

where Ii are diagonal gas-phase energies, and Hab is the off-diagonal Hamilto-
nian matrix element usually called the ET matrix element.7 In Eq. [26], aþi , ai

are the fermionic creation and annihilation operators in the states i ¼ a; b.
The Hamiltonian in Eq. [26] is usually referred to as the diabatic repre-

sentation, employing the diabatic basis set ffa;fbg in which the Hamiltonian
matrix is not diagonal. There is, of course, no unique diabatic basis as any pair
f~fa;

~fbg obtained from ffa;fbg by a unitary transformation can define a new
basis. A unitary transformation defines a linear combination of fa and fb

which, for a two-state system, can be represented as a rotation of the
ffa;fbg basis on the angle c

~fa ¼ coscfa þ sincfb

~fa ¼ �sincfa þ coscfb

½27	

One such rotation is usually singled out. A unitary transformation ffa;fbg !
ff1;f2g diagonalizing the Hamiltonian matrix

H0 ¼
X
i¼1;2

Eia
þ
i ai ½28	

generates the adiabatic basis set ff1;f2g. The adiabatic gas-phase energies are
then given as

Ei ¼ 1
2ðIa þ IbÞ 
 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðIb � IaÞ2 þ 4H2

ab

q
; �E12 ¼ E2 � E1 ½29	
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where ‘‘þ’’ and ‘‘�’’ correspond to i ¼ 1 and i ¼ 2, respectively. Here, we out-
line the procedure of building the CT free energy surfaces in the diabatic repre-
sentation and then discuss advantages of using the adiabatic representation.

When the donor–acceptor complex is placed in a solvent, its Hamilto-
nian changes due to the solute–solvent interaction

Hint ¼ �Ê � P ½30	

Here, the dot product of two calligraphic letters stands for an integral over the
solvent volume V

Ê � P ¼
ð

V

Ê � P dr ½31	

and Ê is the electric field operator of the transferred electron coupled to the
polarizability of the solvent P. The system Hamiltonian then becomes

H ¼ HB þ
X
i¼a;b

Ii � Ei � Pð Þaþi ai þ Hab � Eab � Pð Þ aþb aa þ aþa ab

� �
½32	

where HB refers to the Hamiltonian of the solvent (thermal bath); Ei ¼
hfijÊjfii and Eab ¼ hfajÊjfbi.

The solvent Hamiltonian HB includes two components. The first one is
an intrinsically quantum part that describes polarization of the electronic
clouds of the solvent molecules. This polarization is given by the electronic sol-
vent polarization, Pe. The second part is due to thermal nuclear motions that
can be classical or quantum in character. Here, to simplify the discussion, we
consider only the classical spectrum of nuclear fluctuations resulting in
the classical field of nuclear polarization, Pn. Fluctuations of the solvent
polarization field are usually well described within the Gaussian approxima-
tion,35 leading to the quadratic solvent Hamiltonian

HB ¼ HB½Pn	 þHB½Pe	 ¼ 1
2Pn � w�1

n � Pn þ 1
2 o�2

e
_Pe � _Pe þ Pe � w�1

e � Pe

� �
½33	

Here, we and wn are the Gaussian response functions of the electronic and
nuclear solvent polarization, respectively; _Pe is the time derivative of the elec-
tronic polarization field entering the corresponding kinetic energy term.
In terms of the Gaussian solvent model,35 the nuclear response function is
defined through the correlator of corresponding polarization fluctuations
(high-temperature limit of the fluctuation–dissipation theorem36)

wnðr� r0Þ ¼ b hdPnðrÞ dPnðr0Þi ½34	

In Eq. [33], oe denotes a characteristic frequency of the optical excitations of
the solvent. The kinetic energy of the nuclear polarization Pn is left out in
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Eq. [33] according to the assumption of the classical character of this collective
mode. Depending on the form of the coupling of the electron donor–acceptor
subsystem to the solvent field, one may consider linear or nonlinear solvation
models. The coupling term �Ei � P in Eq. [32] represents the linear coupling
model (L model) that results in a widely used linear response approximation.37

Some general properties of the bilinear coupling (Q model) are discussed
below.

Equations [32] and [33] represent the system Hamiltonian that can be
used to build the CT free energy surfaces. According to the general scheme
outlined above, the first step in this procedure is to take the average over
the electronic degrees of freedom of the system. This implies integrating
over the electronic polarization Pe and the fermionic populations aþi ai. The
trace Trel can be taken exactly, resulting in two instantaneous energies38

E
½Pn	 ¼ ~Iav½Pn	 
 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�~I½Pn	Þ2 þ 4ðHeff

ab ½Pn	Þ2
q

½35	

where ~Iav ¼ ð~Ia þ ~IbÞ=2 and �~I ¼ ~Ib � ~Ia. For i ¼ a; b

~Ii½Pn	 ¼ Ii � Ei � Pn � 1
2 Ei � we � Ei þ E12 � we � E12ð Þ ½36	

The effective ET matrix element has the form

~Heff
ab ½Pn	 ¼ e�Se=2 Hab � Eab � Pn � Eav � we � Eab½ 	 ½37	

with Eav ¼ ðEa þ EbÞ=2. The matrix element ~Heff
ab ½Pn	 depends on the solvent

through two components: (1) interaction of the off-diagonal solute electric
field with the nuclear solvent polarization (second term) and (2) solvation of
the off-diagonal field by the electronic polarization of the solvent (third term).
The former component leads to solvent-induced fluctuations of the ET matrix
element, which represent a non-Condon effect39 of the dependence of electron
coupling on nuclear degrees of freedom of the system. This effect is commonly
neglected in the Condon approximation employed in treating nonadiabatic ET
rates.11

Equation [37] is derived within the assumption that both the electronic
polarization and the donor–acceptor complex are characterized by quantum
excitation frequencies,38 b�hoe � 1, b�E12 � 1, where �E12 ¼ E2 � E1 is
the gas-phase adiabatic energy gap in Eq. [29]. The derivation does not assume
any particular separation of these two characteristic time scales. The tradi-
tional formulation27 assumes �E12 � �hoe that eliminates the electronic
Franck–Condon factor expð�Se=2Þ in Eq. [37]. The parameter38,40

Se ¼ �Eab � we ��Eab=2�hoe �Eab ¼ Eb � Ea ½38	
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is, however, small for the usual conditions of CT reactions and will be
neglected throughout the discussion below.

The energies E
½Pn	 in Eq. [35] depend on the nuclear solvent polariza-
tion that serves as a three-dimensional (3D) nuclear reaction coordinate
driving electronic transitions. The two-state model actually sets up two direc-
tions: the vector of the differential field �Eab and the off-diagonal field Eab.
Therefore, only two projections of Pn need to be considered: the longitudinal
field parallel to �Eab and the transverse field perpendicular to �Eab. In the case
when the directions of the differential and off-diagonal fields coincide, one
needs to consider only the longitudinal field, and the theory can be formulated
in terms of the scalar reaction coordinate

Yd ¼ �Eab � Pn ½39	

The superscript ‘‘d’’ in the above equations refers to ‘‘diabatic’’ since the dia-
batic basis set is used to define the electric field difference �Eab. The corre-
sponding free energy profile is obtained by projecting the nuclear
polarization Pn on the direction of the solute field difference

e�bF
ðYdÞ ¼
ð
DPndðYd ��Eab � PnÞe�bE
½Pn	 ½40	

where DPn denotes a functional integral41 over the field PnðrÞ.
The integration in Eq. [40] generates the upper and lower CT free energy

surfaces that, after the shift in the reaction coordinate Yd ! Ydþ
�Eab � wn � Eav, take the following form42

F
ðYdÞ ¼ ðY
dÞ2

4ld

�EðYdÞ

2
þ C ½41	

with

�EðYdÞ ¼ ½ð�Fd
0 � YdÞ2 þ 4ðHab þ aabð�Fd

s � YdÞÞ2	1=2 ½42	

and

C ¼
Fd

0a þ Fd
0b

2
þ ld

4
½43	

The constant aab in Eq. [42] represents the ratio of the collinear differ-
ence and off-diagonal fields of the solute

aab ¼ Eab=�Eab ½44	
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The diabatic solvent reorganization energy is defined by the nuclear response
function wn and by the diabatic field difference

ld ¼ 1
2�Eab � wn ��Eab ½45	

The free energy gap

�Fd
0 ¼ Fd

0b � Fd
0a ¼ �Iab þ�Fd

s ½46	

is composed of the gas-phase splitting �Iab ¼ Ib � Ia and the solvation free
energy

�Fd
s ¼ �Eav � w ��Eab ½47	

where w ¼ we þ wn is the total response function of the solvent.
Projection on the energy gap reaction coordinate in Eq. [18] is simple to

perform for the scalar reaction coordinate Yd

FCWDs

ðXÞ ¼

X
k

ðbQ
�E0½YðkÞ	Þ�1e�bE
½YðkÞ	 ½48	

where

Q
 ¼
ð

e�bE
ðYdÞdYd ½49	

and YðkÞ are all the roots of the equation

X ¼ �E½Yd	 ½50	

In Eq. [48], �E0½YðkÞ	 denotes the derivative

�E0
�
YðkÞ

�
¼ d�EðYdÞ

dYd

�����
Yd¼YðkÞ

½51	

where Yd ¼ YðkÞ indicates that the derivative is taken at the coordinate YðkÞ

obtained as a solution of Eq. [50].
Equations [41]–[50] provide an exact solution for the CT free energy sur-

faces and Franck–Condon factors of a two-state system in a condensed med-
ium with quantum electronic and classical nuclear polarization fields. The
derivation does not make any specific assumptions about the off-diagonal
matrix elements of the Hamiltonian. It, therefore, includes the off-diagonal
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solute–solvent coupling through the off-diagonal matrix element of the electric
field of the solute.40 This coupling represents a non-Condon dependence of the
ET matrix element on the nuclear solvent polarization (this contribution is
commonly neglected in MH theory13). In the case of weak electronic overlap,
all off-diagonal matrix elements are neglected in the free energy surfaces, and
the above equations are transformed to the well-known case of two intersect-
ing parabolas (Figure 2) representing the diabatic ET free energy surfaces

FiðYdÞ ¼ F0i þ
ðYd 
 ldÞ2

4ld
½52	

The reaction rate constant is then given by the Golden Rule perturbation
expansion in the solvent-dependent ET matrix element Heff

ab ½Pn	.43 Careful
account for non-Condon solvent dependence of the ET matrix element gener-
ates the Mulliken-Hush matrix element in the rate preexponent (see below). In
the opposite case of strong electronic overlap, the off-diagonal matrix ele-
ments cannot be neglected, and one should consider the CT free energy
surfaces, instead of ET free energy surfaces, with partial transfer of the electro-
nic density. The free energy surfaces are then substantially nonparabolic; we
discuss this case in the section on Electron Delocalization Effect.

Heterogeneous Discharge

The diabatic two-state representation for homogeneous CT can be
extended to heterogeneous CT processes between a reactant in a condensed-
phase solvent and a metal electrode. The system Hamiltonian is then given
by the Fano–Anderson model44,45

H ¼ HB þ ½E�De � Pn	cþcþ
X

k

Ek cþk ck þ
X

k

ðHkcþk cþ h:c:Þ ½53	

where k is the lattice reciprocal vector, the two summations are over the wave
vectors of the electrons of a metal, ek is the kinetic energy of the conduction
electrons (hence ek ¼ k2=2me, with me being the electron mass), and ‘‘h.c.’’
designates the corresponding Hermetian conjugate. In Eq. [53], cþ and c are
the Fermionic creation and annihilation operators of the localized reactant
state. cþk and ck are the creation and annihilation operators, respectively, for
a conduction electron with momentum k, and Hk is the coupling of this metal
state to the localized electron state on the reactant. The energy of the localized
reactant state includes solvation by the solvent electronic polarization
(included in E) and the interaction of the electron electric field De with the
nuclear solvent polarization Pn. The transferred electron is much faster than
the ions dissolved in the electrolyte. Therefore, on the time scale of charge
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redistribution, no screening of the electron field by rearrangement of the elec-
trolyte ions occurs, and the electron field includes the field of the image charge
on the metal surface

DeðrÞ ¼ e

ð
j�eðr0Þj2r

1

jr� r0j �
1

jr� r0imj


 �
dr0 ½54	

where r0im is the mirror image of the electron at the point r0 relative to the elec-
trode plane, �eðrÞ is the wave function of the localized electron, and e is the
electron charge. (In Eq. [54], e appears because we are not using atomic units.
Thoughout this chapter, the energies are generally in electron volts.) The off-
diagonal solute–solvent coupling is dropped in the off-diagonal part of the sys-
tem Hamiltonian in Eq. [53] as no experimental or theoretical information is
currently available about the strength of the off-diagonal solute field in the
near-to-electrode region.

The free energy surface for the electron heterogeneous discharge can be
directly written as

e�bFðYdÞ ¼ ðbQBÞ�1TrnTrel½dðYd �De � PnÞr̂	 ½55	

where QB refers to the partition function of the pure solvent and the Dirac del-
ta function is invoked. In electrochemical discharge, the reactant is coupled to
a macroscopic bath of metal electrons. The total number of electrons in the
system is thus not conserved, and the grand canonical ensemble should be con-
sidered for the electronic subsystem. The density matrix in Eq. [55] then reads

r̂ ¼ ebðmeN�HÞ ½56	

Here, me is the chemical potential of the electronic subsystem containing

N ¼ cþcþ
X

k

cþk ck ½57	

electrons.
The path-integral formulation of the trace in Eq. [55] allows us to take it

exactly. This leads to the following expression for the free energy surface46

FðYdÞ ¼ ðY
dÞ2

4ld
þ EðYdÞ

2
þ b�1ln �

b ~�
2p
� i

bEðYdÞ
2p

 !�����
�����
2

2
4

3
5 ½58	

Here, Yd is the classical reaction coordinate, �ðxÞ is the gamma function, and

EðYdÞ ¼ E� me � Yd ¼ ld þ eZ� Yd ½59	
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where Z is the electrode overpotential. Equation [58] presents the exact solu-
tion for the free energy surface of an electrochemical system along the classical
reaction coordinate Yd. It includes the free energy of a classical Gaussian sol-
vent fluctuation (the first term) and the free energy of charge redistribution
between the localized reactant state and the continuum of delocalized con-
duction states of the metal (the second and the third terms). Delocalization
effectively proceeds on the range of reaction coordinates given by the effective
width

~� ¼ �þ pb�1 ½60	

built on the direct electron overlap

� ¼ p
X

k

rFjHkj2 ½61	

and the width of the thermal distribution of the conductance electrons on the
metal Fermi level (pb�1); rF is the electron density of states of the metal on its
Fermi level. In the limit

b ~�� 1 ½62	

Eq. [58] reduces to the free energy

FðYdÞ ¼ ðY
dÞ2

4ld
þ EðYdÞ

p
cot�1 EðYdÞ

~�
þ

~�

2p
ln ½ðb ~�Þ2 þ ðbEðYdÞÞ2	 ½63	

The overlap ~� can be replaced by � when �� pb�1. Equation [63] then leads
to the ground-state energy EðYdÞ (zero temperature for the electronic sub-
system) often used to describe adiabatic heterogeneous CT.45

Equations [58] and [63] indicate an important point concerning the
instantaneous energies obtained by tracing out (integrating) the electronic
degrees of freedom of the system (Eq. [15]). When the separation of electronic
states is much higher than the thermal energy kBT, the free energies can be
replaced by energies. This does not happen for heterogeneous discharge
where thermal excitations of the conductance electrons lead to entropic effects
embodied in the temperature-dependent summand in ~� (Eq. [60]).

BEYOND THE PARABOLAS

The paradigm of free energy surfaces provides a very convenient and
productive conceptual framework to analyze the thermodynamics and
dynamics of electronic transitions in condensed phases. It, in fact, replaces the
complex dynamics of a quantum subsystem interacting with a many-body
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thermal bath with the motion of a classical representative particle over the
activation barrier.47 The MH solution gives the barrier as the vertical gap
between the bottom of the initial free energy surface and the intersection point.
The problem of finding the activation barrier then reduces to two parameters:
the free energy equilibrium gap, �F0, and the classical nuclear reorganization
energy, lcl (Figure 2). From a broader perspective, as surprising as it seems, the
MH model for classical nuclear modes and its extension to quantum intramo-
lecular skeletal vibrations17 presents the only exact, closed-form solution for
FiðXÞ available currently in the field of ET.

The success of the MH theory can also, to a large degree, be attributed to
the fact that the parameters of the model are connected to spectroscopic obser-
vables. The first spectral moments for absorption and emission transitions
nabs=em fully define the classical reorganization energy lcl and the equilibrium
free energy gap �F0 through the mean energy and the Stokes shift (Eqs. [6]
and [8])

h�nst ¼ h nabs � nemð Þ ¼ 2lcl ½64	

Clearly, the MH description does not capture all possible complicated
mechanisms of ET activation in condensed phases. The general question
that arises in this connection is whether we are able to formulate an extension
of the mathematical MH framework that would (1) exactly derive from the
system Hamiltonian, (2) comply with the fundamental linear constraint in
Eq. [24], (3) give nonparabolic free energy surfaces and more flexibility to
include nonlinear electronic or solvation effects, and (4) provide an unambig-
uous connection between the model parameters and spectroscopic observa-
bles. In the next section, we present the bilinear coupling model (Q model),
which satisfies the above requirements and provides a generalization of the
MH model.

It has in fact been anticipated for many years that the CT free energy sur-
faces may deviate from parabolas. A part of this interest is provoked by experi-
mental evidence from kinetics and spectroscopy. First, the dependence of the
activation free energy, Fact

i , for the forward (i ¼ 1 ) and backward (i ¼ 2) reac-
tions on the equilibrium free energy gap �F0 (ET energy gap law) is rarely a
symmetric parabola as is suggested by the Marcus equation,48 Eq. [9]. Second,
optical spectra are asymmetric in most cases17 and in some cases do not show
the mirror symmetry between absorption and emission.49 In both types of
experiments, however, the observed effect is an ill-defined mixture of the intra-
molecular vibrational excitations of the solute and thermal fluctuations of the
solvent. The band shape analysis of optical lines does not currently allow an
unambiguous separation of these two effects, and there is insufficient informa-
tion about the solvent-induced free energy profiles of ET.

Nonlinear solvation (breakdown of assumption 4 in the Introduction)
has long been considered as the main possible origin of nonparabolic free
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energy surfaces of ET.33,50–56 It turns out, however, that equilibrium solvation
of fixed solute charges in dense liquids is well described within the linear
response approximation,37 which leads to parabolic free energy surfaces.
When the distribution of fixed molecular charges changes with excitation,
the equilibrium solvation is still linear and deviations from the linear dynamic
response are well described by linear solvation with a time-varying force con-
stant of the Gaussian fluctuations of the medium.57 The situation changes,
however, when the model of fixed charges is replaced by a more realistic model
of a distributed electronic density that can be polarized by an external field.
The solute free energy then gains the energy of self-polarization that is gener-
ally quadratic in the field of the condensed environment.58 When this self-
polarization energy changes with electronic transition, the solute–solvent cou-
pling becomes a bilinear function of solvent nuclear modes instead of a linear
function incorporated in the MH model of parabolic ET surfaces. This bilinear
coupling model (Q model) produces some very generic types of behavior that
are substantially different from what is predicted by the MH model. We thus
start our discussion of nonparabolic CT surfaces with a general analysis of the
Q model.

Bilinear Coupling Model

The MH description is isomorphic to the two-state (TS) model with a
linear coupling of the solute to a classical harmonic oscillator (L model). Since
the earliest days of the theory of radiationless transitions, a possibility of a
bilinear solute–solvent coupling (Q model) has been anticipated.38,59,60 This
problem can be interpreted as a TS solute linearly coupled to a harmonic sol-
vent mode with force constants different in the initial and final electronic states
(Duschinsky rotation of normal modes38). Although a general quantum solu-
tion of the Q model exists,59 no closed-form, analytical representation for
FiðXÞ was given. The model hence has not received wide application to ET
reactions. Instead, nonlinear solute–solvent coupling has been modeled by two
displaced free energy parabolic surfaces FiðXÞ with different curvatures.50,53

This approach, advanced by Kakitani and Mataga,50 was designed to repre-
sent nonlinear solvation effects on the ET energy gap law. However, the
approximation of the ET energy surfaces by two displaced parabolas with dif-
ferent curvatures suffers from a general drawback of not complying with the
exact linear relationship between the free energy surfaces in Eq. [24].

The Q model allows an exact formulation for FiðXÞ for classical solvent
modes.61 The instantaneous energy in this case is given by the bilinear form

EiðqÞ ¼ Ii � Ciqþ 1
2kiq

2 ½65	

where q is a collective nuclear mode driving electron transitions (the longitu-
dinal projection of the nuclear polarization Pn is an example of such a
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collective mode). In Eq. [65], both the linear coupling constant, Ci, and the
harmonic force constant, ki, change with the transition. The MH L model is
recovered when k1 ¼ k2. Note, that since the off-diagonal matrix elements of
the Hamiltonian are excluded from consideration, the formalism described
here may apply to any choice of wave functions for which such an approxima-
tion is warranted. We therefore do not specify the basis set here, and the indices
i ¼ 1; 2 refer to any basis set in which the energies EiðqÞ are obtained.

The calculations of the diabatic (no off-diagonal matrix elements) free
energy surfaces in Eq. [18] can be performed exactly for EiðqÞ given by Eq.
[65]. This procedure yields the closed-form, analytical expressions for the
free energies FiðXÞ. It turns out that the solution exists only in a limited,
one-sided band of the energy gaps X.61 Specifically, an asymptotic expansion
of the exact solution leads to a simple expression for the free energy

FiðXÞ ¼ F0i þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jaijjX�X0j

p
� jaij

ffiffiffiffi
li

p� �2
½66	

within a one-sided band of reaction coordinate X and

FiðXÞ ¼ 1 ½67	

outside the band.
The parameter X0 establishes the boundary of the energy gaps for which

a finite solution FiðXÞ exists. The band definition and its boundary

X0 ¼ �I ��C2

2�k
½68	

both depend on the sign of the variation of the force constant �k. The one-
sided band is defined as (Figure 5):

fluctuation band ¼ X < X0 at �k < 0
X > X0 at �k > 0

�
½69	

X 0 X 0 X

∞ ∞F (X )

∆κ < 0∆κ > 0

Figure 5 Upper energy (�k > 0) and lower energy (�k < 0) fluctuations boundaries in
the Q model.
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This result indicates a fundamental distinction between the Q and L models. In
the latter, the band of the energy gap fluctuations is not limited, leading to a
finite, even small, probability to find a fluctuation of any magnitude of the
energy gap. On the contrary, the Q model suggests a limited band for the
energy gap fluctuations. The gap magnitudes achievable due to the nuclear
fluctuations are limited by a low-energy boundary for �k > 0 and by a
high-energy boundary for �k < 0. The probability of finding an energy gap
fluctuation outside these boundaries is identically zero because there is no
real solution of the equation

X ¼ �EðqÞ ¼ E2ðqÞ � E1ðqÞ ½70	

The absence of a solution is the result of a bilinear dependence of the energy
gap �EðqÞ on the driving nuclear mode q (Figure 6).

The other model parameters entering Eq. [66] are the nuclear reorgani-
zation energies defined through the second cumulants of the reaction coordi-
nate

li ¼ 1
2bhðdXÞ2ii ¼ 1

2ki
ðCi=ai ��CÞ2 ½71	

and the relative changes in the force constants

ai ¼
ki

�k
½72	

The two sets of parameters defined for each state are not independent because
of the following connections between them

a3
1l1 ¼ a3

2l2 ½73	

q

∆E
(q

)

q

X 0

X 0

∆κ < 0 ∆κ > 0

Figure 6 The origin of the upper energy (�k < 0) and lower energy (�k > 0) fluctuation
boundaries due to a bilinear dependence of �E on q.
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and

a2 ¼ 1þ a1 ½74	

An additional constraint on the magnitudes of the parameter a1 comes from
the condition of the thermodynamic stability of the collective solvent mode in
both states, ki > 0, resulting in two inequalities

a1 > 0 or a1 < �1 ½75	

The inequalities in Eq. [75] also define the condition for the generating func-
tion (Eq. [23]) to be analytic in the integration contour in Eq. [25]. This con-
dition is equivalent to the linear connection between the diabatic free energy
surfaces, Eq. [24]. The Q model solution thus explicitly indicates that the linear
relation between the diabatic free energy surfaces is equivalent to the condition
of thermodynamic stability of the collective nuclear mode driving ET.

Equations [73] and [74] reduce the number of independent parameters of
the Q model to three: �F0, l1, and a1. Here, �F0 (Eq. [21]) is the free energy
gap between equilibrium configurations of the system (Figure 2). The fluctua-
tion boundary X0 is connected to �F0 by the relation

X0 ¼ �F0 þ l1a2
1=a2 ½76	

Compared to the two-parameter MH theory (l and �F0),12 the Q model intro-
duces an additional flexibility in terms of the relative variation of the fluctua-
tion force constant through a1. The MH theory is recovered in the limit
a1 !1.

Importantly, the new free energy surfaces lead to qualitatively new
features for the activated ET kinetics. The standard high-temperature limit
of two diabatic ET free energy surfaces

FiðXÞ ¼ F0i þ
ðX��F0 � liÞ2

4li
½77	

is reproduced when ai � 1 (the driving mode force constants ki in the two
states are similar) and, additionally, jX��F0 � lij � jaijli. Here, ‘‘�’’ and
‘‘þ’’ correspond to i ¼ 1 and i ¼ 2, respectively. The second requirement
implies that the reaction coordinate should be not too far from the free energy
minimum to preserve its parabolic form. By contrast, in the limit
jX�X0j � lijaij, the linear dependence wins over the parabolic law

FiðXÞ ¼ F0i þ jaij X��F0 þ l1
a2

1

a2

����
���� ½78	
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As a combination of these two effects, plus the existence of the fluctuation
boundary, the free energy surfaces are asymmetric with a steeper branch on
the side of the fluctuation boundary X0. The other branch is less steep tending
to a linear dependence at large X (Figure 7). The minima of the initial and final
free energy surfaces get closer to each other and to the band boundary with
decreasing a1 and l1. The crossing point then moves to the inverted ET region
where the free energies are nearly linear functions of the reaction coordinate.

The ET activation energy follows from Eq. [66]

Fact
i ¼ Fið0Þ � F0i

¼ jaij
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j�F0 � l1a2

1=a2j
q

�
ffiffiffiffiffiffiffiffiffiffiffi
jaijli

q
 �2

½79	

Equation [79] produces the MH quadratic energy gap law at small
j�F0j � ja1l1j and yields a linear dependence of the activation energy on
the equilibrium free energy gap at j�F0 � l1a2

1=a2j � jaijli.
A linear energy gap law is by no means unusual in ET kinetics. It is quite

often encountered at large equilibrium energy gaps. Experimental observations
of the linear energy gap law are made for intermolecular62 as well as intramo-
lecular63 organic donor–acceptor complexes, in binuclear metal–metal CT
complexes,16 and in CT crystals.64 It is commonly explained in terms of the
weak coupling limit of the theory of vibronic band shapes yielding the
linear-logarithmic dependence proportional to �Fi ln�Fi on the vertical
energy gap �Fi.

17 On the contrary, a strictly linear dependence proportional
to �Fi arises from the Q model.

To complete the Q model, one needs to relate the model parameters to
spectral observables. Already, the reorganization energies li are directly
related to the solvent-induced inhomogeneous widths of absorption (i ¼ 1)
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80βλ1 
= 40

α1 
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βλ1 
= 40

α1 
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1

2

12

βF
i (

X
 )

Figure 7 The free energy surfaces F1ðXÞ (1) and F2ðXÞ (2) at various a1; �I ¼ 0. The
dashed line indicates the position of the fluctuation boundary X0.
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and emission (i ¼ 2)

li ¼ 1
2bh2hdn2ii ¼ 1

2bs
2
i ½80	

where the Gaussian spectral width si is experimentally defined through the
half-intensity width �i as

s2
i ¼ �2

i =ð8 ln 2Þ ½81	

As is easy to see from Eq. [80] and Figure 7, the Q model predicts the breaking
of the symmetry between the absorption and emission widths (Eq. [11]) gen-
erated by a statistical distribution of solvent configurations around a donor–
acceptor complex (inhomogeneous broadening). This fact may have a signifi-
cant application to the band shape analysis of optical transitions since unequal
absorption and emission width are often observed experimently.65,66

The parameter a1 is defined through the Stokes shift and two reorganiza-
tion energies from optical widths

a1 ¼ ��l�1 h�nst þ l2ð Þ �l ¼ l2 � l1 ½82	

Similarly, the equilibrium energy gap is (cf. to Eq. [8])

�F0 ¼ hnm �
l1

2

a1

a2
2

½83	

which is equivalent to

�F0 ¼ hnm þ
l1�l

2

h�nst þ l2

ðh�nst þ l1Þ2
½84	

The Stokes shift and two second spectral moments fully define the parameters
of the model. In addition, they should satisfy Eqs. [73] and [74]. The latter
feature establishes the condition of model consistency that is important for
mapping the model onto condensed-phase simulations that we discuss below.

The connection of the model parameters to the first and second spectral
cumulants enables one to build global, nonequilibrium free energy surfaces of
ET based on two cumulants obtained at equilibrium configuration of the sys-
tem. This allows one to apply the model to equilibrium computer simulations
data or to spectral modeling. Compared to the MH picture of intersecting
parabolas, the Q model predicts a more diverse pattern of possible system
regimes including (1) an existence of a one-sided band restricting the range
of permissible reaction coordinates, (2) singular free energies outside the fluc-
tuation band, and (3) a linear energy gap law at large activation barriers. The
main features of the Q and L models are compared in Table 1.
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Electron Transfer in Polarizable
Donor–Acceptor Complexes

The mathematical model incorporating the bilinear solute–solvent
coupling considered above can be realized in various situations involving non-
linear interactions of the CT electronic subsystem with the condensed-phase
environment. The most obvious reason for such effects is the coupling of the
two states participating in the transition to other excited states of the donor–
acceptor complex. These effects bring about polarizability and electronic delo-
calization in CT systems. The instantaneous energies obtained for a two-state
donor–acceptor complex contain a highly nonlinear dependence on the solvent
field through the instantaneous adiabatic energy gap. Expansion of the energy
gap in the solvent field truncated after the second term generates a state-
dependent bilinear solute–solvent coupling characteristic of the Q model.
The second derivative of the energy in the external field is the system’s polar-
izability. It is therefore hardly surprising that models incorporating the polar-
izability of the solute67 turn out to be isomorphic to the Q model.61 Here, we
focus on some specific features of polarizable CT systems.

The common starting point to build a theoretical description of the ther-
modynamics and dynamics of the condensed environment response to an elec-
tronic transition is to assume that the transition alters the long-range solute–
solvent electrostatic forces. This change comes about due to the variation of
the electronic density distribution caused by the transition. The combined elec-
tron and nuclear charge distributions are represented by a set of partial
charges that are assumed to change when the transition occurs. Actually, a
change in the electronic state of a molecule changes not only the electron-
ic charge distribution, but also the ability of the electron cloud to polarize
in the external field. In other words, the set of transition dipoles to other elec-
tronic states is individual for each state of the molecule, and the dipolar (and
higher order) polarizability changes with the transition.

Table 1 Main Features of the Two-Parameter L Model (MH) and the Three-Parameter
Q Model

L Model Q Model

Parameters �F0; l �F0; l1; a1

Reaction coordinate �1 < X <1 X > X0 at a1 > 0
X < X0 at a1 < 0

Spectral moments �F0 ¼ hnm �F0 ¼ hnm � ½l1a1=2ð1þ a1Þ2	
l ¼ 1

2 h�nst l1 ¼ 1
2bh2hðdnÞ2i1

a1 ¼ ðh�nst þ l2Þ=ðl1 � l2Þ
Energy gap law
�F0 þ l1 � l1 Fact

1 / ð�F0 þ lÞ2 Fact
1 / ð�F0 þ l1Þ2

j�F0j � l1 Fact
1 / �F2

0 Fact
1 / j�F0j
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Optical excitations quite often generate considerable changes in fixed
partial charges, usually described in terms of the difference solute dipole
�m0 (‘‘0’’ refers here to the solute). Chromophores with high magnitudes of
the ratio �m0=R3

0, where R0 is the effective solute radius, are often used as
optical probes of the local solvent structure and solvation power.68 High
polarizability changes are also quite common for optical chromophores,69 as
is illustrated in Table 2. Naturally, the theory of ET reactions and optical tran-
sitions needs extension for the case when the dipole moment and polarizability
both vary with electronic transition:

m01 ! m02 a01 ! a02 ½85	

To derive the instantaneous free energies Ei, one needs an explicit model
for a dipolar polarizable solute in a dipolar polarizable solvent. This need is
addressed by the Drude model for induced solute and solvent dipole
moments.70 The Drude model represents the induced dipoles as fluctuating
vectors: pj for the solvent molecules and p0 for the solute. The potential energy
of creating a fluctuating induced dipole p is given by that of a harmonic oscil-
lator, p2=2a, with the polarizability a appearing as the oscillator mass. The
system Hamiltonian Hi is the sum of the solvent–solvent, Hss, and solute–
solvent, H

ðiÞ
0s , parts, giving

Hi ¼ H
ðiÞ
0s þHss ½86	

In Hi, the permanent and induced dipoles add up resulting in the solute–
solvent and solvent–solvent Hamiltonians in the form

H
ðiÞ
0s ¼ Ii þUrep

0s �
X

j

ðm0i þ p0Þ � T0j � ðmj þ pjÞ þ ð1=2a0iÞ½o�2
0 _p2

0 þ p2
0	 ½87	

Table 2 Ground-State Polarizability (a1) and Trace of the Tensor of Polarizability
Variation (1/3)Tr[�a] for Several Optical Dyes and Charge Transfer Complexes

Chromophore a1/Å3 (1/3)Tr[�a]/Å3

Anthracene 25 17
2,20-Bipyridine-3,30diol 21 11
Bis(adamantylidene) 42 29
1-Dimethylamino-2,6-dicyano-4-methylbenzene 22 35
Tetraphenylethylene 50 38
[(NC)5FeIICNOsIII(NH3)5]� 57
[(NC)5OsIICNRuIII(NH3)5]� (190) 317a

aFor two different CT transitions.
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and

Hss ¼ Urep
ss � 1

2

X
j;k

ðmj þ pjÞ � ~Tjk � ðmk þ pkÞ þ
�

1
2a

�X
j

½o�2
e _p2

j þ p2
j 	 ½88	

Here, Tjk is the dipole–dipole interaction tensor, and ~Tjk ¼ Tjkð1� djkÞ; Urep
0s

and Urep
ss stand for repulsion potentials, and o0 ¼ �E12=�h, where �E12 is the

adiabatic gas-phase energy gap (Eq. [29]).
The statistical average over the electronic degrees of freedom in Eq. [15]

is equivalent, in the Drude model, to integration over the induced dipole
moments p0 and pj. The Hamiltonian Hi is quadratic in the induced dipoles,
and the trace can be calculated exactly as a functional integral over the
fluctuating fields p0 and pj.

39,67 The resulting solute–solvent interaction energy
is67

E0s;i ¼ Ii þUrep
0s þUdisp

0s;i � aefeim
2
0i � feim0i � Rp � 1

2a0ifeiR
2
p ½89	

Here, Rp is the reaction field of the solvent nuclear subsystem, and the factor

fei ¼ 1� 2aea0i½ 	�1 ½90	

describes an enhancement of the condensed-phase solute dipole and polariz-
ability by the self-consistent field of the electronic polarization of the solvent.

For the statistical average over the nuclear configurations, generating the
distribution over the solute energy gaps (Eq. [18]), one needs to specify the
fluctuation statistics of the nuclear reaction field Rp. A Gaussian statistics of
the field fluctuations35 implies using the distribution function

PðRpÞ ¼ 4p apkBT
� ��1=2

exp½�bR2
p=4ap	 ½91	

where ap is the response coefficient of the nuclear solvent response. Combined
with the Gaussian function PðRpÞ, Eq. [89] is essentially equivalent to the Q
model (Eq. [65]). The vector of the nuclear reaction field plays the role of the
nuclear collective mode driving activated transitions (q). One can then directly
employ the results of the Q model to produce the diabatic free energy surfaces
of polarizable donor–acceptor complexes or to calculate the spectroscopic
observables.

The reorganization energies follow from Eq. [71] and take the following
form for polarizable chromophores:

li ¼ ðapfi=feiÞ �~m0 þ 2apfi�~a0m0i

� �2 ½92	
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The parameter fei is defined by Eq. [90]. It scales the solute dipole moment and
the polarizability yielding the effective difference values

�~m0 ¼ fe2m02 � fe1m01 �~a0 ¼ fe2a02 � fe1a01 ½93	

The parameter

fi ¼ 1� 2a a0i½ 	�1 ½94	

represents the self-consistent reaction field of the solvent including both the
electronic and nuclear polarization components; a ¼ ae þ ap, where ae is the
solvent response coefficient of the solvent electronic polarization. The electronic
and total solvent response coefficients can be evaluated from the dielectric
cavity or explicit solvent models.5,71,72 The dielectric continuum estimate
for a spherical solute yields

ae ¼
1

R3
0

E1 � 1

2E1 þ 1
a ¼ 1

R3
0

Es � 1

2Es þ 1
½95	

where E1 and Es are the high frequency and static dielectric constants of the
solvent. When the solute polarizability is constant, the reorganization energy
is the same in both reaction states ð f ¼ f1 ¼ f2; fe ¼ fe1 ¼ fe2Þ and is given by
the well-known relation73

l ¼ af � ae feð Þ�m2
0 ½96	

A polarizability change leads to a significant variation of the reorganiza-
tion energy, which is illustrated in Figure 8, where li are plotted against a02.
As can be seen, the reorganization energy approximately doubles with excita-
tion when the excited-state polarizability is about 50% higher than the
ground-state value. Such polarizability differences are not uncommon for opti-
cal chromophores (Table 2). The effect of the negative polarizability variation
is much weaker, and l2 is only slightly smaller than l1.

From the Q model, the solvent-induced shift of the equilibrium free
energy gap F0i ¼ Ii þ�Fs;i is given by the following relation:

�Fs;i ¼ �2apfi �~m0 �m0i þ apfi�~a0 m2
0i

� �
½97	

Also, the solvent-induced Stokes shift between the absorption and emission
first spectral moments is

h�nst ¼ hnabs � hnem

¼ 2ap�~m0 � ½ f2m02 � f1m01	 þ 2a2
p�~a0½ðf2m02Þ2 � ðf1m01Þ2	 ½98	
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Both the free energy gap and the Stokes shift include two contributions: one
arising from the variation of the solute dipole (the first term) and one due to
the polarizability change (the second term). The Stokes shift is hence nonzero
even if the charge distribution does not change in the course of the transition
(m02 ¼ m01).

The polarizability difference determines the relative change in the
frequency of the solvent driving mode given by the parameter a1 of the Q
model

a1 ¼ �
fe1

2ap f1�~a0
½99	

The fact that the parameter a1 is connected to spectroscopic moments for
absorption and emission transitions opens an interesting opportunity to derive
the polarizability change of optical chromophores from spectroscopic first and
second moments. The equation for the polarizability change is as follows:

�~a0 ¼
1

2l1

�l
h�nst þ l2

~m02 � ~m01
h�nst þ l1

h�nst þ l2


 �2

½100	
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Figure 8 Dependence of the solvent reorganization energy in the neutral (1, m01) and
charge-separated (2, m02) states on the polarizability of the final state a02. The solvent
response coefficients are estimated from the continuum dielectric model (Eq. [95]).
Solute and solvent parameters are m01 ¼ 0, m02 ¼ 15 D, a01 ¼ 20 Å3, R0 ¼ 4 Å, E1 ¼ 2,
Es ¼ 30. In this and subsequent figures, some of the axes are labeled as the ratios shown
in order to make the quantities dimensionless. For example, the ordinate in this plot
is in units of electron volts, and the abscissa is in units of cubic angstroms.
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In many practical cases, the factors fei are very close to unity and can be
omitted. The parameters ~a0i and ~m0i are then equal to their gas-phase values
a0i and m0i. Equation [100] then gives the polarizability change in terms of
spectroscopic moments and gas-phase solute dipoles. Experimental measure-
ment and theoretical calculation of �a0 ¼ a02 � a01 is still challenging.
Perhaps the most accurate way to measure �a0 presently available is that
by Stark spectroscopy,74–76 which also gives �m0. Equation [100] can there-
fore be used as an independent source of �a0, provided all other parameters
are available, or as a consistency test for the band shape analysis.

One of the consequences of a nonzero �a0 is that the relation between
the solvent-induced Stokes shift and the corresponding spectral width (lv ¼ 0)

h�nst ¼ bs2 ½101	

which is valid for linear solvation response and �a0 ¼ 0, does not hold any
more. In Figure 9, the widths bs2

i are plotted versus the Stokes shift obtained
by varying the static dielectric constant of the solvent in the range Es ¼ 3 – 65.
The aborption width deviates downward from the unity slope line predicted
by Eq. [101], and the emission width goes upward. The opposite behavior fol-
lows from nonlinear solvation effects:77 the absorption width deviates upward
from Eq. [101], and the emission width goes downward. This situation arises
because nonlinear solvation results in narrowing of emission lines in contrast
to the broadening effect of �a0 > 0. The two effects, therefore, tend to
compensate each other for �a0 > 0 and to enforce each other for �a0 < 0.

Both the inequality of the charge separation (CS) and charge recombina-
tion (CR) reorganization energies (l1 6¼ l2, Figure 8) and the deviation from
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h ∆νst 
/eV

βσ
2 i /
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Figure 9 Absorption (abs.) and emission (em.) widths obtained by changing the static
solvent dielectric constant in the range Es ¼ 3� 65 versus the Stokes shift; E1 ¼ 2:0.
The dash–dotted line indicates the equality h�nst ¼ bs2 is valid for �a0 ¼ 0.
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the width/Stokes shift relation (Eq. [101], Figure 9) are indicators of a non-
parabolic form of the CS and CR free energy surfaces. Another indication of
this effect is the energy gap law. The energy gap law refers to the dependence
of the activation energy of a reaction on the difference in the Gibbs energy
between the products and reactants.34,38,50 The Marcus equation, Eq. [9], is
an example of the energy gap law. Experimentally, the energy gap law is mon-
itored by changing the gas-phase component of �F0 through chemical substi-
tution of the donor and/or acceptor units.48 The solvent component of �Fi is
usually assumed to be reasonably constant. Figure 10 shows the activation
energy of the forward (charge separation, CS) reaction plotted against
�FCS ¼ �F0 and backward (charge recombination, CR) reaction plotted
against �FCR ¼ ��F0 for the transition m01 ¼ 0 ! m02 ¼ 15 D and a01 ¼
20 Å3 ! a02 ¼ 40 Å3. Two important effects of nonzero �a0 manifest them-
selves in Figure 10. First, in contrast to the case of zero �a0, the maxima of the
CS and CR curves do not coincide, as is suggested by Eq. [9]. Second, the CR
curve is broader and shallower from the side of negative energy gaps compared
to the CS curve.

The energy gap law for thermally activated ET reactions is often
obtained by superimposing CS and CR data on a common scale of �F0.78

For such a procedure, depending on the energy range studied, two outcomes
can be predicted. For a narrow range of �FCS and �FCR values close to zero,
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Figure 10 ET energy gap law for the charge separation (CS, m01 ! m02, �FCS ¼ �F0)
and charge recombination (CR, m02 ! m01, �FCR ¼ ��F0) reactions at a01 ¼ 20 Å3

and a02 ¼ 40 Å3. Parameters are as in Figure 8. The points and dashed line are drawn
to illustrate two possible outcomes of combining CS and CR experimental data in one
plot with a common energy gap scale (see the text). The open circles correspond to
crossing curves, whereas the solid squares correspond to a single curve bridged
by the dashed line.

Beyond the Parabolas 181



intersection of the two curves (illustrated by circles in Figure 10) may occur.
Such a behavior was indeed observed in Ref. 78 for a series of porphyrin–
quinone diads in tetrahydrofuran. Maxima of the CS and CR curves get
closer to each other with decreasing solvent polarity, and, in fact, no curve
crossing was seen for the same systems in benzene as a solvent.78 When the
normal region of CS is combined with the inverted region for CR, another sce-
nario is possible. The two branches (shown by squares in Figure 10) fitted by a
single curve (the dashed line in Figure 10) result in a plateau in the energy gap
law (a picture reminiscent of this behavior can be seen in Figure 4 of Ref. 79).

Nonlinear Solvation Effects

Experiment provides very limited evidence whether the free energy sur-
faces of ET should be calculated invoking the linear or nonlinear solvent
response. In the absence of direct experimental evidence, the problem of
nonlinear solvation effects on the ET free energy surfaces has been approached
by computer simulations33,51–53 and liquid-state solvation theories (integral
equations80 and perturbation techniques81). In computer simulations, the
free energy surfaces are calculated either directly by umbrella sampling
techniques82 or indirectly by generating a few equilibrium cumulants. In
both cases, the lack of a general analytical framework to generate global
free energy surfaces from limited data available from simulations considerably
impedes the application of the simulation results to generate optical band
shapes or to make predictions concerning the ET energy gap law.

The Q model considered above may provide enough flexibility to be used
as an analytical background to analyze condensed-phase simulations of the ET
energetics. The great advantage of the model is that it requires only two first
equilibrium cumulants of the energy gap fluctuations for each electronic state
to generate FiðXÞ in the whole range of X values in the permissible fluctuation
band. The applicability of the model to mapping the simulations can be tested
on the consistency requirement given by Eq. [73]. Rewritten in terms of the
moments of the reaction coordinate X, this requirement implies that the factor

g ¼ hðdXÞ2i1
hðdXÞ2i2

hðdXÞ2i2 þ 2kBT�hXi
hðdXÞ2i1 þ 2kBT�hXi

 !3

½102	

(�hXi ¼ hXi2 � hXi1) should obey the condition

g ¼ 1 ½103	

Table 3 lists the parameters g extracted from simulations available in the
literature. The condition of Eq. [103] holds very well indeed, which allows one
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to apply the Q model to generating FiðXÞ from equilibrium simulations.
Figure 11 (left panel) compares the results of the analytical Q model with
simulated free energy surfaces for a dipolar solute in a lattice of dipolar
hard spheres (DHS) (the two sets of curves coincide on the plot scale). A dipo-
lar lattice as a solvent is chosen because it generates a far larger nonlinear sol-
vation effect than nonpolarizable and polarizable liquids of the same polarity
(Figure 11). The parameter

a1 ¼ �
2kBT�hXi þ hðdXÞ2i2
hðdXÞ2i2 � hðdXÞ2i1

½104	

of the Q model serves as an indicator of the strength of nonlinear solvation
effects (the linear response is recovered in the limit a1 !1). The right panel

Table 3 Mapping of the Q Model on Simulation Data for Charge Separation
Reactions (Energies are in kcal/mole)

Solvent h�nst
a l1 l2 a1 g Reference

Lattice of point dipoles 157 121.1 48.3 2.82 1.01 54
Lattice of point dipoles 14.3 9.1 5.6 5.6 1.00 61
Dipolar liquid 20.3 10.5 8.7 14 1.01 61
Polar liquid 50 27.0 17.4 7.04 1.04 53
Polar liquid 267 231.5 67.1 2.03 1.04 55
Water 421 164.4 181.2 �35.8 0.99 56

ah�nst ¼ hXi1 � hXi2.
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Figure 11 Left panel: F1ðXÞ (1) and F2ðXÞ (2) from the analytical Q model (dashed lines)
and from simulations (dash–dotted lines) at m01=m ¼ 2 and m02=m ¼ 10 in the dipolar
lattice with bm2=s3 ¼ 1:0; R0=s ¼ 0:9; s is the hard-sphere diameter of the solvent
molecules; m is the solvent dipole moment. The dashed and dash–dotted curves
essentially superimpose. Right panel: 1=a1 versus �m0=m. Circles indicate the lattice
DHS solvent, squares correspond to a liquid DHS solvent, and triangles indicate a
nonpolarizable solute in a polarizable DHS liquid; bm2=s3 ¼ 1, a=s3 ¼ 0:05, a is the
solvent polarizability.
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in Figure 11 shows the dependence of a1 on the magnitude of solute’s dipole.
The dipolar lattice demonstrates a considerably higher extent of nonlinear sol-
vation compared to dipolar liquids. The reason for this effect is that the lattice
dipoles are immobilized and the orientational saturation is not compensated by
local density compression as happens in liquid solvents.83

Electron Delocalization Effects

Equations [41]–[42] give a general, exact solution for the free energy sur-
faces of a two-level system characterized by two collinear vectors: differential,
�Eab, and off-diagonal, Eab, electric fields of the donor–acceptor complex.
When the off-diagonal matrix elements are nonnegligible, the free energy sur-
faces are substantially nonparabolic. They are defined by five parameters: ld,
�Fd

s , �Iab, Hab, and aab. A careful choice of the basis set allows the elimina-
tion of one parameter. Two approaches can be employed. In the adiabatic basis
set, ff1;f2g, the gas-phase ET matrix element is zero, H12 ¼ 0. Alternatively,
one can define the basis set by demanding the off-diagonal matrix element of
the solute electric field be zero, aab ¼ 0. This choice sets up the generalized
Mulliken–Hush (GMH) basis.7 These two approaches are essentially equiva-
lent in terms of building the CT free energy surfaces,42 but the adiabatic basis
may be more convenient for practical applications. The reason is that most
quantum chemical software packages are designed to diagonalize the gas-
phase Hamiltonian matrix, thus generating the adiabatic basis and corres-
ponding adiabatic matrix elements of the solute electric field.

There are several fundamental reasons why the GMH and adiabatic for-
mulations are to be preferred over the traditionally employed diabatic formu-
lation. The definition of the diabatic basis set is straightforward for
intermolecular ET reactions when the donor and acceptor units are separated
before the reaction and form a donor–acceptor complex in the course of diffu-
sion in a liquid solvent. The diabatic states are then defined as those of sepa-
rate donor and acceptor units. The current trend in experimental design of
donor–acceptor systems, however, has focused more attention on intramolecu-
lar reactions where the donor and acceptor units are coupled in one molecule
by a bridge.22 The direct donor–acceptor overlap and the mixing to bridge
states both lead to electronic delocalization,75,76 with the result that the cen-
ters of electronic localization and localized diabatic states are ill-defined. It is
then more appropriate to use either the GMH or adiabatic formulation.

There is an additional, more fundamental, issue involved in applying the
standard diabatic formalism. The solvent reorganization energy and the sol-
vent component of the equilibrium free energy gap are bilinear forms of
�Eab and Eav (Eqs. [45] and [47]). A unitary transformation of the diabatic
basis (Eq. [27]), which should not affect any physical observables, then
changes �Eab and Eav, affecting the reorganization parameters. The activation
parameters of ET consequently depend on transformations of the basis set!
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This situation is of course not satisfactory as observable quantities should be
invariant with respect to unitary basis transformations.84 Here, we outline the
adiabatic route to a basis-invariant formulation of the theory.42

In the adiabatic gas-phase basis, the number of independent parameters
drops to four: lad, �Fad

s , �E12, and a12, where the superscript ‘‘ad’’ refers to
the adiabatic representation in which �E12 is the gas-phase gap between the
eigenenergies, Eq. [29]. The equation for the free energy surfaces can then be
rewritten in the basis-invariant form

F
ðYadÞ ¼ ðYadÞ2

4�e2lI

 1

2�EðYadÞ þ C ½105	

with

�EðYadÞ ¼ �E2
12 þ 2�E12ð�e�FI

s � YadÞ þ ½�FI
s � ðYad=�eÞ	2

h i1=2
½106	

and

�e ¼ 1þ 4a2
12

� ��1=2 ½107	

The reaction coordinate is now a projection of the nuclear solvent polarization
on the adiabatic differential solute field

Yad ¼ �E12 � Pn ½108	

Both the solvent reorganization energy

lI ¼ 1
2 �E2

12 þ 4E2
12

� �1=2� wn � �E2
12 þ 4E2

12

� �1=2 ½109	

and the solvent component of the free energy gap

�FI
s ¼ � 1

2 �E2
12 þ 4E2

12

� �1=2� w � E1 þ E2ð Þ ½110	

are invariants of unitary basis transformations (Eq. [27]) and have the same
magnitude in the GMH and any diabatic basis set. This follows from the invar-
iance property of the matrix traceX

i

Aii ¼ inv ½111	

and the expression

�A2
12 þ 4A2

12 ¼ �A2
ab þ 4A2

ab ¼ inv ½112	
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Here ‘‘inv’’ stands for an invariant in respect to transformation consistent with
the symmetry of the system. For quantum mechanical operators, this means
unitary transformations. The parameter �e in Eq. [107] quantifies the extent
of mixing between two adiabatic gas-phase states induced by the interaction
with the solvent. For a dipolar solute, it is determined through the adiabatic
differential and the transition dipole moments

�e ¼ 1þ 4m2
12

�m2
12

� ��1=2

½113	

The differential and transition dipoles can be determined from experiment: the
former from the Stark spectroscopy75,76 and the latter from absorption or
emission intensities (see below).

The parameter �e should not be confused with the actual difference in
electronic occupation numbers of the two CT states. When the eigenfunctions
f~fþðYadÞ; ~f�ðYadÞg corresponding to the eigenstates F
ðYadÞ are represented
as a linear combination of the wave functions of the adiabatic basis, ff1;f2g,

~fþðYadÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f ðYadÞ

q
f1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f ðYadÞ

q
f2

~f�ðYadÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f ðYadÞ

q
f1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f ðYadÞ

q
f2

½114	

then the parameter f ðYadÞ defines the occupation number of the adiabatic state
1 on the lower CT free energy surface at the reaction coordinate Yad. For CT
transitions in the normal region, two equilibrium minima are located on the
lower CT free energy surface. The occupation number difference in the final
and initial states can thus be defined as

�z ¼ j1� f ðY�1 Þ � f ðY�2 Þj ½115	

where Y�1 and Y�2 are two minima positioned on the lower CT surface
(Figure 12). In contrast, when transitions between the lower and upper CT
surfaces occur in the inverted CT region, the occupation number difference
becomes

�z ¼ jf ðYþÞ � f ðY�Þj ½116	

where now Yþ and Y� define the positions of equilibrium on the upper and
lower CT surfaces, respectively (Figure 13). Figure 14 illustrates the difference
in the dependence of the occupation number difference on �e in the normal
and inverted CT regions. The parameter �z is indeed close to �e for reactions
with j�FI

s j � lI. As the absolute value of the equilibrium energy gap increases,
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Figure 12 The CT adiabatic free energy surfaces in the normal CT region. The labels

hnð1Þabs and hnð2Þabs indicate two adiabatically split absorption transitions corresponding to
two minima of the lower surface with the coordinates Y�1 and Y�2 ; �e ¼ 0:7, �FI

s ¼ 0,
�E12=l

I ¼ 0:2. The gap �Emin is the minimum splitting between the upper and
lower CT surfaces (Eq. [149]).
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Figure 13 The CT adiabatic free energy surfaces in the CT inverted region; �e ¼ 0:7,
�FI

s=l
I ¼ �1:0, �E12=l

I ¼ 3:0. The points Y� and Yþ indicate the minima of the lower
and upper adiabatic surfaces, respectively. The labels hnabs=em are absorption and
emission energies, and �Emin is the minimum energy gap between the free
energy surfaces (Eq. [149]).
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�z increasingly deviates from �e. In the inverted region, �z is nearly 1 and is
almost independent of �e.

The establishment of the invariant reorganization energy lI allows one
to use electrostatic models for the reorganization energy based on solvation
of fixed charges located at molecular sites5 instead of using a more compli-
cated algorithm through the delocalized electronic density.84 This ability to
use electrostatic fixed charge models instead of distributed density of quantum
mechanics is permitted because the invariant reorganization energy sets up the
characteristic length between centers of charge localization to be used in elec-
trostatic models of solvent reorganization7

rCT ¼ e�1 �m2
12 þ 4m2

12

� �1=2 ½117	

For self-exchange transitions, due to the relation 2m12 ¼ �mab, one gets

rCT ¼ r2
12 þ r2

ab

� �1=2 ½118	

where rab is the distance between the centers of electron localization in the dia-
batic representation.

The mixing parameter �e makes the CT free energy surfaces dependent
on the gas-phase, adiabatic transition dipole moment. The standard extension
of the MH theory on the case of strong electronic overlap85 assumes a nonzero
ET matrix element Hab, but neglects the diabatic transition dipole (or eliminates
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Figure 14 Dependence of the occupation number difference �z on the mixing
parameter �e at �E12=l

I ¼ 0:2, �FI
s ¼ 0 (solid line); �E12=l

I ¼ 0:5, �FI
s ¼ 0 (dot–

dashed line); �E12=l
I ¼ 3:0, �FI

s=l
I ¼ �1:0 (dashed line).
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it by choosing the GMH basis set7). In this case, the CT free energy surface is
defined by Eq. [41] with the following energy gap:

�EdðYdÞ ¼ ½�E2
12 þ 2�Iabð�Fd

s � YdÞ þ ð�Fd
s � YdÞ2	1=2 ½119	

The diabatic and adiabatic formulations can be compared when the condition
Eab ¼ 0 is imposed. Then, one obtains Yad ¼ �eYd, lI ¼ ld, �FI

s ¼ �Fd
s .

Figure 15 compares the free energy surfaces given by Eqs. [105] and
[106] to those from Eqs. [41] and [119] for self-exchange CT (�Iab ¼ 0,
�Fd

s ¼ �FI
s ¼ 0). Several important distinctions between the two formulations

can be emphasized. (1) The positions of transition points do not coincide. The
maximum of F�ðYadÞ in the present formulation deviates from the position of
the resonance of the diagonal elements of the two-state Hamiltonian matrix,
Yz ¼ 0, and is approximately equal to Yz ¼ ð�eÞ2�E12 when �E12=l

I � 1
and �FI

s ¼ 0. (2) The splitting of the lower and upper adiabatic surfaces is lar-
ger in the MH formulation than in the basis-invariant formulation. For self-
exchange CT, the splitting is 2jHabj ¼ �E12 in the former case and

�E12

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1��e2

p
in the latter case. (3) The MH formula involves the diabatic

equilibrium free energies Fd
0i without donor–acceptor overlap. The gap �Fd

0

is therefore zero for self-exchange reactions. The adiabatic representation
includes explicitly the donor–acceptor overlap that results in a symmetry-
breaking splitting of the gas-phase electronic states to the energy �E12.
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Figure 15 Adiabatic free energy surfaces F
ðYadÞ in the present model (solid lines,
Eqs. [105] and [106]) and in the Marcus–Hush formulation (long-dashed lines, Eqs. [41]
and [119]) for self-exchange CT with �FI

s ¼ �Fd
s ¼ 0, lI ¼ ld ¼ 1 eV, �E12 ¼ 0:2 eV,

and �e ¼ 0:7. All free energy surfaces are vertically shifted to have zero value (dotted
line) at the position of the left minimum.
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Electronic transitions in the gas phase thus proceed from the lower state E1 to
the upper state E2. In condensed phases, these states are of course ‘‘dressed’’
by a solvating environment, but at �FI

s ¼ 0 one gets a nonzero equilibrium
driving force approximately equal to �e�E12 when �E12=l

I � 1. The factor
�e in the free energy driving force appears because the free energy represents
the work done to transfer the charge �e (�z  �e at �E12=l

I � 1, see
Figure 14) over the energy barrier �E12 that results in �e�E12 for small split-
tings �E12.

Note above that the GMH7 and adibatic formulations are equivalent in
terms of building the CT free energy surfaces. The distinctions seen in
Figure 15 may seem to contradict to this statement. The problem is resolved
by noting that the requirement Eab ¼ 0 imposed by the GMH formulation
makes the diabatic energy gap nonzero for self-exchange transitions:

�IGMH
ab ¼ �e�E12 ½120	

which is indeed the gap shown in Figure 15. The standard MH formulation85

is then recovered when m12 ¼ 0 for symmetry reasons and thus �e ¼ 1.

Nonlinear Solvation versus Intramolecular Effects

The origin of nonparabolic free energy surfaces of ET can be divided
into two broad categories: (1) intramolecular electronic effects and (2)
nonlinear solvation effects. Although these two origins can, at some instances,
be treated within the same mathematical framework (Q model), there are sub-
stantial differences between them at both the quantitative and qualitative
levels. From the quantitative viewpoint, nonlinear solvation produces a
much weaker distortion of ET parabolas than do the polarizability change
and electronic delocalization. From a qualitative viewpoint, the two categories
of effects produce a nonzero nonparabolic distortion in different orders of the
expansion of the system Hamiltonian in the driving solvent mode.

The free energy FðPÞ invested in creation of a nonequilibrium solvent
polarization P can be expressed as a series in even powers of P with the two
first terms as follows:

FðPÞ ¼ a1P2 þ a2P4 ½121	

where a1; a2 > 0. The interaction energy of the solute field with the solvent
polarization, U0s, is linear in P

U0s ¼ �bP b > 0 ½122	

For weak solute–solvent interactions, deviations from zero polarization of the
solvent are small, and one can keep only the first, harmonic, term in Eq. [121].
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Anharmonic higher order terms gain importance for stronger solute-solvent
couplings requiring a2 6¼ 0 in Eq. [121]. The nonequilibrium solvent polariza-
tion can be considered as an ET reaction coordinate. The curvature of the cor-
responding free energy surface is

F00ðP0Þ ¼ 2a1 þ 12a2P2
0 ½123	

at the minimum point P0 defined by the condition F0ðP0Þ ¼ b. Equation [123]
indicates that nonlinear solvation effects, usually associated with dielectric
saturation, enhance the curvature compared to the linear response result
F00 ¼ 2a1. This enhancement of curvature leads to a decrease in the solvent
reorganization energy. The effect is, however, relatively small as it arises
from anharmonic expansion terms.

When the electron is partially delocalized, one should switch to the adia-
batic representation in which the upper and lower CT surface are split by an
energy gap depending on P. If this energy gap is expanded in P with truncation
after the second-order term, we come to the model of a donor–acceptor com-
plex whose dipolar polarizabilities are different in the ground and excited
states. The solute–solvent interaction energy then attains the energy of solute
polarization that is quadratic in P

U0s ¼ �bP� cP2 c > 0 ½124	

The total system energy FðPÞ þU0s includes, therefore, a quadratic in P term
with the coefficient ða1 � cÞ. This quadratic term initiates a revision of the fre-
quency of solvent fluctuations driving CT. The curvature of harmonic surfaces
decreases producing higher reorganization energies. Since the solute polariz-
ability contributes already to the harmonic term, its effect on the reorganiza-
tion energy is stronger than that of nonlinear solvation.

The revision of characteristic frequencies of nuclear modes is a general
result of electronic delocalization holding for both the intramolecular vibra-
tional modes65 and the solvent modes. The fact that this effect shows up
already in the harmonic expansion term makes it much stronger compared
to nonlinear solvation in respect to nonparabolic distortion of the free energy
surfaces.

OPTICAL BAND SHAPE

Spectral measurements open a door to access the rate constant para-
meters of ET. The connection between optical observables and ET parameters
can be divided into two broad categories: (1) analysis of the optical band pro-
file (band shape analysis) and (2) the use of integrated spectral intensities (see
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below). The former route connects the spectral moments to ET activation
parameters (Table 1). The latter is applied to extract off-diagonal matrix ele-
ments, most often the ET matrix element and the transition dipole. Band shape
analysis of optical spectra has been successfully used in ET research for many
years, and our present knowledge about mechanisms and energetics of ET ori-
ginates largely from spectroscopic measurements.16 The understanding of elec-
tronic and solvent effects on the ET kinetics has been recently supplemented
by extensive information about the intramolecular, vibronic envelope from
resonance Raman spectroscopy.86

The fast growth of the field of ET research and, especially, the design of
new bridge-coupled donor–acceptor pairs imposes new demands on the theory
of optical spectra. Several major challenges are currently faced by the field.
They may be summarized as follows: (1) The presently existing band-shape
analysis has been created for ET transitions.17 It has not anticipated strong
electronic coupling and thus fails when applied to transitions with high mag-
nitudes of the ET matrix element.87 (2) The model is limited to two states only.
Mixing to higher excited states, resulting in intensity borrowing, is commonly
neglected. Extension to more then two states is especially important for photo-
induced CT where a CT state is formed from and is strongly coupled to a
locally exited state of either donor or acceptor unit.17,88 (3) There are indica-
tions in the literature that the common assumption of complete decoupling
between the intramolecular vibrational modes and solvent thermal motions
may fail for some systems.89,90 Understanding the origin of and full account
for these effects should be incorporated into new models of optical bands.

The challenges outlined above still await a solution. In this section, we
show how some of the theoretical limitations employed in traditional formu-
lations of the band shape analysis can be lifted. We discuss two extensions of
the present-day band shape analysis. First, the two-state model of CT transi-
tions is applied to build the Franck–Condon optical envelopes. Second, the
restriction of only two electronic states is lifted within the band shape analysis
of polarizable chromophores that takes higher lying excited states into account
through the solute dipolar polarizability. Finally, we show how a hybrid model
incorporating the electronic delocalization and chromophore’s polarizability
effects can be successfully applied to the calculation of steady-state optical
band shapes of the optical dye coumarin 153 (C153). We first start with a gen-
eral theory and outline the connection between optical intensities and the ET
matrix element and transition dipole.

Optical Franck–Condon Factors

Absorption of light by molecules, resulting in electronic excitations, is
caused by the interaction of the bound molecular electrons with the electric
field of the radiation. In the dipolar approximation, the interaction of the
dipole operator of the solute m̂0 with the time-dependent electric field EðtÞ
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of the radiation is the perturbation that drives the electronic excitation. The
time-dependent interaction Hamiltonian is

�f ðnDÞ m̂0 � EðtÞ ½125	

where the parameter f ðnDÞ accounts for the deviation of the local field acting
on the solute dipole from the external field EðtÞ; nD is the solvent refractive
index. Dielectric theories91 predict for spherical cavities

f ðnDÞ ¼
3n2

D

2n2
D þ 1

½126	

The perturbation given by Eq. [125] mixes the electronic states for which
the off-diagonal matrix element of the dipole operator, mjk, is nonzero. The
latter is called the transition dipole.49 Mixing of electronic states by a time-
dependent external field leads to the dependence of the corresponding elec-
tronic state populations on time. The rate constant of the population kinetics is
given by the transition probability. Quantum mechanical perturbation theory,
limited to the first order in the interaction perturbation, is commonly used to
calculate the one-photon transition probability and absorption intensity.15,92

This formalism, combined with the Einstein relation between absorption
intensity and the probability of spontaneous emission,49,92 leads to experimen-
tal observables, the extinction coefficient of absorption, EðnÞ (cm�1 M�1), and
the emission rate, IemðnÞ (number of photons per unit frequency), as functions
of the light frequency n. They are given by the following relations:

EðnÞ
n
¼ 8p3NA

3000 ðln 10Þ c

f 2ðnDÞ
nD

G�ðnÞ ½127	

and

IemðnÞ ¼
64p4n3

3c3
nDf 2ðnDÞGþðnÞ ½128	

In Eq. [127], NA is the Avogadro number, and c in Eqs. [127] and [128] is the
speed of light in vacuum.

The extinction coefficient and emission rate are defined through the spec-
tral density function G
ðnÞ that combines the effects of solvent-induced inho-
mogeneous broadening and vibrational excitations of the donor–acceptor
complex. A substantial simplification of the description can be achieved if
the two types of nuclear motions are not coupled to each other. The spectral
density G
ðnÞ is then given by the convolution17

G
ðnÞ ¼ j ~m12ðhnÞj2
ð

FCWDs

ðxÞFCWDv


ðn� xÞdx ½129	
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of the gas-phase vibronic envelope FCWDv

ðnÞ with the normalized solvent-

induced band shape

FCWDs

ðnÞ ¼ hd �EðqÞ � hnð Þi
 ½130	

where the average is taken over the solvent configurations statistically weighted
with the Boltzmann factor expð�bF
Þ with ‘‘�’’ for absorption and ‘‘þ’’ for
emission.

In Eqs. [129] and [130], FCWDv

ðnÞ and FCWDs


ðnÞ refer to the normal-
ized Franck–Condon weighted density of the vibrational excitations of the
solute (including quantum overlap integrals of the vibrational normal modes
of the solute coupled to the transferred electron17) and the normalized solvent-
induced spectral distribution function, respectively. The gap, �EðqÞ ¼
EþðqÞ � E�ðqÞ, in Eq. [130] is defined between the upper adiabatic surface
EþðqÞ and the lower adiabatic surface E�ðqÞ depending on a set of nuclear sol-
vent modes q. Because the transitions occur between the adiabatic free energy
surfaces E
ðqÞ, the unperturbed basis set in the quantum mechanical perturba-
tion theory is built on the wave functions f~f1ðqÞ; ~f2ðqÞg diagonalizing the cor-
responding two-state Hamiltonian matrix (Eq. [114]). The dependence on the
nuclear solvent configuration comes into the transition dipole moment (as cal-
culated within the two-state model, TSM)

j ~m12ðqÞj ¼ jh~f1ðqÞjm̂0j~f2ðqÞij

¼ jm12j
�E12

�EðqÞ ½131	

only through the energy gap �EðqÞ, which is equal to hn according to
Eq. [130]. This relationship is the reason for the dependence of the transition
dipole on the light frequency in Eq. [129]. Coupling to higher lying excited
states modifies Eq. [131], but if the dependence on the solvent field comes
into ~m12ðqÞ only through the instantaneous energy gap, the transition dipole
can still be taken out of the solvent average with, however, a more compli-
cated dependence on the frequency of the incident light.17,93 In the TSM,
one has, according to Eq. [131]

~m12ðnÞ ¼ m12�E12=hn ½132	

where m12 is the gas-phase adiabatic transition dipole moment.
The vibronic envelope FCWDv


ðnÞ in Eq. [129] can be an arbitrary gas-
phase spectral profile. In condensed-phase spectral modeling, one often simpli-
fies the analysis by adopting the approximation of a single effective vibrational
mode (Einstein model) with the frequency nv and the vibrational reorganiza-
tion energy lv. The vibronic envelope is then a Poisson distribution of
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individual vibrational excitations44

FCWDv

ðnÞ ¼ e�Sv

X1
m¼0

Sm
v

m!
d hn
mhnvð Þ ½133	

where Sv the Huang–Rhys factor Sv ¼ lv=hnv (cf. to Eq. [38]). The whole
inhomogeneous line shape then takes the form of a weighed sum over the
solvent-induced bands, each shifted relative to the other by nv

G
ðnÞ ¼ j ~m12ðhnÞj2e�Sv

X1
m¼0

Sm
v

m!
FCWDs


ðn
mhnvÞ ½134	

Equation [134], given in the form of a weighted sum of individual sol-
vent-induced line shapes, provides an important connection between optical
band shapes and CT free energy surfaces. Before turning to specific models for
the Franck–Condon factor in Eq. [134], we present some useful relations,
following from integrated spectral intensities, that do not depend on specific
features of a particular optical line shape.

Absorption Intensity and Radiative Rates

Extraction of activation CT parameters requires an analysis of spectral
band shapes. One parameter, however, can be obtained from the integrated
absorption and emission intensities. Since mixing of the electronic states in
the external electric field of radiation is governed by the magnitude of the tran-
sition dipole, the transition dipole also defines the intensity of the correspond-
ing optical line. The extinction coefficient or emission rate integrated over
light frequencies then allows one to obtain the transition dipole, provided
its frequency dependence is known. [Traditionally, the transition dipole is
assumed to be frequency independent.49 This leads, however, to systematic
errors in estimates of transition dipoles from optical spectra, see below.] For
the TSM, this procedure leads to the gas-phase transition dipole. The tran-
sition dipole is important as a parameter quantifying the extent of CT delocal-
ization and to generate CT free energy surfaces in electronically delocalized
donor–acceptor complexes. It also has an important implication due to its con-
nection to the ET matrix element (through the Mulliken-Hush relation),7

which enters the rate constant of nonadiabatic ET reaction rates (Eq. [2];
see below).

Integration of absorption extinction coefficient (Eq. [127]) and emission
rate (Eq. [128]) gives two alternative estimates for the adiabatic gas-phase
transition dipole m12 (in D) within the TSM frequency-dependent ~m12ðnÞ
(Eq. [132])

m12 ¼ 9:585! 10�2

ffiffiffiffiffiffi
nD

p

�n0f ðnDÞ

ð
�nEð�nÞd�n

� �1=2

½135	
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and

m12 ¼ 3:092! 108 �n0
ffiffiffiffiffiffi
nD

p
f ðnDÞ½ 	�1

ð
IemðnÞn�1dn

� �1=2

½136	

where �n is the wavenumber (cm�1) and �n0 ¼ �E12=hc. When the emission
spectrum is not available, the radiative rate49

krad ¼
ð

IemðnÞdn ¼ 
emt�1
em ½137	

can be used; 
em and tem are the quantum yield and emission lifetime. By
defining the average frequency

nav ¼
ð

IemðnÞdn
�ð

IemðnÞn�1dn ½138	

one gets

m12 ¼ 1:786! 103 krad

�nav�n2
0nDf 2ðnDÞ

� �1=2

½139	

Equation [139] is not very practical because an accurate definition of the aver-
age wavenumber, �nav ¼ nav=c, demands knowledge of the emission spectrum
for which Eq. [136] provides a direct route to the transition dipole. But Eq.
[139] can be used in approximate calculations by assuming �nav ¼ �nem.

Equation [139] is exact for a two-state solute, but differs from the tradi-
tionally used connection between the transition dipole and the emission inten-
sity by the factor �n0=�nav.49 The commonly used combination m12�n0=�nav

appears as a result of neglect of the frequency dependence of the transition
dipole ~m12ðnÞ entering Eq. [129]. It can be associated with the condensed-
phase transition dipole in the two-state approximation.43 Exact solution for
a two-state solute makes the transition dipole between the adiabatic free
energy surfaces inversely proportional to the energy gap between them. This
dependence, however, is eliminated when the emission intensity is integrated
with the factor n�1.93

The transition dipole m12 in Eqs. [136] and [139] is the gas-phase adia-
batic transition dipole. Therefore, emission intensities measured in different
solvents should generate invariant transition dipoles when treated according
to Eqs. [136] and [139]. A deviation from invariance can be used as an indica-
tion of the breakdown of the two-state approximation and the existence of
intensity borrowing from other excited states of the chromophores (the Murrell
mechanism17,88,94). Figure 16 illustrates the difference between Eq. [139] and

196 Charge-Transfer Reactions in Condensed Phases



the traditional formulation. It shows the dependence of m12 (circles) and
m12�n0=�nav (squares, �n0 ¼ 25,400 cm�1) on the emission frequency �nem for
the dye C153 measured in solvents of different polarity.95 The two sets of
transition dipoles are noticeably divergent in strongly polar solvents.

Electron-Transfer Matrix Element

The transition dipole between the free energy surfaces F
ðXÞ is not the
only parameter that depends on the nuclear configuration of the solvent.
The effective ET matrix element Heff

ab ½Pn	 following from the trace of the
two-state Hamiltonian over the electronic degrees of freedom also depends
on the nuclear configuration of the solvent (Eq. [37]). In contrast to the case
of optical transitions where the dependence on the nuclear solvent configura-
tions is transformed into a frequency dependence of the transition dipole
~m12ðnÞ (Eq. [132]), the dependence of the ET matrix element Heff

ab ½Pn	 on the
nuclear field Pn should be fully included into the statistical average over Pn

when the ET rate constant is calculated in the Golden Rule perturbation
scheme over Heff

ab ½Pn	.11 The Pn dependence represents a non-Condon effect
of the solvent field on the rate preexponential factor. The result of the calcula-
tions43 is the standard Golden Rule expression9,11 for the nonadiabatic rate
constant

k
ðiÞ
NA ¼ �h�1 pb=lð Þ1=2 HMH

�� ��2FCWDið0Þ ½140	
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Figure 16 The transition dipole m12 according to Eq. [139] (�nav ¼ �nem, circles) and
m12�n0=�nem (squares) versus �nem for emission transitions in C153 in different solvents.95

The dashed lines are regressions with the slopes 0.02 (squares) and 0.27 (circles).
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with the Mulliken–Hush6 ET matrix element

HMH ¼ Hab �
ðmab ��mabÞ

�m2
ab

�Iab ½141	

where mab and �mab refer to, respectively, the gas-phase transition and differ-
ential dipole moments calculated in the diabatic basis set; �Iab is the diabatic
gas-phase energy gap. The term Mulliken–Hush6 here refers to the fact that the
matrix element in Eq. [141] is related to the projection of the adiabatic transi-
tion dipole on the direction of the difference diabatic dipole

HMH ¼ ðm12 ��mabÞ
�m2

ab

�E12 ½142	

Under the special condition that m12 and �mab are parallel, one obtains the
MH relation6,7

HMH ¼ m12

�mab
�E12 ½143	

Equations [140]–[143] provide a connection between the preexponential fac-
tor entering the nonadiabatic ET rate and the spectroscopically measured adia-
batic transition dipole m12. It turns out that the Mulliken–Hush matrix
element, commonly considered as an approximation valid for mab ¼ 0,7 enters
exactly the rate constant preexponent as long as the non-Condon
solvent effects are accurately taken into account.43 Equation [142] stresses
the importance of the orientation of the adiabatic transition dipole relative
to the direction of ET set up by the difference diabatic dipole �mab. The value
of HMH is zero when the vectors m12 and �mab are perpendicular.

Electronically Delocalized Chromophores

Equation [48] gives the Franck–Condon factor that defines the probabil-
ity of finding a system configuration with a given magnitude of the energy gap
between the upper and lower CT free energy surfaces. It can be directly used to
define the solvent band shape function96 of a CT optical transition in Eq. [134]

FCWDs

ðn
mhnvÞ ¼ Q�1



X

k¼1;2

�E0ðYkmÞj j�1
exp �bF
ðYkmÞ½ 	 ½144	

where

Q
 ¼
ð

e�bF
ðYadÞdYad ½145	
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In Eq. [144], the coordinates Ykm (k ¼ 1; 2) are two roots of the quadratic
equation

�EðYadÞ ¼ hðn
mnvÞ ½146	

given by the expression

Y1m ¼ Ymin þ�e

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2ðn
mnvÞ2 ��E2

min

q

Y2m ¼ Ymin ��e

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2ðn
mnvÞ2 ��E2

min

q ½147	

The appearance of the square root in Eq. [147] is an indication of one impor-
tant feature of delocalized CT systems: the existence of a lower limiting fre-
quency of the incident light that can be absorbed by a donor–acceptor
complex. This effect results in asymmetries of CT absorption and emission
lines as discussed below.

A real root of Eq. [146] exists only if the following condition holds:

hn " 
mhnv þ�Emin ½148	

for a vibronic transition with m phonons of vibrational excitation. The 0–0
transition (m ¼ 0) sets up the absolute minimum frequency

hnmin ¼ �Emin ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1��e2

p
�E12 ½149	

where �e is the gas-phase mixing parameter (Eq. [107]), and �E12 is the
gas-phase adiabatic energy gap (Eq. [29]). The energy �Emin corresponds to
the minimum splitting between the upper and lower CT free energy surfaces
(Figures 12 and 13) that occurs at the coordinate

Ymin ¼ �e2�E12 þ�e�FI
s ½150	

The transition intensity is always zero at n < nmin. The existence of the
lower transition boundary makes a profound effect on optical band shapes for
a large extent of mixing of adiabatic states. The general effect of the existence
of the minimum frequency on optical lines is to produce line asymmetry by
squeezing its red wing.20,97 We consider here this effect for the example of
transitions in the inverted CT region when both the absorption and emission
lines can be observed (Figure 13). For positively solvatochromic dyes with a
major multipole higher in the excited state than in the ground state, emission
lines are shifted more strongly to the red side of the spectrum than the absorption
lines. Therefore, the emission lines are closer to the low-energy boundary nmin
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and get narrower than the absorption lines (Figure 17). The opposite trend
holds for negatively solvatochromic dyes with higher major multipoles in their
ground states.

The lower free energy surface has two minima in the normal CT region
(Figure 12). Two absorption transitions exist in this case, even for self-
exchange reactions. The reason is the symmetry breaking induced by a non-
zero adiabatic transition dipole leading to �e < 1 (the standard MH picture,
Figure 15, is recovered when m12 ¼ 0). The energy splitting between the two
minima of the lower free energy surface gives rise to two transition frequencies

hnð1Þabs ¼ lv þ lI þ�FI
s þ�e�E12 ½151	

and

hnð2Þabs ¼ lv þ lI ��FI
s ��e�E12 ½152	

The combination of Eq. [134] with Eq. [144] provides an effective form-
alism for the band shape analysis of CT spectra when a substantial degree of
electronic delocalization is involved. Equation [134] is exact for a TS donor–
acceptor complex and, therefore, can be used for an arbitrary degree of electronic
delocalization as long as the assumption of decoupling of the vibrational and
solvent modes holds. Figure 18 illustrates the application of the band shape
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Figure 17 The normalized absorption (abs.) and emission (em.) intensities at �e ¼ 0:7
(solid lines) and �e ¼ 0:8 (long-dashed lines) versus the reduced frequency hn=lI.
The dash–dotted lines indicate the lower boundary for the energy of the
incident light nmin (Eq. [149]).
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analysis via Eqs. [134] and [144] to two CT complexes studied in Ref. 87
when the traditional band shape analysis16,17 fails to fit the experimental spec-
tra. The fitting procedure employs the simulated annealing technique in the
space of four parameters: lI, lv, nv, and �E12.

Polarizable Chromophores

The model of polarizable dipolar chromophores suggests that the 3D
nuclear reaction field of the solvent serves as a driving force for electronic tran-
sitions. Even in the case of an isotropic solute polarizability, two projections of
the reaction field should be included: the longitudinal (parallel to the differ-
ence solute dipole) component and the transverse (perpendicular to the differ-
ence dipole) component. The d function in Eq. [18] eliminates integration over
only one of these two field component. The integral still can be taken analy-
tically resulting in a closed-form solution for the Franck–Condon factor

FCWDs
i ðnÞ ¼ bAi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lijaij3

jhn�X0j

s
e�bðjaijjhn�X0jþlia2

i ÞI1 2b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jaij3lijhn�X0j

q
 �
½153	

where I1ðxÞ is the first-order modified Bessel function. The normalization
factor

Ai ¼ ð1� e�blia2
i Þ�1 ½154	
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Figure 18 Fits of experimental spectra in acetonitrile (solid lines)87 to Eqs. [134] and
[144] (dash–dotted lines, almost indistinguishable from the experimental spectra on the
graph scale). The labeling of the donor–acceptor complexes is according to Ref. 87.
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is included to ensure the identity

h

ð1
�1

FCWDs
i ðhnÞdn ¼ 1 ½155	

In Eq. [153], the parameters ai are given by Eqs. [74] and [99]. The reorgani-
zation energies are defined through the second spectral cumulants and are con-
nected to each other according to Eq. [73]. The boundary of the permissible
energy gaps between the two-electron states sets up the range of light frequen-
cies for which the transition intensity is nonzero. The magnitude of the spec-
tral boundary is defined for dipolar chromophores through the difference
dipole moment and the polarizability difference

X0 ¼ �I þ�Edisp þ�Find � �~m2
0

2j�~a0j
½156	

where �Edisp and �Find are the differences in dispersion and induction stabi-
lization energies between the two states. When the polarizability does not
change with the transition (�a0 ¼ 0), the spectral boundary moves to infinity,
X0 !1, and no limiting frequency exists.

The Franck–Condon factors of polarizable chromophores in Eq. [153]
can be used to generate the complete vibrational/solvent optical envelopes
according to Eqs. [132] and [134]. The solvent-induced line shapes as given
by Eq. [153] are close to Gaussian functions in the vicinity of the band max-
imum and switch to a Lorentzian form on their wings. A finite parameter a1

leads to asymmetric bands with differing absorption and emission widths. The
functions in Eq. [153] can thus be used either for a band shape analysis of
polarizable optical chromophores or as probe functions for a general band
shape analysis of asymmetric optical lines.

Hybrid Model

Both electronic delocalization and polarizability of the donor–acceptor
complex lead to a significant asymmetry between the absorption and emission
optical lines as is often observed in experiment.66,98,99 The importance of this
effect can be assessed by comparing the dependence of the observed spectral
width on solvent polarity with the prediction of MH theory. Equations [6] and
[12] can be combined to give

bh2hðdnÞ2iabs=em ¼ h�nst þ lv bhnv � 2ð Þ ½157	

The MH theory thus predicts that the absorption and emission widths are
equal to each other (Eq. [11]) and are linear functions of the Stokes shift
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h�nst with unit slope. This prediction can be dramatically violated for some
optical dyes. An illuminating example of such a breakdown is the steady-state
spectroscopy of C153 (Figure 19; data according to Ref. 99). The spectral
widths in Figure 19 are obtained from half-intensity widths �abs=em according
to Eq. [81] (in Eq. [81], i ¼ 1 and i ¼ 2 stand for absorption and emission,
respectively). As is seen from Figure 19, not only do the spectral widths differ,
but also the slopes of s2

abs=em versus h�nst have different signs for absorption
and emission transitions. This phenomenon is actually well explained by con-
sidering a combined effect of the dye polarizability and the electronic coupling
between the ground and excited electronic states on the optical band shape.

Within the TSM, the emission width is lower than the absorption width
for electronic transitions with a higher magnitude of the dipole moment in the
excited state compared to the ground state, as is seen in Figure 17. This is
indeed the feature observed in Figure 19. Despite this qualitative agreement,
the TSM is very unrealistic due to the neglect of excited electronic states of
the chromophore, leading, for example, to a negative excited state polarizabil-
ity. The polarizability of the excited state of essentially all known chromo-
phores is, on the contrary, positive, and, in the majority of cases, is higher
than that of the ground state.69 To incorporate correctly the chromophore
polarizability on the one hand and generate explicit electronic delocalization
on the other, a hybrid model was developed.100 The two states participating in
the transition are explicitly considered. Transitions to all other excited states
of the chromophore are assumed to result in polarization of the electron den-
sity defined by the dipolar polarizability �a0i (i ¼ 1; 2). The total vacuum
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Figure 19 Absorption (circles) and emission (squares) widths (Eq. [80]) versus the
Stokes shift for the coumarin dye C153 in 40 molecular solvents according to
Ref. 99. The dashed lines are regressions drawn to guide the eye.
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polarizability of the solute, a0i, treated as input available from experiment or
independent calculations, is thus split into the polarizability from the 1 $ 2
transition and the component �a0i from all other transitions. The solvent effect
on the transition between the states 1 and 2 then includes three components:
(1) solvation of the fixed charges (dipole moments) of the chromophore, (2)
self-polarization of the solute’s electronic cloud due to polarizability, and
(3) change in the electronic occupation numbers induced by the off-diagonal
coupling of the transition dipole to the solvent field.

Figure 20 compares the solvent-induced FCWD calculated in the TSM
(dash–dotted lines, Eq. [144]), the polarizable model (dashed line, Eq. [153]),
and the hybrid model (solid lines). The latter incorporates the effects of both
the electronic delocalization between the ground and excited states and polar-
izability due to the coupling of these two states to all other excited states of the
chromophore. The latter model was called the adiabatic polarizable model
(APM).100 The APM thus includes the linear and all nonlinear polarizabilities
arising from transitions between the ground and excited states and only linear
polarizability for all other states. The emission line is broader than the ab-
sorption line due to a higher excited state polarizability when electron delocal-
ization is neglected (Figure 20, dashed lines). The inclusion of electronic
delocalization through the transition dipole narrows the emission line and
reduces the maxima separation (APM, solid lines). Finally, the neglect of
polarizability from higher lying electronic states in the TSM (dash–dotted
lines) generates an even narrower emission band. The line shape is therefore
a result of a compensation between the polarizability effect tending to increase
both the emission width and the Stokes shift for �a0 > 0 and the opposite
effect of electronic delocalization.
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Figure 20 Absorption (abs.) and emission (em.) solvent-induced FCWD of C153 in
acetonitrile calculated according to the APM model (solid lines), the TSM (dash–dotted
lines), and the polarizable model (Eq. [153], dashed lines).

204 Charge-Transfer Reactions in Condensed Phases



The application of the APM model to the absorption and emission spec-
tra of C153 gives good agreement with experimentally observed spectra in a
broad range of solvent polarities.100 The quality of the calculations is illu-
strated in Figure 21 where the experimental (dashed lines) and calculated
(solid lines) absorption and emission spectra are compared for acetonitrile
and acetone as the solvent. The distinction between the optical band shapes
calculated on various levels of the theory shown in Figure 20 and the excellent
agreement with the experimental results shown in Figure 21 indicate that tran-
sitions to higher excited states (polarizability) and solvent-induced mixing
between the adiabatic states (transition dipole) are both crucial for reproducing
the optical band shape of C153. For this chromophore, the electronic mixing
effect is significant due to its high transition dipole moment, m12 ¼ 5:78 D,
close in magnitude to the difference in the excited- and ground-state dipole
moments, �m0  7:5 D. Depending on the relative magnitudes of the polariz-
ability change, �a0, and the transition dipole, m12, polarizability and electro-
nic mixing effects may become more or less important for other optical dyes.
For all such cases, the APM provides a general framework for analyzing the
FCWD of activated and optical transitions by lifting the two restrictions of
the MH theory: the TSM and the neglect of electronic overlap in the FCWD
(assumptions 1 and 2 in the Introduction). In fact, the APM also provides a
general framework for analyzing the effects of coupling between the vibra-
tional solute modes and the solvent fluctuations (assumption 3),100 but this
problem still requires further studies, both experimental and theoretical.

SUMMARY

The concept of free energy surfaces has proven its vitality over many
years of fruitful applications to electron transfer kinetics. The direct connection
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Figure 21 Normalized experimental (dashed lines) and calculated (solid lines)
absorption (abs.) and emission (em.) spectra of C153 in acetonitrile (acn)
and acetone (acet).
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of the ET free energy surfaces to the solvent-induced component of the optical
Franck–Condon provides a unique possibility to apply the statistical mechan-
ical analysis of ET and CT energetics and to test it on experiment. The band
shape analysis of optical profiles is thus the key factor in a successful interplay
between theory and experiment.

This chapter outlines some recent advances in the statistical mechanical
analysis of the CT energetics. The basic strategy used in this approach is to
introduce new physical features of CT activation into the system Hamiltonian
used to build the free energy surfaces. These are then applied to calculate the
Franck–Condon factors and determine how the changes in the physics of the
problem affect the optical observables. This development highlights two fun-
damental results. First, the MH model of fixed charges solvated in a dense,
condensed-phase environment leads to a very accurate representation of the
ET energetics in terms of two intersecting parabolas. The static nonlinear sol-
vation effects are generally weak and do not substantially distort the parabo-
las. There is, however, ample room to modify the free energy surfaces when
changes in the electronic density of the donor–acceptor complex are allowed
either through polarizability or electronic delocalization. The CT free energies
then inherit nonlinear features, and a number of interesting consequences for
optical observables can be anticipated. These fascinating phenomena will be
the subject of future research.
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York, 1965, pp. 173–198. The Solvent Dependence of the Wavenumber of Optical
Absorption and Emission.

74. G. U. Bublitz and S. G. Boxer, Annu. Rev. Phys. Chem., 48, 213 (1997). Stark Spectroscopy:
Applications in Chemistry, Biology, and Materials Science.

75. F. W. Vance, R. D. Williams, and J. T. Hupp, Int. Rev. Phys. Chem., 17, 307 (1998).
Electroabsorption Spectroscopy of Molecular Inorganic Compounds.

76. B. S. Brunshwig, C. Creutz, and N. Sutin, Coord. Chem. Rev., 177, 61 (1998). Electro-
absorption Spectroscopy of Charge Transfer States of Transition Metal Complexes.

77. D. V. Matyushov and B. M. Ladanyi, J. Chem. Phys., 107, 1375 (1997). Nonlinear Effects in
Dipole Solvation. II. Optical Spectra and Electron Transfer Activation.

78. T. Asahi, M. Ohkohchi, R. Matsusaka, N. Mataga, R. P. Zhang, A. Osuka, and K. Maruyama,
J. Am. Chem. Soc., 115, 5665 (1993). Intramolecular Photoinduced Charge Separation and
Charge Recombination of the Product Ion Pair States of a Series of Fixed-Distance Dyads
of Porphyrins and Quinones: Energy Gap and Temperature Dependences of the Rate
Constants.
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