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Preface

The Internet Encyclopedia is the first comprehensive
examination of the core topics in the Internet field.
The Internet Encyclopedia, a three-volume reference work
with 205 chapters and more than 2,600 pages, provides
comprehensive coverage of the Internet as a business
tool, IT platform, and communications and commerce
medium. The audience includes the libraries of two-year
and four-year colleges and universities with MIS, IT, IS,
data processing, computer science, and business depart-
ments; public and private libraries; and corporate li-
braries throughout the world. It is the only comprehensive
source for reference material for educators and practition-
ers in the Internet field.

Education, libraries, health, medical, biotechnology,
military, law enforcement, accounting, law, justice, manu-
facturing, financial services, insurance, communications,
transportation, aerospace, energy, and utilities are among
the fields and industries expected to become increasingly
dependent upon the Internet and Web technologies. Com-
panies in these areas are actively researching the many
issues surrounding the design, utilization, and implemen-
tation of these technologies.

This definitive three-volume encyclopedia offers cov-
erage of both established and cutting-edge theories and
developments of the Internet as a technical tool and busi-
ness/communications medium. The encyclopedia con-
tains chapters from global experts in academia and in-
dustry. It offers the following unique features:

1) Each chapter follows a format which includes title
and author, chapter outline, introduction, body, con-
clusion, glossary, cross references, and references.
This unique format enables the readers to pick and
choose among various sections of a chapter. It also
creates consistency throughout the entire series.

2) The encyclopedia has been written by more than 240
experts and reviewed by more than 840 academics
and practitioners chosen from around the world.
This diverse collection of expertise has created the
most definitive coverage of established and cutting
edge theories and applications in this fast-growing
field.

3) Each chapter has been rigorously peer reviewed. This
review process assures the accuracy and complete-
ness of each topic.

4) Each chapter provides extensive online and offline
references for additional readings. This will enable
readers to further enrich their understanding of a
given topic.

5) More than 1,000 illustrations and tables throughout
the series highlight complex topics and assist further
understanding.

6) Each chapter provides extensive cross references.
This helps the readers identify other chapters within

the encyclopedia related to a particular topic, which
provides a one-stop knowledge base for a given topic.

7) More than 2,500 glossary items define new terms and
buzzwords throughout the series, which assists read-
ers in understanding concepts and applications.

8) The encyclopedia includes a complete table of con-
tents and index sections for easy access to various
parts of the series.

9) The series emphasizes both technical and manage-
rial issues. This approach provides researchers, ed-
ucators, students, and practitioners with a balanced
understanding of the topics and the necessary back-
ground to deal with problems related to Internet-
based systems design, implementation, utilization,
and management.

10) The series has been designed based on the current
core course materials in several leading universi-
ties around the world and current practices in lead-
ing computer- and Internet-related corporations. This
format should appeal to a diverse group of educators,
practitioners, and researchers in the Internet field.

We chose to concentrate on fields and supporting tech-
nologies that have widespread applications in the aca-
demic and business worlds. To develop this encyclope-
dia, we carefully reviewed current academic research in
the Internet field at leading universities and research in-
stitutions around the world. Management information
systems, decision support systems (DSS), supply chain
management, electronic commence, network design and
management, and computer information systems (CIS)
curricula recommended by the Association of Informa-
tion Technology Professionals (AITP) and the Association
for Computing Management (ACM) were carefully inves-
tigated. We also researched the current practices in the
Internet field used by leading IT corporations. Our work
enabled us to define the boundaries and contents of this
project.

TOPIC CATEGORIES

Based on our research we identified 11 major topic areas
for the encyclopedia:

» Foundation;
« Infrastructure;

* Legal, social, organizational, international, and taxation
issues;

* Security issues and measures;

* Web design and programming;

* Design, implementation, and management;
« Electronic commerce;

» Marketing and advertising on the Web;
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* Supply chain management;
» Wireless Internet and e-commerce; and
* Applications.

Although these 11 categories of topics are interrelated,
each addresses one major dimension of the Internet-
related fields. The chapters in each category are also inter-
related and complementary, enabling readers to compare,
contrast, and draw conclusions that might not otherwise
be possible.

Although the entries have been arranged alphabeti-
cally, the light they shed knows no bounds. The encyclope-
dia provides unmatched coverage of fundamental topics
and issues for successful design, implementation, and uti-
lization of Internet-based systems. Its chapters can serve
as material for a wide spectrum of courses, such as the
following:

* Web technology fundamentals;

¢ E-commerce;

* Security issues and measures for computers, networks,
and online transactions;

¢ Legal, social, organizational, and taxation issues raised
by the Internet and Web technology;

» Wireless Internet and e-commerce;

* Supply chain management;

* Web design and programming;

* Marketing and advertising on the Web; and

* The Internet and electronic commerce applications.

Successful design, implementation, and utilization of
Internet-based systems require a thorough knowledge of
several technologies, theories, and supporting disciplines.
Internet and Web technologies researchers and practition-
ers have had to consult many resources to find answers.
Some of these sources concentrate on technologies
and infrastructures, some on social and legal issues,
and some on applications of Internet-based systems.
This encyclopedia provides all of this relevant informa-
tion in a comprehensive three-volume set with a lively
format.

Each volume incorporates core Internet topics, practi-
cal applications, and coverage of the emerging issues in
the Internet and Web technologies field. Written by schol-
ars and practitioners from around the world, the chapters
fall into the 11 major subject areas mentioned previously.

Foundation

Chapters in this group examine a broad range of topics.
Theories and concepts that have a direct or indirect effect
on the understanding, role, and the impact of the Internet
in public and private organizations are presented. They
also highlight some of the current issues in the Inter-
net field. These articles explore historical issues and basic
concepts as well as economic and value chain concepts.
They address fundamentals of Web-based systems as well
as Web search issues and technologies. As a group they
provide a solid foundation for the study of the Internet
and Web-based systems.

Infrastructure

Chapters in this group explore the hardware, software, op-
erating systems, standards, protocols, network systems,
and technologies used for design and implementation of
the Internet and Web-based systems. Thorough discus-
sions of TCP/IP, compression technologies, and various
types of networks systems including LANs, MANS, and
WAN s are presented.

Legal, Social, Organizational, International,
and Taxation Issues

These chapters look at important issues (positive and neg-
ative) in the Internet field. The coverage includes copy-
right, patent and trademark laws, privacy and ethical is-
sues, and various types of cyberthreats from hackers and
computer criminals. They also investigate international
and taxation issues, organizational issues, and social is-
sues of the Internet and Web-based systems.

Security Issues and Measures

Chapters in this group provide a comprehensive discus-
sion of security issues, threats, and measures for com-
puters, network systems, and online transactions. These
chapters collectively identify major vulnerabilities and
then provide suggestions and solutions that could signif-
icantly enhance the security of computer networks and
online transactions.

Web Design and Programming

The chapters in this group review major programming
languages, concepts, and techniques used for designing
programs, Web sites, and virtual storefronts in the e-
commerce environment. They also discuss tools and tech-
niques for Web content management.

Design, Implementation, and Management

The chapters in this group address a host of issues, con-
cepts, theories and techniques that are used for design,
implementation, and management of the Internet and
Web-based systems. These chapters address conceptual
issues, fundamentals, and cost benefits and returns on in-
vestment for Internet and e-business projects. They also
present project management and control tools and tech-
niques for the management of Internet and Web-based
systems.

Electronic Commerce

These chapters present a thorough discussion of elec-
tronic commerce fundamentals, taxonomies, and appli-
cations. They also discuss supporting technologies and
applications of e-commerce inclining intranets, extranets,
online auctions, and Web services. These chapters clearly
demonstrate the successful applications of the Internet
and Web technologies in private and public sectors.

Marketing and Advertising on the Web

The chapters in this group explore concepts, theories, and
technologies used for effective marketing and advertising
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on the Web. These chapters examine both qualitative and
quantitative techniques. They also investigate the emerg-
ing technologies for mass personalization and customiza-
tion in the Web environment.

Supply Chain Management

The chapters in this group discuss the fundamentals con-
cepts and theories of value chain and supply chain man-
agement. The chapters examine the major role that the
Internet and Web technologies play in an efficient and ef-
fective supply chain management program.

Wireless Internet and E-commerce

These chapters look at the fundamental concepts and
technologies of wireless networks and wireless computing
as they relate to the Internet and e-commerce operations.
They also discuss mobile commerce and wireless market-
ing as two of the growing fields within the e-commerce
environment.

Applications

The Internet and Web-based systems are everywhere. In
most cases they have improved the efficiency and effec-
tiveness of managers and decision makers. Chapters in
this group highlight applications of the Internet in several
fields, such as accounting, manufacturing, education, and
human resources management, and their unique applica-
tions in a broad section of the service industries including
law, law enforcement, medical delivery, health insurance
and managed care, library management, nonprofit orga-
nizations, banking, online communities, dispute resolu-
tion, news services, public relations, publishing, religion,
politics, and real estate. Although these disciplines are dif-
ferent in scope, they all utilize the Internet to improve pro-
ductivity and in many cases to increase customer service
in a dynamic business environment.

Specialists have written the collection for experienced and
not-so-experienced readers. It is to these contributors that
I am especially grateful. This remarkable collection of
scholars and practitioners has distilled their knowledge

into a fascinating and enlightening one-stop knowledge
base in Internet-based systems that “talk” to readers. This
has been a massive effort but one of the most rewarding
experiences I have ever undertaken. So many people have
played a role that it is difficult to know where to begin.

I should like to thank the members of the editorial
board for participating in the project and for their ex-
pert advice on the selection of topics, recommendations
for authors, and review of the materials. Many thanks to
the more than 840 reviewers who devoted their times by
proving advice to me and the authors on improving the
coverage, accuracy, and comprehensiveness of these ma-
terials.

I thank my senior editor at John Wiley & Sons,
Matthew Holt, who initiated the idea of the encyclopedia
back in spring of 2001. Through a dozen drafts and many
reviews, the project got off the ground and then was man-
aged flawlessly by Matthew and his professional team.
Matthew and his team made many recommendations for
keeping the project focused and maintaining its lively cov-
erage. Tamara Hummel, our superb editorial coordinator,
exchanged several hundred e-mail messages with me and
many of our authors to keep the project on schedule. I am
grateful to all her support. When it came to the produc-
tion phase, the superb Wiley production team took over.
Particularly I want to thank Deborah DeBlasi, our senior
production editor at John Wiley & Sons, and Nancy J.
Hulan, our project manager at TechBooks. I am grateful
to all their hard work.

Last, but not least, I want to thank my wonderful wife
Nooshin and my two lovely children Mohsen and Morva-
reed for being so patient during this venture. They pro-
vided a pleasant environment that expedited the com-
pletion of this project. Nooshin was also a great help
in designing and maintaining the author and reviewer
databases. Her efforts are greatly appreciated. Also, my
two sisters Azam and Akram provided moral support
throughout my life. To this family, any expression of
thanks is insufficient.

Hossein Bidgoli
California State University, Bakersfield






Guide to the Internet Encyclopedia

The Internet Encyclopedia is a comprehensive summary
of the relatively new and very important field of the In-
ternet. This reference work consists of three separate vol-
umes and 205 chapters on various aspects of this field.
Each chapter in the encyclopedia provides a comprehen-
sive overview of the selected topic intended to inform a
board spectrum of readers ranging from computer pro-
fessionals and academicians to students to the general
business community.

In order that you, the reader, will derive the greatest
possible benefit from The Internet Encyclopedia, we have
provided this Guide. It explains how the information
within the encyclopedia can be located.

ORGANIZATION

The Internet Encyclopedia is organized to provide maxi-
mum ease of use for its readers. All of the chapters are
arranged in alphabetical sequence by title. Chapters titles
that begin with the letters A to F are in Volume 1, chap-
ter titles from G to O are in Volume 2, and chapter titles
from P to Z are in Volume 3. So that they can be easily
located, chapter titles generally begin with the key word
or phrase indicating the topic, with any descriptive terms
following. For example, “Virtual Reality on the Internet:
Collaborative Virtual Reality” is the chapter title rather
than “Collaborative Virtual Reality.”

Table of Contents

A complete table of contents for the entire encyclopedia
appears in the front of each volume. This list of titles
represents topics that have been carefully selected by the
editor-in-chief, Dr. Hossein Bidgoli, and his colleagues on
the Editorial Board.

Following this list of chapters by title is a second com-
plete list, in which the chapters are grouped according to
subject area. The encyclopedia provides coverage of 11
specific subject areas, such as E-commerce and Supply
Chain Management. Please see the Preface for a more de-
tailed description of these subject areas.

Index

The Subject Index is located at the end of Volume 3. This
index is the most convenient way to locate a desired topic
within the encyclopedia. The subjects in the index are
listed alphabetically and indicate the volume and page
number where information on this topic can be found.

Chapters

Each chapter in The Internet Encyclopedia begins on a new
page, so that the reader may quickly locate it. The author’s
name and affiliation are displayed at the beginning of the
article.

All chapters in the encyclopedia are organized accord-
ing to a standard format, as follows:

« Title and author,

* Outline,
 Introduction,

* Body,

» Conclusion,

* Glossary,

 Cross References, and
* References.

QOutline

Each chapter begins with an outline indicating the
content to come. This outline provides a brief overview
of the chapter so that the reader can get a sense of
the information contained there without having to leaf
through the pages. It also serves to highlight important
subtopics that will be discussed within the chapter. For
example, the chapter “Computer Literacy” includes sec-
tions entitled Defining a Computer, Categories of Com-
puters According to Their Power, and Classes of Data Pro-
cessing Systems. The outline is intended as an overview
and thus lists only the major headings of the chapter. In
addition, lower-level headings will be found within the
chapter.

Introduction

The text of each chapter begins with an introductory sec-
tion that defines the topic under discussion and summa-
rizes the content. By reading this section the readers get
a general idea about the content of a specific chapter.

Body

The body of each chapter discusses the items that were
listed in the outline section.

Conclusion

The conclusion section provides a summary of the mate-
rials discussed in each chapter. This section imparts to the
readers the most important issues and concepts discussed
within each chapter.

Glossary

The glossary contains terms that are important to an un-
derstanding of the chapter and that may be unfamiliar to
the reader. Each term is defined in the context of the par-
ticular chapter in which it is used. Thus the same term
may be defined in two or more chapters with the detail of
the definition varying slightly from one to another. The en-
cyclopedia includes approximately 2,500 glossary terms.
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For example, the article “Computer Literacy” includes the
following glossary entries:

Computer A machine that accepts data as input, pro-
cesses the data without human interference using a
set of stored instructions, and outputs information. In-
structions are step-by-step directions given to a com-
puter for performing specific tasks.

Computer generations Different classes of computer
technology identified by a distinct architecture and
technology; the first generation was vacuum tubes, the
second transistors, the third integrated circuits, the
fourth very-large-scale integration, and the fifth gal-
lium arsenide and parallel processing.

Cross References

All the chapters in the encyclopedia have cross references
to other chapters. These appear at the end of the chap-
ter, following the text and preceding the references. The
cross references indicate related chapters which can be

consulted for further information on the same topic. The
encyclopedia contains more than 2,000 cross references
in all. For example, the chapter “Java” has the following
cross references:

JavaBeans and Software Architecture; Software Design
and Implementation in the Web Environment.

References

The reference section appears as the last element in a
chapter. It lists recent secondary sources to aid the reader
in locating more detailed or technical information. Re-
view articles and research papers that are important to an
understanding of the topic are also listed. The references
in this encyclopedia are for the benefit of the reader, to
provide direction for further research on the given topic.
Thus they typically consist of one to two dozen entries.
They are not intended to represent a complete listing of all
materials consulted by the author in preparing the chap-
ter. In addition, some chapters contain a Further Reading
section, which includes additional sources readers may
wish to consult.
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INTRODUCTION

The ancient folk tale of Ali Baba and the forty thieves
mentions the use of a password. In this story, Ali Baba
finds that the phrase “Open Sesame” magically opens the
entrance to a cave where the thieves have hidden their
treasure. Similarly, modern computer systems use pass-
words to authenticate users and allow them entrance to
system resources and data shares on an automated basis.
The use of passwords in computer systems likely can be
traced to the earliest timesharing and dial-up networks.
Passwords were probably not used before then in purely
batch systems.

The security provided by a password system depends
on the passwords being kept secret at all times. Thus,
a password is vulnerable to compromise whenever it is
used, stored, or even known. In a password-based authen-
tication mechanism implemented on a computer system,
passwords are vulnerable to compromise due to five es-
sential aspects of the password system:

Passwords must be initially assigned to users when they
are enrolled on the system;

Users’ passwords must be changed periodically;
The system must maintain a “password database”;
Users must remember their passwords; and

Users must enter their passwords into the system at au-
thentication time.

Because of these factors, a number of protection
schemes have been developed for maintaining password
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security. These include implementing policies and mecha-
nisms to ensure “strong” passwords, encrypting the pass-
word database, and simplifying the sign-on and password
synchronization processes. Even so, a number of sophis-
ticated cracking tools are available today that threaten
password security. For that reason, it is often advised that
passwords be combined with some other form of security
to achieve strong authentication.

TYPES OF IDENTIFICATION/
AUTHENTICATION

Access control is the security service that deals with grant-
ing or denying permission for subjects (e.g., users or pro-
grams) to use objects (e.g., other programs or files) on
a given computer system. Access control can be accom-
plished through either hardware or software features, op-
erating procedures, management procedures, or a combi-
nation of these. Access control mechanisms are classified
by their ability to verify the authenticity of a user. The
three basic verification methods are as follows:

What you have (examples: smart card or token);

What you are (examples: biometric fingerprint [see
Figure 1] or iris pattern); and

What you know (examples: PIN or password).

Of all verification methods, passwords are proba-
bly weakest, yet they are still the most widely used
method in systems today. In order to guarantee strong

1
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Figure 1: A biometric fingerprint scanner.

authentication, a system ought to combine two or more
of these factors. For example, in order to access an ATM,
one must have a bank card and know his or her personal
identification number (PIN).

HISTORY OF PASSWORDS IN
MODERN COMPUTING

Conjecture as to which system was the first to incorpo-
rate passwords has been bandied about by several com-
puting pioneers on the Cyberspace History List-Server
(CYHIST). However, there has not been any concrete
evidence as yet to support one system or another as
the progenitor. The consensus opinion favors the Com-
patible Time Sharing System (CTSS) developed at the
Massachusetts Institute of Technology (MIT) Computa-
tion Center beginning in 1961. As part of Project MAC
(Multiple Access Computer) under the direction of Profes-
sor Fernando J. “Corby” Corbatd, the system was imple-
mented on an IBM 7094 and reportedly began using pass-
words by 1963. According to researcher Norman Hardy,
who worked on the project, the security of passwords im-
mediately became an issue as well: “I can vouch for some
version of CTSS having passwords. It was in the second
edition of the CTSS manual, I think, that illustrated the
login command. It had Corby’s user name and password.
It worked—and he changed it the same day.”

Passwords were widely in use by the early 1970s as the
“hacker” culture began to develop, possibly in tacit op-
position to the ARPANET. Now, with the explosion of the
Internet, the use of passwords and the quantity of confi-
dential data that those passwords protect have grown ex-
ponentially. But just as the 40 thieves’ password protection
system was breached (the cave could not differentiate be-
tween Ali Baba'’s voice and those of the thieves), computer
password systems have also been plagued by a number of
vulnerabilities. Although strong password authentication
has remained a “hard” problem in cryptography despite
advances in both symmetric (secret-key) and asymmet-
ric (public-key) cryptosystems, the history of password
authentication is replete with examples of weak, easily
compromised systems. In general, “weak” authentication
systems are characterized by protocols that either leak
the password directly over the network or leak sufficient
information while performing authentication to allow in-
truders to deduce or guess at the password.

Green Book: The Need for Accountability

In 1983, the U.S. Department of Defense Computer Se-
curity Center (CSC) published the venerable tome Trusted
Computer System Evaluation Criteria, also known as the
Orange Book. This publication defined the assurance re-
quirements for security protection of computer systems
that were to be used in processing classified or other sensi-
tive information. One major requirement imposed by the
Orange Book was accountability: “Individual accountabil-
ity is the key to securing and controlling any system that
processes information on behalf of individuals or groups
of individuals” (Latham, 1985).
The Orange Book clarified accountability as follows:

Individual user identification: Without this, there is no
way to distinguish the actions of one user on a system
from those of another.

Authentication: Without this, user identification has no
credibility. And without a credible identity, no security
policies can be properly invoked because there is no
assurance that proper authorizations can be made.

The CSC went on to publish the Password Management
Guideline (also known as the Green Book) in 1985 “to
assist in providing that much needed credibility of user
identity by presenting a set of good practices related to
the design, implementation and use of password-based
user authentication mechanisms.” The Green Book out-
lined a number of steps that system security administra-
tors should take to ensure password security on the system
and suggests that, whenever possible, they be automated.
These include the following 10 rules (Brotzman, 1985):

System security administrators should change the pass-
words for all standard user IDs before allowing the
general user population to access the system.

A new user should always appear to the system as having
an “expired password” which will require the user to
change the password by the usual procedure before
receiving authorization to access the system.

Each user ID should be assigned to only one person. No
two people should ever have the same user ID at the
same time, or even at different times. It should be con-
sidered a security violation when two or more people
know the password for a user ID.

Users need to be aware of their responsibility to keep
passwords private and to report changes in their user
status, suspected security violations, etc. Users should
also be required to sign a statement to acknowledge
understanding of these responsibilities.

Passwords should be changed on a periodic basis to
counter the possibility of undetected password com-
promise.

Users should memorize their passwords and not write
them on any medium. If passwords must be written,
they should be protected in a manner that is consistent
with the damage that could be caused by their compro-
mise.

Stored passwords should be protected by access controls

provided by the system, by password encryption, or by
both.
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Passwords should be encrypted immediately after entry,
and the memory containing the plaintext password
should be erased immediately after encryption.

Only the encrypted password should be used in compar-
isons. There is no need to be able to decrypt passwords.
Comparisons can be made by encrypting the password
entered at login and comparing the encrypted form
with the encrypted password stored in the password
database.

The system should not echo passwords that users type
in, or at least should mask the entered password (e.g., with
asterisks).

PASSWORD SECURITY—

BACKGROUND
Information Theory

Cryptography is a powerful mechanism for securing data
and keeping them confidential. The idea is that the origi-
nal message is scrambled via an algorithm (or cipher), and
only those with the correct key can unlock the scrambled
message and get back the plaintext contents. In general,
the strength of a cryptographic algorithm is based on the
length and quality of its keys. Passwords are a similar
problem. Based on their length and quality, they should
be more difficult to attack either by dictionary, by hybrid,
or by brute-force attacks. However, the quality of a pass-
word, just as the quality of a cryptographic key, is based
on entropy. Entropy is a measure of disorder.

An example of entropy
Say a useris filling out a form on a Web page (see Figure 2).
The form has a space for “Sex,” and leaves six characters
for entering either “female” or “male” before encrypting
the form entry and sending it to the server. If each charac-
ter is a byte (i.e., 8 bits), then 6 x 8 = 48 bits will be sent
for this response. Is this how much information is actually
contained in the field, though?

Clearly, there is only one bit of data represented by the
entry—a binary value—either male or female. That means

; Sample Web Form - Microsoft Inte
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Figure 2: Sample Web page entry form.

that there is only one bit of entropy (or uncertainty) and
there are 47 bits of redundancy in the field. This redun-
dancy could be used by a cryptanalyst (someone who an-
alyzes cryptosystems) to help crack the key.

Fundamental work by Claude Shannon during the
1940s illustrated this concept, that is, that the amount of
information in a message is not necessarily a function of
the length of a message (or the number of symbols used in
the message) (Sloane & Wyner, 1993). Instead, the amount
of information in a message is determined by how many
different possible messages there are and how frequently
each message is used.

The same concepts apply to password security. A longer
password is not necessarily a better password. Rather, a
password that is difficult to guess (i.e., one that has high
entropy) is best. This usually comes from a combination of
factors (see “Guidelines for selecting a good password”).
The probability that any single attempt at guessing a pass-
word will be successful is one of the most critical factors
in a password system. This probability depends on the
size of the password space and the statistical distribution
within that space of passwords that are actually used.

Over the past several decades, Moore’s Law has made
it possible to brute-force password spaces of larger and
larger entropy. In addition, there is a limit to the entropy
that the average user can remember. A user cannot typi-
cally remember a 32-character password, but that is what
is required to have the equivalent strength of a 128-bit
key. Recently, password cracking tools have advanced to
the point of being able to crack nearly anything a system
could reasonably expect a user to memorize (see “Pass-
word Length and Human Memory”).

Cryptographic Protection of Passwords

Early on, the most basic and least secure method of au-
thentication was to store passwords in plaintext (i.e., un-
encrypted) in a database on the server. During authen-
tication, the client would send his or her password to
the server, and the server would compare this against the
stored value. Obviously, however, if the password file were
accessible to unauthorized users, the security of the sys-
tem could be easily compromised.

In later systems, developers discovered that a server
did not have to store a user’s password in plaintext form
in order to perform password authentication. Instead,
the user’s password could be transformed through a one-
way function, such as a hashing function, into a random-
looking sequence of bytes. Such a function would be diffi-
cult to invert. In other words, given a password, it would
be easy to compute its hash, but given a hash, it would be
computationally infeasible to compute the password from
it (see “Hashing”). Authentication would consist merely
of performing the hash function over the client’s pass-
word and comparing it to the stored value. The pass-
word database itself could be made accessible to all users
without fear of an intruder being able to steal passwords
from it.

Hashing

A hash function is an algorithm that takes a variable-
length string as the input and produces a fixed-length
value (hash) as the output. The challenge for a hashing al-
gorithm is to make this process irreversible; that is, finding
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Table 1 Output from the MD5 Test Suite

For the Input String

The Output Message Digest is

un

(no password)
I/a//

abc
“message digest”

“abcdefghijklmnopqrstuvwxyz”

" ”

pgrstuvwxyz0123456789”

01234567890123456 78901234567890”

“ABCDEFGHIJKLMNOPQRSTUVWXYZabcdefghijklmno

“1234567890123456789012345678901234567890123456789

d41d8cd98f00b204e9800998ecf8427¢
0cc175b9c0f1b6a831¢399€269772661
900150983cd24fb0d6963f7d28e17(72
f96b697d7cb7938d525a2f31aaf161d0
c3fcd3d76192e4007dfb496ccab7e13b
d174ab98d277d9f5a5611c2c9f419d9f

57edf4a22be3c955ac49da2e2107b67a

a string that produces a given hash value should be very
difficult. It should also be difficult to find two arbitrary
strings that produce the same hash value. Also called a
message digest or fingerprint, several one-way hash func-
tions are in common use today. Among these are Se-
cure Hashing Algorithm-1 (SHA-1) and Message Digest-5
(MD-5). The latter was invented by Ron Rivest for RSA
Security, Inc. and produces a 128-bit hash value. See
Table 1 for an example of output generated by MDS5.
SHA-1 was developed by the U.S. National Institute of
Standards and Technology (NIST) and the National Se-
curity Agency (NSA) and produces 160-bit hash values.
SHA-1 is generally considered more secure than MD5 due
to its longer hash value.

Microsoft Windows NT uses one-way hash functions
to store password information in the Security Account
Manager (SAM). There are no Windows32 Applications
Programming Interface (API) function calls to retrieve
user passwords because the system does not store them. It
stores only hash values. However, even a hash-encrypted
password in a database is not entirely secure. A crack-
ing tool can compile a list of, say, the one million most
commonly used passwords and compute hash functions
from all of them. Then the tool can obtain the system
account database and compare the hashed passwords in
the database with its own list to see what matches. This
is called a “dictionary attack” (see “Password Cracking
Tools”).

To make dictionary attacks more difficult, often a salt is
used. A salt is a random string that is concatenated with a
password before it is operated on by the hashing function.
The salt value is then stored in the user database, together
with the result of the hash function. Using a salt makes
dictionary attacks more difficult, as a cracker would have
to compute the hashes for all possible salt values.

A simple example of a salt would be to add the time of
day; for example, if a user logs in at noon using the pass-
word “pass,” the string that would be encrypted might be
“1p2a0s0s.” By adding this randomness to the password,
the hash will actually be different every time the user logs
in (unless it is at noon every day). Whether a salt is used
and what the salt actually is depends upon the operat-
ing system and the encryption algorithm being used. On
a FreeBSD system, for example, there is a function called
crypt that uses the DES, MD5, or Blowfish algorithms to
hash passwords and can also use three forms of salts.

According to Cambridge University professor of com-
puting Roger Needham, the Cambridge Multiple Access

System (CMAS), which was an integrated online-offline
terminal or regular input-driven system, may have been
among the earliest to implement such one-way func-
tions. It first went online in 1967 and incorporated
password protection. According to Needham: “In 1966,
we conceived the use of one-way functions to protect the
password file, and this was an implemented feature from
day one” (R. Needham, personal communication, April
11, 2002).

One-way hashing is still being used today, although it
does not address another weakness—in a networked envi-
ronment, it is difficult to transmit the password securely
to the server for verification without its being captured
and reused, perhaps in a replay attack. To avoid revealing
passwords directly over an untrusted network, computer
scientists have developed challenge-response systems. At
their simplest, the server sends the user some sort of chal-
lenge, which would typically be a random string of char-
acters called a nonce. The user then computes a response,
usually some function based on both the challenge and
the password. This way, even if the intruder captured a
valid challenge-response pair, it would not help him or
her gain access to the system, because future challenges
would be different and require different responses.

These challenge-and-response systems are referred to
as one-time password (OTP) systems. Bellcore’s S/KEY is
one such system in which a one-time password is calcu-
lated by combining a seed with a secret password known
only to the user and then applying a secure hashing algo-
rithm a number of times equal to the sequence number.
Each time the user is authenticated, the sequence number
expected by the system is decremented, thus eliminating
the possibility of an attacker trying a replay attack using
the same password again. One-time passwords were more
prevalent before secure shell (SSH) and secure sockets
layer (SSL) systems came into widespread use.

PASSWORD CRACKING TOOLS
Password-Cracking Approaches

As mentioned earlier, passwords are typically stored as
values hashed with SHA-1 or MDS5, which are one-way
functions. In other words, this entire encyclopedia could
be hashed and represented as eight bytes of gibberish.
There would be no way to use these eight bytes of data
to obtain the original text. However, password crack-
ers know that people do not use whole encyclopedias as
their passwords. The vast majority of passwords are 4 to
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12 characters. Passwords are also, in general, not just
random strings of symbols. Because users need to re-
member them, passwords are usually words or phrases
of significance to the user. This is an opportunity for the
attacker to reduce the search space.

An attacker might steal a password file-or sniff the
wire and capture the user ID/password hash pairs dur-
ing logon-and then run a password-cracking tool on it.
Because it is impossible to decrypt a hash back to a pass-
word, these programs will try a dictionary approach first.
The program guesses a password—say, the word “Dilbert.”
The program then hashes “Dilbert” and compares the
hash to one of the hashed entries in the password file. If
it matches, then that password hash represents the pass-
word “Dilbert.” If the hash does not match, the program
takes another guess. Depending on the tool, a password
cracker will try all the words in a dictionary, all the names
in a phone book, and so on. Again, the attacker does not
need to know the original password—just a password that
hashes to the same value.

This is analogous to the “birthday paradox,” which ba-
sically says, “If you get 25 people together in a room, the
odds are better than 50/50 that two of them will have the
same birthday.” How does this work? Imagine a person
meeting another on the street and asking him his birthday.
The chances of the two having the same birthday are only
1/365 (0.27%). Even if one person asks 25 people, the prob-
ability is still low. But with 25 people in a room together,
each of the 25 is asking the other 24 about their birth-
days. Each person only has a small (less than 5%) chance
of success, but trying it 25 times increases the probability
significantly.

In a room of 25 people, there are 300 possible
pairs (25%24/2). Each pair has a probability of success
of 1/365=0.27%, and a probability of failure of 1 —
0.27% = 99.726%. Calculating the probability of failure:
99.726%° = 44%. The probability of success is then
100% — 44% = 56%. So a birthday match will actually be
found five out of nine times. In a room with 42 people,
the odds of finding a birthday match rise to 9 out of 10.
Thus, the birthday paradox is that it is much easier to find
two values that match than it is to find a match to some
particular value.

If a wave of dictionary guesses fails to produce any
passwords for the attacker, the cracking program will next
try a hybrid approach of different combinations—-such
as forward and backward spellings of dictionary words,
additional numbers and special characters, or sequences
of characters. The goal here again is to reduce the cracker’s
search space by trying “likely” combinations of known
words.

Only after exhausting both of these avenues will the
cracking program start in on an exhaustive or brute-force
attack on the entire password space. And, of course, it re-
members the passwords it has already tried and will not
have to recheck these either during the brute-force search.

Approaches to Retrieving Passwords

Most password-cracking programs will first attempt to re-
trieve password hashes to begin their cracking processes.
A sophisticated attacker will not try to guess passwords
by entering them through the standard user interface

because the time to do so is prohibitive, and most sys-
tems can be configured to lock a user out after too many
wrong guesses.

On Microsoft Windows systems, it typically requires
the “Administrator” privilege to read the password hashes
from the database in which they are stored. This is usu-
ally somewhere in the system registry. In order to access
them, a cracking tool will attempt to dump the password
hashes from the Windows registry on the local machine
or over the network if the remote machine allows network
registry access. The latter requires a target Windows ma-
chine name or IP address.

Another method is to access the password hashes di-
rectly from the file system. On Microsoft Windows sys-
tems, this is the SAM. Because Windows locks the SAM
file where the password hashes are stored in the file sys-
tem with an encryption mechanism known as SYSKEY, it
is impossible to read them from this file while the system
is running. However, sometimes there is a backup of this
file on tape, on an emergency repair disk (ERD), or in the
repair directory of the system’s hard drive. Alternately, a
user may boot from a floppy disk running another operat-
ing system such as MS-DOS and be able to read password
hashes directly from the file system. This is why security
administrators should never neglect physical security of
systems. If an attacker can physically access a machine,
he or she can bypass the built-in file system security mech-
anisms (see Recovering Windows NT Passwords).

Todd Sabin has released a free utility called PWDUMP2
that can dump the password hashes on a local machine
if the SAM has been encrypted with the SYSKEY util-
ity that was introduced in Windows NT Service Pack 3.
Once a user downloads the utility, he or she can follow
the instructions on the Web page to retrieve the password
hashes, load the hashes into a tool such as LOphtCrack,
and begin cracking them.

Password Sniffing

Instead of capturing the system user file (SAM on Win-
dows or /etc/passwd or /etc/shadow on Unix/Linux), an-
other way of collecting user IDs and passwords is through
sniffing network traffic. Sniffing uses some sort of soft-
ware or hardware wiretap device to eavesdrop on network
communications, usually by capturing and deciphering
communications packets. According to Peiter “Mudge”
Zatko, who initially wrote LOphtCrack: “Sniffing is slang
for placing a network card into promiscuous mode so that
it actually looks at all of the traffic coming along the line
and not just the packets that are addressed to it. By doing
this one can catch passwords, login names, confidential
information, etc” (Zatko, 1999b).

LOphtCrack offers an “SMB Packet Capture” function
to capture encrypted hashes transmitted over a Windows
network segment. On a switched network, a cracker will
only be able to sniff sessions originating from the local
machine or connecting to that machine. As server mes-
sage block (SMB) session authentication messages are
captured by the tool, they are displayed in the SMB Packet
Capture window. The display shows the source and des-
tination IP addresses, the user name, the SMB challenge,
the encrypted LAN manager hash, and the encrypted
NT LAN manager hash, if any. To crack these hashes,



6 PASSWORDS

the tool saves the session and then works on the capt-

ured file.

Recovering Windows NT Passwords

Or, why physical security is still important. Norwegian
software developer Petter Nordahl-Hagen has built a re-
source (“The Offline NT Password Editor”) for recovering
Windows passwords on workstations. His approach by-
passes the NTFS file permissions of Windows NT, 2000,
and XP by using a Linux boot disk that allows one to reset
the Administrator password on a system by replacing the
hash stored in the SAM with a user-selected hash. His
program has even been shown to work on Windows 2000
systems with SYSKEY enabled. An MS-DOS version also
exists, as does a version that boots from CD-ROM instead
of floppy disk.

Thus, physical access to the workstation can mean in-
stant compromise, unless, perhaps the system BIOS set-
tings are also password-protected and do not allow a user
to boot from floppy or CD-ROM (however, several attacks
against BIOS settings have also been published).

Types of Password-Cracking Tools

Password-cracking tools can be divided into two
categories—those that attempt to retrieve system-level lo-
gin passwords and those that attack the password pro-
tection mechanisms of specific applications. The first
type includes programs such as LOphtcrack, Cain & Abel,
and John the Ripper. Some sites for obtaining password-
cracking tools for various platforms, operating systems,
and applications are included in the Further Reading sec-
tion at the end of this chapter.

The Russian company ElcomSoft has a developed a
range of programs that can crack passwords on Microsoft
Office encrypted files, WinZip or PKZip archived files, or
Adobe Acrobat (PDF) files. The U.S. federal government
charged ElcomSoft with violating the Digital Millennium
Copyright Act of 1998 for selling a program that allowed
people to disable encryption software from Adobe Sys-
tems that is used to protect electronic books. The case
drew attention after ElcomSoft programmer Dmitry Skl-
yarov was arrested at the DefCon 2001 convention in July,
2001 (US. ElcomSoft & Sklyarov FAQ, n.d.).

PASSWORD SECURITY ISSUES AND

EFFECTIVE MANAGEMENT
Enforcing Password Guidelines

The FBI and the Systems Administration and Networking
Security (SANS) Institute released a document summa-
rizing the “Twenty Most Critical Internet Security Vulner-
abilities.” The majority of successful attacks on computer
systems via the Internet can be traced to exploitation of
security flaws on this list. One of items on this list is “ac-
counts with no passwords or weak passwords.” In general,
these accounts should be removed or assigned stronger
passwords. In addition, accounts with built-in or default
passwords that have never been reconfigured create vul-
nerability because they usually have the same password
across installations of the software. Attackers will look
for these accounts, having found the commonly known

passwords published on hacking Web sites or some other
public forum. Therefore, any default or built-in accounts
also need to be identified and removed from the system
or else reconfigured with stronger passwords.

The list of common vulnerabilities and exposures
(CVE) maintained by the MITRE Corporation (http:/
www.cve.mitre.org) provides a taxonomy for more than
2000 well-known attacker exploits. Among these, nearly
100 have to do with password insecurities, and another
250 having to do with passwords are “candidates” cur-
rently under review for inclusion in the list. The following
provides a few samples:

Some Sample Password Vulnerabilities in the CVE List

CVE-1999-0366: “In some cases, Service Pack 4 for Win-
dows NT 4.0 can allow access to network shares using
a blank password, through a problem with a null NT
hash value.”

CVE-2001-0465: “TurboTax saves passwords in a tempo-
rary file when a user imports investment tax informa-
tion from a financial institution, which could allow lo-
cal users to obtain sensitive information.”

CVE-2000-1187: “Buffer overflow in the HTML parser for
Netscape 4.75 and earlier allows remote attackers to
execute arbitrary commands via a long password value
in a form field.”

CVE-1999-1104: “Windows 95 uses weak encryption for
the password list (.pwl) file used when password
caching is enabled, which allows local users to gain
privileges by decrypting the passwords.”

CVE-2000-0981: “MySQL Database Engine uses a weak
authentication method which leaks information that
could be used by a remote attacker to recover the pass-
word.”

CVE-2000-0267: “Cisco Catalyst 5.4.x allows a user to gain
access to the ‘enable’ mode without a password.”

CVE-1999-1298: “Sysinstall in FreeBSD 2.2.1 and ear-
lier, when configuring anonymous FTP, creates the ftp
user without a password and with/bin/date as the shell,
which could allow attackers to gain access to certain
system resources.”

CVE-1999-1316: “Passfilt.dll in Windows NT SP2 allows
users to create a password that contains the user’s
name, which could make it easier for an attacker to
guess” (Common Vulnerabilities, n.d.).

SANS suggests that to determine if one’s system is vul-
nerable to such attacks, one needs to be cognizant of all
the user accounts on the system. First, the system security
administrator must inventory the accounts on the system
and create a master list. This list should include even in-
termediate systems, such as routers and gateways, as well
as any Internet-connected printers and print controllers.
Second, the administrator should develop procedures for
adding authorized accounts to the list and for removing
accounts when they are no longer in use. The master list
should be validated on a regular basis. In addition, the ad-
ministrator should run some password strength-checking
tool against the accounts to look for weak or nonexistent
passwords. A sample of these tools is noted in the Further
Reading section at the end of this chapter.
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Many organizations supplement password control pro-
grams with procedural or administrative controls that en-
sure that passwords are changed regularly and that old
passwords are not reused. If password aging is used, the
system should give users a warning and the opportunity
to change their passwords before they expire. In addition,
administrators should set account lockout policies, which
lock out a user after a number of unsuccessful login at-
tempts, and cause him or her to have his password reset.

Microsoft Windows 2000 and Windows XP include
built-in password constraint options in the “Group Policy”
settings. An administrator can configure the network so
that user passwords must have a minimum length, a min-
imum and maximum age, and other constraints. It is im-
portant to require a minimum age on a password.

The following outlines the minimal criteria for select-
ing “strong” passwords.

Guidelines for Selecting a Good Password

The goal is to select something easily remembered but not
easily guessed.

Length

Windows systems: seven characters or longer
Unix, Linux systems: eight characters or longer

Composition

Mixture of alphabetic, numeric, and special characters
(e.g., #, @, or!)

Mixture of upper and lower case characters

No words found in a dictionary

No personal information about the user (e.g., any part of
the user’s name, a family member’s name, or the user;s
date of birth, Social Security number, phone number,
license plate number, etc.)

No information that is easily obtained about the user, es-
pecially any part of the user ID

No commonly used proper names such as local sports
teams or celebrities

No patterns such as 12345, sssss, or qwerty

Try misspelling or abbreviating a word that has some
meaning to the user (Example: “How to select a good
password?” becomes “H2sagP?”)

Password Aging and Reuse

To limit the usefulness of passwords that might have been
compromised, it is suggested practice to change them reg-
ularly. Many systems force users to change their pass-
words when they log in for the first time, and again if they
have not changed their passwords for an extended period
(say, 90 days). In addition, users should not reuse old pass-
words. Some systems support this by recording the old
passwords, ensuring that users cannot change their pass-
words back to previously used values, and ensuring that
the users’ new passwords are significantly different from
their previous passwords. Such systems usually have a fi-
nite memory, say the past 10 passwords, and users can
circumvent the password filtering controls by changing
a password 10 times in a row until it is the same as the
previously used password.

It is recommended that, at a predetermined period of
time prior to the expiration of a password’s lifetime, the
user ID it is associated with be notified by the system as
having an “expired” password. A user who logs in with
an ID having an expired password should be required to
change the password for that user ID before further access
to the system is permitted. If a password is not changed
before the end of its maximum lifetime, it is recommended
that the user ID it is associated with be identified by the
system as “locked.” No login should be permitted to a
locked user ID, but the system administrator should be
able to unlock the user ID by changing the password for
that user ID. After a password has been changed, the life-
time period for the password should be reset to the max-
imum value established by the system.

Social Engineering

With all the advances in technology, the oldest way to at-
tack a password-based security system is still the easi-
est: coercion, bribery, or trickery against the users of the
system. Social engineering is an attack against people,
rather than machines. It is an outsider’s use of psycho-
logical tricks on legitimate users of a computer system,
usually to gain the information (e.g., user IDs and pass-
words) needed to access a system. The notorious “hacker”
Kevin Mitnick, who was convicted on charges of computer
and wire fraud and spent 59 months in federal prison, told
a Congressional panel that he rarely used technology to
gain information and used social engineering almost ex-
clusively (Federation of American Scientists, n.d.).

According to a study by British psychologists, people
often base their passwords on something obvious and eas-
ily guessed by a social engineer. Around 50% of computer
users base them on the name of a family member, a part-
ner, or a pet. Another 30% use a pop idol or sporting hero.
Another 10% of users pick passwords that reflect some
kind of fantasy, often containing some sexual reference.
The study showed that only 10% use cryptic combinations
that follow all the rules of “tough” passwords (Brown,
2002).

The best countermeasures to social engineering attacks
are education and awareness. Users should be instructed
never to tell anyone their passwords. Doing so destroys
accountability, and a system administrator should never
need to know it either. Also, users should never write down
their passwords. A clever social engineer will find it if it is
“hidden” under a mouse pad or inside a desk drawer.

Some Examples of Social Engineering Attacks

“Appeal to Authority” Attack. This is impersonating an
authority figure or else identifying a key individual as a
supposed acquaintance, in order to demand information.
For example: A secretary receives a phone call from some-
one claiming to be the “IT Manager.” He requests her user
ID and password, or gives her a value to set her password
to immediately because “there has been a server crash in
the computer center and we need to reset everyone’s ac-
count.” Once she has complied, he now has access to a
valid user ID and password to access the system.

“Fake Web Site” Attack. The same password should not
be used for multiple applications. Once a frequently used
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password is compromised, all of the user’s accounts will
be compromised. A good social engineering attack might
be to put up an attractive Web site with titillating content,
requiring users to register a username and password in or-
der to access the “free” information. The attacker would
record all passwords (even incorrect ones, which a user
might have mistakenly entered thinking of another ac-
count), and then use those to attack the other systems fre-
quented by the user. The Web site could even solicit infor-
mation from the users about their accounts—for example,
what online brokerage, banking, and e-mail accounts they
used. Web site operators can always keep a log of IP ad-
dresses used to access the site and could go back to attack
the originating system directly.

“Dumpster Diving” Attack. Many serious compromises
are still caused by contractors and third parties throwing
away draft instruction manuals, development notes, etc.,
with user IDs and passwords in them. Social engineers
may employ “dumpster diving,” that is, digging through
paper printouts in the trash looking for such significant
information to gain system access.

Single Sign-On and Password
Synchronization

One issue that has irritated users in large secure environ-
ments is the burgeoning number of passwords they have
to remember to access various applications. A user might
need one password to log onto his or her workstation, an-
other to access the network, and yet another for a partic-
ular server. Ideally, a user should be able to sign on once,
with a single password, and be able to access all the other
systems on which he or she has authorization.

Some have called this notion of single sign-on the “Holy
Grail” of computer security. The goal is admirable—to
create a common enterprise security infrastructure to re-
place a heterogeneous one. And it is currently being at-
tempted by several vendors through technologies such as
the Open Group’s Distributed Computing Environment
(DCE), MIT’s Kerberos, Microsoft’s ActiveDirectory, and
Public-Key Infrastructure (PKI)-based systems. However,
few, if any, enterprises have actually achieved their goal.
Unfortunately, the task of changing all existing applica-
tions to use a common security infrastructure is very dif-
ficult, and this has further been hampered by a lack of
consensus on a common security infrastructure. As a re-
sult, the disparate proprietary and standards-based solu-
tions cannot be applied to every system. In addition, there
is a risk of a single point of failure. Should one user’s pass-
word be compromised, it is not just his local system that
can be breached but the entire enterprise.

Password synchronization is another means of trying
to help users maintain the passwords that they use to log
onto disparate systems. In this scheme, when users peri-
odically change their passwords, the new password is ap-
plied to every account the user has, rather than just one.
The main objective of password synchronization is to help
users remember a single, strong password. Password syn-
chronization purports to improve security because syn-
chronized passwords are subjected to a strong password
policy, and users who remember their passwords are less
likely to write them down.

To mitigate the risk of a single system compromise be-
ing leveraged by an intruder into a network-wide attack:

Very insecure systems should not participate in a pass-
word synchronization system,

Synchronized passwords should be changed regularly,
and

Users should be required to select strong (hard to guess)
passwords when synchronization is introduced.

Unix/Linux-Specific Password Issues

Traditionally on Unix and Linux platforms, user informa-
tion, including passwords, is kept in a system file called /
etc/passwd. The password for each user is stored as a hash
value. Despite the password being encoded with a one-way
hash function and a salt as described earlier, a password
cracker could still compromise system security if he or she
obtained access to the /etc/passwd file and used a success-
ful dictionary attack. This vulnerability can be mitigated
by simply moving the passwords in the /etc/passwd file
to another file, usually named /etc/shadow, and making
this file readable only by those who have administrator or
“root” access to the system.

In addition, Unix or Linux administrators should ex-
amine the password file (as well as the shadow pass-
word file when applicable) on a regular basis for potential
account-level security problems. In particular, it should
be examined for the following:

Accounts without passwords.

UIDs of 0 for accounts other than root (which are also
superuser accounts).

GIDs of 0 for accounts other than root. Generally, users
don’t have group 0 as their primary group.

Other types of invalid or improperly formatted entries.

User names and group names in Unix and Linux are
mapped into numeric forms (UIDs and GIDs, respec-
tively). All file ownership and processes use these numer-
ical names for access control and identity determination
throughout the operating system kernel and drivers.

Under many Unix and Linux implementations (via a
shadow package), the command pwck will perform some
simple syntax checking on the password file and can
identify some security problems with it. pwck will re-
port invalid usernames, UIDs and GIDs, null or nonexis-
tent home directories, invalid shells, and entries with the
wrong number of fields (often indicating extra or missing
colons and other typos).

Microsoft-Specific Password Issues

Windows uses two password functions—a stronger one
designed for Windows NT, 2000, and XP systems, and a
weaker one, the LAN Manager hash, designed for back-
ward compatibility with older Windows 9X networking
login protocols. The latter is case-insensitive and does
not allow passwords to be much stronger than seven
characters, even though they may be much longer. These
passwords are extremely vulnerable to cracking. On a
standard desktop PC, for example, LOphtCrack can try
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every short alphanumeric password in a few minutes and
every possible keyboard password (except for special ALT-
characters) within a few days. Some security administra-
tors have dealt with this problem by requiring stronger
and stronger passwords; however, this comes at a cost (see
An Argument for Simplified Passwords).

In addition to implementing policies that require users
to choose strong passwords, the CERT Coordination
Center provides guidelines for securing passwords on
Windows systems (CERT, 2002):

Using SYSKEY enables the private password data stored
in the registry to be encrypted using a 128-bit crypto-
graphic key. This is a unique key for each system.

By default, the administrator account is never locked out;
so it is generally a target for brute force logon attempts
of intruders. It is possible to rename the account in
User Manager, but it may be desirable to lock out the
administrator account after a set number of failed at-
tempts over the network. The NT Resource Kit provides
an application called passprop. exe that enables Ad-
ministrator account lockout except for interactive lo-
gons on a domain controller.

Another alternative that avoids all accounts belonging to
the Administrator group being locked over the network
is to create a local account that belongs to the Admin-
istrator group, but is not allowed to log on over the
network. This account may then be used at the console
to unlock the other accounts.

The Guest account should be disabled. If this account is
enabled, anonymous connections can be made to NT
computers.

The Emergency Repair Disk should be secured, as it con-
tains a copy of the entire SAM database. If a malicious
user has access to the disk, he or she may be able to
launch a crack attack against it.

Password-Cracking Times

Let us start with a typical password of six characters.
When this password is entered into a system’s authen-
tication mechanism, the system hashes it and stores the
hashed value. The hash, a fixed-sized string derived from
some arbitrarily long string of text, is generated by a for-
mula in such a way that it is extremely unlikely that other
texts will produce the same hash value—unlikely, but not
impossible. Because passwords are not arbitrarily long—
they are generally 4 to 12 characters—this reduces the
search space for finding a matching hash. In other words,
an attacker’s password-cracking program does not need
to calculate every possible combination of six-character
passwords. It only needs to find a hash of a six-character
ASClII-printable password that matches the hash stored
in the password file or sniffed off the network.

Because an attacker cannot try to guess passwords at
a high rate through the standard user interface (as men-
tioned earlier, the time to enter them is prohibitive, and
most systems can be configured to lock the user out af-
ter too many wrong attempts), one may assume that the
attacker will get them either by capturing the system pass-
word file or by sniffing (monitoring communications) on

a network segment. Each character in a password is a
byte. One does not typically need to consider characters
with a leading zero in the highest-order bit, because print-
able ASCII characters are in codes 32 through 126. ASCII
codes 0-31 and 127 are unprintable characters, and 128-
255 are special ALT-characters that are not generally used
for passwords. This leaves 95 printable ASCII characters.

If there are 95 possible choices for each of the six
password characters, this makes the password space
95% = 735,091, 890, 625 combinations. Modern comput-
ers are capable of making more than 10 billion calcula-
tions per second. It has been conjectured that agencies
such as the NSA have password-cracking machines (or
several machines working in parallel) that could hash and
check passwords at a rate of 1 billion per second. How fast
could an attacker check every possible combination of
six-character passwords? 735,091,890,625/1,000,000,000
= about 12 minutes (see Table 2).

What if the system forces everyone to use a seven-
character password? Then it would take the attacker 19
hours to brute-force every possible password. Many Win-
dows networks fall under this category. Due to the LAN
Manager issue, passwords on these systems cannot be
much stronger than seven characters. Thus, it can be as-
sumed that any password sent on a Windows system us-
ing LAN Manager can be cracked within a day. What if
the system enforces eight-character passwords? Then it
would take 77 days to brute-force them all. If a system’s
standard policy is to require users to change passwords
every 90 days, this may not be sufficient.

PASSWORD LENGTH AND
HUMAN MEMORY

Choosing a longer password does not help much on sys-
tems with limitations such as the LAN Manager hash is-
sue. It also does not help if a password is susceptible to a
dictionary or hybrid attack. It only works if the password
appears to be a random string of symbols, but that can
be difficult to remember. A classic study by psychologist
George Miller showed that humans work best with the
magic number 7 (plus or minus 2). So it stands to reason
that once a password exceeds nine characters, the user is
going to have a hard time remembering it (Miller, 1956).

Here is one idea for remembering a longer password.
Security professionals generally advise people never to
write down their passwords. But the user could write
down half of it—the part that looks like random letters
and numbers—and keep it in a wallet or desk drawer. The
other part could be memorized—perhaps it could be a
misspelled dictionary word or the initials for an acquain-
tance, or something similarly memorable. When concate-
nated together, the resulting password could be much
longer than nine characters, and therefore presumably
stronger.

Some researchers have asserted that the brain remem-
bers images more easily than letters or numbers. Thus,
some new schemes use sequences of graphical symbols
for passwords. For example, a system called PassFace, de-
veloped by RealUser, replaces the letters and numbers in
passwords with sequences or groups of human faces. It



10 PASSWORDS

Table 2 Password Cracking Times

Number of Number of Possible Number of Possible

Chars in Combinations of 95 Printable Time to Crack Combinations of All Time to Crack
Password ASCII Chars (in hours)? 256 ASCII Chars (in hours)?
0 1 0.0 1 0.0

1 95 0.0 256 0.0

2 9025 0.0 65536 0.0

3 857375 0.0 16777216 0.0

4 81450625 0.0 4294967296 0.0

5 7737809375 0.0 1099511627776 0.3

6 735091890625 0.2 281474976710656 78.2

7 69833729609375 19.4 72057594037927900 20016.0

8 6634204312890620 1842.8 18446744073709600000 5124095.6
9 6.E+17 2.E+05 5.E+21 1.E+09

10 6.E+19 2.E+07 1.E+24 3.E+11

11 6.E+21 2.E+09 3.E+26 9.E+13

12 5.E+23 2.E+11 8.E+28 2.E+16

13 5.E+25 1.E+13 2.E+31 6.E+18

14 5.E+27 1.E+15 5.E+33 1.E+21

15 5.E+29 1.E+17 1.E+36 4.E+23

16 4.E+31 1.E+19 3.E+38 9.E+25

aAssume 1 billion hash & check operations/second.

is one of several applications that rely on graphical im-
ages for the purpose of authentication. Another company,
Passlogix, has a system in which users can mix drinks in
a virtual saloon or concoct chemical compounds using an
onscreen periodic table of elements as a way to log onto
computer networks.

AN ARGUMENT FOR SIMPLIFIED
PASSWORDS

Employing all of the guidelines for a strong password
(Iength, mix of upper and lower case, numbers, punctua-
tion, no dictionary words, no personal information, etc.)
as outlined in this chapter may not be necessary after all.

This is because, according to security expert and TruSe-
cure Chief Technology Officer Peter Tippett, statistics
show that strong password policies only work for smaller
organizations (Tippett, 2001). Suppose a 1,000-user orga-
nization has implemented such a strong password pol-
icy. On average, only half of the users will actually use
passwords that satisfy the policy. Perhaps if the organiza-
tion frequently reminds its users of the policy, and imple-
ments special software that will not allow users to have
“weak” passwords, this figure can be raised to 90%. It is
rare that such software can be deployed on all devices
that use passwords for authentication; thus there are al-
ways some loopholes. Even with 90% compliance, this still
leaves 100 easily guessed User/ID password pairs. Is 100
better than 500? No, because either way, an attacker can
gain access. When it comes to strong passwords, anything
less than 100% compliance allows an attacker entré to the
system.

Second, with modern processing power, even strong
passwords are no match for current password crackers.
The combination of 2.5-gigahertz clock speed desktop

computers and constantly improving hash dictionaries
and algorithms means that, even if 100% of the 1,000 users
had passwords that met the policy, a password cracker
might still be able to defeat them. Although some user
ID/password pairs may take days or weeks to crack, ap-
proximately 150 of the 1000, or 15%, can usually be brute-
forced in a few hours.

In addition, strong passwords are expensive to main-
tain. Organizations spend a great deal of money support-
ing strong passwords. One of the highest costs of main-
taining IT help desks is related to resetting forgotten user
passwords. Typically, the stronger the password (i.e., the
more random), the harder it is to remember. The harder it
is to remember, the more help desk calls result. Help desk
calls require staffing, and staffing costs money. According
to estimates from such technology analysts as the Gart-
ner Group and MetaGroup, the cost to businesses for re-
setting passwords is between $50 and $300 per computer
user each year (Salkever, 2001).

So, for most organizations, the following might be a
better idea than implementing strong password policy:
Simply recognize that 95% of users could use simple (but
not basic) passwords—that is, good enough to keep a ca-
sual attacker (not a sophisticated password cracker) from
guessing them within five attempts while sitting at a key-
board. This could be four or five characters (no names or
initials), and changed perhaps once a year. In practical
terms, this type of password is equivalent to the current
“strong” passwords. The benefit is that it is much easier
and cheaper to maintain.

Under this scenario, a system could still reserve
stronger passwords for the 5% of system administra-
tors who wield extensive control over many accounts or
devices. In addition, a system should make the password
file very difficult to steal. Security administrators should
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also introduce measures to mitigate sniffing, such as
network segmentation and desktop automated inventory
for sniffers and other tools. Finally, for strongest security,
a system could encrypt all network traffic with IPSec on
every desktop and server.

Dr. Tippett states: “If the Promised Land is robust au-
thentication, you can’t get there with passwords alone,
no matter how ‘strong’ they are. If you want to cut costs
and solve problems, think clearly about the vulnerability,
threat and cost of each risk, as well as the costs of the pur-
ported mitigation. Then find a way to make mitigation
cheaper with more of a security impact” (Tippett, 2001).

CONCLUSION

Passwords have been widely used in computing systems
since the 1960s; password security issues have followed
closely behind. Now, the increased and very real threat
of cybercrime necessitates higher security for many net-
works that previously seemed safe. Guaranteeing ac-
countability on networks—i.e., uniquely identifying and
authenticating users’ identities—is a fundamental need
for modern e-commerce. Strengthening password secu-
rity should be major goal in an organization’s overall secu-
rity framework. Basic precautions (policies, procedures,
filtering mechanisms, encryption) can help reduce risks
from password weaknesses. However, lack of user buy-
in and the rapid growth of sophisticated cracking tools
may make any measure taken short-lived. Additional mea-
sures, such as biometrics, certificates, tokens, smart cards,
and other means can be very effective for strengthening
authentication, but the tradeoff is additional financial bur-
den and overhead. It is not always an easy task to convince
management of inherent return on these technologies, rel-
ative to other system priorities. In these instances, organi-
zations must secure their passwords accordingly and do
the best they can with available resources.

GLOSSARY

Access control The process of limiting access to system
information or resources to authorized users.

Accountability The property of systems security that
enables activities on a system to be traced to individu-
als who can then be held responsible for their actions.

ARPANET The network first constructed by the Ad-
vanced Research Projects Agency of the U.S. Depart-
ment of Defense (ARPA), which eventually developed
into the Internet.

Biometrics Technologies for measuring and analyzing
living human characteristics, such as fingerprints, es-
pecially for authentication purposes. Biometrics are
seen as a replacement for or augmentation of password
security.

Birthday paradox The concept that it is easier to find
two unspecified values that match than it is to find a
match to some particular value. For example, in a room
of 25 people, if one person tried to find another person
with the same birthday, there would be little chance
of a match. However, there is a very good chance that
some pair of people in the room will have the same

birthday.

Brute force A method of breaking decryption by try-
ing every possible key. The feasibility of a brute-force
attack depends on the key length of the cipher and on
the amount of computational power available to the at-
tacker. In password cracking, tools typically use brute
force to crack password hashes after attempting dictio-
nary and hybrid attacks to try every remaining possible
combination of characters.

CERT Computer Emergency Response Team. An or-
ganization that provides Internet security expertise
to the public. CERT is located at the Software En-
gineering Institute, a federally funded research and
development center operated by Carnegie Mellon
University. Its work includes handling computer secu-
rity incidents and vulnerabilities and publishing secu-
rity alerts.

Cipher A cryptographic algorithm that encodes units
of plaintext into encrypted text (or ciphertext) through
various methods of diffusion and substitution.

Ciphertext An encrypted file or message. After plaintext
has undergone encryption to disguise its contents, it
becomes ciphertext.

Crack, cracking Traditionally, using illicit (unautho-
rized) actions to break into a computer system for mali-
cious purposes. More recently, either the art or science
of trying to guess passwords, or copying commercial
software illegally by breaking its copy protection.

CTSS Compatible Time Sharing System. An IBM 7094
timesharing operating system created at MIT Project
MAC and first demonstrated in 1961. May have been
the first system to use passwords.

Dictionary attack A password cracking technique in
which the cracker creates or obtains a list of words,
names, etc., derives hashes from the words in the list,
and compares the hashes with those captured from a
system user database or by sniffing.

Entropy In information theory, a measure of uncer-
tainty or randomness. The work of Claude Shannon
defines it in bits per symbol.

Green Book The 1985 U.S. DoD CSC-STD-002-85 pub-
lication Password Management Guideline, which de-
fines good practices for safe handling of passwords in
a computer system.

Hybrid attack A password-cracking technique that usu-
ally takes place after a dictionary attack. In this attack,
a tool will typically iterate through its word list again
using adding certain combinations of a few characters
to the beginning and end of each word prior to hash-
ing. This attempt gleans any passwords that a user has
created by simply appending random characters to a
common word.

Kerberos A network authentication protocol devel-
oped at MIT to provide strong authentication for
client/server applications using secret-key cryptogra-
phy. It keeps passwords from being sent in the clear
during network communications and requires users to
obtain “tickets” to use network services.

MAC Message authentication code, a small block of data
derived by using a cryptographic algorithm and secret
key that provide a cryptographic checksum for the in-
put data. MACs based on cryptographic hash functions
are known as HMACs.
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Moore’s Law  An observation named for Intel cofounder
Gordon Moore that the number of transistors per
square inch of an integrated circuit has doubled every
year since integrated circuits were invented. This “law”
has also variously been applied to processor speed,
memory size, etc.

Nonce A random number that is used once in a
challenge-response handshake and then discarded.
The one-time use ensures that an attacker cannot in-
ject messages from a previous exchange and appear to
be a legitimate user (see Replay Attack).

One-way hash A fixed-sized string derived from some
arbitrarily long string of text, generated by a formula
in such a way that it is extremely unlikely that other
texts will produce the same hash value.

One-time password Also called OTP. A system that re-
quires authentication that is secure against passive
attacks based on replaying captured reusable pass-
words. In the modern sense, OTP evolved from Bell-
core’s S/KEY and is described in RFC 1938.

Orange Book 1983 U.S. DoD 5200.28-STD publication,
Trusted Computer System Evaluation Criteria, which de-
fined the assurance requirements for security protec-
tion of computer systems processing classified or other
sensitive information. Superseded by the Common Cri-
teria.

Password synchronization A scheme to ensure that a
known password is propagated to other target applica-
tions. If a user’s password changes for one application,
it also changes for the other applications that the user
is allowed to log onto.

Plaintext A message or file to be encrypted. After it is
encrypted, it becomes ciphertext.

Promiscuous mode A manner of running a network de-
vice (especially a monitoring device or sniffer) in such
a way that it is able to intercept and read every net-
work packet, regardless of its destination address. Con-
trast with nonpromiscuous mode, in which a device
only accepts and reads packets that are addressed to
it.

Replay attack An attack in which a valid data trans-
mission is captured and retransmitted in an attempt to
circumvent an authentication protocol.

Salt A random string that is concatenated with a pass-
word before it is operated on by a one-way hashing
function. It can prevent collisions by uniquely identi-
fying a user’s password, even if another user has the
same password. It also makes hash-matching attack
strategies more difficult because it prevents an attacker
from testing known dictionary words across an entire
system.

SAM Security Account Manager. On Windows systems,
the secure portion of the system registry that stores
user account information, including a hash of the user
account password. The SAM is restricted via access
control measures to administrators only and may be
further protected using SYSKEY.

Shadow password file In the Unix or Linux, a system
file in which encrypted user passwords are stored so
they are inaccessible to unauthorized users.

Single sign-on A mechanism whereby a single action
of user authentication and authorization can permit a
user to access all computers and systems on which that

user has access permission, without the need to enter
multiple passwords.

Sniffing The processes of monitoring communications
on a network segment via a wire-tap device (either soft-
ware or hardware). Typically, a sniffer also has some
sort of “protocol analyzer” which allows it to decode
the computer traffic on which it’s eavesdropping and
make sense of it.

Social engineering An outside hacker’s use of psycho-
logical tricks on legitimate users of a computer sys-
tem, in order to gain the information (e.g., user IDs
and passwords) needed to gain access to a system.

SSH Secure Shell. An application that allows users to
login to another computer over a network and execute
remote commands (as in rlogin and rsh) and move files
(as in ftp). It provides strong authentication and secure
communications over unsecured channels.

SSL Secure Sockets Layer. A network session layer pro-
tocol developed by Netscape Communications Corp. to
provide security and privacy over the Internet. It sup-
ports server and client authentication, primarily for
HTTP communications. SSL is able to negotiate en-
cryption keys as well as authenticate the server to the
client before data is exchanged.

SYSKEY On Windows systems, a tool that provides
encryption of account password hash information to
prevent administrators from intentionally or uninten-
tionally accessing these hashes using system registry
programming interfaces.

CROSS REFERENCES

See Authentication; Biometric Authentication; Computer
Security Incident Response Teams (CSIRTS); Digital Signa-
tures and Electronic Signatures, Disaster Recovery Plan-
ning; Encryption, Guidelines for a Comprehensive Security
System; Public Key Infrastructure (PKI); Secure Sockets
Layer (SSL).
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INTRODUCTION

This chapter introduces the fundamental concepts of
patent law, both in the United States and internation-
ally, with some focus on software and Internet-related
issues. Patents have been described as monopolies for
limited terms, in exchange for inventors disclosing how
their inventions are made or used. With the promise of
such monopolies, inventors are encouraged to invent and
thus reap the rewards made possible by the rights ac-
corded. Competitors must either obtain a license to make
or use a patented invention or discover new ways that
circumvent a patented invention as defined by the patent
claims.

Some have rejected the use of the word “monopoly”
to describe patents. Regardless of whether one uses the
word “monopoly,” certain rights are granted to the owner
of a patent: the right to exclude others from making, us-
ing, selling, or offering to sell the invention in the United
States, importing the invention into the United States,
or importing into the United States something made by
a patented process. What may not be obvious is that a
patent does not grant its owner the right to make, use,
sell, offer to sell, or import the patented invention. In
fact, many patented inventions are improvements made
on existing (and patented) work, and if made, used or
sold, they would constitute infringement of the earlier
patent.

U.S. PATENT LAW
Constitutional Basis

The U.S. Constitution grants to Congress the power “To
promote the Progress of...useful Arts, by securing for
limited Times to... Inventors the exclusive Right to their
respective. .. Discoveries” (U.S. Constitution Article I,
Section 8, Clause 8). In accordance with this power,
Congress has over time enacted several patent statutes.
In particular, in 1952, the present patent law, codified
under Title 35 of the United States Code (abbreviated
as “35 U.S.C.,” available on the Web at http://uscode.
house.gov/title_35.htm), was enacted, although it has
been amended many times over the years.
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How Does an Inventor Get a Patent?

The U.S. Patent and Trademark Office

Under the U.S. Department of Commerce, the U.S. Patent
and Trademark Office (USPTO; http:/www.uspto.gov)
processes patent applications and ultimately issues or
grants patents. During the processing of an application
(a process known as patent prosecution), the applica-
tion is examined by an examiner who is familiar with
the specific technology field of the invention described
in the application. Typically, the examiner will object to
the application because he or she feels that, when com-
pared with prior art (existing knowledge possessed or in-
formation accessible by those in the subject technology
field), there is nothing novel or unobvious about the in-
vention. Patent prosecution typically involves communi-
cations back and forth between the examiner and the
inventor (or the inventor’s patent attorney or agent) in
which the inventor or attorney clarifies for the examiner
how the invention is in fact novel and unobvious over the
prior art.

Inventors can represent themselves before the USPTO.
Alternatively, an inventor (or the assignee to whom the
inventor assigns ownership of an invention) may employ
an attorney or agent registered with the USPTO. Both
patent attorneys and patent agents have technical back-
grounds in some science or engineering field and have
taken and passed a registration examination administered
by the USPTO. In addition, patent attorneys have com-
pleted law school and are admitted to practice law in at
least one jurisdiction, whereas patent agents are not at-
torneys.

What Is Patentable?

An inventor may obtain a patent for “any new and use-
ful process, machine, manufacture, or composition of
matter, or any new and useful improvement thereof” (35
U.S.C. §101). In a landmark U.S. Supreme Court case
in which whether a live, human-made microorganism
could be patented was at issue, the Supreme Court un-
equivocally stated that “anything under the sun that is
made by man” is patentable (Diamond v. Chakrabarty,
1980).
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What is not patentable? Generally speaking, laws of
nature, physical phenomena and abstract ideas, per se,
are not patentable. For example,

a new mineral discovered in the earth or a new
plant found in the wild is not patentable....
Likewise, Einstein could not patent his cele-
brated law that E = mc?; nor could Newton
have patented the law of gravity. (Diamond v.
Chakrabarty, 1980)

Of course, a practical application of some physical phe-
nomena may be patentable. For example, although a new
plant found in the wild is not patentable, its medicinal use
may be patentable. In Diamond v. Chakrabarty (1980), the
Supreme Court clearly stated that even living things, in
this case microorganisms produced by genetic engineer-
ing, are patentable. In fact, all that matters is whether the
living matter is the result of human intervention.

In particular, Internet-related inventions are paten-
table and can be protected with method claims, appara-
tus claims, so-called Beauregard claims, embedded signal
claims, and so on, all of which are discussed later in the
chapter. Many Internet-related inventions are protected
by “business method” patents.

Business Methods

Prior to the State Street Bank and Trust Co. v. Signature
Financial Group, Inc. (1998) decision by the Court of Ap-
peals for the Federal Circuit (CAFC) in 1998, there was
some uncertainty as to whether methods of doing busi-
ness were patentable. Although the invention claimed was
technically a “machine” that implemented business meth-
ods, State Street (available at Georgetown University’s
Web site at http://www.ll.georgetown.edu/federal/judicial/
fed/opinions/97opinions/97-1327.html) is cited for con-
firming that indeed business methods themselves are
patentable.

In that decision, Signature was the assignee (owner)
of U.S. Patent No. 5,193,056. The claimed invention is
a system in which mutual funds pool their assets into
an investment portfolio to take advantage of economies
of scale in administering investments. State Street Bank
had been negotiating a license with Signature Financial.
When negotiations broke down, State Street Bank sought
a declaratory judgment that the patent was invalid be-
cause it described a business method. The court, however,
determined that indeed business methods are patentable
subject matter.

When is a method a business method? It is not always
clear if a particular method is strictly a business method.
For example, Amazon.com received a patent (U.S. Patent
No. 5,960,411) for its 1-click invention. Although the in-
vention has been labeled a method of doing business by
some, Amazon has asserted that its 1-click patent is not a
business method patent.

The USPTO has established a classification system,
with more than 400 classes, which are further divided
into subclasses. Every application is assigned to a class
and subclass according to the technology of the inven-
tion. In general, methods that fall into the USPTO’s
Class 705 (“Data processing: financial, business practice,

management, or cost/price determination”) are consid-
ered to be business methods. Refer to http://www.uspto.
gov/web/offices/ac/ido/oeip/taf/def/705.htm for a list of
Class 705 categories. For example, some of the first few
subcategories of Class 705 include health care manage-
ment; insurance; reservation, check-in, or booking display
for reserved space; staff scheduling or task assignment;
market analysis, demand forecasting, or surveying; and so
on. For those inventions that are considered to be busi-
ness methods, some special rules apply during prosecu-
tion of a business method patent application and with re-
spect to infringement. Whereas most patent applications
are subjected to examination by a single examiner, the
USPTO subjects business method applications to one or
more extra reviews. This extra review was added in part as
a response to numerous complaints, made in the popular
press and elsewhere, that many patents were being issued
on inventions that were “clearly” not patentable.
Furthermore, accused infringers of issued business
method patents have at their disposal an extra defense
against the accusation that infringers of other types of
patents do not have. For example, for most patents, if
Party A receives a patent for an invention, and Party B
has been practicing the invention before issuance of the
patent, Party B must stop its practice or obtain a li-
cense once the patent issues. After State Street, however,
Congress added §273 to Title 35 of the U.S. Code as part
of the American Inventor’s Protection Act of 1999, pro-
viding for “intervening rights” to protect parties that may
not have applied for a business method patent based on
the misconception that such patents were unobtainable.
The details of §273 are beyond the scope of this article,
but basically it provides, in certain situations, a defense
to an infringement claim for a party that was using the
patented business method before the patent issued.

Requirements of an Invention

Three basic requirements must be met before one can ob-
tain a patent for an invention: the invention must be novel,
it must not be obvious in view of the current state of the
art (and with respect to a person knowledgeable or “of
ordinary skill” in the art), and it must be useful.

Novelty is statutorily provided for in 35 U.S.C. §102,
which describes several conditions in which a patent may
not be obtained: 35 U.S.C. §102 states that a patent can-
not be obtained if the invention was known or used by
others in the United States prior to the patent applicant’s
invention (this could happen, for example, when two peo-
ple separately invent the same invention, each unaware
of the other’s activity or accomplishment) or if the inven-
tion has been patented or described in a printed publica-
tion anywhere in the world. “Printed publications” may
include any information that is freely accessible via the
Web, even though a Web page is not technically printed
in hard copy.

Even inventors’ own writings can be held against them.
Inventors have 1 year to file a patent application in the
United States if the inventions were patented or described
in a printed publication anywhere in the world or if the
inventions were in public use or on sale in the U.S.

The prohibition against obviousness is statutorily pro-
vided for in 35 U.S.C. §103(a), which states in essence
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that even if the invention is not exactly the same as that
described in a patent or publication or that is in use or
on sale, if the difference is obvious, a patent cannot be
obtained. Examiners often provide rejections based on
their sense that it would be obvious to combine two or
more published patents or other publications that com-
plement each other. Of course, such a combination must
be obvious to a person having ordinary skill in the art,
and it must have been obvious at the time the invention
was made. (Often, by the time a patent issues 2 or 3 years
after the patent application was filed, or even when the
application was filed, it may seem to be obvious in light
of the prior art. However, the critical time to examine
obviousness is when the invention was made. As many
court decisions show, it is not always an easy thing to
cast away current knowledge and place oneself back to
the time the invention was made to determine whether it
was obvious.) Thus, assertions as to whether an invention
is obvious or not in view of the cited art can be highly
subjective.

U.S.C. §101 requires that an invention be useful. At
least three categories of subject matter have been iden-
tified by the Supreme Court that are not, by themselves,
patentable: laws of nature, natural phenomena, and ab-
stract ideas. The invention must be useful, concrete, and
tangible. For example, the CAFC in State Street Bank said
that mathematical algorithms by themselves are unpat-
entable because “they are merely abstract ideas constitu-
ting disembodied concepts or truths that are not ‘useful.””

Generally speaking, the requirement that an inven-
tion be “useful” is an extremely low bar to patentability.
Nonetheless, an invention can fail the usefulness test if
an applicant fails to explain adequately why the invention
is useful or if an assertion of utility is not credible. For
example, the invention considered in Newman v. Quigg
(1989) was considered to be a perpetual motion machine
and thus found to be inoperative (as going against the laws
of thermodynamics). It therefore did meet the usefulness
standard.

In addition to these requirements, a specification is re-
quired in the patent application that includes a written
description and at least one claim. The written descrip-
tion must describe the invention and teach enough about
it in sufficient detail so as to enable “one skilled in the art”
to make or use the invention. The written description must
also describe the “best mode” (i.e., the best way to carry
out the invention) known to the inventor, although there
is no requirement to point out a specific embodiment of
the invention as the best mode. (The first paragraph of
35 U.S.C. §112 discusses the requirements of the writ-
ten description.) The specification must conclude with at
least one claim that is the legal statement defining the
invention. Courts looks to the claims when determining
whether an accused party is infringing a patent. Claims
are discussed in more detail later in the chapter. Finally,
35 U.S.C. §113 sets forth the particular requirements for
drawings, which must be supplied as necessary to provide
an understanding of the invention.

Patent Prosecution
The process of obtaining a patent, from filing of a patent
application to responding to office actions from the

USPTO, to paying the issue fee, is referred to as patent
prosecution. The first step in the patent prosecution pro-
cess, other than invention itself, is often the conducting
of a “prior art” search. There is no obligation on the part
of an applicant to do a search (although there is an obli-
gation to report known material information to the PTO).
Nonetheless, performing a search is often a good idea. If
search results show that the invention is not novel, a long
and costly (and possibly doomed) prosecution process can
be avoided. Even if the invention still appears to be novel
after such a search, oftentimes the search helps the per-
son who ultimately drafts the patent application to focus
on those parts that are truly novel, by exposing those as-
pects that are well known or that have been described in
printed publications.

A search for U.S. and European patents and published
patent applications can be performed, for example, us-
ing respectively the USPTO’s online search facility and
the European Patent Office (EPO) online search facility
(see http://ep.espacenet.com). Most patent offices in other
countries have their own Web sites that can be searched.
A list of these Web sites can be found at the USPTO’s and
the EPO’s Web sites.

In addition, many useful documents and news items
may be found on the Web using standard Web searching
facilities. Although these are excellent sources, more ex-
tensive (and expensive) searches may be conducted using
proprietary databases that may contain articles from hun-
dreds or thousands of trade journals, professional publi-
cations, newspapers, magazines, and so on.

The next step is preparing or drafting the patent appli-
cation. As noted earlier, a patent attorney or agent often
does this, although inventors can represent themselves
before the PTO. The application is then filed with the PTO.
Once received by the PTO, an application is assigned an
application number and eventually assigned to an art
group, consisting of examiners who are familiar with
the particular field to which the application/invention
pertains.

Eventually the application is assigned to a specific ex-
aminer in the art group, who reviews the application in
view of both the results of his or her own prior art search
and any material information submitted by the applicant.
Typically, the examiner objects to one or more aspects of
the application, and in an Office Action, rejects one or
more of the claims based on the prior art. Or the exam-
iner may object to unclear language in the specification or
an informality in the submitted drawings. An Office Ac-
tion is mailed to the applicant (or his attorney), and the
applicant must reply within a certain time frame or the
application will be considered abandoned.

The applicant can reply to the Office Action in several
ways. For example, the applicant can point out the dif-
ferences between the invention and the prior art cited by
the examiner in the Office Action, stressing that the in-
vention is not taught or even suggested by a knowledge
of the prior art. In the reply to the Office Action, the ap-
plicant can cancel claims, amend claims for clarity, nar-
row claims to overcome the examiner’s rejections, or even
broaden claims. New claims may also be added (at least in
response to a first Office Action). Corrections to the spec-
ification or drawings may also be made, but in any case,
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the applicant is never allowed to introduce new matter
into the application.

The examiner often makes a subsequent Office Action
“final.” Certain rules apply when the applicant replies to a
final Office Action—for example, new claims cannot nor-
mally be added, and only certain amendments of a limited
nature are permitted—but a “final” Office Action is not as
final as it sounds.

If some claims are allowed in an Office Action, an ap-
plicant can, in his or her reply, cancel the rejected claims,
permitting a patent to issue with the allowed claims. A new
application, called a “continuation” can then be filed with
the rejected claims. (Note that this continuation applica-
tion must be filed while the parent application is pending,
that is, before the parent issues as a patent with the al-
lowed claims).

Alternatively, if no claims are allowed, the applicant,
in response to a Final Office Action, may file a Request for
Continued Examination. For the equivalent cost of filing a
new application, the applicant is allowed to continue pros-
ecution without the finality of the final office action. In
older cases, filed before May 29, 2000, the applicant may,
while the first application is pending, file a continuation-
type application, called a Continued Prosecution Appli-
cation and allow the first application to become aban-
doned.

During the course of prosecution, it may be desirable
to file a new set of claims while allowing the original ap-
plication to proceed. For example, the applicant may de-
termine that aspects of the original application not pre-
viously claimed may be worth pursuing and may file the
same specification with a different set of claims, claiming
priority to the first application. This second application is
also known as a continuation application. It has its own
filing date, but because it claims priority to the first appli-
cation, it will expire (under the current statute) 20 years
from the application date of the first application (or the
date of the earliest application in the priority chain). If
new matter is added to the specification of a continua-
tion, for example, an improvement or a new configura-
tion, the new application is called a continuation-in-part
(CIP). A patent issuing on a CIP application, like other
utility patents, expires 20 years from the first application
to which the CIP claims priority.

In some cases, an examiner may decide that the claims
of an application really describe two or more inventions,
each requiring its own prior art search. In this case, the ex-
aminer may issue a restriction requirement in which the
examiner divides the various claims into different groups,
each pertaining to a different invention. The applicant is
then required to elect one of the groups and to cancel or
amend the remaining claims. The canceled claims can be
filed (while the original application is still pending) in one
or more applications known as “divisional” applications.
As with continuations, each divisional application has its
own filing date, but each must claim priority to the parent
and therefore has a term of 20 years from the filing date of
the parent (or the earliest filed application in the priority
chain).

Eventually, the applicant hopes, each application
(including parent, continuations, CIPs, divisionals) is
allowed. For a given allowed patent application, the

applicant pays an issue fee, and soon thereafter the patent
issues and is then in force. Although the term of a patent
is 20 years from the priority date, “maintenance” fees
must be paid at specific intervals from the date of issue or
the patent expires. Specifically, these intervals are 3 years
and 6 months, 7 years and 6 months, and 11 years and
6 months. A 6-month grace period is available for a sur-
charge.

Appealing an Examiner’s Decision

If the applicant is unsatisfied with the examiner’s conclu-
sions as to unpatentability, the applicant can appeal to
the Board of Patent Appeals and Interferences within the
Patent and Trademark Office. Each appeal is heard by at
least three members of the board. An applicant who is un-
happy with the board’s decision may further appeal to the
U.S. Court of Appeals for the Federal Circuit (CAFC). The
CAFC makes a decision based only on the record from the
appeal to the board. Alternatively, an unhappy applicant
may file a civil suit against the director of the USPTO in
the U.S. District Court for the District of Columbia. Unlike
appeals to the CAFC, new evidence may be presented in
addition to the record from the appeal to the board.

Publication and Provisional Rights

Applications filed on or after November 29, 2000, are pub-
lished roughly 18 months from the priority date, unless
the applicant specifically requests nonpublication, certi-
fying at the same time that the invention has not been and
will not be the subject of an application filed in another
country. Early publication can be requested. Applications
filed prior to November 29, 2000, but still pending as of
that date are not typically published, but publication may
be requested.

If a published application eventually issues as a patent,
with claims that are “substantially identical” to those pub-
lished in the application publication, the owner of the
patent may be entitled to a reasonable royalty, from the
time of the publication date up to the issue date, from
someone who makes, uses, offers for sale, or sells the
claimed invention in the United States or who imports the
claimed invention into the United States and who has ac-
tual notice of the published patent application. The rights
to these royalties are known as provisional rights.

Patent Term—How Long Does a Patent Last?

Patent protection begins on the day a patent issues. Be-
cause of a change in law in 1994 to conform to the
Uruguay Round of the General Agreement on Tariffs and
Trade (GATT), when a patent expires depends on when
the application was filed. Prior to the change in law, the
term of a U.S. utility patent was 17 years from the issue
date. Now, however, any U.S. utility patents issuing from
an application filed on or after June 8, 1995, are valid for
20 years from the priority date, that is, the date of the
earliest application to which the application claims pri-
ority (the earliest filing date in a chain of continuation
and divisional applications). Utility patents which were
still in force on June 8, 1995, or applications filed prior to
that date but still pending, receive the best of both worlds
(with regard to patent term): either 17 years from the issue
date or 20 years from the priority date, whichever is later.
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Various adjustments and extensions may be available un-
der certain conditions. A discussion of these conditions
is beyond the scope of this chapter, however. The patent
terms discussed here pertain to U.S. utility and plant
patents. U.S. design patents expire after 14 years from
the issue date.

How to Read a Patent

A patent is organized into several sections. These include
a cover sheet, drawings, a specification and claims. The
specification includes a background, a summary, a brief
description of the drawings, and a detailed description.
The cover sheet includes bibliographical information, a
short abstract that briefly describes the invention, and
usually a copy of one of the drawings considered to be
representative of the invention. Drawings must be pro-
vided where necessary for understanding the invention.
The background section describes prior art, or the state
of the art prior to the patented invention. The summary
provides a short synopsis of the invention and often is a
regurgitation of the claims in plainer language than the
claims. A brief description of the drawings typically fol-
lows. Next comes a written description (often labeled as a
detailed description) of one or more embodiments of the
invention. As previously mentioned, the written descrip-
tion must enable any person skilled in the art to make
and use the invention. The description must also set forth
the “best mode” contemplated by the inventor, although
this best mode need not be pointed out as such. Finally,
a set of claims is provided which point out and distinctly
claim the protected subject matter. Each claim is written
as a single sentence and typically consists of a preamble, a
transitional phrase, and a set of limitations. For example,
Claim 1 of U.S. Patent No. 6,004,596 (“Sealed crustless
sandwich”) appears as follows:

I claim:
1. A sealed crustless sandwich, comprising:

a first bread layer having a first perimeter surface
coplanar to a contact surface;

at least one filling of an edible food juxtaposed to
said contact surface;

a second bread layer juxtaposed to said at least
one filling opposite of said first bread layer,
wherein said second bread layer includes a
second perimeter surface similar to said first
perimeter surface;

a crimped edge directly between said first peri-
meter surface and said second perimeter surface
for sealing said at least one filling between said
first bread layer and said second bread layer;

wherein a crust portion of said first bread layer
and said second bread layer has been removed.

The preamble is the phrase: “A sealed crustless sand-
wich.” The transitional phrase is “comprising.” These are
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followed by five limitations: “a first bread layer,” “at least
one filling,” “a second bread layer,” “a crimped edge,”
and the condition “wherein a crust portion...has been
removed.” For this claim to be infringed, an unauthorized
party must make, use, sell, or offer to sell or import into
the United States a sandwich product that satisfies every
one of these limitations. It is irrelevant that a crustless
sandwich may have other components not described in
the claim, for example, a cherry on top. As long as some
food product meets every one of the limitations listed
in Claim 1, that product is said to infringe Claim 1. On
the other hand, if a sandwich is lacking some element,
such as the crimped edge, it cannot literally infringe (but
see the subsequent discussion regarding the doctrine of
equivalents).

A first claim is typically written broadly to cover a wide
range of variations. Narrower claims often follow that in-
clude the limitations of the broad claim, plus additional
limitations that limit the scope of the invention recited by
these narrower claims. Narrower claims are often written
as dependent claims.

For example, Claim 1 above is an independent claim.
Claim 2 in the same patent reads:

» o«

2. The sealed crustless sandwich of claim 1,
wherein said crimped edge includes a plurality of
spaced apart depressions for increasing a bond of
said crimped edge.

Claim 2 is called a “dependent” claim because it de-
pends from Claim 1, that is, it includes all of the five lim-
itations of Claim 1, plus the further limitation that the
crimped edge include “spaced apart depressions.” For a
sandwich to infringe this claim, it must meet all of the
limitations of Claim 1 and Claim 2. One reason for pro-
viding additional narrower claims is that often, during
litigation of a patent suit, some claims may be found to
be invalid. Even though a claim may be invalidated in a
court of law (for example, if a publication is presented
that predates the patent’s priority date and that teaches
or suggests one or more of the claims), a narrower claim
with additional limitations may still be valid, even if it
depends from the invalidated claim.

Another reason for providing additional narrower
claims is the so-called doctrine of claim differentiation,
under which “two claims of a patent are presumptively
of different scope” (Kraft Foods, Inc. v. Int'l Trading Co.,
2000). According to this doctrine, if a dependent claim
includes a narrowing definition of some limitation of a
base claim, then the base claim is presumed to encom-
pass not only the narrow definition, but other embodi-
ments as well. For example, Claim 2 may help to support
the proposition that Claim 1 covers crustless sandwiches
that do not have depressions that are spaced apart as well
as crustless sandwiches that have other kinds of bonding
mechanisms.

First-time readers of claims are often puzzled by the
seemingly bizarre language and grammar used in claims.
Sometimes this language results from the statutory re-
quirement that claims particularly point out and distinctly
claim the subject matter that the inventor or applicant re-
gards as his or her invention. Thus, use of a definite article
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such as “the” is typically not allowed unless it refers to
something already defined in the claim (i.e., there is an
“antecedent basis” for the thing to which the claim refers).
For this reason, one often sees “a number of (things)”
where in normal usage, one would say “the number of
(things).”

In addition, use of the word “or” is generally frowned
upon because it leaves options open and is therefore not
considered to distinctly claim an invention. Thus, one of-
ten sees in claims language such as “at least one of [Choice
A], [Choice B], and [Choice C],” or “any of [Choice A],
[Choice B], and [Choice C]” where in normal speech, one
might say “[Choice A], [Choice B], or [Choice C].” Simi-
larly, instead of reciting “one or more of,” Claims will more
often recite “a plurality of” or “at least one of,” leading to
even more confusing language later in the claims, such as
“the at least one of.” Although such language may at first
be confusing, an understanding of why these terms are
used may help in reading and interpreting a claim.

Another aspect of claiming that can be confusing to the
layperson is that often almost the exact same language
is recited in two different claims. For example, a patent
typically will have a method claim and an apparatus (or
system) claim that use parallel language. Remember, how-
ever, that the right to exclude may be different between a
method and an apparatus or composition of matter.

A limitation in an apparatus claim may also be ex-
pressed as a means or step for performing a specified func-
tion without the recital of any specific structure. While
such a limitation is not always triggered by “means for”
(also called “means-plus-function”) language, and may
even be triggered in the absence of such language, such
claims are often added to a patent. A “means for” limi-
tation is construed to cover the corresponding structure,
material, or acts described in the specification and their
equivalents (see 35 U.S.C. §112, sixth paragraph).

In addition to the more or less standard apparatus,
method, and “means-for” claims, computer- and software-
related inventions are often additionally recited in so-
called Beauregard claims and signal claims. As the USPTO
states, a computer program is merely a set of instructions,
capable of being executed, but is not itself a process [see
section 2106(a) of the Manual of Patent Examining Pro-
cedure]. To be patentable, a computer-readable medium,
or an “article of manufacture” comprising a computer-
readable or useable medium, is claimed, having therein a
computer program that performs some steps of a process.
These types of claims have been called Beauregard claims
after the inventor of one of the first patent applications to
use such claims (see Beauregard, n.d.).

Another type of claim one might encounter is the so-
called propagated signal claim. Such a claim might appear
as follows:

1. A computer data signal embodied in a carrier
wave for [doing something], the computer data
signal comprising:

program code for [performing a first action];
program code for [performing a second action];

etc.

Such claims are thought to protect against the unlicensed
transmission of a computer program over a network such
as the Internet or through modems. Of special concern
with claims directed to client-server applications is the
fact that a single party may not be performing or using
all of the limitations of a claim. In other words, if a claim
recites actions taken by both the server and the client and
two independent parties control the server and client, then
neither party can be an infringer. Therefore, it may be de-
sirable in a patent to have one set of claims directed to
the overall invention, another set of claims directed to ac-
tions taken at the server (possibly in response to messages
received from a client), and yet another set of claims di-
rected to actions taken at a client (possibly in response to
messages received from a server).

Protecting Patent Rights

What Rights Are Conferred on a Patentee?

A patent confers specific “exclusive” rights on the owner of
a patent. That is, the owner of a patent is granted the right
to exclude other parties from various acts, including mak-
ing, using, offering to sell, or selling the patented inven-
tion (as set forth in the claims) within the United States or
importing the patented invention into the United States.
Where a process is patented (as opposed to an appara-
tus or composition of matter), the patentee is similarly
granted the right to exclude others from using, offering to
sell, or selling in the United States or importing into the
United States any product made by the claimed process.
Note that a patent does not give an owner the right to prac-
tice the invention recited in the patent; another (broader)
patent may exclude the owner from practicing the inven-
tion. These rights begin when the patent is granted, that
is, when the patent issues and last until the patent expires.
See the Patent Term section for an explanation of how the
term of a patent is calculated.

What Is Infringement?

When someone performs one of the restricted acts re-
garding patented material or a patented method with-
out permission of the patent owner, the patent is said to
be “infringed.” There are three types of infringement: di-
rect infringement, active inducement to infringe, and con-
tributory infringement. Direct infringement occurs when
someone literally performs one of the restricted acts, that
is, makes, uses, sells the invention (as set forth in at least
one claim of the patent), or offers it for sale in the United
States or imports it into the United States. Note that this
does not require knowledge by the infringer that the in-
vention is prohibited, nor does it require that the infringer
intentionally perform the act. All that is required for direct
infringement is the act.

Active inducement to infringe occurs when somebody
induces another to infringe. If there is no direct infringe-
ment, there cannot be active inducement to infringe, no
matter how hard someone tries to induce infringement.
(Of course, there could be other legal issues in this case.)
Contributory infringement occurs when a component of
a patented invention is sold or offered for sale in the
United States, or imported into the United States, by a
party who is aware that the component is especially made
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or adapted for an infringing use. As with active induce-
ment to infringe, there cannot be any contributory in-
fringement unless there is direct infringement by some
party. Note that because use must occur within the United
States, in an Internet-related patent, there may be no in-
fringement when either a server or a client outside the
United States performs some of the elements of a patent
claim.

Doctrine of Equivalents and Festo

To infringe a patent, a device must have all of the pieces
recited in at least one claim. If the device matches the
claim’s limitations exactly, it is said to “literally” infringe
the patent claim. For method patents, if a process matches
all of the steps recited by at least one claim, the method is
literally infringed. Even if the accused device or process
does not match the claims exactly, the judicially created
doctrine of equivalents provides that a device that does
not literally infringe may still infringe if the differences
are “insubstantial.” Arguments made by an applicant to
overcome an examiner’s rejection during prosecution of a
patent application may limit the breadth of equivalents.
This principle is known as prosecution estoppel. In the
past, application of prosecution estoppel was somewhat
flexible, depending on many variables. More recently, in a
1999 decision, the CAFC, in Festo Corporation v. Shoketsu
Kinzoku Kogyo Kabushiki Co., Ltd., drastically limited the
scope of the doctrine of equivalents, such that any change
to a claim limitation made for patentability acts as a com-
plete bar to the application of the doctrine, as to that limi-
tation.

Even more recently, however, in May 2002, the U.S.
Supreme Court overturned the CAFC’s complete bar.
Instead, the Supreme Court has held that when a claim
is narrowed, equivalence may be barred, but the paten-
tee can overcome this bar by showing that “at the time
of the amendment one skilled in the art could not rea-
sonably be expected to have drafted a claim that would
have literally encompassed the alleged equivalent” (Festo,
535 U.S. (2002), slip opinion available at http:/www.
supremecourtus.gov/opinions/01pdf/00-1543.pdf).

What Are the Remedies?

When the owner of a patent believes another party is in-
fringing, the owner typically seeks one of two things: to
have the accused party cease from engaging in the infring-
ing acts or to license the invention to the accused party in
order to collect royalties. An owner typically files a lawsuit
seeking one or more remedies if the owner does not wish
to license the invention or if license negotiations break
down or to “persuade” the accused party to obtain a li-
cense. The patent owner can seek an injunction against
the accused party in which the court can order a cessa-
tion of the infringing act. A court can also award monetary
damages to compensate the owner for the infringement.
These damages can include a reasonable royalty for the
use of the invention, as well as interest and other costs on
which the court may decide. A court may increase these
monetary damages up to three times. In exceptional cases,
a court may award attorney fees. (This can be for either
party, whichever prevails.)

Defending Against an Accusation of Infringement
Several defenses are available to a party being accused
of infringement. This is beyond the scope of this chap-
ter, but a list of possible defenses includes noninfringe-
ment, absence of liability, unenforceability, and invalidity
of the patent based on numerous reasons. Issuance of a
patent by the USPTO creates a presumption of validity
of the patent. Nonetheless, a court may rule, based on
the patent itself, the prosecution history of the patent ap-
plication, or new evidence, that the patent is not valid.
Generally speaking, damages cannot be obtained for in-
fringements that occurred earlier than 6 years before the
filing of the suit. Independent of the statutory time frame,
an infringement suit may be barred by laches, for exam-
ple, if the patent owner deliberately delayed bringing the
suit for an unreasonable time, knowing that the delay
will work to the detriment of the accused infringer. Re-
cently, the CAFC confirmed the existence of prosecution
laches, in which an unreasonable delay during prosecu-
tion of the application, together with harm to the other
party caused by the delay, can result in unenforceability
of a patent Symbol Technologies, Inc. et al. v. Lemelson
Medical, Education & Research Foundation, Limited Part-
nership, 2002).

Court Jurisdiction in Patent Cases

Because patent law is federal law (as opposed to state
law), federal courts have jurisdiction over all patent-
related cases. Furthermore, although there are many fed-
eral courts of appeal, Congress, in seeking to establish
a single interpretation of the patent laws, established
the Court of Appeals for the Federal Circuit to hear all
patent-related appeals (but see below, re Holines Group,
Inc.).

Typically, a three-judge panel hears and decides an ap-
pealed case. On occasion, that decision may be appealed.
One of the parties may ask for an en banc rehearing in
which all or most of the judges from the CAFC rehear the
case. If a party is still not satisfied with the final ruling,
they may appeal to the U.S. Supreme Court. Few patent
cases are ever heard by the Supreme Court, however, typ-
ically one or two a year, if that.

One case that was heard by the Supreme Court re-
cently was Holmes Group, Inc. v. Vornado Air Circula-
tion Systems, Inc. (2002), (slip opinion at http://www.
supremecourtus.gov/opinions/01pdf/01-408.pdf). In this
case, Holmes filed a complaint seeking a declaratory judg-
ment that their products did not infringe Vornado’s trade
dress. Trade dress is another form of protection that does
not involve patents. Although the original complaint did
not involve patents, Vornado filed a counterclaim alleging
patent infringement.

On appeal (after an appeal to and decision by the
CAFC), the Supreme Court ruled that the CAFC does not
have jurisdiction over a case that involves questions of
patent law in which the party bringing the suit did not,
in its complaint, assert any patent law issues. Thus, al-
though the CAFC was created in part to form a uniform
interpretation of patent law across the country, where the
original complaint does not assert any patent law issues,
the CAFC does not have jurisdiction, even where patent
issues are later asserted in a counterclaim.
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Reasons for Obtaining a Patent

There are many reasons a party may wish to obtain patent
protection, and the brief discussion presented here is not
intended to be all-inclusive. One reason for obtaining a
patent is to protect one’s intellectual property. Thus, the
holder of the patent may be able to prevent competition by
preventing others from taking advantage of the invention.
Others may decide not to compete at all in the particular
area, or may decide to spend significant amounts of time
and money developing processes or products that do not
infringe. Alternatively, if both sides are willing, the patent
holder may license part or all of the patent to another
party for a fixed fee, a royalty, or some combination of
the two. A license is basically an agreement between a
licensor (patent holder) and licensee that the licensor will
not sue the licensee for what would otherwise constitute
infringement of some or all of the patent claims.

Another reason for obtaining a patent is more defen-
sive. For example, Company B may be reluctant to sue
Company A for infringement of Company B’s patent, if
Company B thinks that Company A may countersue for
infringement of Company A’s patents. Often, such a situa-
tion may result in cross-licensing between the two parties,
in which each agrees not to sue the other for infringement
of all or part of each other’s patents.

Yet another reason for obtaining a patent, especially for
start-up companies, is for attracting investment. Investors
like to know that there is some value in whatever they are
investing in, and the existence of one or more patents (or
even pending patent applications) may be an indication
of a company’s viability.

Types of Patents

In the United States, there are several types of patents:
utility patents, plant patents, and design patents. Utility
patents are the patents that most people typically think
of when they think of patents. Utility patents may be
obtained for “any new and useful process, machine, man-
ufacture, or composition of matter, or any new and use-
ful improvement thereof” (35 U.S.C. §101). The Plant
Patent Act of 1930, now codified as 35 U.S.C. §161,
allows “plant patents” for plants that are asexually repro-
duced. Tubers, such as potatoes, are excluded (i.e., they
are not patentable). To be patentable, a plant must have
been found in an uncultivated state (e.g., not in a garden).
A plant patent includes the right to exclude others from
asexually reproducing the plant; using, offering for sale,
or selling the plant (or parts of the plant) in the United
States; or importing the plant into the United States if it
was asexually reproduced (see 35 U.S.C. §§161-164).

Despite the availability of plant patents, utility patents
may also be obtained for both sexually and asexually re-
produced plants (see J.E.M. AG Supply Inc, dba Farm
Advantage, Inc., et al. v. Pioneer Hi-Bred International,
Inc., 2001; slip op at www.supremecourtus.gov/opinions/
01pdf/99-1996.pdf). The requirements for obtaining a
plant patent are more relaxed than the requirements for
obtaining a utility patent, however.

Design patents may be obtained for new, original, and
ornamental designs for manufactured articles. A design
patent protects the way an article looks, as depicted in

the drawings. Design patents have a term of 14 years
from the issue date. Design patents may be obtained
for computer-generated icons, including full-screen dis-
plays and individual icons. The USPTO’s Manual of Patent
Examining Procedure (MPEP), section 1504.01(a) pro-
vides “Guidelines for Examination of Design Patent Ap-
plications for Computer-generated Icons.” (See U.S. De-
sign Patent D453,769 for an example of a design patent
for a computer-generated icon.) According to the MPEP
(section 1504.01(a).1.A), to satisfy the manufactured ar-
ticle requirement, such an icon must be claimed as “a
computer-generated icon shown on a computer screen,
monitor, other display panel, or a portion thereof” or with
similar language. The icon must also be fundamentally
ornamental rather than functional. Fonts may also be
patented with design patents. (For an example, see U.S.
Design Patent D454,582.)

Provisional Applications

A provisional application is a patent application and must
have a written description and drawings sufficient to teach
the invention to one skilled in the art. A provisional appli-
cation is never examined, however, and no claims are re-
quired. Itis relatively inexpensive to file and provides a pri-
ority date for any application filed within a year claiming
the benefit of the provisional application, as to the matter
disclosed in the provisional application. Note, however,
that a provisional application is automatically abandoned
1 year from its filing date. Provisional applications do not
issue. A nonprovisional application must be filed within
a year to receive the benefit of the filing date. Although
a provisional application establishes a priority date, the
20-year term of an issued patent claiming the benefit of
the provisional application begins on the filing date of the
first nonprovisional application in the priority chain.

NON-U.S. PATENTS
General Information

Patents are, of course, available in other countries as well
as in the United States. For example, one may apply for
and obtain a patent in almost any country in the world.
One may file a first application almost anywhere in the
world, follow up with applications in other countries
within 1 year of filing the first application, and obtain
the first application’s filing date as a priority date. Be-
sides filing in individual countries, there are several re-
gional areas in which applications can be made. These
include the European Patent Convention (EPC; http://
www.epo.org); the African Intellectual Property Organi-
zation (OAPI; http://www.oapi.wipo.net), the members of
which are French-speaking African countries; the African
Regional Industrial Property Organization (ARIPO; http://
www.aripo.wipo.net), the members of which are English-
speaking African countries; and the Eurasian Patent
Organization (EAPO), the members of which include for-
mer republics of the Union of Soviet Socialist Republics
(http://www.eapo.org).

For protection in European countries that are EPC
members, an application is filed at the European Patent
Office (EPO) in Munich, Germany, designating some or
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all EPC member countries. Only one application needs to
be filed and prosecuted to obtain coverage for any or all
of the member countries. The application can be filed and
prosecuted in English up to the point of issuance. A sepa-
rate national patent issues for each selected country, and
each patent is subject to the patent laws of the country in
which it issues. A separate European Community Patent
may become available in the next few years, wherein an
application filed under this regime would issue as a single
community-wide patent, subject ot a single jurisdiction
with regard to various legal claims.

Yet another alternative is to file an application accord-
ing to the Patent Cooperation Treaty (PCT; see http:/
www.wipo.int/pct/en). A PCT application serves as an ap-
plication in each country designated in the application.
The process begins when an applicant from a member
country files a PCT application in a designated receiv-
ing office (such as the U.S. Patent and Trademark Office).
This begins the “international stage.” The application is
published 18 months after the priority date. A search is
performed and the search results are returned to the ap-
plicant. At the request of the applicant, a preliminary ex-
amination may be performed. This is similar to patent
prosecution in the United States, although the applicant
typically has just one chance to respond to a Written Opin-
ion and to amend the claims. Thirty months (31 months
for some countries) from the priority date, or 20 months
in some countries if the preliminary examination has not
been requested, the application must enter the national
stage in those countries or regions in which protection
is sought. Prosecution of the application then continues
independently in each country or region until grant.

Filing patent applications in multiple jurisdictions can
be expensive. To keep costs down, applicants typically file
only in those jurisdictions where the invention is likely to
be used most frequently and where meaningful enforce-
ment can be achieved. A PCT application enables an appli-
cant, for a relatively low cost, to delay for up to 30 months
(31 months in some cases) both the designation of parti-
cular countries or regional jurisdictions and the costs of
entering in those countries and regions.

Although beyond the scope of this chapter, there are
foreign filing licensing requirements that must be con-
sidered before filing foreign or international (i.e., PCT)
applications.

Differences Between the United States
and Other Countries

Although many of the procedures and rights are similar,
some differences between the United States and other na-
tions exist. For one, in the United States (and Canada and
Australia), an application may be filed up to 1 year after
a publication that describes the invention. In most, if not
all, other countries, such a disclosure prior to the filing
of an application is an absolute bar to obtaining a patent.
Another difference is that in the United States, when two
inventors claim to have independently invented the inven-
tion, the patent is awarded to the first to invent (with some
caveats). Of course, the precise instance of invention may
be difficult to discern and to prove, leading to a compli-
cated procedure known as interference proceedings. The

rest of the world follows a “first-to-file” policy, in which a
patent for an invention is awarded to the first applicant to
file, regardless of who invented first.

Another difference is the term of a patent. Although
patents issuing on U.S. applications filed after June 8,
1995, have a term of up to 20 years from the priority date,
which is the same as foreign patents, as mentioned pre-
viously, earlier patents have a term of 17 years from is-
suance, and there are still many patents with this term in
force.

Computer programs are also handled differently. In
the United States, a computer program is patentable if
it produces a “useful, concrete, and tangible result” (State
Street,1998). In many foreign countries, however, software
per se is explicitly barred from being patentable.

Another notable difference is that in the United States,
the applicants must be the inventors (although they can
assign their rights), whereas in other countries, the appli-
cant may be either the inventor or the assignee. Also, in
the United States, examination of a patent application by
an examiner is automatic. In many other countries (e.g.,
Japan and South Korea), examination must be requested
within some time period from the filing date. For exam-
ple, in Japan, the examination must be requested within
3 years for a patent application filed on or after October 1,
2001. For applications filed prior to that date, the request
must be within 7 years.

CONCLUSION

A patent does not give the owner the right to practice
the invention, that is, the right to make, use, sell or of-
fer for sale the invention in the United States, to import
the invention into the United States, or to import into the
United States something made by a patented process, but
rather gives the inventor the right to exclude others from
doing these things. That is, in return for disclosing the in-
vention, the patentee is granted a limited term (typically
20 years from filing) in which the competition cannot use
the patented device or method. The competition therefore
must research and develop noninfringing alternatives, a
process that could be costly, timely, and, in some cases,
futile, giving the patentee a substantial advantage over
the competition. Alternatively, the patentee may choose
to license the patented technology and collect a royalty.
For these and other reaons discussed above, patents are
valuable assets for any business, large or small.

GLOSSARY

Claim The part of a patent which distinctly calls out the
inventive subject matter that is protected by the patent.

Dependent claim A patent claim that incorporates by
reference the limitations of another patent claim. Such
a claim typically begins with language such as “The
device of Claim X, further comprising” in which the
limitations of Claim X are incorporated by reference.

Doctrine of claim differentiation A doctrine under
which two claims of a patent are presumptively of dif-
ferent scope, so that if a dependent claim includes a
narrowing definition of some limitation of a base claim,
then the base claim is presumed to not only encompass
the narrow definition, but other embodiments as well.
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Doctrine of equivalents A doctrine by which, even if a
device or process does not exactly match the claims of
a patent, the device may still infringe the patent if the
differences are insubstantial.

Element Although “element” and “limitation” are some-
times used interchangeably, the term “element” is used
more frequently by the courts to refer to aspects of
an alleged infringing device or method. In an infringe-
ment case, the elements of the alleged infringing device
or method are compared with the claim limitations of
the patent allegedly being infringed. Note, however,
that 35 U.S.C. §112 refers to both an “element in a
claim” (sixth paragraph) and “limitations of [a] claim”
(fourth and fifth paragraphs).

Independent claim A patent claim that does not incor-
porate any other patent claim by reference.

Laches An equitable principle whereby a party is
estopped (not allowed) from bringing a lawsuit after an
unreasonable or unexplained delay which has a detri-
mental effect on the party being sued.

Limitation Part of a claim that defines a particular as-
pect of the invention. Every claim has at least one lim-
itation, and most claims have two or more limitations.

Means plus function A particular claim limitation may
be written in “means plus function” language, wherein
the claim is a means or a step for performing a specified
function, without reciting particular structure, mate-
rial or acts, which are thus construed to be those de-
scribed in the specification (and equivalents). “Means
plus function” claim elements are specifically autho-
rized by 35 U.S.C. §112, sixth paragraph.

Nonobvious One of the basic requirements in obtaining
a patent is that the invention be nonobvious to one of
ordinary skill in the particular art concerned, in view
of the known (prior) art.

Novelty One of the basic requirements in obtaining
a patent is that the invention be novel. Legally, this
means that the invention must not be barred by any of
the conditions stated in 35 U.S.C. §102.

Patent A grant for a fixed term that gives the holder
certain rights to exclude others from practicing the
patented invention as claimed. Title 35 of the United
States Code provides the patent law statutes.

Patent Cooperation Treaty (PCT) A treaty under
which an applicant of a member country can file a sin-
gle patent application that may designate one, many, or
all of the member countries. A PCT patent application
is an application. The PCT does not grant patents.

Prior art The accumulated knowledge of those skilled in
the particular art concerned, which can bar issuance of
a patent if the claims are not novel or nonobvious in
view of the prior art. Prior art that can bar issuance
of a patent in the United States is defined in 35 U.S.C.
§102.

Prosecution The process of obtaining a patent, from the
filing of an application to the issuance of the patent (or
abandonment of the application).

Prosecution laches An equitable principle in which un-
reasonable delay during prosecution of a patent appli-
cation, together with harm to another party caused by
the delay, can result in unenforceability of the issued
patent.

Provisional application A patent application desig-
nated as such that is never examined but serves to pro-
vide a priority date.

Provisional rights The rights of a patent owner to a rea-
sonable royalty for an infringing device or method, cov-
ering the period between publication of a patent appli-
cation and the granting of the patent with substantially
identical claims as those in the published application.

U.S. Patent and Trademark Office (USPTO) The U.S.
agency authorized to grant and issue patents and to
facilitate the registration of trademarks.
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CLIENTS, SERVERS, PEERS

Peer-to-peer systems (P2P) are the result of the merger
of two distinct computing traditions: the scientific and
the corporate. Understanding the two paths that merged
to form P2P illuminates the place of P2P in the larger
world of computing. Thus peer-to-peer computing when
placed in historical context is both innovative and con-
sistent with historical patterns. This larger framework as-
sists in clarifying the characteristics of P2P systems and
identifying the issues that all such systems must address
by design. Recall that the core innovation of P2P is that
the systems enable Wintel (Windows/Intel) desktop com-
puters to function as full participants on the Internet, and
the fundamental design requirement is coordination.

Computers began as centralized, hulking, magnificent
creations. Each computer was unique and stood alone.
Computers moved into the economy (beyond military
uses) primarily through the marketing and design of IBM.
When a mainframe was purchased from IBM it came
complete. The operating systems, the programming, and
(depending on the purchase size) sometimes even a tech-
nician came with the machine. Initially mainframe com-
puters were as rare as supercomputers are today. Ma-
chines were so expensive that the users were trained to
fit the machine, rather than the software being designed
for the ease of the user. The machine was the center of the
administrative process as well as a center of computation.
The company came to the machine.

Technical innovation (the front-end processor and re-
designed IBM machines) made it possible to reach multi-
ple mainframes from many locations. Front-end proces-
sors allowed many terminals to easily attach to a single
machine. Thus the first step was taken in bringing access
to the user in the corporate realm. Processing power could
be widely accessed through local area networks (LAN).
Yet the access was through terminals with little process-
ing power and no local storage. The processor and access
remained under the administrative control of a single en-
tity. While physical access was possible at a distance, users
were still expected to learn arcane commands while work-
ing with terse and temperamental interfaces.

Distributed.net 31
P2P in Business 31

Groove 31

Tenix 32
Conclusion 32
Acknowledgment 32
Glossary 32
Cross References 33
References 33
Further Reading 33

In parallel with the adoption of computing in the
corporate world, computing and communications were
spreading through the scientific and technical domains.
The ARPANET (the precursor to the Internet) was first
implemented in order to share concentrated processing
power in scientific pursuits. Thus the LAN was develop-
ing in the corporate realm while the wide area network
(WAN) was developing in the world of science.

Before the diffusion of desktop machines, there were
so-called microcomputers on the desktops in laboratories
across the nation. These microcomputers were far more
powerful than concurrent desktop machines. (Currently
microcomputers and desktop computers have converged
because of the increase in affordable processing power.)
Here again the user learned to communicate based on the
capacities of the machine. These users tended to embrace
complexity; thus they altered, leveraged, and expanded
the computers.

Because microcomputers evolved in the academic, sci-
entific, and technical realm the users were assumed to be
capable managers. Administration of the machines was
the responsibility of the individual users. Software de-
veloped to address the problems of sharing files and re-
sources assumed active management by end users. The
early UNIX world was characterized by a machine being
both a provider and a consumer of services, both overseen
with a technically savvy owner/manager.

The Internet came from the realm of the UNIX world,
which evolved independently of the desktop realm. Com-
paring the trajectories of e-mail in the two realms is il-
lustrative. On the desktop, e-mail evolved in proprietary
environments where the ability to send mail was lim-
ited to those in the same administrative domain. Mail
could be centrally stored and was accessed by those
with access rights provided by a central administra-
tive body. In contrast, in UNIX environments, the dif-
fusion of e-mail was enabled by each machine having
its own mail server. For example, addresses might be
michelle@smith.research.science.edu in one environment
as opposed to john_brown@vericorp.web in the other. (Of
course early corporate mail services did not use domain
names, but this fiction simplifies the example.) In the first
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case Michelle has a mail server on her own UNIX box;
in the second John Brown has a mail client on his ma-
chine that connects to the shared mail server being run
for Vericorp. Of course, now the distinct approaches to
e-mail have converged. Today users have servers that pro-
vide their mail, and access mail from a variety of devices
(as with early corporate environments). E-mail can be sent
across administrative domains (as with early scientific en-
vironments). Yet the paths to this common endpoint were
very different with respect to user autonomy and assump-
tions about machine abilities.

The Internet and UNIX worlds evolved with a set of ser-
vices assuming all computers were contributing resources
as well as using them. In contrast, the Wintel world devel-
oped services where each user had corresponding clients
to reach networked services, with the assumption that
connections were within a company. Corporate services
are and were provided by specialized powerful PCs called
(aptly) servers. Distinct servers offer distinct services with
one service per machine or multiple services running from
a single server. In terms of networking, most PCs either
used simple clients, acted as servers, or connected to no
other machines.

Despite the continuation of institutional barriers that
prevented early adoption of cross-corporate WANs, the
revolutionary impact of the desktop included fundamen-
tally altering the administration, control, and use of com-
puting power. Standalone computers offered each user
significant processing ability and local storage space.
Once the computer was purchased, the allocation of
disk space and processing power were under the practi-
cal discretion of the individual owner. Besides the pre-
dictable results, for example the creation of games for
the personal computer, this required a change in the ad-
ministration of computers. It became necessary to co-
ordinate software upgrades, computing policies, and se-
curity policies across an entire organization instead of
implementing the policies in a single machine. The diffi-
culty in enforcing security policies and reaping the advan-
tages of distributed computing continues, as the failures
of virus protection software and proliferation of vulnera-
bilities illustrates.

Computing on the desktop provides processing to all
users, offers flexibility in terms of upgrading processing
power, reduces the cost of processing power, and enables
geographically distributed processing to reduce commu-
nications requirements. Local processing made spread-
sheets, “desktop” publishing, and customized presenta-
tions feasible. The desktop computer offered sufficient
power that software could increasingly be made to fit the
users, rather than requiring users to speak the language
of the machines.

There were costs to decentralization. The nexus of
control diffused from a single administered center to
across the organization. The autonomy of desktop users
increases the difficulty of sharing and cooperation. As
processing power at the endpoints became increasing
affordable, institutions were forced to make increasing
investments in managing the resulting complexity and
autonomy of users.

Sharing files and processing power is intrinsically more
difficult in a distributed environment. When all disk space

is on a single machine, files can be shared simply by
altering the access restrictions. File sharing on distributed
computers so often requires taking a physical copy by
hand from one to another that there is a phrase for this ac-
tion: sneakernet. File sharing is currently so primitive that
it is common to e-mail files as attachments between au-
thors, even within a single administrative domain. Thus
currently the most commonly used file-sharing technol-
ogy remains unchanged from the include statements dat-
ing from the sendmail on the UNIX boxes of the 1980s.

The creation of the desktop is an amazing feat, but
excluding those few places that have completely inte-
grated their file systems (such as Carnegie Mellon which
uses the Andrew File System) it became more difficult
to share files, and nearly impossible to share processing
power. As processing and disk space become increasingly
affordable, cooperation and administration became in-
creasingly difficult.

One mechanism to control the complexity of adminis-
tration and coordination across distributed desktops is a
client-server architecture. Clients are distributed to every
desktop machine. A specific machine is designated as a
server. Usually the server has more processing power and
higher connectivity than the client machines. Clients are
multipurpose, according to the needs of a specific individ-
ual or set of users. Servers have either one or few purposes;
for example, there are mail servers, Web servers, and file
servers. While these functions may be combined on a sin-
gle machine, such a machine will not run single-user ap-
plications such as spreadsheet or presentation software.
Servers provide specific resources or services to clients on
machines. Clients are multipurpose machines that make
specific requests to single-purpose servers. Servers allow
for files and processing to be shared in a network of desk-
top machines by reintroducing some measure of concen-
tration. Recall that peers both request and provide ser-
vices. Peer machines are multipurpose machines that may
also be running multiple clients and local processes. For
example, a machine running Kazaa is also likely to run
a Web browser, a mail client, and a MP3 player. Because
P2P software includes elements of a client and a server, it
is sometimes called a serviet.

Peer-to-peer technology expands file- and power-
sharing capacities. Without P2P, the vast increase in pro-
cessing and storage power on the less-predictable and
more widely distributed network cannot be utilized. Al-
though the turn of the century sees P2P as a radical mech-
anism used by young people to share illegal copies, the
fundamental technologies of knowledge sharing as em-
bedded in P2P are badly needed within government and
corporate domains.

The essence of P2P systems is the coordination of those
with fewer, uncertain resources. Enabling any party to
contribute means removing requirements for bandwidth
and domain name consistency. The relaxation of these re-
quirements for contributors increases the pool of possible
contributors by order of magnitude. In previous systems
sharing was enabled by the certainty provided by the tech-
nical expertise of the user (in science) or administrative
support and control (in the corporation). P2P software
makes end-user cooperation feasible for all by simplifica-
tion of the user interface.
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PCs have gained power dramatically, yet most of that
power remains unused. While any state-of-the-art PC
purchased in the past five years has the power to be a Web
server, few have the software installed. Despite the afford-
able migration to the desktop, there remained a critical
need to provide coordinated repositories of services and
information.

P2P networking offers the affordability, flexibility, and
efficiency of shared storage and processing offered by cen-
tralized computing in a distributed environment. In order
to effectively leverage the strengths of distributed coor-
dination P2P systems must address reliability, security,
search, navigation, and load balancing.

P2P systems enable the sharing of distributed disk
space and processing power in a desktop environment.
P2P brings desktop Wintel machines into the Internet as
full participants.

Peer-to-peer systems are not the only trend in the net-
work. Although some advocate an increasingly stupid net-
work and others an increasingly intelligent network, what
is likely is an increasingly heterogeneous network.

FUNCTIONS OF P2P SYSTEMS

There are three fundamental resources on the network:
processing power, storage capacity, and communications
capacity. Peer-to-peer systems function to share process-
ing power and storage capacity. Different systems address
communications capacity in different ways, but each at-
tempts to connect a request and a resource in the most
efficient manner possible.

There are systems that allow end users to share files and
file and groupware processing power. Yet none of these
systems are as effective as peer to peer systems. However,
all of these systems solve the same problems as P2P sys-
tems do: naming, coordination, and trust.

Mass Storage

As the sheer amount of digitized information increases,
the need for distributed storage and search increases as
well. Some P2P systems enable sharing of material on dis-
tributed machines. These systems include Kazaa, Publius,
Free Haven, and Gnutella. (Limewire and Morpheus are
Gnutella clients.)

The Web enables publication and sharing of disk space.
The design goal of the Web was to enable sharing of doc-
uments across platforms and machines within the high-
energy physics community. When accessing a Web page
a user requests material on the server. The Web enables
sharing, but does not implement searching and depends
on DNS for naming. As originally designed the Web was
a P2P technology. The creation of the browser at the Uni-
versity of Illinois Urbana-Champaign opened the Web to
millions by providing an easy-to-use graphical interface.
Yet the dependence of the Web on the DNS prevents the
majority of users from publishing on the Web. Note the
distinction between the name space, the structure, and
the server as constraints.

The design of the hypertext transport protocol (HTTP)
does not prevent publication by an average user. The
server software is not particularly complex. In fact,
the server software is built into Macintosh OS X. The

constraints from the DNS prevent widespread publication
on the Web. Despite the limits on the namespace, the Web
is the most powerful mechanism used today for sharing
content. The Web allows users to share files of arbitrary
types using arbitrary protocols. Napster enabled the shar-
ing of music. Morpheus enables the sharing of files with-
out constraining the size. Yet neither of these allows the
introduction of a new protocol in the manner of HTTP.

The Web was built in response to the failures of dis-
tributed file systems. Distributed files systems include the
network file system and the Andrew file system, and are re-
lated to groupware. Lotus Notes is an example of popular
groupware. Each of these systems shares the same crit-
ical failure—institutional investment and administrative
coordination are required.

Massively Parallel Computing

In addition to sharing storage P2P systems can also share
processing power. Examples of systems that share pro-
cessing power are Kazaa and SETI@home.

There are mechanisms other than P2P systems to share
processing power. Such systems run only on UNIX vari-
ants, depend on domain names, are client-server, or are
designed for use only within a single administrative do-
main. Metacomputing and clustering are two approaches
to sharing processing power. Despite the difference in
platform, organization, and security, the naming and or-
ganization questions are similar in clusters and peering
systems.

Clustering systems are a more modern development.
Clustering software enables discrete machines to run as a
single machine. Beowulf came from NASA in 1993 (Wulf
et al., 1995). The first Beowulf Cluster had 16 nodes (or
computers) and the Intel 80486 platform. (Arguably this
was more than a money-saving innovation as it was a piv-
otal moment in the fundamental paradigmatic change in
the approach to supercomputing reflected in P2P.) DAISy
(Distributed Array of Inexpensive Systems) from Sandia
was an early provider of a similar functionality. Yet these
systems are descended from the UNIX branch of the net-
work tree. Each of these systems are built to harness the
power of systems running Linux, as opposed to running
on systems loaded with the Windows operating system.
(Linux systems are built to be peers, as each distribution
includes, for example, a Web server and browser software
as well as e-mail servers and clients.)

Clustering systems include naming and distribution
mechanisms. Recall Beowulf, an architecture enabling a
supercomputer to be built out of a cluster of Linux ma-
chines. In Beowulf, the machines are not intended to be
desktop machines. Rather the purpose of the machines
is to run the software distributed by the Beowulf tree
in as fast a manner as possible. Beowulf is not a sin-
gle servlet. Beowulf requires many elements, including
message-passing software and cluster management soft-
ware, and is used for software designed for parallel sys-
tems. Beowulf enables the same result as that provided by
a P2P processor-sharing system: the ability to construct a
supercomputer for a fraction of the price. Yet Beowulf as-
sumes the clusters are built of single-purpose machines
within a single administrative domain.
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EXAMPLES OF P2P SYSTEMS

In this section the general principles described above are
discussed with respect to each system. For each system
design goals and organization (including centralization)
are discussed. Mechanisms of trust and accountability in
each system are described.

Given the existence of a central server there are some
categorizations that place SETI@home and Napster out-
side the set of P2P systems. They are included here for
two reasons. First for theoretical reasons, both of these
systems are P2P in that they have their own name spaces
and utilize heterogeneous systems across administrative
domains in cooperative resource sharing (Oram, 2001).
Second, any definition that is so constrained as to reject
the two systems that essentially began the P2P revolution
may be theoretically interesting but are clearly flawed.

P2P systems are characterized by utilization of desktop
machines that lack domain names, experience intermit-
tent connectivity, have variable connection speeds when
connected, and possibly have variable connection points
(for laptops, or users with backup ISPs).

Napster

Napster began as a protocol, evolved to a Web site, be-
came a business with an advertising-driven value of mil-
lions, and is now a wholly owned subsidy of Bertelsmann
entertainment. Yet the initial design goal was neither to
challenge copyright law nor to create a business; the orig-
inal goal was to enable fans to swap music in an orga-
nized manner. Before Napster there were many Web sites,
ftp sites, and chat areas devoted to locating and exchang-
ing music files in the MPEG3 format; Napster, however,
simplified the location and sharing processes. The goal of
Napster was to allow anyone to offer files to others. Thus
the clients were servers, and therefore Napster became
the first widely known P2P system.

Before Napster, sharing music required a server. This
required a domain name and specialized file transfer soft-
ware or streaming software. The Napster client also al-
lowed users to become servers, and thus peers. The cen-
tral Napster site coordinated the peers by providing a ba-
sic string-matching search and the file location. As peers
connected to Napster to search, the peers also identified
the set of songs available for download.

After Napster the client software was installed on
the peer machine and contacted http://www.napster.com,
Napster the protocol then assigned a name to the ma-
chine. As the peer began to collect files it might con-
nect from different domains and different TP addresses.
Yet whether the machine was connected at home or at
work Napster could recognize the machine by its Napster
moniker.

Thus Napster solved the search problem by centraliza-
tion and the problem of naming by assignment of names
distinct from domain names.

When a peer sought to find a file, the peer first searched
the list of machines likely to have the file at the central
Napster archive. Then the requesting peer selected the
most desirable providing peer, based on location, reputa-
tion, or some other dimension. The connection for obtain-
ing the file was made from the requesting peer to the pro-

viding peer, with no further interaction with the central
server. After the initial connection the peer downloaded
the connection from the chosen source. The chosen source
by default also provided a listing of other songs selected
by that source.

Accountability issues in Napster are fairly simple. Nap-
ster provided a single source for the client; therefore
downloading the peer-to-peer software needed to join the
network was not an issue of trust. Of course, the Napster
Web site itself must be secure. Napster had been subject
to attacks by people uploading garbage files but not by
people upload malicious files.

In terms of trust, each user downloaded from another
peer who was part of the same fan community. Grate-
ful Dead fans share music as do followers of the Dave
Matthews Band. Each group of fans shared music within
their communities. It is reasonable to assert that Napster
was a set of musical communities, as opposed to a single
community of users.

Kazaa

Kazaa is a P2P system optimized for downloads of large
files. Unlike the hobbyist or scientific basis of many P2P
systems, the widely installed Kazaa software has always
been a business first. Kazaa is downloaded by users pre-
sumable for the access to music and, in particular, large
video files on remote machines. Kazaa was created by
a team of Dutch programmers and then sold to Shar-
man Networks. In 2002 Kazaa was downloaded by more
than 120 million users. Kazaa has always sold advertising,
charging to access the customers’ attention span. Kazaa
has decentralized search and file distribution.

Kazaa also installs up to four types of additional soft-
ware in order to enhance its revenue stream. First, and
most importantly for Kazaa, the software installs an ad
server. Kazaa’s business model depends on advertiser rev-
enue. Kazaa installs media servers to enable high-quality
graphics in its advertising.

Second, Kazaa installs software to use processing re-
sources on the users’ machines. Sharman Networks has
teamed with Brilliant Networks to develop software that
enables processing power to be shared. With a central-
ized command the Brilliant Software owners can uti-
lize the processing power of all Kazaa users. As of the
close of 2002, the system is not being used to resell pro-
cessing power. Company statements suggest it is being
used to allow machines to serve ads to others (Borland,
2002).

Third, Kazaa installs media servers that allows com-
plex video advertisements.

Fourth, Kazaa alters affiliate programs. Many compa-
nies get a percentage of purchases. Affiliate programs are
used by businesses, not-for-profits, and individuals. Kazaa
intercepts affiliate messages and alters the flow of revenue
to Kazaa.

In some versions, Kazaa includes a shop-bot, which
compares prices while the user shops using a browser.
The shop-bot identifies sites with better prices when the
user seeks an identifiable good.

Kazaa also offers New.net—an alternative domain
name root. By enabling an alternative root New.net allows
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users to choose domains names other than the original
top-level domain names and allows domain name reg-
istrants to maintain their own privacy. (The governing
body of the original top-level domain names increas-
ingly requires identifying information whenever a domain
name is purchased. Anonymous domain names, and thus
anonymous speech, are increasingly disallowed in the top-
level domains controlled by ICANN.)

In terms of trust the user must trust Kazaa and trust
other users.

In order to encourage users to cooperate Kazaa has
a participation level. According to a competitor (K-lite)
the participation level measures the ratio of downloads to
uploads. Depending on this ratio the speed of downloads
is altered. A user who offers popular content is allowed
higher access speeds than users who download but do
not upload.

According to Kazaa the participation level only matters
if there is competition for a file. If two or more users seek
to access a file then the user with the higher participation
level has priority. According to K-lite there are controls on
download speeds for all access attempts.

Besides offering uploads, another way to increase a
participation level is to increase the detail of metadata
available about a file. Integrity is a measure of the quality
of the descriptors of the data. Metadata describes the con-
tent, including identifying infected or bogus files by rating
them as “D.” “Integrity level” is another trust mechanism
implemented with Kazaa. This means that the descriptors
may be good regardless of the quality of the data. Other
descriptions include content and technical quality.

Kazaa implements mechanisms to enables users to
trust each other and trust the content downloaded. Kazaa
does not implement technical mechanisms to encourage
the user to trust Kazaa itself. Kazaa offers stated privacy
policies for all the downloaded software. However, the dif-
ference between the descriptions of participation level at
Kazaa and K-lite suggests that there is distrust. In addi-
tion, the prominent declaration on Kazaa’s site that there
is no spyware in October 2002 in Kazaa suggests that
there is indeed concern. This declaration directly contra-
dicts media reports and the description of competitors de-
scribing the installation of spyware by Kazaa. (See Lemos,
2002.)

Search for Intelligent Life in the Universe

SETI@home distributes radio signals from the deep space
telescope to home users so that they might assist in the
search for intelligent life. The Arecibo telescope sweeps
the sky collecting 35 Gbyte of data per day.

To take part in this search, each user first downloads
the software for home machine use. After the download
the user contacts the SETI@home central server to reg-
ister as a user and obtain data for analysis. Constantly
connected PCs and rarely connected machines can both
participate.

There are other projects that search for intelligent life
via electromagnetic signals. Other programs are limited
by the available computing power. SETI@home allows
users to change the nature of the search, enabling exami-
nation of data for the weakest signals.

SETI@home is indeed centralized. There are two core
elements of the project—the space telescope at Arecibo
and the peer-to-peer analysis system. Each user is allo-
cated data and implements analysis using the SETI soft-
ware. After the analysis the user also receives credit for
having contributed to the project.

SETI tackles the problem of dynamic naming by giving
each machine a time to connect, and a place to connect.
The current IP address of the peer participant is recorded
in the coordinating database.

SETI@home is P2P because it utilizes the process-
ing power of many desktops, and uses its own naming
scheme in order to do so. The amount of data examined by
SETI@home is stunning, and far exceeds the processing
capacity of any system when the analysis is done on ded-
icated machines. SETI is running 25% faster in terms of
floating point operations per second at 0.4% of the cost of
the supercomputer at Sandia National Laboratories. (The
cost ratio is 0.0004.) SETI@home has been downloaded to
more than 100 countries. In July 2002 there were updates
to the SETI software in Bulgarian, Farsi, and Hebrew.

The software performs Fourier transforms—a transfor-
mation of frequency data into time data. The reason time
data are interesting is that a long constant signal is not ex-
pected to be part of the background noise created by the
various forces of the universe. Finding a signal that is in-
teresting in the time domain is indicative of intelligent life.

The client software can be downloaded only from
SETI@home in order to make certain that the scientific
integrity of code is maintained. If different assumptions
or granularity are used in different Fourier analyses, the
results cannot be reliably compared with other results us-
ing original assumptions. Thus even apparently helpful
changes to the code may not, in fact, be an improvement.

SETI@home provides trustworthy processing by send-
ing out data to different machines. This addresses both
machine failures and malicious attacks. SETI@home has
already seen individuals altering data to create false posi-
tives. SETI@home sends data to at least two distinct ma-
chines, randomly chosen, and compares the results. Note
that this cuts the effective processing rate in half, yield-
ing a cost/processing ratio of 0.002 as opposed to a 0.004.
However, the cost per processing operation remains three
orders of magnitude lower for SETI@home than for a su-
percomputer.

SETI@home has also had to digitally sign results to
ensure that participants do not send in results multiple
times for credit within the SETI@home accounting sys-
tem. (Since there is no material reward for having a high
rating the existence of cheating of this type came as a sur-
prise to the organizers.) SETI@home can provide a mono-
tonically increasing reputation because the reputation is
the reward for participation. In addition to having contri-
butions listed from an individual or a group, SETI@home
lists those who find any promising anomalies by name.

Gnutella

Gnutella was developed as an explicit response to the le-
gal problems of Napster (von Lohmann, 2001). The de-
velopers of Gnutella believed that the actions labeled as
theft by the owners of copyrights were in fact sharing.
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Philosophical and economic arguments (qualitative and
quantitative) that Napster encouraged the purchase of
compact discs have been made, e.g., Pahfl (2001). Some
argue that the sharing of songs on Napster was more ad-
vertisement than substitute for a purchased work. The cre-
ators of Gnutella had observed the expansion of rights of
trademark holders and the ability of censors to use copy-
right law to prevent critical speech. (The Church of Sci-
entology has had particular success in this legal strategy.)

Based on concepts of fair use and ideological com-
mitments to sharing, Gnutella enables sharing of various
types of files. Gnutella allows users to share their disk
space for storage and search by integrating the search into
the client.

Gnutella searches works on the basis of local broad-
casts. Each peer is connected to 1 other peers in a search
pattern, and so on down the line. If a peer receives a query
that it can answer, it responds affirmatively. If the peer
does not have the requested content then the receiving
peer resends the query to its immediate peers. Because
Gnutella is built in this modular fashion, shutting down a
single peer will not prevent sharing. Gnutella applications
can exist in a large networked tree or as independent cells.

The broadcast model of searching is considered to be a
weakness with respect to the ability to scale (Ritter, 2002).
However, Gnutella’s search technique allows local cells
to survive without broader connections and implements
a very through search. Gnutella enables scaling through
segmenting the network. Gnutella creates a small world
network, where there is a network of closely connected
nodes and few connections between the networks. The
design is based on the six-degrees-of-separation concept
(familiar to some as the Kevin Bacon game).

In Gnutella the searches are made anonymous, yet
downloads are not. Thus there is the assumption that the
server contacted by a requester will not log the request.
Yet this assumption has not held up in practice. Gnutella
requires that requestors trust providers. The trust assump-
tion has been used to entrap criminals. In particular, some
users work to defeat the use of Gnutella to trade child
pornography. By using a tool to generate fake file names
combining explicit words and young ages and logging the
file, it is fairly simple to post deceptively named files and
create a “Wall of Shame,” publicly showing the IP address
of those who request the files. In this case the lack of
anonymity enabled social accountability. Of course, the
same techniques can be used to bait those interested in
files about Chinese Democracy or open source software;
yet in 2000 there was no record of the practice. The exam-
ple of the Wall of Shame illustrates the complexity of the
issue of accountability in distributed anonymous systems.

Limewire and Morpheus

Limewire and Morpheus are implementations of the
Gnutella protocol. Currently Limewire is the most pop-
ular as a Macintosh servlet while Morpheus dominates
the Wintel world. Morpheus is also available for the
Macintosh platform. Limewire is written in Java and is
available for all platforms. (As of October 2002, Limewire
is available for 12 platforms.) The source of Limewire is
available, theoretically preventing some of the revenue-

capturing methods of Kazaa. (Of course, Limewire could
make the same arrangement with New.net, as described
below.)

Limewire offers a version without advertisements for
$9.50 and with advertisements for free. (Note that Opera
uses the same strategy.) The version with ads installs
ClickTillUWin.com—a bit of adware that pops windows
up as long as the program is active.

Limewire has developed a two-tier network. There
are coordinating peers (called ultrapeers) who assist in
searching and organizing downloads. These are used to
optimize the system for all users. The standard peers con-
nect to one or two ultrapeers. The ultrapeers do not host
the files, but rather organize downloads. Each ultrapeer
is associated with a subnet, and the ultrapeers are them-
selves tightly connected.

In order to increase the speed of downloads and dis-
tribute the load on peer-providing files Limewire uses
swarming transfers. Swarm downloading entails down-
loading different elements of files available on multiple
low-bandwidth connections to obtain the equivalent ser-
vice of a single broadband connection. Swarming pre-
vents concentration of downloads from a single server as
well. Essentially swarm downloading provides decentral-
ized load balancing.

Limewire implements accountability by allowing a
source to obtain information about the number of files
shared by a requester. If a peer requesting a file does not of-
fer many files to others, the peer receiving the request may
automatically refuse to share any files with the requester.

Morpheus similarly offers source code availability.
Morpheus bundles its code with adware, as with Lime-
ware. Morpheus also installs software to resell disk space
and CPU cycles. Early on Morpheus redirected affiliation
programs to Morpheus; however, this appears to have
ended in later versions.

Mojo Nation

Mojo Nation implements a shared P2P system to enable
reliable publishing at minimal cost. Mojo Nation solves
the problem of availability and uses microcurrency to ad-
dress the problem of persistence. Mojo Nation is designed
to prevent free riding. Mojo Nation implements a micro-
payment system and a reputation system using a pseudo-
currency called Mojo. Mojo is not convertible.

Mojo Nation software combines the following func-
tions: search, download, search relay, and publishing con-
tent. Search relay is used to support the searches of other
users.

The Mojo Nation is designed to provide reliability.
Mojo Nation provides reliability by using a swarm down-
load. Any participant in Mojo Nation is pseudonymous.
Mojo identities are public keys (RSA) generated by the
user’s own computer. The pseudonym can then be moved
with the machine, and is associated with its own Mojo
balance.

Mojo Nation is not optimized for a particular type of
file. Swarm downloading enables downloads of large files,
while small files present no particular problem. Examples
of large files include video, while MP3 files are smaller and
more easily managed.
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Mojo is designed neither to enable (as with Publius) nor
to disable (as with Free Haven [Sniffen, 2000]) file dele-
tion. Files may be published individually or as an explicit
collection. Publication of collections enables the creation
of user lists and collaborative filtering, as with Napster
and Amazon.

Mojo peers can search for content, download content,
support others’ searches, offer content, or relay search
information. The relay function enables users who are
behind firewalls or otherwise blocked to continue to use
Mojo Nation.

Searching and downloading cost Mojo while support-
ing others’ searches and providing content earns Mojo.
Each downloaded peer software package begins with
some Mojo, so pseudo-spoofing assaults on the system
are possible. Pseudo-spoofing is the creation of many ac-
counts in order to built the account or reputation of some
single account.

Distributed.net

Distributed.net is a volunteer cooperative associa-
tion of individuals interested in supporting distributed
computing for scientific and social gain. Distributed.net
is a not-for-profit that addresses computational challenges
for the public good.

One distributed.net interest is testing security mecha-
nisms for the Internet. In particular much of the security
on the Internet is based on public key encryption. The
basis for public key encryption is that there exists mathe-
matical functions that are one way with a trap door. A one-
way function is one that is easy to do but hard to undo.
Physical examples of one-way functions abound: words
cannot be unsaid, a broken egg cannot be repaired, and
a thousand tacks cannot easily be placed back in a tube.
A trap door is a mathematical secret (the cryptographic
key) that makes the one-way function possible to undo.
While there is no trap door for eggs, replacing tacks can
be made simple with a dustpan and well-matched funnel.

Distributed.net also works to examine the strength of
algorithms where both users share one key. In these algo-
rithms the information-hiding system is attacked by try-
ing every possible key. By giving many users different keys
to guess, any message can be attacked more effectively.

Distributed.net tests the difficulty of breaking the se-
curity of a most widely used encryption algorithm. The
difficulty of this feat is of interest to militaries, businesses,
and privacy advocates because all three groups share an
interest in protecting information.

Distributed.net is an increasingly large and valuable
shared resource. Distributed.net seeks computational
challenges for scientific advancement. Future possible
challenges include working on DNA coding or examin-
ing public health data for possible correlations of disease
outbreaks or symptoms.

P2P IN BUSINESS

Corporate P2P systems seek to solve two primary
problems—real-time collaboration and knowledge man-
agement.

For many users real-time collaboration currently is not
feasible, especially if the collaboration crosses adminis-

trative domains. The problems of corporate networks are
the problems of sharing information across domains, and
(with increasingly mobile devices) identifying trusted de-
vices and users. For many users, collaboration is imple-
mented via attaching documents to unencrypted mail and
hoping that no one is watching. While P2P is decried as
being designed for theft, in fact the creation of scalable
namespaces and trust networks integrated with collabo-
rative tools is valuable for every group from families to
enterprises.

Peer-to-peer systems in the corporate environment
must solve the same problems as noncommercial P2P
systems: disparate machines, distant locations, partici-
pants with widely different capacities, and a lack of single
namespace that covers all machines. Yet in a business do-
main there is a central authority or chain of command
that determines (and delegates) the relative authority of
participants. Therefore reputation systems in P2P systems
can be replaced with more formal security systems based
on authentication of users. Both classes of systems offer
their own namespaces.

Yet even with P2P technology there is a culture of
proprietary and the practice of closed code. Therefore
the descriptions here necessarily lack the detail pro-
vided for the more academic or open networks described
above.

Groove

Groove, founded in October 1997, is a commercial appli-
cation of P2P technology for solving the chronic prob-
lem of institutional knowledge management. The core
Groove team includes Ray Ozzie, the creator of Lotus
Notes. (Notes is a server-based product for sharing data
and workspaces.) Groove is also of interest because it has
been embraced as a standard by Microsoft. Groove is P2P
in that it allows users to share material on their own ma-
chines and create a new namespace for users and files to
allow this to happen.

Groove shares with Lotus Notes the concepts of ac-
counts, identities, and shared-space membership, and
conceptually expands to include presence and con-
tacts. Unlike Lotus Notes, the participants in a Groove
workspace need not share administrative access to a sin-
gle server or even have a Notes client to share content.

In contrast to Lotus, Groove utilizes the capacities of
users’ desktops as opposed to requiring that users place
their shared documents in a remote workspace. When
documents are updated on the users’ workspace, they are
seamlessly shared.

Groove is a package of software that includes in-
stant messaging, e-mail, document sharing, and real-time
collaboration, sometimes called shared whiteboards. As
Groove is tightly integrated with the Microsoft Office Suite
an Office document can be shared within Groove with si-
multaneous instant messaging without switching between
applications or requiring additional namespaces.

Groove is emphatically not a single sign-on project.
Groove allows users to create multiple roles: employee,
supervisor, mom, work, wife, or PTA president. Each role
has its own “identity” and reputation within the sphere
of its identity. This also allows users and communities to
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create their own namespaces without threatening (by the
temptation to leverage) corporate namespaces.

In summary Groove integrates P2P sharing of files, Mi-
crosoft Office document revision tools, e-mail, and chat in
a single software package. (Given the nature of the soft-
ware and the integration of other tools Groove cannot be
classified as an application or communications software
alone.)

Tenix

Tenix has an explicit P2P basis. Tenix offers to bring P2P
to the corporate environment by adding a secure names-
pace and offering the option of storing files in a central
location. Tenix uses a public key infrastructure (PKI) to
allow corporations to verify users and create powers of
delegation.

By using a public key hierarchy Tenix creates a virtual
P2P network where users can identify themselves within
the cryptographically secure namespace. A review of the
PKI section will illustrate that one way to implement pub-
lic key systems is to create a set of trusted roots. These
roots then use cryptographic credentials to allow users in
the same PKI to verify themselves. A Tenix identity is a
single-user identity, in contrast to Groove where a Groove
identity is a role. (For example, Jean Camp is a single
identity while Professor Camp and Aunt Jean are distinct
professional and family roles.)

Tenix creates supernodes in the same conceptual model
as Kazaa.

Group membership, access control, and version in-
formation are stored on a central server. Tenix can be
installed with an ultrapeer to coordinate naming and re-
source location. Alternatively coordination can be pro-
vided by Tenix so that the organization can choose to
outsource and still leverage P2P systems.

Tenix is P2P in that it enables users to share resources,
but it can be installed so that the P2P options are not fully
utilized and the system a closed server architecture.

CONCLUSION

There are significant research issues with respect to digital
networked information, including problems of naming,
searching, organizing, and trusting information. Because
peer-to-peer systems required downloading and installing
code as well as providing others with access to the user’s
machine, the problem of trust is particularly acute. The
vast majority of users of peer-to-peer systems are individ-
uals who lack the expertise to examine code even when
the source code can be downloaded and read.

Peer-to-peer systems currently are at the same state as
the Web was in 1995. It is seen as an outlaw or marginal
technology. As with the Web, open source, and the Internet
itself the future of peer to peer is both in the community
and in the enterprise.

Peer-to-peer systems solve (with varying degrees of suc-
cess) the problem of sharing data in a heterogeneous net-
work. Just as no company is now without an intranet us-
ing Web technologies, in a decade no large enterprise will
be without technology that builds on today’s peer-to-peer
systems.

Peer-to-peer systems bring the naive user and the Win-
tel user onto the Internet as full participants. By vastly
simplifying the distribution of files, processing power,
and search capacity peer-to-peer systems offer the abil-
ity to solve coordination problems of digital connecti-
vity.

Peer-to-peer software is currently a topic of hot de-
bate. The owners of high-value commodity content be-
lieve themselves to be losing revenue to the users of peer-
to-peer systems. In theory all downloaded music may
be lost revenue. An equally strong theoretical argument
is that peer-to-peer systems now serve as a mechanism
for advertising, like radio play, so that music popular
on peer-to-peer networks is music that will be widely
purchased.

There are strong lobbying efforts to prohibit peer to
peer software. Some ISPs prohibit peer to peer software
by technical and policy means.

There is debate within as well as about the peering
community. By bundling software for ads, peer-to-peer
systems are creating innovative business models or alter-
natively committing crimes against users. In one case the
reselling of processing power by the software creators is
seen as an innovative way to support the peer-to-peer net-
work. From the other perspective the peers bring the value
to the community and bundled software illegitimately ex-
ploits that value. Thus some decry the bundled software
installed with P2P code as parasitic or spyware. Installing
advertising, software that records user actions, or soft-
ware that redirects affiliate programs is seen by users as a
violation of the implied agreement. (The implied contract
is that users share their own content and in return obtain
content provided by others.)

Press coverage of peer-to-peer systems today is not un-
like press coverage of early wireless users at the turn of the
last century, both admiring and concerned about radical
masters of frightening technology bent on a revolution.
In a decade or so, peer-to-peer systems within the enter-
prise will be as frightening and revolutionary as radio is
today. Yet without breakthroughs in the understanding of
trust in the network, peer to peer across administrative
domains may founder on the problems of trust and thus
become, like Usenet and gopher, footnotes for the histor-
ical scholar.
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GLOSSARY

Cluster A set of machines whose collective resources ap-
pear to the user as a single resource.

Consistency Information or system state shared by
multiple parties.

Domain name A mnemonic for locating computers.
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Domain name system The technical and political pro-
cess of assigning, using, and coordinating domain
names.

Front-end processor The first IBM front-end processor
enabled users to access multiple mainframe computers
from a single terminal.

Node A machine (sometimes a set of machines) that has
a single specific name.

Metadata Data about data, e.g., location, subject, or
value of data.

Persistent Information or state that remains reliably
available over time despite changes in the underlying
network.

Reliable The maintaining of a system’s performance as
awhole despite localized flaws or errors; e.g., file recov-
ery despite disk errors, file transmission despite partial
network failure; alternatively a system (particularly a
storage system) in which all failures are recoverable,
so that there is never long-term loss.

Scalable The idea that a system that works within a
small domain or for a small number of units will also
work for a number of units orders of magnitude larger.

Swarm A download of the same file from multiple
sources.

Servlet Software-integrating elements of client and
server software.

Top-level domain name The element of the domain
name that identifies the class and not the specific net-
work; early examples: edu and org.

Trusted The state of a component if the user is worse
off should the component fail, the component allows
actions that are otherwise impossible, i.e., it is en-
abling, and there is no way to obtain the desired im-
provement without accepting the risk of failure. (Note
that reliable systems do not require trust of a specific
component.)

UNIX A family of operating system used by minicom-
puters and servers, and increasingly on desktops; Linux
is a part of the UNIX family tree.

Virus A program fragment that attaches to a complete
program in order to damage the program, files on the
same machine, and/or infect other programs.

CROSS REFERENCES

See Client/Server Computing; Middleware; Web Services.
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INTRODUCTION

From its introduction to the programming community
in 1987, Perl has become today one of the most widely
known and used programming languages. Designed by
Larry Wall, and originally thought of as a natural enhance-
ment for the popular csh shell script notation of Unix, Perl
was at first primarily used for text manipulation. Its ma-
turity in the early 1990s coincided with the rise of the
Web, and it rapidly became the most popular program-
ming language for HTML form processing and other Web
development as well.

Perl has been called a “Swiss Army chainsaw” for its
plethora of features coupled with its considerable pro-
gramming power and flexibility. The common phrase
among hardened Perl programmers is “there’s more than
one way to do it.” Most programming goals can be
achieved in Perl in at least three ways, depending on
which language features and techniques the programmer
prefers to use. It is not uncommon for an experienced Perl
programmer to reach for the manual when reading code
written by another programmer. Perl has also been called
“duct tape for the Web,” emphasizing its utility for pro-
ducing applications, Web sites, and general program fixes
for a wide variety of problems and domains.

In this chapter we give a brief history of Perl, including
major events preceding Perl that set the historical stage for
it. We provide an overview of the language, including ex-
ample code to show how its features are used in practice.
We discuss Web site programming in Perl using the CGI
(Common Gateway Interface) standard and show several
database interface methods in Perl. We discuss the com-
munity of programmers that has grown up around Perl
and conclude with a presentation of several technologies
that are logical follow-ons to Perl.

A BRIEF HISTORY OF PERL

Perl grew out of the Unix programming community.
Though it did not formally appear until the late 1980s,
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the technical components and motivations for Perl were
developed in the two decades prior to that. Here are the
main events in the “genealogy” of Perl:

1969 Unix is created at Bell Labs

1977 awk is invented by Aho, Weinberger, and Kernighan
1978 “sh” shell is developed for Unix

1987 Perl is created

1995 (March) Perl 5.001 released, the most recent major
version,;

as of this writing, Perl version 5.8.0 is the newest down-
load at http://www.perl.com

The “Unix philosophy” of software construction, at
least in the early days of that operating system, was to
provide users with a large toolbox of useful “filters”—
programs that could do one small task well—and then
compose a larger program from the smaller ones. The
shell script notations sk and csh were the means by which
composition was done; sed, awk, tr, and other programs
were some of the more commonly used filters. Perl was
developed ostensibly to solve a problem in text process-
ing that awk was not good at and has continued to evolve
from there.

To summarize Perl completely and succinctly, we prob-
ably cannot do much better than this excerpt from the
original Unix help file:

Perl is (an) interpreted language optimized for
scanning arbitrary text files, extracting informa-
tion from those text files, and printing reports
based on that information. It’s also a good lan-
guage for many system management tasks. The
language is intended to be practical (easy to use,
efficient, complete) rather than beautiful (tiny,
elegant, minimal). It combines (in the author’s
opinion, anyway) some of the best features of C,
sed, awk, and sh, so people familiar with those
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languages should have little difficulty with it.
(Language historians will also note some vestiges
of csh, Pascal, and even BASIC|PLUS.) Expres-
sion syntax corresponds quite closely to C expres-
sion syntax. If you have a problem that would
ordinarily use sed or awk or sh, but it exceeds
their capabilities or must run a little faster, and
you don’t want to write the silly thing in C, then
perl may be for you. There are also translators to
turn your sed and awk scripts into perl scripts.
OK, enough hype.

Larry Wall is a trained linguist and this interest and
expertise shows in Perl. Here he summarizes the nature
and intent of his language and his design rationale:

When they first built the University of Cali-
fornia at Irvine campus, they just put the build-
ings in. They did not put any sidewalks, they
just planted grass. The next year, they came back
and built the sidewalks where the trails were
in the grass. Perl is that kind of a language.
It is not designed from first principles. Perl is
those sidewalks in the grass. Those trails that
were there before were the previous computer
languages that Perl has borrowed ideas from.
And Perl has unashamedly borrowed ideas from
many, many different languages. Those paths
can go diagonally. We want shortcuts. Some-
times we want to be able to do the orthogo-
nal thing, so Perl generally allows the orthogo-
nal approach also. But it also allows a certain
number of shortcuts, and being able to insert
those shortcuts is part of that evolutionary thing.

I don’t want to claim that this is the only way
to design a computer language, or that every-
one is going to actually enjoy a computer lan-
guage that is designed in this way. Obviously,
some people speak other languages. But Perl was
an experiment in trying to come up with not a
large language—not as large as English—but a
medium-sized language, and to try to see if, by
adding certain kinds of complexity from natu-
ral language, the expressiveness of the language
grew faster than the pain of using it. And, by and
large, I think that experiment has been success-
ful.

—Larry Wall, in Dr. Dobbs Journal, Feb. 1998

In its early versions, Perl was simple and much closer
to the scripting notations from which it grew. In later ver-
sions, as with many languages, Perl began to accumulate
features and facilities as advocates tried to make it more
general-purpose and keep it in step with object-oriented
language developments.

PERL LANGUAGE OVERVIEW

A discussion of the programming features and facilities of
Perl is in order before we present the areas in which Perl
can be applied. This will be an overview, not a tutorial, so
no attempt is made to provide an exhaustive or in-depth

treatment. Components of Perl that are unique or unusual
will be emphasized at the expense of features common to
many languages.

Perl is an interpreted language, meaning that a con-
trol program that understands the semantics of the lan-
guage and its components (the interpreter) executes pro-
gram components individually as they are encountered in
the control flow. Today this usually is done by first translat-
ing the source code into an intermediate representation—
called bytecode—and then interpreting the bytecode. In-
terpreted execution makes Perl flexible, convenient, and
fast for programming, with some penalty paid in execu-
tion speed.

Perl programs are often called scripts because of
its historical development as an extension of the Unix
command-level command scripting notations. A Perl
script consists of a series of declarations and statements
with interspersed comments. A declaration gives the in-
terpreter type information and reserves storage for data.
Each statement is a command that is recognized by the
Perl interpreter and executed. Every statement is usu-
ally terminated by a semicolon, and in keeping with most
modern syntax, white space between words is not signif-
icant. A comment begins with the # character and can
appear anywhere; everything from the # to the end of the
line is ignored by the Perl interpreter.

Though the Perl language proper does not have mul-
tiline (block) comments, the effect can be achieved using
POD (plain old documentation) directives that are ignored
by the interpreter. POD directives begin with an “=” and
can appear anywhere the interpreter expects a statement
to start. They allow various forms of documentation and
text markup to be embedded in Perl scripts and are meant
to be processed by separate POD tools. A block comment
can be made by opening it with a directive such as
"=comment" and ending it with "=cut". All lines in be-
tween are ignored.

Perl is considered by some to have convoluted and con-
fusing syntax; others consider this same syntax to be com-
pact, flexible, and elegant. Though the language has most
of the features one would expect in a “full service” pro-
gramming notation, Perl has become well known for its
capabilities in a few areas where it exceeds the capabilities
of most other languages. These include

String manipulation

File handling

Regular expressions and pattern matching
Flexible arrays (hashes, or associative arrays)

In the following sections we present the basics of core
language, with emphasis on the functions that Perl does
especially well.

Basic Data Types and Values

Perl provides three types of data for programmers to ma-
nipulate: scalar, array, and hash (associative array). Scalar
types are well known to most programmers, as is the ar-
ray type. The hash is less well known and one of the most
powerful aspects of Perl (along with pattern matching,
discussed later). Scalar values include integer, real, string,
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and boolean, with the expected operations available for
each. Variables do not have to be declared before use; the
first character indicates the type.

Scalars
Scalar variables have a leading “$”; for example, these are
all valid Perl scalar variables:

Sn SN $var28 Shello_World $_X S

Case matters in Perl, so the first two examples are dif-
ferent variables. The final variable “$_” is special, one of
many that the Perl interpreter will use by default in vari-
ous operations if the programmer does not indicate other-
wise. Any particular valid identifier can be used to desig-
nate a scalar, an array, and a hash. The leading character
determines which of the three types the variable has. For
example, here the identifier “name” is used to denote three
different variables:

Sname @name %name

The first is a scalar; the second is an array; the last is
a hash. All three can be used concurrently, as they denote
different storage areas. A variable of the type scalar can
contain any scalar value:

$vl = "good morning";
svl = 127;

The first assignment places a string value in the vari-
able. The second replaces the string with an integer value.
This is different from many strongly typed languages
(such as C++ and Java), where types are finely divided
into categories such as integer, real, string, and boolean.
In Perl these are values, but not types; Perl uses type dis-
tinction mainly to separate singular entities (scalar) from
collective entities (arrays and hashes).

String values are delimited with either single or double
quotes. Single-quoted literals are used exactly as written,
whereas double-quoted literals are subject to escape char-
acter and variable interpolation before the final value is
obtained. For example:

Snumer = 2;

Sstl = 'one fine S$numer day';
$st2 = "sSnumer fine day \n";
print S$st2;

print "$stl\n";
The output from this script is

2 fine day
one fine S$numer day

Four interpolations have taken place. In the second
line, the $numer appears to be a use of a variable, but
because the string is in single quotes the characters are
included as they appear. In the third line the string lit-
eral is in double quotes, so the variable name is replaced
with its current value (2) to produce the final string value;

the escape sequence “\n” also puts in a newline charac-
ter. The first print statement shows the result. The second
print shows two interpolations as well, as the string being
printed is in double quotes. The value in $st1 is interpo-
lated into the output string and then a newline is added
to the end. Even though $st1 has ' $numer' in its value,
this is not recursively interpolated when those characters
are put into the output string.

Context

Many of the operators in Perl will work on all three types,
with different results being produced depending on the
form of the operands. This polymorphism is known in Perl
as context. There are two major contexts: scalar and list.
Scalar context is further classified as numeric, string, or
boolean. Consider a scalar variable that is assigned an inte-
ger value. If the same variable is later used in a string con-
text (meaning operated on by a string function), the inte-
ger value is automatically treated as a string of ASCII char-
acters representing the digits of the integer. For example:

Svl = 127;

Svl = $vl . ", and more !!";
print $vl, "\n";

Svl = 127;

print $vl + " 151 ", "\n";

print $vl + ", and more !!", "\n";

The output from these statements is

127, and more !!
278
127

The “.” operator in the second assignment performs
string concatenation, making the expression have string
context; the interpreter therefore treats the value of $v
as an ASCII string of digits, not as an integer. Because
integers and strings are both scalars, we can store the re-
sulting string value back into $v, which previously held
an integer value. The "+" in the second print is an arith-
metic operator, giving that expression numeric context;
the interpreter converts the string "151" to the obvious
integer value for addition. The final print is also a numeric
context, but there is no obvious valid integer value for the
string," and more !!"soazeroisused fortheaddition.

Arrays

Use of array variables in expressions can cause some con-
fusion. In fact, Perl’s somewhat convoluted syntax is one
of the main complaints against the language. (“It’s the
magic that counts,” quipped Larry Wall on one occasion,
when this feature of the syntax was publicly noted.) When
an array is manipulated collectively, the leading “@” nota-
tion is used:

@A = ("hi", "low", 17, 2.14159, "medium");
@A = @B;
print "$B[1] \n";

This code fragment outputs “low” on one line. The first
statement creates an array A by assigning the members of
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the list to consecutive array elements; the second line then
sets another array B to have all the same values. Finally, it
prints the second element from B (array indexes start at
0 in Perl). Arrays contain scalars as elements, so integer,
real, boolean, and string values can be stored in the same
array. Note also that when individual elements in an ar-
ray are manipulated, the scalar notation “$” is used; the
reasoning is that the element itself is not an array, but a
scalar. Using this notation, individual array elements can
be given values via assignment.

Array references can be used anywhere a scalar can
be, such as in a subscript expression. If an array subscript
expression produces a scalar that is not an integer (such as
string or real) Perl converts it to some reasonable integer
interpretation:

SA[0] 72;

SA[4] "moderate exercise";
$A[$1] = S$BISII;

print "SA[SA[3]]1\n";

Here the last line produces “17” on one line. The inner
expression evaluates to 2.14159; to use this as a subscript
Perl takes the integer part. Thus, it prints $A[21, which is
the scalar 17.

Hashes

Hashes (associative arrays) have elements that are in-
dexed by any scalar (usually strings) rather than by integer
value:

Sassoc{"first"} = 37;
Sassoc{'second'} = 82;
Sassoc{"third"} = "3_rd";

Syntactically, subscripts are delimited with curly
braces rather than brackets, and string constants used for
subscripts can be delimited with single or double quotes.
Elements are retrieved from an associative array in simi-
lar fashion:

Sstr = "first";
SN = Sassoc{$str};
print "Sassoc{'second'} - SN \n";

print %assoc, "\n";
The output from this segment is

82 - 37
first37third3_rdsecond82

The last line shows that accessing the entire asso-
ciative array is possible with the leading “%,” and that
when printed this way, the output shows up as (index,
value) pairs in arbitrary order (determined by the inter-
preter). Note also in the next to last line that scalar vari-
ables can appear inside strings; they are interpolated, that
is, replaced by their values in the value of the string.

Input/output is discussed in more detail later.

Basic Operations

Scalar

Scalar values can be manipulated by the common opera-
tors we would expect of a modern programming language.
Numbers have arithmetic operations and logical com-
parisons, autoincrement and decrement (++ and —-),
and operator assignments (+ =, — =, * =). Strings have
lexical comparison operations, as well as concatenation,
truncation, substring extraction and indexing operations.
Booleans have the expected logical operators, and the con-
junction (&&) and disjunction (||) are evaluated clause by
clause and will short-circuit as soon as the final expression
value can be determined.

Array

Perl has the expected assignment and referencing opera-
tors for arrays; it also provides subrange operators to use
part of an array. $#arr3 will give you the scalar value
that is the last index used in array @arr3; because Perl
indexes arrays from 0, $#arr3 + 1 will give the array
length. Several predefined functions allow a programmer
to use arrays as implementations of other data abstrac-
tions. For example, push(@ar7, $elt), and pop(@arr7) will
treat the array @arr7 as a stack; reverse, sort, shift, join,
splice, and map are other predefined functions on arrays.

Hash (Associative Array)

Hashes have assignment and multiassignment to create
attribute/value pairs and have array referencing via scalar
subscripts (usually strings) to retrieve the value associated
with an attribute. Most other operations are provided as
functions on the array name. For example, keys (%aa2)
will return a list of the subscript strings for which there are
values in the hash aa2. Other such operations are values,
each, and delete.

Control Flow

Aside from syntactic differences, Perl has much the same
while, until, and for loop structures most programming
languages have. In keeping with the stated goal of be-
ing flexible and not limiting, however, Perl allows several
forms of limited jumps within the context of loops that
many other languages do not.

If/elsif/else

The traditional if/then/else conditional statement is al-
tered a bit in Perl. There is no then keyword required on
the true clause, and following that may be nothing, an
else clause, or an elsif clauses. An elsif clause flattens the
decision tree that would otherwise be formed by having
another if/else as the body of an else clause. Perl lacks a
case statement, so the elsif functions in this capacity, as
in this example:

if ($thresh < 10) {
# ... the 'then' block of the
conditional
} elsif ($Sthresh < 20) {
# the next block in the decision tree
} elsif (Sthresh < 40) {
# and the next
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} else {
# the final clause catches what falls
through

The negation shorthand unless(exp) can be used for if
(lexp) in all contexts where the if keyword is valid.

Expressions and Do Blocks

In Perl, statements are viewed as expressions, and execut-
ing a statement produces a value for that expression. Ev-
ery value can also, by convention, be interpreted as a truth
value. Any empty string, the number 0, and the string “0”
are all treated as “false”; other values are treated as “true”
(with a few exceptions). For example, executing the as-
signment $a = 27 has the effect of setting the value of
variable $a, but it also produces the value 27 as the result
of the expression. If this expression were used in a con-
text where a Boolean was needed, then the 27 would be
interpreted as “true”:

Sa = $b = 27; # assigns 27 to both
variables,

# since the first
assignment to $b
produces 27 as its value

print "val: ", ($a = $b = 27), "\n";

if (Sa = 27) {# assignment to Sa...
illustration only, not good style
print "it was true \n";

} else {
print "it was false \n";

}

if ($a = 0) {# another assignment to S$a
print "it was true \n";

} else {
print "it was false \n";

This code fragment produces this output:

val: 27
It was true
It was false

A do {BLOCK} statement simply executes the code
within the statement block and returns the value of the
last expression in the block. We can use this feature com-
bined with statement values to produce an alternate form
of conditional. The following two statements are equiva-
lent:

(Sthresh < 125) && do {print "it passed
\n";};
if ($thresh < 125) {print "it passed \n";};

In the first form we also make use of the fact that Perl
will evaluate the clauses of a logical conjunction one at
a time, left to right, and stop if one should evaluate to
false. In this case, should the boolean comparison fail,
the second clause of the conjunction (the one with the
printing) will not be attempted.

Loop Structures

Looping in Perl is done with variants of the while, the do,
and the for structures. The while structure is equivalent
to that of Java, C, or C++. The loop body block executes
as long as the controlling expression remains true. The
until(expnB) structure is functionally equivalent to
while(! expnB):

while ($d < 37) {$d++; S$sum += $d;}
until ($d >= 37) {sd++; $sum += $d;}

The do/while and do/until structures work similarly to
the while structure, except that the code is executed at
least once before the condition is checked.

do {$d++; S$sum += $d;} while ($d < 37);
do {$d++; S$sum += $d;} until (sd >= 37);

The for structure works similarly to those of C, C++,
or Java and is really syntactic sugar for a specific type
of while statement. More interesting is the foreach loop,
which is specifically designed for systematic processing
of Perl’s native data types. The foreach structure takes a
scalar, a list, and a block and executes the block of code,
setting the scalar to each value in the list, one at a time.
Thus the foreach loop is a form of iterator, giving access
to every element of some controlling collection. Consider
this example:

my @collection = ("first", "second",
"third", "fourth");

foreach $item (@collection) {print
"$Sitem\n";}

This will print out each item in collection on a line
by itself. We are permitted to declare the scalar variable
directly within the foreach, and its scope is the extent of
the loop. Perl programmers find the foreach loop to be one
of the most useful structures in the language.

last Operator

The last operator, as well as the next operator that follows,
applies only to loop control structures. These operators
cause execution to jump from where they occur to some
other position, defined with respect to the block structure
of the encompassing control structure. Thus, they func-
tion as limited forms of goto. Last causes control to jump
from where it occurs to the first statement following the
enclosing block. For example:

$d = 2;

while ($sd++) {
if ($d >= 37) { last;}
Ssum += $d;

}

# last jumps to here

next operator
The next operator is similar to last except that execution
jumps to the end of the block, but remains inside the block,
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rather than exiting it. Thus, iteration continues normally.
For example:

while ($d < 37) {

Sd++;
if (($d%5)==1 ) { next};
Ssum += $d;

# next jumps to here

Jumps can be made from inner nested loops to points
in outer loops by labeling the loops, and using the appro-
priate label after the last and next. We can now combine
several of these features to give another way to “fake” the
case statement shown previously as a decision tree with
if / elseif /else:

CASE: {
(Sthresh < 10) && do {
# the ‘'then’ block of the conditional
last CASE; }
(Sthresh < 20) && do {
# the next block in the
decision tree
last CASE; }
($thresh < 40) && do {
# and the next...
last CASE; }
# the final clause here catches what
falls through
} # end of CASE block

As we mentioned earlier, there is always more than one
way to do things in Perl.

Subroutines

A subprogram in Perl is often called a function, but
we shall use the term subroutine here to distinguish
programmer-defined structures from the built-in func-
tions of Perl. A subroutine is invoked within the context
of some expression. In early versions of Perl, an amper-
sand (&) was placed before the subroutine name to de-
note invocation; current versions allow invocation with-
out it as well. If the subroutine takes arguments, they
are placed within parentheses following the name of the
subroutine.

&aSubProg () ;
bSubProg () ;
cSubProg ($ar3, Stemp5, @ARY);

Control is transferred to the code of the subroutine def-
inition, and transfers back either when the end of the sub-
routine code is reached, or an explicit return()statement
is executed in the subroutine body.

The subroutine definition is marked by the keyword
sub followed by the name of the subroutine, without an
ampersand prefix. A block of code for the subroutinebody

follows, enclosed in curly braces; this is executed when
the subroutine is called.

sub aSubProg {
stmt_1;
stmt_2;
$a = $b + S$c;

The value returned by a Perl subroutine is the value
of the last expression evaluated in the subroutine. In this
example, aSubProg will return the value $a has at the time
when the subroutine ends. Functions such as print return
values of 0 or 1, indicating failure or success.

Arguments are enclosed in parentheses following the
name of the subroutine during invocation; thus, they
constitute a list. They are available within the subrou-
tine definition block through @_ the predefined (list)
variable:

aSubProg ($a, "Literal_string", $b);

sub aSubProg {
foreach $temp(@_) { print "Stemp \n"; }

Any variables defined within the body of a Perl pro-
gram are available inside a Perl subroutine as global vari-
ables. Consequently, Perl provides an explicit scope oper-
ator (my) that can be used to limit the visibility of vari-
ables and protect globals from inadvertent side effects.
Similarly, these locals will not be visible outside the sub-
routine. Local variables are, by convention, defined at the
top of a Perl subroutine:

aFunc ($a, $b);
sub aFunc {
my (SaLocal, S$bLocal);
SaLocal = $_[0]; # @_ is used $_[i] for
individual arguments
$bLocal = $_[1];

$aLocal and $bLocal will have the same values inside
the subroutine as $a and $b have at the time it is invoked.
Changes to either local variable inside the function, how-
ever, will not affect the values of $a or $b.

Built-In Functions and System Operations

Perl offers a rich selection of built-in functions as part of
the standard interpreter. These include mathematical op-
erations (such as abs, sin, sqrt, log); list manipulation op-
erations (such as join, reverse, sort); array manipulation
operations (such as push, pop, shift); string manipulation
operations (such as chop, index, length, substr, pack, re-
verse); and myriad operating system functions reflecting
Perl’s Unix birthright.

Because one of the reasons for the creation of Perl was
to give Unix programmers more expressive power and
convenience, the language provides several mechanisms
for invocating operating system services from executing
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scripts. The most general method is the system function:
SretVal = system("pwd") ;

In this example, the Perl interpreter uses the sys-
tem command to get the underlying operating system
to execute the Unix “pwd” command. The result of the
command appears on STDOUT just as it would if it were
done from the command line; the return value, in this
case, is an indicator of success or failure. Often program-
mers want to capture the output of a system command for
inclusion in the executing script. This is accomplished by
enclosing the command in backward single quotes, often

called “backticks”:

$dir = 'pwd';
print "the current directory is $dir \n";

Many other operating system (specifically, Unix) ma-
nipulations are available in Perl via built-in functions. The
chdir function allows a Perl script to alter the default direc-
tory in which it finds its files while executing; the opendir,
readdir, and closedir functions allow a Perl script to obtain
directory listings; mkdir and rmdir allow a script to create
and delete directories; rename and chmod allow a script to
rename a file and change its access permissions. All these
capabilities exist because Perl was originally designed to
make it easy for system managers to write programs to
manipulate the operating system and user file spaces.

Functions exec, fork, wait, and exit allow scripts to cre-
ate and manage child processes. Perl provides a means of
connecting a running process with a file handle, allowing
information to be sent to the process as input using print
statements, or allowing the process to generate informa-
tion to be read as if it were coming from a file. We illustrate
these features in the section Network Programming in Perl.

Regular Expressions and Pattern Matching

Perhaps the most useful, powerful, and recognizably Perl-
ish aspect of Perl is its pattern-matching facilities and the

rich and succinct text manipulations they make possible.
Given a pattern and a string in which to search for that pat-
tern, several operators in Perl will determine whether—
and if so, where—the pattern occurs. The pattern descrip-
tions themselves are called regular expressions. In addition
to providing a general mechanism for evaluating regular
expressions, Perl provides several operators that perform
various manipulations on strings based upon the results
of a pattern match.

Regular Expression Syntax

Patterns in Perl are expressed as regular expressions, and
they come to the language through its Unix awk heritage.
Because regular expressions are well understood from
many areas of computing, we will not give an involved
introduction to them here. Rather, we will simply use Perl
examples to give an idea of the text processing power they
give the language.

By default, regular expressions are strings that are de-
limited by slashes, e.g., /rooster/. This delimiter can be
changed, but we will use it for the examples. By default,
the string that will be searched is in the variable $_. One
can apply the expression to other strings and string vari-
ables, as will be explained below.

The simplest form of pattern is a literal string. For ex-
ample:

if (/chicken/)
$_\n";}

{print "chicken found in

The “/” delimiters appearing alone denote a default ap-
plication of the match operator. Thus this code fragment
searches in the default variable $_ for a match to the literal
“chicken,” returning true if found. In addition to includ-
ing literal characters, expressions can contain categories
of characters. They can specify specific sequences with
arbitrary intervening strings; they can specify matches at
the beginning or end; they can specify exact matches, or
matches that ignore character case. Examples of these
uses include:

or length zero or more

/.at/ # matches "cat," "bat," but not "at"

/ [aeiou]/ # matches a single character from the set of vowels
/[0-91/ # matches any single numeric digit

/\d/ # digits, a shorthand for the previous pattern
/[0-9a-zA-Z]*/ # matches a string of alphanumeric characters,

/\w/ # words, a shorthand for the previous pattern
/17~0-91/ # not a digit

/c*mp/ # any number of c's followed by mp

/a+t/ # one or more a's followed by t

/art/ # zero or one a followed by t

/a{2,4}t/ # between 2 and 4 a's followed by t

/k{43}/ # exactly 43 occurrence of "k"

/(pi)+(sq)*/ # strings with one or more "pi" pairs followed by zero or more "sq" pairs
/~on/ # match at start: "on the corner" but not "Meet Jon"
/on$/ # match at end: "Meet Jon" but not "on the corner"
/cat/1 # ignore case, matches "cat", "CAT", "Cat",

SA =~/pong/
<STDIN> =~/b.r+/

# which matches bar, bnr,

etc.

# does the content of string variable $SA contain "pong"?
# does the next line of input contain this pattern
bor,

brrr, burrrrrr, etc.
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Pattern matching is greedy, meaning that if a pattern
can be found at more than one place in the string, the
leftmost instance is returned; if there are overlapping left-
most instances, the longest match will be identified.

String Manipulation

Regular expression operators include a regular expression
as an argument but instead of just looking for the pattern
and returning a truth value, as in the examples above, they
perform some action on the string, such as replacing the
matched portion with a specified substring (like the well-
known “find and replace” commands in word processing
programs). The simplest is the “m” operator, the explicit
match. In the following example, a string is searched for
the substring “now” (ignoring character case); the match
operator return value is interpreted as a Boolean for con-
trol of the conditional:

my (Stext) = "Now is the time, now seize
the day";

if (Stext =~ m/now/i) {print "yep, got
it\n";}

if (Stext =~ /now/i) {print "yep, got

it\n";} # equivalent form, no "m"

In general, in invoking the match operator the “m” is
usually omitted, as illustrated in the third line above. If
a pattern is given with no explicit leading operator, the
match operator is employed by default. Though we do
not extract or use the matching substring in this example,
the operator actually matches on the first three characters
“Now” because of the ignore case option.

The substitution operator “s” looks for the specified
pattern and replaces it with the specified string. By de-
fault, it does this for only the first occurrence found in
the string. Appending a “g” to the end of the expression
causes global replacement of all occurrences.

s/cat/dog/ # replaces first "cat" with
"dog" in the default variable $_

s/cat/dog/gi # same thing, but applies
to "CAT", "Cat" everywhere in $_

SA =~ g/cat/dog/ # substitution on the
string in $A rather than the default $_

The split function searches for all occurrences of a pat-
tern in a specified string and returns the pieces that were
separated by the pattern occurrences as a list. If no string
is specified, the operator is applied to $_.

SaStr = "All category";

@a = split(/cat/, $aStr); # al[l] is "All "
and a[2] is "egory"

@a = split(/cat/); # this split
happens on the string in default $_

The join function performs the opposite of a split, as-
sembling the strings of a list into a single string with a
separator (the first argument) placed between each part:

$a = jOiI’l(":", l|catll, l|birdl|, l|dogl|);
# returns "cat:bird:dog"

Sa = join("", "con", "catenate");
# returns "concatentate"

Sa = "con". "catenate"; # $a gets the value
"concatentate"

@ar = (I|nowll , "iS" , " the n , |ltime |l) ;

$a = join "", @ar; # $a gets the

value "nowisthetime"

In the second line above, where the separator is no
character at all, the effect of the join is the same as using
Perl’s concatentation operator, as shown in the third line.
The added power of join is that it will operate on all ele-
ments of a list without them being explicitly enumerated,
as illustrated in the fourth and fifth lines.

Pattern Memory

The portion of the string that matches a pattern can be
assigned to a variable for use later in the statement or in
subsequent statements. This feature is triggered by plac-
ing the portions of a pattern to be remembered in paren-
theses. When used in the same statement or pattern, the
matched segment will be available in the variables \1,
\2, \3, etc. in the order their targets occur. Beyond the
scope of the statement, these stored segments are avail-
able in the variables $1, $2, $3, etc. as well as contex-
tually. Other matching information available in variables
include $&, the sequence that matched; $', everything in
the string up to the match; and $ ', everything in the string
beyond the match.

For example, the following program separates the file
name from the directory path in a Unix-style path name.
It works by exploiting Perl’s greedy matching, along with
the pattern memories:

my (Stext) = "/tmp/subsysA/user5/fyle-zzz";
my ($directory, S$filename) = $Stext =~ m/
(.*\/) (.*)$/;

print "D=$directory, F=$filename\n";

The pattern finds the last occurrence of “/” in the target
string so that the Unix directory can be split out from the
file name. The first set of parentheses saves this directory
substring, and the second set captures the file name. The
assignment after the match on $text stores both pattern
memories by positional order into the variables $direc-
tory and $filename. Here is another example using the
\1 and $1 memory notations:

SA = "crave cravats";
SA =~ s/c(.*)v(a.)*s/b\1\2e/;
# \1 is "rave cra" and \2 is "at"
print "S$A\n";
print "$1\n";
print "s$2\n";

The output from this code fragment is
brave craate

rave cra
at
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The substitute operator in the second line performs the
match by first finding the longest string of characters be-
tween the “c” and “v” and saving it in the \1 memory. It
then finds the longest string of “a” followed by any single
character in the rest, and saves that in the \2 memory.
Once matched, the replacement string is formed by con-
catenating the memories, adding a “b” at the front, and
adding an “e” at the end. The last two lines show that the
string parts that matched the pattern parts are still avail-
able after the match for as long as the variables $1 and $2

are not overwritten.

Input/Output and File Handling

File handling is another area where Perl makes life easy
for the programmer. The basic file manipulation opera-
tors, coupled with array capabilities, make creating in-
ternal structures out of text input succinct and efficient.
Files are accessed within a Perl program through filehan-
dles, which are bound to a specific file through an open
statement. By convention, Perl filehandle names are writ-
ten in all uppercase, to differentiate them from keywords
and function names. For example:

open (INPUT, "index.html");

associates the file named “index.html” with the filehandle
INPUT. In this case, the file is opened for read access.
It may also be opened for write access and for update
(appending) by preceding the filename with appropriate
symbols:

open (INPUT, ">index.html");
write

open (INPUT, ">>index.html");
appending

# opens for

# opens for

Because Perl will continue operating regardless of
whether a file open is successful or not, we need to test
the success of an open statement. Like other Perl con-
structs, the open statement returns a true or false value.
Thus, one common way to test the success of the open and
take appropriate action is to combine the lazy evaluation
of logical or with a die clause, which prints a message to
STDERR and terminates execution:

open (INPUT, "index.html") || die "Error
opening file index.html ";

Files are closed implicitly when a script ends, but they
also may be closed explicitly:

close (INPUT) ;

Perl provides default access to the keyboard, terminal
screen, and error log with predefined filehandles STDIN,
STDOUT, and STDERR; these handles will be automati-
cally available whenever a script is executed. Once opened
and associated with a filehandle, a file can be read with the
diamond operator (<>), which can appear in a variety of
constructs. STDIN is most commonly accessed this way.
When placed in a scalar context, the diamond operator

returns the next line; when place in an array context, it
returns the entire file, one line per item in the array. For
example:

Sa <STDIN>; # returns next line in file
@a = <STDIN>; # returns entire file

STDOUT is the default file accessed through a print
statement. STDERR is the file used by the system to which
it writes error messages; it is usually mapped to the ter-
minal display. Here is an example that reads an entire file
from STDIN, line-by-line, and echos each line to STDOUT
with line numbering:

Slnum = 0;
while (<STDIN>) { # read one line at a time
until EOF
# in this case, the
default variable $_
receives the line
chomp; # remove line-ending

character (newline here)
# again, it operates on $_
automatically
Slnum++; # auto-increment operator
on line counter
print "$lnum: $_\n"; # print the line
read, using default $_

This shows one of the many Perl conveniences. In
many contexts, if no scalar variable is indicated, an op-
eration will give a value to a variable named ‘$_, the de-
fault scalar variable. This is in keeping with Perl’s design
philosophy of making it very easy to do common tasks.
We could also have omitted the filehandle STDIN and
simply have written “while (<>)”; the diamond opera-
tor will operate on STDIN by default if given no filehandle
explicitly.

Once a file has been opened for either write or update
access, data can be sent to that file through the print func-
tion. A print with no filehandle operates on STDOUT by
default. For example:

print OUTPUT "Snext \n"; # to a file opened
with handle OUTPUT

print "this statement works on STDOUT
by default\n";

In many circumstances the actions taken by a Perl pro-
gram should take into account attributes of a file, such as
whether or not it currently exists, or whether it has con-
tent. A number of tests can be performed on files through
file test operators. For example, to check for file existence
use the —e test:

if (-e "someFile.txt") {
open (AFYLE, "someFile.txt") || die "not
able to open file";
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Using different characters, many other attributes can
be tested including if a file is readable, writable, exe-
cutable, or owned by certain users, if it is text or binary, if
it is a directory or symbolic link, or if it is empty, to name
a few.

There’s More Than One Way To Do It

In concluding this section we again illustrate the famous
Perl adage, this time with file open statements. Here are
several examples of conditional expressions for safely
opening files and trapping errors.

SaFile = "foo.txt";

if (!'open(fh, $aFile)) {die "(a) Can't open
SaFile: $!";}

open (fh, $aFile) ? " : die "(d) Can't open
SaFile: $!";

die "(b) Can't open SaFile:
S!" unless open(fh, SaFile);

open (fh, saFile) || die "(c) Can't open
SaFile: s$!";

The last four lines all do the same thing.

Other Perl Features

Perl has several other features and capabilities that have
found their way into the language as it evolved. These
later features tend to be capabilities that programmers
found useful in other languages and desired to have in
Perl. In particular, Perl version 5 introduced classes, ob-
jects, and references (or pointers) into a language that was
previously a more traditional Unix scripting notation “on
steroids.” Because they do not greatly enhance Perl’s ca-
pabilities in the areas for which it has proven especially
superior (text processing, file handling, string matching,
OS interactions) we will not go into them in detail. Some
programmers even consider these additions to aggravate
the already difficult task of reading Perl code. These fea-
tures are not unimportant aspects of the language; they
are simply well beyond the original domains of expertise
and applicability for which Perl was developed. As such,
they represent the natural end to which languages tend to
evolve as they gain popularity—something of everything
for everyone.

Perl has many more sophisticated capabilities. Ac-
cess to the interpreter is available to an executing script
through the eval function, allowing a program to create
and then run new code dynamically. Symbol tables can
be accessed and manipulated directly with Perl typeglobs.
Function closures can be created (as in many functional
languages) allowing subroutines to be packaged dynami-
cally with their data and passed back from a function call
as a reference for execution later. Packages and modules
provide encapsulation and namespace control. The later
versions of Perl even support concurrent computations
with a thread model.

We refer the reader to the texts cited in For More Infor-
mation for thorough presentations of all these topics.

PUTTING IT ALL TOGETHER:

SAMPLE PROGRAMS
First Example: Text Processing

Here is a Perl script that will take as input a file called
“foo.txt” and produce as output a file called “bar.txt”; lines
in input will be copied to output, except for the following
transformations:

any line with the string “IgNore” in it will not go to output

any line with the string “#” in it will have that character
and all characters after it, to end of line, removed

any string “*DATE*” will be replaced by the current date
in output

One program to do this is as follows:

#!/usr/local/bin/perl

$infile = "foo.txt";

Soutfile = "bar.txt";

Sscrapfile = "baz.txt";

open (INF",<$infile") || die "Can't open
Sinfile for reading";

open (OUTF",>soutfile") || die "Can't open
Soutfile for writing";

open (SCRAPS",>$scrapfile") || die "Can't
open S$scrapfile for writing";

chop ($Sdate = 'date'); # run system command,
remove the newline at the end

foreach $line (<INF>) {

if ($line =~ /IgNore/) {
print SCRAPS $line;
next;

}

$line =~ s/\*DATE\*/$date/g;

if (sline =~ /\#/) {
@parts = split ("#", S$line);
print OUTF "$parts[0]\n";
print SCRAPS "#". @parts[l..S$S#parts];
# range of elements
} else {
print OUTF S$line;

}
close INF; close OUTF; close SCRAPS;

In keeping with the Perl adage that there’s more than
one way to do things, here is an alternative way to write
the foreach loop; this one uses the implicit $_ variable for
pattern matching:

# this version uses the implicitly defines
$_ wvariable
foreach (<INF>) {
if ( /IgNore/ ) {
print SCRAPS;
next;
}
s/\*DATE\*/sdate/g;
if (/\#/ ) {
@parts = split ("#");
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print OUTF "$parts[0]\n";
print SCRAPS "#". @parts[l..S#parts];

# range of elements
} else {

print OUTF;
}

}

And finally, a third version, using boolean and condi-
tional expressions in place of if-else statements:

# this version uses boolean interpretation
of expressions as

# substitution for if clauses in previous

versions
foreach (<INF>) {
/IgNore/ && do {print SCRAPS; next};
s/\*DATE\*/$date/g;
/#/ ? do {
@parts = split ("#");

print OUTF "S$parts[0]\n";
print SCRAPS "#". @parts[l..S#parts];
# range of elements

do {
print OUTF;

A Simpler, More Sophisticated Example

Consider this problem: take an input file and produce an
output file which is a copy of the input with any duplicate
input lines removed. Here is a first solution:

#!/usr/local/bin/perl
foreach (<STDIN>) {print unless S$seen
{$_}++;1}

This is, of course, exactly why so many like Perl so fer-
vently. A task that would take many lines of C code can be
done in Perl with a few lines, thanks to the sophisticated
text handling facilities built into the language. In this so-
lution, we are reading and writing standard input and out-
put; in Unix we supply specific file names for these streams
when the program it is invoked from the command line,
like this:

second.pl <foo.txt >bar.txt
Here is a second solution:

#!/usr/local/bin/perl

# this version prints out the unique lines
in a file, but the order

# is not guaranteed to be the same as they
appear in the file

foreach (<>) {Sunique{$S_} = 1;}

print keys (%unique); # values (%$unique)
is the other half

PERL

And a third solution:

#!/usr/local/bin/perl
# this version eliminates duplicate lines

# and prints them out in arbitrary order

# also tells how many time each line was
seen

# oh, and it sorts the lines in alpha order

foreach (<>) {Sunique{$_} += 1;}

foreach (sort keys (%unique)) {
print " (Sunique{S$_}):S_";

}

This last example shows the considerable power and
terseness of Perl. In essentially four lines of code, we fil-
ter a file to remove duplicate lines, report a count of how
many times each unique line appeared in the original in-
put, and print the unique lines sorted in alphabetic order.
All the facilities used in this program are part of the stan-
dard Perl language definition. It does not depend on any
user-supplied routines or libraries.

Directory Information Processing

This example shows more complicated use of pattern
memories in text processing. The script reads standard
input, which will be piped test from a Linux dir command
(directory). It writes to standard out, and produces an exe-
cutable script (in csh notation) that copies every file older
than 11/01/93 to a directory called \ancient. The input
looks like this:

<DIR> 12-18-97 11:14a

.. <DIR> 12-18-97 11:14a ..
INDEX HTM 3,214 02-06-98 3:12p index.htm
CONTACT HTM 7,658 12-24-97 5:13p contact.htm
PIX <DIR> 12-18-97 11:14a pix
FIG12 GIF 898 06-02-97 3:14p figl2.gif
README TXT 2,113 12-24-97 5:13p readme.txt
ACCESS LOG 12,715 12-24-97 5:24p ACCESS.LOG
ORDER EXE 77,339 12-24-97 5:13p order.exe

6 file(s) 103,937 bytes

3 dir(s) 42,378,420 bytes free

The Perl solution uses regular expressions, pattern
matching, and pattern memories:

my StotByte = 0;
while (<>){
my ($line) = $_;
chomp ($1ine) ;
if($line !~ /<DIR>/) { # we don't want to

process directory lines
# dates is column 28 and the filename
is column 44
if ($line =~ /.{28} (\d\d)-(\d\d)
-(\a\d) . {8} (.+)s/) {

my (Sfilename) = $4;
my ($yymmdd) = "$3$1$2";
if (Syymmdd 1t "931101") {

print "copy $filename \ \
ancient\n";}}
if ($line =~ /.{12}((\d |[|.,)
{14}) \d\d-\d\a-\a\d/) ¢
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my (Sbytecount) = $1;
Sbytecount =~ s/,//; # delete
commas

StotByte += $bytecount;

}
print STDERR "S$totByte bytes are in this
directory.\n";

In the first match, the variables $1, $2, $3, and $4
are the pattern memories corresponding to the paren-
thesis sets. The first three are reassembled into a yym-
mdd date string which can be compared with the con-
stant “971222.” The fourth holds the filename that will be
copied to the \ancient directory. As a side effect of pro-
cessing the directory listing, we set up an accumulator
and extract a cumulative byte count. This is done with a
second match on the same input line, as well as a sub-
stitution operation to remove commas from the numbers
found.

NETWORK PROGRAMMING IN PERL

The World Wide Web is the most widely known Inter-
net application. Many Web sites provide more than static
HTML pages. Instead, they collect and process data or
provide some sort of computational service to browsers.
For example, several companies operate Web sites that al-
low a user to enter personal income and expense informa-
tion, and will then not only compute income tax returns
online but also electronically file them with the IRS. There
are numerous technical ways to provide this processing
horsepower to a Web site (e.g., Microsoft’s Active Server
Pages, JavaScript, C/C++/C# programs, etc.) but Perl is
the most widespread and popular of these options. In this
section we look at how Perl scripts can provide communi-
cations between Web browsers and servers, and how they
can make use of databases for persistent storage. We also
discuss some of Perl’s capabilities for interprocess com-
munication and network computations.

Web and network programming is not usually done
from scratch, but rather by reusing excellent Perl modules
written by other programmers to encapsulate details and
provide abstractions of the various domain entities and
services. We begin with a discussion of the Comprehen-
sive Perl Archive Network (CPAN), the Perl community’s
repository for these freely shared modules.

Perl Modules and CPAN

CPAN is a large collection of Perl code and documenta-
tion that has been donated by developers to the greater
Perl programming community. It is accessed on the Web
at http://www.cpan.org and contains many modules that
have become de facto standards for common Perl scripting
tasks. In addition to programmer-contributed modules,
the source code for the standard Perl distribution can be
found there. In the words of Larry Wall in Programming
Perl, “If it’s written in Perl, and it’s helpful and free, it’s
probably on CPAN.”

Modules

The module is the main mechanism for code reuse in Perl.
A module is a package (protected namespace) declared in
a file that has “.pm” as its filename extension; the pack-
age, module, and file have the same name. The author of
a module defines which names within it are to be made
available to outside Perl programs. This is done through
the Export module. To incorporate the variables, subrou-
tines, and objects of a module into a program, the use
statement is employed:

use JacksCode; # in which a variable
Sjackrabbit is declared

print "$jackrabbit \n";

print "$JacksCode: :jackrabbit \n";

In this example, the use statement requests access to
all names that are exported from the module “JacksCode,”
which the interpreter will expect to find in a file named
“JacksCode.pm” someplace on its search path. If this mod-
ule declares a variable named “$jackrabbit” then the
last two lines do the same thing. A variable name imported
from a module need no longer be fully qualified with the
module name. There are several alternate forms of the use
statement that give finer-grained control over which of the
exported names are imported.

Many of the modules most commonly used by pro-
grammers come as part of the standard Perl distribution.
CPAN contains dozens of others, including:

CGI, HTML, HTTP, LWP, Apache module families for
Web server scripts

POSIX for Unix-programming compatibility

Net::FTP, Net::DNS, Net::TCP, Net::SMTP, Net::IMAP,
and many other for dozens of protocols

Math::BigInt, Math::Trig, Math::Polynomial, Statistics
and dozens more supporting various forms of mathe-
matical structures and functions

List, Set, Heap, Graph module families giving common
abstract data types

Date, Time, Calendar module families

Language::ML, Language::Prolog, C::DynalLib,
Python, Java, and other language interfaces

PostScript, Font, PDF, XML, RTF, Tex, SQL module
families for documents

PGP, DES, Crypt, Authen module families for encryption
and security

As enjoyable as Perl programmers find their craft to be,
no one wants to spend time rewriting code someone else
has already done well. CPAN is the result of an enthusias-
tic community effort to leverage success.

Web Server Scripts with CGI

When a Web page contains fill-out forms, or has some
other computational behavior required, there are several
ways to provide the processing needed on the Web server
side of the transaction. One way is via scripts that ad-
here to the data formatting standards of the CGI Web in-
terface. CGI scripts can be written in any programming
language that the server will support. A separate chapter
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in this compilation covers the CGI standard in detail, so
we concentrate here on the specifics of how Perl allows
programmers to take advantage of this standard for Web
development.

In any interaction between a Web browser and a Web
server, there are data being exchanged. The browser sends
information to the server requesting that some action be
taken, and the server sends a reply back, usually in the
form of an HTML Web page. This interaction often hap-
pens by the user filling out the fields of a form in the
browser window and clicking on some “submit” button.
Submitting the form entails the browser collecting the
data from the form fields, encoding it as a string accord-
ing to the CGI standard, and passing it to the Web server
specified in the URL associated with the submit button in
the form. This URL contains not only the location of the
server that will process the form data, but also the name
of the Perl script that should be executed as well on the
server side.

Module “CGI”

The data from the browser form is made available to Perl
via environment variables. In the early days of the Web,
site programmers would “roll their own,” writing collec-
tions of Perl subroutines to decode the incoming CGI-
compliant data and process them in various ways. Today,
the task is made much easier through the Perl module
“CGI,” which provides a de facto programming standard
for these server-side functions. Using the CGI module, a
form processing script looks something like this (simpli-
fied):

use CGI;
Sg = CGI::new();
$Smid = Sg->param("measid") ;
suid = $g->param("uid");
Spwd = $Sg->param("passwd") ;
print $g->header();
print sg->head(sg->title("Company
Evaluation"));
print $Sg->body (
Sg->hl("$Suid: Submit My Report"),
$Sg->hr,
etc... rest of body elements...

)i

(The arrow notation (->) is the Perl syntax for deref-
erencing a reference (chasing a pointer). In this module,
and others following, it is used to access the fields and
functions of a Perl object.)

As shown here, the CGI module provides functions for
retrieving environment variables, creating Web forms as
output, and generating HTML tags. This example is se-
lecting data from a Web form containing text fields called
“measid,” “uid,” and “passwd.” It is generating an HTTP-
compliant return message with the necessary header and
an HTML page for the browser to display. Assuming the
“uid” here comes in from the form as “Jones,” we get:

Content-type: text/html;
charset=I150-8859--1

<head>
<title>Company Evaluation</title>
</head>
<body>
<hl>Jones: Submit My Report</hl>
<hr>
etc. ..

The CGI module also assists the Web site developer
in solving other problems common with Web scripting.
Because the HTTP protocol is stateless, one problem is
maintaining session state from one invocation of a script
to the next. This is normally done with cookies, data a
server asks the Web browser to store locally and return
on request. However, not all browsers allow cookies, and
in those that do the user may turn cookies off for secu-
rity or privacy reasons. To help with this a script using
CGI, when called multiple times, will receive default val-
ues for its input fields from the previous invocation of the
script.

Web Clients with LWP

Whereas the CGI module supports construction of scripts
on the server side of a Web connection, the modules in
LWP (Library for Web access in Perl) provides support for
developing applications on the client side. Most notable
among Web clients are the GUI-based browsers, but many
other applications acts as clients in HTTP interactions
with Web servers. For example, Web crawlers and spi-
ders are non-GUI programs (called “bots” or robots) that
continuously search the Web for pages meeting various
criteria for cataloging.

The different modules in LWP support different aspects
of Web client construction and operation:

HTML for parsing and converting HTML files

HTTP for implementing the requests and responses of the
HTTP protocol

ILWP core module, for network connections and
client/server transactions

URI for parsing and handling URLs
WWW implementing robot program standards
Font for handling Adobe fonts

File for parsing directory listings and related informa-
tion

A Web interaction starts with a client program estab-
lishing a network connection to some server. At the low
level this is done via sockets with the TCP/IP protocol.
Perl does support socket programming directly (see be-
low), and the module Net contains functions to allow a
program to follow TCP/IP (as well as many others Internet
protocols, such as FTP, DNS, and SMTP). On top of sock-
ets and TCP/IP for basic data transfer, the HTTP protocol
dictates the structure and content of messages exchanged
between client and server.

Rather than deal with all these technologies individu-
ally, the LWP::UserAgent module allows the programmer
to manage all client-side activities through a single inter-
face. A simple client script would look like this:
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use LWP::UserAgent; # imports other
modules too

Sclient = new LWP::UserAgent () ;

SacmeReps = new URI::URL('www.acme.com/
reports/index.html') ;

SoutHead =
new HTTP: :Headers (User-Agent=>'MyBot

v2.0', Accept=>'text/html');

SoutMsg = new HTTP::Request (GET, SacmeReps,
SoutHead) ;

$inMSg = Sclient->request (SoutMsg) ;

$inMsg->is_success ? {print S$inMsg->
content;} {print S$inMsg->message; }

The network connections and message formatting to
HTTP protocol requirements is handled transparently by
the LWP functions. Here, the client causes a request like
this to be sent to the Web server at www.acme.com:

GET/reports/index.html HTTP/1.0
User-Agent: MyBot v2.0
Accept: text/html

If the requested file is not there, the response from the
server will be an error message. If it is there, the response
will contain the HTML file for the “bot” to process in some
fashion.

Database Use

Many Web sites depend on databases to maintain per-
sistent information—customer data, statistics on site us-
age, collection of experimental results, medical records.
Perl has several ways a CGI script (or any Perl script,
Web-based or otherwise) can store and retrieve database
records.

Module “DBM”

Perl comes with a module called DBM (database module)
that contains functions implementing a built-in database
structure. DBM treats an external data store internally
as hashes, or key/value pairs. This internal database is
intended for simple, fast usage; searching requires as few
as three lines of script. The method is convenient for fast
retrieval, even from very large databases, when there is a
unique key for searching (e.g., ISBN numbers). It is not
as useful for complex data or queries:

dbmopen (%db, $database, 0400) || die "Can't
open DB"; #open read only
for ($k=$max; S$k< S$max+20; S$k++) {print
"Sk $db{sk}"} #get and print data
dbmclose (%db); #close database

In this example, we know the index values are numbers
and are unique. The database looks to the Perl script like
a hash, so the associative array variable $db is used to get
the data values from it.

One useful feature Perl provides is DBM filters. These
are small data transformation routines, written by a pro-
grammer to manage situations where the format of the
data fields in a database is not quite compatible with the

form needed by a script. Rather than put small data ma-
nipulation code chunks scattered throughout the script,
or write and call extra functions, DBM filters can be at-
tached directly to the fields of a database; data transfor-
mation then takes place automatically as field values are
moved into and out of the database. This feature makes
the code using the database easier to read and less error
prone due to less code replication.

Module “DBI”

For more advanced applications, a relational database is
often more desirable than the simple structure of DBM.
For this Perl provides the DBI module, or data base in-
terface. DBI is designed to hide the details of specific
database systems, allowing the programmer to create
scripts that are general. The interface allows expressing
SQL queries, executing them against a specific database,
and retrieving the results. The DBI module does not con-
tain code specific to any database vendor’s product, but
it does have references to numerous vendor-specific mod-
ules called DBD’s (database drivers). A DBD module will
contain the detailed code needed to communicate with a
specific brand of database system.

Figure 1 illustrates the relationship among the execut-
ing script, the DBI, the DBD, and the physical database.
When a Perl script invokes a DBI function to execute a
query, the query is routed to the appropriate DBD mod-
ule according to how the DBI database handle was opened
(as an Oracle DB, as an Access DB, etc.). The DBD module
communicates with the actual files or tables of the phys-
ical database system and produces query results. These
results are communicated back to the DBI module, which
relays them back to the user’s Perl script. This layer of
indirection gives Perl scripts a generality that makes mi-
gration from one physical DB system to another relative
painless.

Module “ODBC”

In addition to the DBI module, programmers wishing to
write Perl scripts that interface to external databases, such
as Access or Oracle, can obtain an ODBC compatibility
package as a free download from several third party dis-
tributors. This module contains functions that implement
the ODBC standard database interface. Perl scripts writ-
ten to use this standard can then work with any relational
database under them, as long as that database has its
own ODBC interface. Almost all major relational database
vendors provide an ODBC implementation for their prod-
ucts. ODBC provides the same advantages as DBI, but the
ODBC standard was designed outside Perl and is available
in many other programming languages as well.

Processes and IPC

Although the Web is the major Internet application, it is
certainly not the only one, and Perl includes facilities to
support general network applications. Although not de-
signed specifically for concurrent or multiprocess compu-
tations, Perl does support various forms of processes, in-
terprocess communication (IPC), and concurrency. (Perl
having been born of Unix, this section is heavy on Unix
process concepts such as pipes and forking.) Processes are
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Figure 1: DBI provides an abstract interface for specific database systems.

relatively heavyweight computations each having its own
resources and address spaces. Multiple processes may
execute on the same machine or on different machines
across the Internet. Data exchange among processes is
usually done via files, pipes (channels), or lower level sock-
ets.

Simple Unix-style process communications can be es-
tablished in Perl using file I/O operations. Processes are
given filehandles, and communication paths are estab-
lished with the open statement using a pipe symbol “|”
on the command the process will execute. To read from a
running program, for example, the pipe goes at the end:

$Spid = open (DATAGEN, "ls -1lrt |")
"Couldn't fork: $!\n";
while (<DATAGEN>) {
print;

|| die

}
close (DATAGEN) || die "Couldn't close: $!\n";

This program creates a process that executes the Unix
“1s” command with arguments “~1rt” to generate a list-
ing of the current directory. The pipe symbol tells Perl that
the open is specifying a process command to run instead
of a simple file name. To write to a process, the pipe goes
at the beginning of the command:

$pid = open(DATASINK, "| myProg args") ||
die "Couldn't fork: $!\n";

print DATASINK "some data for you\n";

close (DATASINK) || die "Couldn't close:
$\n";

A script can use pipe and fork to create two related
processes that communicate, with better control than can
be had from open, system, and backticks:

pipe (INFROM, OUTTO); # opens connected
filehandles

if (fork) {# both processes share all open
filehandles

# run parent code for writing
close (INFROM) ;
# now the writer code...

} else {
# run child code for reading
close (OUTTO) ;
# now the reader code...

For more complicated situations, such as reading and
writing to the same executing process, the previous meth-
ods are not sufficient. There is a special forking form of
open that can be used. However, using the IPC::Open2
module is a better approach:

use IPC::0pen2;
open2 (*READFROM,

arg2");
print WRITETO "here's your input\n";
Soutput = <READFROM>;

# etc...

close (WRITETO) ;
close (READFROM) ;

*WRITETO, "myProg argl

Here the program “myProg” is executed as a process,
using the supplied arguments, and the filehandles READ-
FROM and WRITETO are connected to its standard input
and output respectively so the Perl script can exchange
data with it.

Module “Socket”

Even finer grained control over processes can be obtained
if the programmer is willing to program lower into the
operating system. Sockets are the underlying technical
mechanism for network programming on the Internet.
Perl gives access to this level with built-in functions that
operate on sockets. These include

socket to assign a filehandle
bind to associate a socket with a port and address
listen to wait for activity on the server-side connection
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accept to allow incoming connection on the server side
connect to establish communications with a server
recv to get data off a socket

send to put data onto a socket

close to end it all

Sockets are given filehandles on creation, so Perl func-
tions that operate on filehandles can be used on sockets as
well. Socket functions tend to need hard-coded values re-
lated to machine specifics and IP addresses, which limits
portability of scripts. The Perl module Socket should be
used in conjunction with the Perl socket functions to pre-
load machine-specific constants and data into Perl vari-
ables.

ON BEYOND PERL

Perl was created when object-oriented (OO) programming
concepts were young and less well understood than to-
day. Early versions of Perl, in fact, did not even contain
objects or references. As understanding of OO concepts
has advanced, Perl has evolved to contain OO features.
They work fairly well, but because they were not part of
the original design rationale of Perl, many consider them
less elegant and cohesive than the original set of language
features.

Two more recently developed programming langua-
ges—Python and Ruby—claim Perl in their heritage, but
have been designed specifically as OO programming tools.
The designers of each wanted to retain the extreme con-
venience and flexibility of Perl’s text handling and string
matching, but to incorporate as well other capabilities
that go beyond Perl. The results are two notations that
are still largely thought of as “scripting” languages, but
with more highly integrated object semantics. Following
are brief discussions of each with respect to Perl.

Python

Guido van Rossum began work on the design of Python
in late 1989. One of his goals for the new language was to
cater to infrequent users and not just experienced ones.
Infrequent users of a notation can find rich syntax (such
as that of Perl) to be more burdensome than helpful. This
means that Python is a compact language. A program-
mer can easily keep the entire feature set in mind with-
out frequent references to a manual. C is famously com-
pact in much the same way, but Perl most certainly is not.
The Perl design principle of “more than one way to do it”
shows up in Perl’s wealth of features, notational shortcuts,
and style idioms. Van Rossum also wanted a language de-
signed from the beginning to be object-oriented and to
have clear module semantics. In Python everything is an
object or class including the base data types.

Python has unusual syntax for a modern program-
ming language. Rather than being a free-form notation,
in Python white space is important for defining the block
structure of a script. Indentation levels serve the same
purpose in Python that pairs of “{}” do in Perl, C, and
others. Here, the body of the loop and the bodies of the
conditional clauses are defined by vertical alignment :

while x < y:
buf = fp.read(blocksize)
if not buf: break
conn.send (buf)
x = 3
if x ==
result = x + 2
print x
else:
print 'Try again.'

Though this initially appears to be a cumbersome
throwback, in many ways this makes Python easy to use.
Python has a very clean and structured layout and it is
very easy to follow what’s going on. Perl can frequently
look noisy, and new programmers particularly can have
difficulty trying to understand the behavior they see from
their Perl scripts. Python programmers report that after
a short training period, they can produce working code
about as fast as they can type, and that they begin to think
of Python as executable pseudocode.

Python gives programmers good support for modern
programming practices such as design of data struc-
tures and object-oriented programming. The compact-
ness causes programmers to write readable, maintain-
able scripts by eliminating much of the cryptic nota-
tions in Perl. In Perl’s original application domains,
Python comes close to but rarely beats Perl for program-
ming flexibility and speed. On the other hand, Python is
proving quite usable well beyond Perl’s best application
domains.

Ruby

Ruby is another language that is advertised as being a nat-
ural successor to Perl. It was developed in Japan in 1993
by Yukihiro Matsumoto and began attracting a user com-
munity in the United States by the year 2000. In Japan,
Ruby has overtaken Python in popularity. Like Python,
Ruby is open sourced and so is easy for others to extend,
correct, or modify.

Matsumoto was looking to design an object oriented
scripting language that did not have the messy “Swiss
Army chainsaw” aspects of Perl, but he considered Python
to be not object oriented enough. Ruby has retained many
of the text manipulation and string matching features of
Perl that Python leaves out, but they are elevated to the
class level (e.g., regular expressions are classes). Even op-
erators on the base types are methods of the base classes.
In addition to classes, Ruby allows metaclass reasoning,
allowing scripts to understand and exploit the dynamic
structure of objects at runtime. Ruby is best thought of
as having modern object semantics, as Python does, but
also retaining more of the Perl features and syntax than
Python does.

GLOSSARY

CGI Common gateway interface, standard for Web server
scripting

CPAN Comprehensive Perl Archive Network, repository
for useful Perl code and documentation
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Hash Associate array, a collection of data items indexed
by string (scalar) values

HTTP Hypertext transfer protocol, encoding standard for
Web transactions

HTML Hypertext markup language, language for specify-
ing Web page content

IPC Interprocess communication

Linux Popular open source version of Unix for PCs

Pipe Unix name for a communication channel between
processes

Regular expression formal language for specifiying com-
plex patterns and strings of characters

Scalar Singular data value such as integer, string,
boolean, real

Unix Popular operating system developed at Bell Labs and
U.C. Berkeley in the late 1970s

CROSS REFERENCES

See Common Gateway Interface (CGI) Scripts; HTML/
XHTML (HyperText Markup Language/Extensible Hyper-
Text Markup Language); Linux Operating System,; Unix
" Operating System.

FURTHER READING

To learn programming using Perl, consult this text:

Johnson, A. L. (1999). Elements of Programming with Perl.
Indianapolis, IN: Manning Publications.

These books give more details on the Perl language for
readers who understand programming:

Chapman, N. (1997). Perl: The programmers companion.
New York: Wiley.

Christiansen, T., & Torkington, N. (1998). Perl cook-
book: Solutions and examples for Perl programmers.
Sebastopol, CA: O'Reilly and Associates.

Schwartz, R., & Phoenix, T. (2001). Learning Perl: Mak-
ing easy things easy and hard things possible (3rd Ed.).
Sebastopol, CA: O'Reilly and Associates.

Siever, E., Spainhour, S., & Patwardhan, N. (2002). Perl
in a nutshell. Sebastopol, CA: O'Reilly and Associ-
ates.

Vromans, J. (2002). Perl pocket reference (4th Ed.).
Sebastopol, CA: O'Reilly and Associates.

Wall, L., Cristiansen, T., & Orwant, J. (2000). Programming
Perl (3rd Ed.). Sebastopol, CA: O'Reilly and Associates.

These texts give detailed, “under the covers” explanations
of the advanced features in Perl:

Conway, D. (1999). Object oriented Perl. Greenwich, CT:
Manning Publications.

Friedl, J. E. F. (2002). Mastering regular expressions (2nd
Ed.). Sebastopol, CA: O'Reilly and Associates.

Srinivasan, S. (1997). Advanced Perl programming. Se-
bastopol, CA: O'Reilly and Associates.

These references show how to apply Perl and Perl modules
in specific application domains:

Stein, L., & MacEachern, D. (1999). Writing Apache mod-
ules with Perl and C. Sebastopol, CA: O'Reilly and As-
sociates.

Burke, S. M. (2002). Perl and LWP. Sebastopol, CA: O'Reilly
and Associates.

Guelich, S., Gundavaram, S., & Birznieks, G. (2000).
CGI programming with Perl (2nd Ed.). Sebastopol, CA:
O'Reilly and Associates.

Ray, E. T., & MclIntosh, J. (2002). Perl and XML. Se-
bastopol, CA: O’Reilly and Associates..

Wright, M. (1997). CGI/Perl cookbook. New York: Wiley
Computer Publishing.

These references give more information on languages
with some similarity to Perl:

Beazley, D. (2001). Python essential reference (2nd Ed.).
Indianapolis, IN: New Riders Publishing.

Harms, D., & McDonald, K. (1999). The quick Python book.
Greenwich, CT: Manning Publications.

Lutz, M., & Ascher, D. (1999). Learning Python. Se-
bastopol, CA: O'Reilly and Associates.

Thomas, D., & Hunt, A. (2000). Programming Ruby: The
pragmatic programmer’s guide. Reading, MA: Addison
Wesley Longman. Retrieved 2002 from http://www.
rubycentral.com/book/

These Web sites contain extensive information about the
Perl language definition and standard, tutorials on pro-
gramming in Perl, example programs and useful scripts,
libraries, and upcoming conferences:

http://www.perl.com/main perl commercial distribution
site

http://cpan.org/perl archives

http://use.perl.org/news clearinghouse

http://history.perl.org/Perl Timeline.html specific develop-
ment timeline

http://www.perl.org/Perl mongers

http://dev.perl.org/perlé/ latest in development of Perl 6

http://www.activestate.com/ Perl implementations for
Windows platforms

http://history.perl.org/perl through the ages

Finally, there are the Perl newsgroups. Use any news
reader to access these groups. These provide discus-
sions about Perl and a place to ask and answer quest-
ions.

comp.lang.perl.misc: The Perl language in general
comp.lang.perl.announce: Announcements about Perl
(moderated)



Personalization and Customization Technologies

Sviatoslav Braynov, State University of New York at Buffalo

Introduction 51
User Profiling 51
Factual and Behavioral Profiles 51
Explicit Versus Implicit Profiling 53
Overview of Filtering Technologies 53
Rule-Based Filtering 53
Collaborative Filtering 53
Content-Based Filtering 54
Web Usage Analysis for Personalization 54
Web Usage Data 54
Mechanisms for User Identification 55
Session Identification 55
Clickstream Analysis 55
Intelligent Agents for Personalization 56
Location-Based Personalization 56
INTRODUCTION

Personalization and customization are considered in-
creasingly important elements of Web applications. The
terms usually refer to using information about a user (be
it a customer, a Web site visitor, an individual, or a group)
to better design products and services tailored to that user.
One way to define personalization is by describing how it
is implemented and used.

Personalization is a toolbox of technologies and
application features used in the design of an end-
user experience. Features classified as person-
alization are wide-ranging, from simple display
of the end-user’s name on a Web page, to com-
plex catalog navigation and product customiza-
tion based on deep models of users’ needs and
behaviors. (Kramer, Noronha, & Vergo, 2000)

The Personalization Consortium (Personalization Con-
sortium, n.d.), an international advocacy group formed to
promote the development and use of personalization tech-
nology on the Web, offers the following definition:

Personalization is the combined use of technol-
ogy and customer information to tailor electronic
commerce interactions between a business and
each individual customer.

Personalization usually means gathering and storing
information about Web site visitors and analyzing this
information in order to deliver the right content in a
user-preferred form and layout. Personalization helps to
increase customer satisfaction, promote customer loy-
alty by establishing a one-to-one relationship between a
Web site and its visitor, and increase sales by providing
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products and services tailored to customers’ individual
needs. The goal of personalization is to better serve the
customer by anticipating his needs; it customizes services
and products, and establishes a long-term relationship en-
couraging the customer to return for subsequent visits.

Although both customization and personalization re-
fer to the delivery of information, products, or services
tailored to users’ needs, the two notions differ in several
respects. Customization is usually used to describe the in-
terface attributes that are user-controlled. That is, the user
is in control and is able to configure a Web site, a prod-
uct, or a service according to his or her preferences and
requirements. The system is almost passive and provides
only a means by which the actual configuration is done.
Customization is usually done manually by the user, ac-
cording to his preferences. An example of customization
is My Yahoo (http://my.yahoo.com), shown in Figure 1. In
My Yahoo a user can customize content by selecting from
various modules (portfolios, company news, weather, cur-
rency converter, market summary, etc.) and placing them
on a customized Web page, which is updated periodically.
In this case, the locus of control lies with the user, who
manually selects the modules on the page. In contrast,
personalization is automatically performed by a Web site
based on the history of previous interactions with the user,
on the user’s profile, or on the profiles of like-minded
users. For example, Amazon.com recommends items to
a user and creates personalized Web pages based on the
user’s navigation and purchase history.

USER PROFILING
Factual and Behavioral Profiles

Personalization requires some information about the
user’s preferences, needs, goals, and expectations. In-
formation that describes a particular user is called a
user profile. Adomavicius and Tuzhilin (1999) consider

51
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two major components of a user profile: behavioral and
factual. The factual component contains demographic
and transactional information such as age, income, edu-
cational level, and favorite brands. Engage Technologies
(http:// www.engage.com), for example, sells software that
helps companies gather and use factual profiles. The
behavioral component contains information about the
online activities of the customer. It is usually stored in
different forms such as logic-based descriptions, classifi-
cation rules, and attribute-value pairs. The most common
representation of behavioral information is association
rules. Here is an example of an association rule: “When
shopping on weekends, consumer X usually spends more
than $100 on groceries” (Adomavicius & Tuzhilin, 1999).
The rules can be defined by a human expert or ex-
tracted from transactional data using data mining meth-
ods. Broad Vision (http://www.broadvision.com) and Art
Technology Group (http://www.atg.com), among others,
sell software that helps users build and use rule-based
profiles.

The rule-based profile-building process usually con-
sists of two main steps: rule discovery and rule validation.
Various data mining algorithms such as Apriori (Agrawal

& Srikant, 1994) and FP-Growth (Han, Pei, Yin, & Mao, in
press) can be used for rule discovery. A special type of asso-
ciation rules, profile association rules, has been proposed
by Agrawal, Sun, and Yu (1998). A profile association rule
is one in which the left-hand side consists of customer
profile information (age, salary, education, etc.), and the
right-hand side of customer behavior information (buying
beer, using coupons, etc.). Agrawal et al. (1998) proposed
a multidimensional indexing structure and an algorithm
for mining profile association rules.

One of the problems with many rule discovery methods
is the large number of rules generated, many of which, al-
though statistically acceptable, are spurious, irrelevant, or
trivial. Post-analysis is usually used to filter out irrelevant
and spurious rules. Several data mining systems perform
rule validation by letting a domain expert inspect the rules
on a one-by-one basis and reject unacceptable rules. Such
an approach is not scalable to large numbers of rules and
customer profiles. To solve the problem, Adomavicius and
Tuzhilin (2001) proposed collective rule validation. Rules
are collected in a single set to which several rule valida-
tion operators are applied iteratively. Because many users
share identical or similar rules, those can be validated
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together. Collective rule validation allows a human expert
to reject or accept a large number of rules at once, thereby
reducing validation effort.

Explicit Versus Implicit Profiling

Data for user profiling can be collected implicitly or ex-
plicitly. Explicit collection usually requires the user’s ac-
tive participation, thereby allowing the user to control the
information in his profile. Explicit profiling can take dif-
ferent forms. The user may fill out a form, take part in a
survey, fill out a questionnaire, submit personal informa-
tion at the time of registration, provide a ranking or rating
of products, etc. This method has the advantage of letting
the customers tell a Web site directly what they need and
how they need it.

Implicit profiling does not require the user’s input and
is usually performed behind the scenes. amazon.com,
for example, keeps track of each customer’s purchas-
ing history and recommends specific purchases. Implicit
profiling usually means tracking and monitoring users’
behavior in order to identify browsing or buying patterns
in customers’ behavior. In many cases, tracking is per-
formed without users’ consent and remains transparent
to users. Implicit data could be collected on the client
or on the server side. Server-side data include automati-
cally generated data in server access logs, referrer logs,
agent logs, etc. Client-side data could include cookies,
mouse or keyboard tracking, etc. Other sources of cus-
tomer data are transaction databases, pre-sale and after-
sale support data, and demographic information. Such
data could be dynamically collected by a Web site or
purchased from third parties. In many cases data are
stored in different formats in multiple, disparate data-
bases.

Implicit profiling removes the burden associated with
providing personal information from the user. Instead of
relying on the user’s input, the system tries to collect rel-
evant data and infer user-specific information. Although
less intrusive, implicit profiling may raise several privacy
concerns.

User profiles and their components can be further clas-
sified into static and dynamic, and individual and aggre-
gated (group profiles). A profile is static when it changes
seldom or never (for example, demographic information).
If customer preferences tend to change over time, dy-
namic profiles can be used. Such profiles are periodically
updated to reflect changes in consumer behavior.

OVERVIEW OF FILTERING
TECHNOLOGIES

Although necessary, user profile management (creating,
updating, and maintaining user profiles) is not sufficient
for providing personalized services. Information in user
profiles has to be analyzed in order to infer users’ needs
and preferences. In this section we will briefly explain the
most popular personalization techniques: rule-based fil-
tering, collaborative filtering, and content-based filtering.
All these techniques are used to predict customers’ inter-
ests and make recommendations.

Rule-Based Filtering

Association rule mining looks for items that tend to ap-
pear together in a given data set. Items could refer to dif-
ferent things in different contexts. They can be products
bought by a customer, Web pages visited by a user, etc. To
introduce association rules formally, we need the follow-
ing notation. Let I denote the set of all items. A transaction
T is defined as a set of items bought together (T C I). The
set of all transactions is denoted by D. Then, an associa-
tion rule is defined as an implication between itemsets A
and B, denoted by

A = B,

where A C I, B C1I and A N B = . An association rule
indicates that the presence of items in A in a transaction
implies the presence of items in B. For example, according
to the following association rule, visitors who look at Web
pages X and Y also look at Web page Z:

look (Visitor, X) and look(Visitor, Y)
= look (Visitor, 2Z).

Rules can associate items or customers. For example, the
following rule associates items,

buys (Customer;, X) and buys (Customer;, Y)
= buys (Customer,, 2Z),

and the next rule associates customers,

buys (Customer;, X) and buys(Customer,, X)
= buys (Customers;, X).

Rule-based filtering is based on the following idea. If
the behavioral pattern of a customer matches the left-
hand side of a rule, then the right-hand side can be used
for recommendation or prediction.

Two measures are used to indicate the strength of an
association rule: support and confidence. The support of
the rule A = B is the fraction of the transactions contain-
ing both A and B, i.e., |]A U B |/|D|. The confidence of the
rule A = B is the fraction of the transactions containing
A which also contain B, i.e., |A U B|/|A|. Because a large
number of association rules can be generated from large
transaction databases, weak and nonsignificant associa-
tions have to be filtered out. To eliminate spurious associ-
ations, minimum support and minimum confidence can
be used. That is, all rules that do not meet the minimum
support and minimum confidence are eliminated.

An efficient algorithm for association rule mining is fre-
quent pattern growth (FP-growth). The algorithm uses a
divide-and-conquer strategy and compresses the database
representing frequent items into a frequent-pattern tree
(Han et al., in press).

Collaborative Filtering

Collaborative filtering (CF) was one of the earliest recom-
mendation technologies. CF is used to make a recommen-
dation to a user by finding a set of users, called a neighbor-
hood, that have tastes similar to those of the target user.
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Products that the neighbors like are then recommended
to the target user. In other words, CF is based on the idea
that people who agreed on their decisions in the past are
likely to agree in the future. The process of CF consists
of the following three steps: representing products and
their rankings, forming a neighborhood, and generating
recommendations.

During the representation stage, a customer-product
matrix is created, consisting of ratings given by all cus-
tomers to all products. The customer-product matrix is
usually extremely large and sparse. It is large because
most online stores offer large product sets ranging into
millions of products. The sparseness results from the fact
that each customer has usually purchased or evaluated
only a small subset of the products. To reduce the di-
mensionality of the customer-product matrix, different
dimensionality reducing methods can be applied, such as
latent semantic indexing and term clustering.

The neighborhood formation stage is based on comput-
ing the similarities between customers in order to group
like-minded customers into one neighborhood. The simi-
larity between customers is usually measured by either a
correlation or a cosine measure. After the proximity be-
tween customers is computed, a neighborhood is formed
using clustering algorithms.

The final step of CF is to generate the top-N recommen-
dations from the neighborhood of customers. Recommen-
dations could be generated using the most-frequent-item
technique, which looks into a neighborhood of customers
and sorts all products according to their frequency. The
N most frequently purchased products are returned as a
recommendation. In other words, these are the N prod-
ucts most frequently purchased by customers with similar
tastes or interests. Another recommendation technique is
based on association rules. It finds all rules supported by
a customer, i.e., the rules that have the customer on their
left hand side, and returns the products from the right
hand side of the rule.

Content-Based Filtering

Another recommendation technique is content-based rec-
ommendation (Balabanovic & Shoham, 1997). Although
collaborative filtering identifies customers whose tastes
are similar to those of the target customer, content-based
recommendation identifies items similar to those the tar-
get customer has liked or has purchased in the past.
Content-based recommendation has its roots in informa-
tion retrieval (Baeza-Yates & Ribeiro-Neto, 1999). For
example, a text document is recommended based on a
comparison between the content of the document and a
user profile. The comparison is usually performed using
vectors of words and their relative weights. In some cases,
the user is asked for feedback after the document has been
shown to him. If the user likes the recommendation, the
weights of the words extracted from the document are
increased. This process is called relevance feedback.
However, content-based recommender systems have
several shortcomings. First, content-based recommenda-
tion systems cannot perform in domains where there is
no content associated with items, or where the content
is difficult to analyze. For example, it is very difficult to

apply content-based recommendation systems to product
catalogs based solely on pictorial information. Second,
only a very shallow analysis of very restricted content
types is usually performed. To overcome these prob-
lems a new hybrid recommendation technique called
content-boosted collaborative filtering has been proposed
(Melville, Mooney, & Nagarajan, 2002). The technique
uses a content-based predictor to enhance existing user
data and then provides a recommendation using collabo-
rative filtering.

In general, both content-based and collaborative filter-
ing rely significantly on user input, which may be sub-
jective, inaccurate, and prone to bias. In many domains,
users’ ratings may not be available or may be difficult to
obtain. In addition, user profiles are usually static and
may become quickly outdated.

WEB USAGE ANALYSIS
FOR PERSONALIZATION

Some problems of collaborative and content-based
filtering can be solved by Web usage analysis. Web us-
age analysis studies how Web sites are used by visitors in
general and by each user in particular. Web usage analysis
includes statistics such as page access frequency, common
traversal paths through a Web site, session length, and top
exit pages. Usage information can be stored in user pro-
files for improving the interaction with visitors. Web usage
analysis is usually performed using various data mining
techniques such as association rule generation and clus-
tering.

Web Usage Data

Web usage data can be collected at the server side, the
client side, or proxy servers or obtained from corporate
databases. Most of the data comes from the server log
files. Every time a user requests a Web site, the Web server
enters a record of the transaction in a log file. Records are
written in a format known as the common log file format
(CLF), which has been standardized by the World Wide
Web Consortium (W3C). The most useful fields of a CLF
record are the IP address of the host computer requesting
a page, the HTTP request method, the time of the transac-
tion, and the referrer site visited before the current page.

Although server log files are rich in information, data
are stored at a very detailed level, which makes them dif-
ficult for human beings to understand. In addition, the
size of log files may be extremely large, ranging into gi-
gabytes per day. Another problem with server log files is
the information loss caused by caching. In order to im-
prove performance most Web browsers cache requested
pages on the user’s computer. As a result, when a user re-
turns to a previously requested page, the cached page is
displayed, leaving no trace in the server log file. Caching
could be done at local hosts and proxy servers.

Web usage data can also be collected by means of
cookies containing state-related information, such as user
ID, passwords, shopping cart, purchase history, customer
preferences, etc. According to the W3C cookies are “the
data sent by a Web server to a Web client, stored locally
by the client and sent back to the server on subsequent
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requests.” Cookies help keep track of several visits by the
same customer in order to build his profile. Some market-
ing networks, such as DoubleClick, use cookies to track
customers across many Web sites.

Users can and often do disable cookies by changing the
configuration parameters of their Web browsers. Another
way to cope with marketing networks’ cookies is by reg-
ularly checking the cookie files and deleting them. Some
utilities, such as CookieCop, let users automatically ac-
cept or reject certain cookies. The program runs as a proxy
server and monitors all cookie-related events.

It should be pointed out, however, that rejecting
cookies may disable e-commerce transactions. Many re-
tail Web sites, for example, use cookies for shopping-
cart implementation, user identification, passwords, etc.
Rejecting cookies may also cause problems to companies
attempting customization and personalization. In gen-
eral, there is a tradeoff between privacy and personal-
ization. The more information a user reveals, the more
personalized services he obtains.

Other tracking devices, currently producing much con-
troversy, are Web bugs, or clear GIFs. A Web bug is a
hidden (or very small) image in a Web page that acti-
vates a third-party spying device without being noticed
by the Web page visitors. Web bugs are usually used to
track users’ purchasing and browsing habits.

Mechanisms for User Identification

Server log data contains information about all users visit-
ing a Web site. To associate the data with a particular user,
user identification is performed. The simplest form of user
identification is user registration, in which the user is usu-
ally asked to fill out a questionnaire. Registration has the
advantage of being able to collect rich demographic in-
formation, which usually does not exist in servers’ logs.
However, due to privacy concerns, many users choose not
to browse sites requiring registration, or may provide false
or incomplete information.

Another method for user identification is based on log
file analysis. Log-based user identification is performed by
partitioning the server log into a set of entries belonging
to the same user. Accurate server log partitioning, how-
ever, is not always feasible due to rotating IP addresses at
ISPs, missing reference due to local or proxy server cash-
ing, anonymizers, etc. For example, many users can be
mistakenly classified as a single user if they use a com-
mon ISP and have the same IP address. Several heuristics
can be used to differentiate users sharing an IP address
(Pirolli, Pitkow, & Rao, 1996). One may look for changes
in the browser or operating system in the server log file.
Because a user is expected to keep the same browser or
operating system during his visit to a Web site, a change
could mean that another visitor (with a different browser
or operating system) uses the same IP address.

Another technique for user identification uses software
agents loaded into browsers, which send back data. Due
to privacy concerns, however, such agents are very likely
to be rejected by users.

The most reliable mechanisms for automatic user iden-
tification are based on cookies. Whenever a browser con-
tacts a Web site, it will automatically return all cookies

associated with the Web site. Cookie-based user identifi-
cation is reliable if the user launches each URL request
from the same browser.

Another problem with user identification is that Web
sites typically deal with both direct and indirect users
(Ardissono & Goy, 2001). A customer is an indirect user if
he visits a Web site on behalf of someone else. For exam-
ple, a user may visit a Web store in order to buy a gift for a
relative. In this case, the Web store must personalize gift
suggestions and recommendations to the preferences of
the intended beneficiary (the relative) and not to the pref-
erences of the visitor. To overcome this problem, CDNOW
(http://www.cdnow.com) offers a “gift advisor” which dif-
ferentiates between direct and indirect users.

Session Identification

A user session consists of all activities performed by a user
during a single visit to a Web site. Because a user may
visit a Web site more than once, a server log may con-
tain multiple sessions for a given user. Automatic session
identification can be performed by partitioning log entries
belonging to a single user into sequences of entries cor-
responding to different visits of the same user. Berendt,
Mobasher, Spiliopoulou, and Wiltshire (2001) distinguish
between time-oriented and navigation-oriented session-
izing. Time-oriented sessionizing is based on timeout. If
the duration of a session or the time spent on a partic-
ular Web page exceeds some predefined threshold, it is
assumed that the user has started a new session.

Navigation-based sessionizing takes into account the
links between Web pages, the Web site topology, and the
referrer information in a server log. A Web page P; is a re-
ferrer to another page P, if the URL request for P, was is-
sued by Py, i.e., the user came to P, by clicking on a link on
P;. A common referrer heuristic is based on the assump-
tion that a user starts a new session whenever he uses a
referrer different from or not accessible from previously
visited pages. For example, if a user comes to page P, with
areferrer page P;and P,is not accessible from Py given the
Web site topology, then it is reasonable to assume that the
user has started a new session. This heuristic, however,
fails when the user uses the “Back” button or chooses a
recent link kept by the browser.

Clickstream Analysis

Clickstream analysis is a special type of Web usage min-
ing that provides information essential to understanding
users’ behavior. The concept of clickstream usually refers
to a visitor's path through a Web site. It contains the se-
quence of actions entered as mouse clicks, keystrokes,
and server responses as the visitor navigates through a
Web site. Clickstream data can be obtained from a Web
server log file, commerce server database, or from client-
side tracking application.

Most efforts in Web usage analysis are focused on dis-
covering users’ access patterns. Understanding users’ nav-
igation through a Web site can help provide customized
content and structure tailored to their individual needs.
Chen, Park, and Yu (1996) proposed an algorithm for min-
ing maximal forward reference, where forward reference
is defined as a sequence of pages requested by a user up to
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the last page before backtracking occurs. The algorithm
first converts server log data into a set of maximal for-
ward references and then determines frequent traversal
patterns, i.e., maximal forward references that occur fre-
quently.

Another approach is taken in the Web Utilization Miner
(WUM) (Spiliopoulou & Faulstich, 1999). The authors of
WUM not only identify sequences of frequently accessed
pages but also find less frequent paths having structural
or statistical properties of interest. In WUM the path fol-
lowed by a user is called a trail. Because many users can
display similar navigation patterns, users’ trails are aggre-
gated into a tree by merging trails sharing a prefix. The ag-
gregate tree can be subsequently used for predicting user’s
behavior.

Markov models have also been used for modeling users’
browsing behavior (Deshpande & Karypis, 2001). Markov
models predict the Web page accessed by a user given the
sequence of Web pages previously visited. Such models
have proved to display high predictive accuracy. On the
other hand, they have high state-space complexity, which
significantly limits the scope of their applicability.

Mobasher, Dai, Luo, and Nakagawa (2002) proposed an
aggregate profiling algorithm based on clustering transac-
tions (PACT). User’s transactions are represented as mul-
tidimensional space vectors of page views. The vectors
are grouped into clusters, each of them representing a set
of users with similar navigational patterns. Subsequently,
every cluster is associated with a single point (the cluster’s
centroid) representing an aggregate profile of all users in
that cluster. A new user activity is matched against aggre-
gate profiles and items are recommended based on the
degree of matching.

INTELLIGENT AGENTS FOR
PERSONALIZATION

Intelligent agent technology provides a useful mechanism
for personalization and customization. The term intelli-
gent agent has been used in different meaning by differ-
ent authors. By agent we refer here to a software program
acting on behalf of its user and having the following prop-
erties (Weiss, 1999):

Autonomy: agents operate without the direct intervention
of their user.

Social ability: agents interact with other agents (including
humans) via agent-communication language.

Reactivity: agents perceive and adapt to a dynamically
changing environment.

Proactiveness: agents do not simply act in response
to their environment; they are able to exhibit goal-
directed behavior.

Rationality: every agent has a representation of its user’s
preferences and tries to satisfy them in the best possible
way.

Intelligent agents come in different types. Internet
agents help the user collect, manipulate, and analyze infor-
mation. Some of them are embedded within an Internet
browser and help the user navigate through a Web site.

Interface agents act like personal assistants collaborating
with the user. Interface agents monitor, observe, and learn
from the user’s actions. Some interface agents can assume
the form of a synthetic character; other can model users’
emotions or chat with the user, using natural language.
Collaborative agents act as a team to achieve some com-
mon goal. Mobile agents can roam the Internet and inter-
act with foreign hosts and other agents on behalf of their
users.

In other words, intelligent agents can be viewed as
proxies of human users, capable of learning and reasoning
about users’ preferences. WebWatcher (Joachims, Freitag,
& Mitchell, 1997) was one of the first software agents to
assist users browsing the Web. It guides users through a
Web site by trying to predict the paths they will follow
based on the navigation history of previous users of the
Web site. WebWatcher believes that a particular hyperlink
is likely to be followed by a user if like-minded visitors pre-
viously followed it. WebWatcher suggests a link based on
current user, user’s interest, and a Web page. The user’s in-
terest is represented by a set of keywords and a hyperlink
is represented by a feature vector. When a new user enters
a Web page, WebWatcher compares the current user’s in-
terest with the descriptions of the links on the page and
suggests the links correlated with the user interest. Web-
Watcher also uses reinforcement learning to learn how
to navigate through a Web site. The learning is based on
positive reinforcement WebWatcher receives whenever it
chooses a link that fits the user’s interests.

Letizia (Lieberman, 1997) is another software agent for
client-side personalization. It learns a model of its user by
observing his or her behavior. The user model consists of
a list of weighted keywords representing the user’s inter-
ests. Letizia explores the Web ahead of its user and recom-
mends potential links of interest. It records every choice
of the user on a Web page and takes the act of viewing
a Web page as a positive feedback (evidence of interest).
Letizia tries to incrementally learn the user’s interest in a
page by observing the choices he or she makes. This is an
example of unobtrusive personalization, which does not
require explicit user interaction: the user is not asked to
explicitly rank or evaluate Web pages.

LOCATION-BASED PERSONALIZATION

The information used for personalization may range from
a history of past purchases and browsing behavior to
explicitly provided user preferences. The rapid growth
of wireless networks and mobile commerce provide new
opportunities for personalization by offering more user-
specific information such as geographic location, date,
time, and travel direction. Handheld devices, for exam-
ple, allow customers to receive personalized content and
recommendations on the move, at home, and at work.

One of the most promising technologies is location-
based services (LBS), which allows business to identify a
user’s location and offer context-dependent services. LBS
holds the potential to significantly improve CRM, wireless
marketing, and emergency services.

In October 2000, Ericsson, Motorola, and Nokia
founded the location interoperability forum (LIF) es-
tablished to provide location-based services. The forum



PREFERENCE MODELING 57

aims at providing a common device location standard
to achieve global interoperability between location-based
services regardless of their underlying technologies. At
present, there is a wide range of location identification
technologies. One method, for example, involves the cell
ID number, which identifies a cellular device to a network.
Other methods (Deitel, Deitel, Nieto, & Steinbuhler, 2002)
are triangulation (used by several satellites in GPS), cell
of origin (a cellular phone is located by a nearby tower),
angle of arrival (several towers measure the angles from
which a cellular phone’s signals are received), and ob-
served time difference (the travel time between a cellular
phone and multiple towers is measured to determine the
phone’s location).

Location-based services allow content providers to of-
fer personalized services based on customers’ geographic
position. Mobile users can receive local weather reports,
news, travel reports, traffic information, maps, hotels,
restaurant information, etc. For example, Go2 Systems
(www.go2online.com) provides a mobile Yellow Pages di-
rectory based on users’ location. The directory allows
users to get directions to various nearby services such
as entertainment, real estate, finance, recreation, govern-
ment, and travel.

One problem with LBS is that the small screen and
the limited capabilities of wireless devices can reduce the
level of personalization. For example, it is often imprac-
tical to use Web-based registration forms or question-
naires for explicit personalization. Billsus, Brunk, Evans,
Gladish, and Pazzani (2002) report that only 2-5% of
wireless users customize their interfaces, due to technical
problems or poor content management. Another problem
is complex navigation and the structure of WAP (wire-
less application protocol) sites. Each WAP site consists
of multiple decks, each of them containing one or more
cards. Hypertext links can be made between cards in the
same or in different decks. As a result, users must make
too many selections and move through too many cards in
order to achieve their goals. In addition, the limited pro-
cessing power and slow network access for many mobile
devices lead to extended response times.

To improve Web site navigation for wireless devices,
Anderson, Domingos, and Weld (2001) proposed a person-
alization algorithm, MinPath, which automatically sug-
gests useful shortcut links in real time. MinPath finds
shortcuts by using a learned model of Web visitor behav-
ior to estimate the savings of shortcut links and to suggest
only the few best links. The algorithm takes into account
the value a visitor receives from viewing a page and the
effort required to reach that page.

PREFERENCE MODELING

User preferences play an important role in user model-
ing, personalization, and customization. According to the
decision-theoretic tradition, human preferences are mod-
eled as a binary relation R over a set of possible alterna-
tives such as products and services, information content,
layout, and interaction style. A preference relation R holds
between two alternatives (or choice options) X and Y (i.e.,
R(X, Y)) if X is more preferred to Y. That is, the user will
chose X when he or she faces a choice between X and Y.

The indifference between X and Y could be represented as
not(R(X)Y)) and not(R(Y,X)). It has been proved
(Fishburn, 1970) that, under certain conditions, a prefer-
ence relation can be represented by an order-preserving
numeric function U called a utility function. In other
words, alternative X is preferred to alternative Y if and
only if the utility of X is greater than the utility of
Y, (UX) > U(Y)). Knowing a user’s utility function al-
lows a system to offer its customers those products, ser-
vices, or information that maximize the customers’ utility.
The problem of preference modeling has been approached
relatively recently in the computer science community.
Usually users’ preferences are represented based on ad
hoc approaches such as attribute-value pairs and asso-
ciation rules. It is still an open question how to repre-
sent user preferences in a computationally tractable way
and how to reason with incomplete or inaccurate pref-
erences. In this section we discuss three important pref-
erence problems: how to elicit user’s preferences, how to
reason with conditional preferences, and how to take ad-
vantage of users’ preferences in personalizing access to
databases.

Preference Elicitation

The process of preference elicitation consists of finding a
user’s preferences for a well-defined set of choices (for ex-
ample, products). In general, preference elicitation could
be performed by interviewing or observing user’s behavior.
Various methods for preference elicitation have been pro-
posed. Most of them assume that consumer preferences
are additive functions over different attributes or decision
objectives. That is, a user multiattribute utility function is
a weighted sum of single-attribute utility functions,

Ulxi, ..., xn) = ZW,' Ui(x:),

where U(xy, ..., x,) is the user utility function, U;(x;) are
single-attribute utility functions, and w; are their weights.
The intuition behind this assumption is that it may be
natural to think in terms of utility for each attribute and
then combine these utilities into an overall multiattribute
utility function.

The analytic hierarchy process (AHP) (Saaty, 1980)
is a common method for discovering attribute weights
w;. AHP is carried out in two steps. In the first step, an
attribute hierarchy is set up. In the second step, the user
is asked to compare attributes sharing a parent in the hier-
archy. Pairwise attribute comparisons determine the rel-
ative importance of each attribute with respect to the
attribute on the level immediately above it. The strength
of the comparison is measured on a ratio scale. The com-
parisons are used to build a reciprocal matrix, which is
subsequently used to derive the relative weights w; for the
overall utility function.

Another method for preference elicitation is multiat-
tribute conjoint analysis (Luce, 1977). Attribute values are
usually discretized and every combination of discrete at-
tribute levels is ranked by the user. The rank is then used
as its utility value. The coefficients w; in the overall util-
ity function are derived using statistical methods such as
regression analysis.
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Direct approaches to preference elicitation, however,
are generally not feasible, due to the exponential number
of comparisons and due to the complexity of the ques-
tions to be asked. In applications such as recommender
systems, product configuration, and adaptive Web stores,
users cannot be expected to have the patience to provide
detailed preference relations or utility functions. In ad-
dition, users cannot always be expected to provide accu-
rate and complete information about their preferences. In
general, direct preference elicitation requires a significant
level of introspection and imposes a significant cognitive
overload on users. Instead of using direct preference elic-
itation, Chajewska, Getoor, Norman, and Shahar (1998)
have used classification to identify a user’s utility function.
The authors partition users’ utility functions into clusters
with very similar utility functions in each cluster. Every
cluster is characterized by a single reference utility func-
tion called prototype. Then for every new user the system
finds the cluster to which he is most likely to belong, and
uses the prototype utility function for that cluster to pre-
dict his preferences.

Reasoning with Conditional Preferences

Most of the research on preference modeling focuses on
additive utility functions in which every attribute of the
function is independent of other attributes. Such utility
functions allow a very elegant representation in the form
of a weighted sum of attribute utilities. For example, if a
user’s preferences for product quality Q are independent
of his preferences for product brand B, then the user’s
utility could be represented as a weighted sum,

U(Q,B) = w;U(Q) + w,U(B)

where U(Q,B) is the overall product utility, U(Q) is the util-
ity for product quality, and U(B) is the utility for brand.
Additive utility functions are easy to elicit and evaluate.
A problem arises, however, if preferences over product
attributes are not independent. For example, a prefer-
ence for brand usually depends on the quality level and
vice versa. To overcome this problem, Boutilier, Brafman,
Hoos, and Poole (1999) proposed a model of conditional
preferences. Preferences are represented as a network
called a conditional preference network (CP-network)
that specifies the dependence between attributes. In CP-
networks a user can specify a conditional preference in
the form:

If product quality is medium, then I prefer Brand; to
Brand,.

Boutilier et al. (1999) have also formulated and stud-
ied the product configuration problem, i.e, what is the best

product configuration that satisfies a set of customer pref-
erences. The authors have proposed several algorithms for
finding an optimal product configuration for a given set
of constraints. In Domshlak, Brafman, & Shimony (2001)
CP-networks are used for Web-page personalization. The
optimal presentation of a Web page is determined by tak-
ing into account the preferences of the Web designer, the
layout constraints, and the viewer interaction with the
browser. For example, the preferences of the Web page de-
signer are represented by a CP-network and constrained
optimization techniques are used to determine the opti-
mal Web page configuration.

Preference-Based Queries

Preference modeling plays an increasingly important role
in e-commerce applications where the users face the prob-
lem of information overload, i.e., how to choose from
among thousands and even millions of products and prod-
uct descriptions. Preference queries (Chomicki, 2002)
have been proposed as a tool to help a user formulate the
most appropriate queries and receive the results ranked
according to his preferences. Preference queries are based
on a preference operator (called winnow) which picks
from a given relation the set of the most preferred tuples,
according to a given preference formula.

For example, consider the instance of the book relation
shown in Figure 2 (Chomicki, 2002). A user’s preferences
could be formulated as follows: the user prefers a book
to another if and only if their ISBNs are the same and
the price of the first book is lower. In this case, because
the second book is preferred to the first and to the third,
and there are no preferences defined between the last two
books, the winnow operator will return the second, the
fourth, and the fifth book. Chomicki (2002) has studied
the properties of the winnow operator and has proposed
several algorithms for evaluating preference queries.

APPLICATIONS

This section discusses how personalization techniques
can be used to tailor the content, products, and inter-
actions to customers’ needs. Some typical personaliza-
tion applications are explained, such as adaptive Web
sites, recommender systems, adaptive Web stores, and
customer relationship management.

Adaptive Web Sites

Web sites have been traditionally designed to fit the needs
of a generic user. Adaptive Web sites, which customize
content and interface to suit individual users or groups of
users, provide a more effective way to interact with these
users. An adaptive Web site can semiautomatically im-
prove its organization and presentation by learning from

ISBN Vendor Price
0679726691 BooksForLess 14.75
0679726691 LowestPrices 13.50
0679726691 QualityBooks 18.80
0062059041 BooksForLess 7.30
0374164770 LowestPrices 21.88

Figure 2: An instance of a book relation.
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visitors’ access patterns (Perkowitz & Etzioni, 2000). An
adaptive Web site may automatically create new pages,
remove or add new links, highlight or rearrange links,
reformat content, etc. In general, Web site adaptiveness
could be classified as being either individual- or group-
oriented. An individually adaptive Web site consists of a
large number of versions—one for each individual user.
Group-oriented adaptiveness targets groups of users and
requires a smaller number of Web site versions—one for
each group. For example, a Web site may have one view
for corporate users and another view for individual users,
or one view for domestic visitors and another view for
international visitors.

Depending on the way it is performed, adaptation can
be classified as content-based or as access-based. Content-
based adaptation involves presenting and organizing Web
pages according to their content. Access-based adaptation
is based on the way visitors interact with a Web site. It
involves tracking users’ activity and personalizing content
and layout according to users’ navigation patterns.

The problem of designing personalized Web sites is
complicated by several factors. First, different users may
have different goals and needs. Second, the same user may
have different goals at different times. Third, a Web site
may be used in a way different from the designer’s expec-
tations. It is still not clear what kind of adaptation can be
automated and what is the appropriate tradeoff between
user-controlled and automatically guided navigation.

The idea of adaptive Web sites was popularized by
Perkowitz and Etzioni (2000). They proposed the Page-
Gather algorithm, which automatically generates index
pages that facilitate navigation on a Web site. An index
page is a page consisting of links to a set of existing but cur-
rently unlinked pages that cover a particular topic of inter-
est. In order to find a collection of related pages on a Web
site, the PageGather algorithm employs cluster mining.
The algorithm takes the Web server access log, computes
the co-occurrence frequencies between pages, and creates
a similarity matrix. The matrix is then transformed into
a similarity graph, and maximal cliques are found. Each
maximal clique represents a set of pages that tend to be
visited together.

Recommender Systems

Recommender systems (Schafer, Konstan, & Riedel,
2001) have been used in B-to-C e-commerce sites to make
product recommendations and to provide customers with
information that helps them decide which product to buy.
Recommender systems provide a solution to the prob-
lem of how to choose a product in the presence of an
overwhelming amount of information. Many e-commerce
sites offer millions of products, and therefore, choosing
a particular product requires processing large amounts
of information, making a consumer choice difficult and
tedious.

Recommender systems contribute to the success of e-
commerce sites in three major ways (Schafer et al., 2001).
First, they help to improve cross-sell. Cross-sell is usu-
ally improved by recommending additional products for
the customer to buy. For example, by looking at the prod-
ucts in the customer’s shopping cart during the checkout

process, a system could recommend additional compli-
mentary products. Second, recommender systems could
help convert occasional visitors into buyers. By providing
arecommendation, a retailer could deliver customized in-
formation, increase the amount of time spent on a Web
site, and finally, increase the customer’s willingness to
buy. Third, recommender systems help build loyalty and
improve customer retention. Personalized recommenda-
tions create a relationship between a customer and a Web
site. The site has to invest additional resources into learn-
ing customers’ preferences and needs; on their part, cus-
tomers have to spend time teaching a Web site what their
preferences are. Switching to a competitor’s Web site be-
comes time-consuming and inefficient for customers who
have to start again the whole process of building person-
alized profiles. In addition, customers tend to return to
Web sites that best match their needs.

Recommender systems use different methods for sug-
gesting products (Schafer et al.,, 2001). One of the
most common methods is item-to-item correlation. This
method relates one product to another using purchase
history, attribute correlation, etc. CDNOW, for instance,
suggests a group of artists with styles similar to that of
the artist that the customer likes. Another recommen-
dation method is user-to-user correlation. This method
recommends products to a customer based on a correla-
tion between that customer and other customers visiting
the same Web site. A typical example is “Customers who
bought” in Amazon.com. When a customer is buying or
browsing a selected product, this method returns a list
of products purchased by customers of the selected prod-
uct. Other recommendation methods include statistical
summaries. For example, the Purchase Circles feature of
Amazon.com allows customers to view the “top 10” list
for a given geographic region, company, educational in-
stitution, government, or other organization.

CDNOW enables customers to set up their own mu-
sic stores, based on albums and artists they like. Cus-
tomers can rate albums and provide feedback on albums
they have purchased. The system keeps track of previously
purchased albums and predicts six albums the customer
might like based on what is already owned.

A recent study by Haubl and Murray (2001) shows that
recommendation algorithms have the potential to ma-
nipulate and influence user preferences in a systematic
fashion. The authors performed a controlled experiment
showing that the inclusion of a product feature in a rec-
ommendation renders the feature more prominent in cus-
tomers’ purchase decisions.

Adaptive Web Stores

Adaptive Web stores are a special type of adaptive Web
sites that can use a customer profile to suggest items best
fitting the customer’s needs. The main difference between
adaptive Web stores and adaptive Web sites is that Ardis-
sono and Goy (2001) describe a prototype toolkit (SETA)
for creating adaptive Web stores. In contrast to other
adaptive Web stores, SETA adapts not only item selec-
tion, but also layout and content selection to the prefer-
ences and expertise of customers. SETA chooses a catalog
presentation style (item description, background colors,
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Identification:
First name:
Family name:
Personal data:
Age:
Gender:
Job:
Preferences:
Quality:
Importance:
Values:
Price:
Importance:
Values:

Ease of use:
Importance:
Values:

Joe
Smith

20
male
student

0.8
low 0.1; medium 0.1; high 0.8
0.7

low 0.6; medium 0.3; high 0.1

0.7
low 0.1; medium 0.1; high 0.8

Figure 3: An example of a user model.

font face and size) that best fits customer preferences and
perceptivity.

In order to provide personalized interaction, SETA em-
ploys user’s models. A user model consists of a fixed part,
containing a set of domain-independent user’s attributes,
and a configurable part, containing the user’s preferences
for domain-dependent product properties. An example of
a user model is given in Figure 3.

Data in a user model are represented as a list of
<feature, value> pairs. The value slot represents a prob-
ability distribution over the set of possible values for a
given feature. For example, the user presented in Figure 3
prefers high-quality products with probability 0.8 and
medium and low quality products with probability 0.1.
The importance slot describes the system’s estimate of the
relevance of a particular preference. Following the previ-
ous example, the user attaches an importance of 0.8 to
product quality.

SETA divides all customers into groups according to
the similarity of their preferences. All customers belong-
ing to one group are described by a group profile called
a stereotype. The classification into stereotypes is used
to evaluate how closely a customer visiting a Web store
matches a stereotypical description. The stereotype clos-
est to a customer’s properties is used for predicting his
preferences, his product selection, and the interface de-
sign. Every stereotype consists of a conditional part and
a prediction part. The conditional part describes the gen-
eral properties of a group of customers. For example, the
conditional part may assert that 30% of customers in a
group are below 30 years of age, 60% of customers are be-
tween 30 and 50, and 10% are above 50 years of age. The
prediction part of a stereotype is similar to a user model
and describes group preferences for product properties.

When a user visits a Web store, the system tries to
predict the user preferences by computing the degree
of matching between the user’s profile and each stereo-
type. The predictions of all stereotypes are merged as a
weighted sum of predictions suggested by each stereotype,

where the weights represent the user’s degree of matching
with a stereotype.

The main advantage of SETA is that the system tai-
lors graphical design, product selection, page content and
structure, and terminology to customers’ receptivity, ex-
pertise, and interests. In addition, it maintains a model
of each customer and of large groups of customers. On
the other hand, SETA depends essentially on customer
registration. The system is unable to observe customers’
behavior in order to automatically build individual pro-
files. Another drawback of SETA is that stereotypes (group
profiles) are prepared manually and, therefore, may not
reflect the actual dynamic properties of customer popula-
tion. An alternative approach is to use data mining tech-
niques that automatically build and dynamically update
group profiles.

Customer Relationship Management

Customer relationship management (CRM) refers to pro-
viding quality service and information by addressing cus-
tomer needs, problems, and preferences. CRM can in-
clude sales tracking, transaction support, and many other
activities. A CRM system usually consists of a database
of customer information and tools for analyzing, aggre-
gating, and visualizing customer information. To achieve
its goal, CRM makes extensive use of personalization and
customization technologies such as log-file analysis, data
mining, and intelligent agents. For example, many CRM
systems store and analyze consumer profiles in order to
develop new products, increase product utilization, opti-
mize delivery costs, etc.

The market for integrated solutions for online CRM
is growing at a rapid pace. BroadVision (http:/www.
broadvision.com), for example, provides solutions for
contextual personalization with its one-to-one portal and
one-to-one commerce center. BroadVision combines rule-
based personalization with intelligent agent matching
to dynamically tailor relevant information to customers.
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They also provide profile generation, session and event-
based monitoring.

NetPerceptions (http://www.netperceptions.com) is
another provider of CRM systems, based on collaborative
filtering. NetPerceptions provide tools for one-to-one mar-
keting and for real-time cross-sell and up-sell recommen-
dations. The core technology is the GroupLens software
for generating product recommendations.

Vignette Corporation is another provider of software
for dynamic content management. Their Vignette V6 re-
lationship manager server uses rule-based filtering, user’s
viewing activities, and historical data to generate cus-
tomized recommendations. The system also allows busi-
ness users to define their own rules for content delivery.

PERSONALIZATION AND PRIVACY

With personalized online service, concerns about privacy
arise. In general, e-commerce sites must strike a difficult
balance: they must recognize a returning customer with-
out violating his privacy. According to Alan Westin (1997)
privacy is “the claim of individuals, groups, or institutions
to determine for themselves when, how, and to what ex-
tent information about them is communicated to others.”
Many personalized Web sites collect and store personal
information, keep track of user online behavior, or build
individual profiles without the consumer’s consent. On
June 13, 2000, the Federal Trade Commission (FTC) is-
sued Online Profiling: A Report to Congress. The report
found that many banner ads displayed on Web sites are
selected and delivered by networks of advertising compa-
nies (such as 24/7 Media, AdForce, AdKnowledge, Avenue
A, Burst Media, DoubleClick, Engage, and MatchLogic)
without the consent and knowledge of customers. Adver-
tising networks can track consumer behavior over large
networks of interrelated Web sites and build consumer
profiles. Although the profiles are usually anonymous (i.e.,
they are linked to a cookie or a session ID number), many
advertising networks also have sociodemographic pro-
files (acquired from third parties) that could eventually be
linked to anonymous profiles. For example, in 1999 Dou-
bleClick purchased Abacus, a direct marketing company,
with a database of over 88 million buyers profiles collected
from catalog retailing. DoubleClick planned to merge that
database with its own database containing clickstream
browsing patterns for over 10 million Internet users.

Some privacy advocates believe that even anonymous
profiles permit digital redlining and weblining. Digital
redlining refers to the ability of a Web site to limit the
information customers want to see to that chosen by mar-
keters. This holds the potential of manipulating the shop-
ping environment to the advantage of the merchant and
influencing customers’ purchasing decisions and buying
habits. The concept of weblining refers to discriminating
between customers based on their profiles and charging
selected customers higher prices.

The FTC report outlined the following fair information
practices:

Notice: Web sites collecting data must disclose their
information practices before collecting personal
information from users.

Choice: Users must be given choice with respect to
whether and how personal information collected from
them may be used.

Access: Users should be able to access and check the accu-
racy and completeness of information collected about
them.

Security: Web sites collecting personal data must ensure
that these data will not be used without authorization.

There are many technology-based solutions for pri-
vacy protection. One expected to have significant impact
is the Platform for Privacy Preferences (P3P) proposed
by the World Wide Web Consortium. P3P is designed to
enable users to exercise preferences over Web sites pri-
vacy practices. It allows users to compare a Web site’s
privacy policy to their own standards prior to visiting a
Web site or disclosing private information. P3P includes
a standard vocabulary for describing privacy policies, a
set of base data elements that Web sites can use in their
policies, and a protocol for requesting privacy policies.
Privacy policies are specified in XML format and can au-
tomatically be fetched and analyzed by a Web browser.
If the Web site’s policies do not agree with the user’s pri-
vacy preferences, the browser can either warn the user or
disable certain functionality. P3P automates privacy state-
ment disclosure and eliminates the tedious and repetitive
process of reading privacy statements.

P3P has received a lot of criticism, mostly because
it does not address the issue of enforcement of privacy
agreements between users and sites. P3P does not es-
tablish specific privacy standards; instead, it provides a
framework on which to build privacy mechanisms.

Another type of privacy protection tools is anonymizers
(Anonymizer.com, Zero Knowledge Systems, safeWeb).
They serve as proxies between browsers and Web sites and
hide the user’s identity. Many of them offer anonymous
browsing, file downloads, e-mail, etc. The main dis-
advantage of anonymizers is that they cannot support
e-commerce transactions, which usually require the trans-
fer of financial and personally identifiable information.

Many personalization advocates believe that the In-
ternet will make a significant leap forward in efficiency
when it will automatically recognize the digital identities
of individual users. Digital identity is the codification and
archiving of personally identifiable information, i.e., in-
formation from which a person can be identified (such as
name, address, SSN, fingerprints, and retinal scan). Cur-
rently there are two prevailing identity services: Liberty
Alliance Project Liberty 1.0 and Microsoft.Net Passport.
Both of them rely on the concept of federated authentica-
tion, which allows a user to visit several Web sites with a
single sign-on. For example, in Microsoft.Net Passport the
user profile is stored on a Microsoft server that (with the
user’s approval) shares the information with participating
Web sites. This raises some doubts as to whether digital
identity services provide sufficient protection of privacy.
Users can easily lose the ability to control how and to what
extent information about them is shared with marketing
firms, governmental agencies, and other third parties.

Liberty Alliance does not centralize personal informa-
tion. Instead, information is distributed across several
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participating companies, such as Citigroup, General Mo-
tors Corporation, and Sony Corporation, which together
form the Liberty Alliance Network. Liberty Alliance also
allows users to decide whether to link their accounts to dif-
ferent participating sites. For example, users can choose
to opt out and not link their accounts to a specific site. The
main difference between Microsoft Passport and Liberty
Alliance is that Microsoft keeps all the data about individ-
ual users, whereas Liberty Alliance allows the data to be
owned by many Web sites.

CONCLUSION

Personalization and customization are among the fastest
growing segments of the Internet economy. They pro-
vide several advantages to both businesses and customers.
Customers benefit from personalization by receiving cus-
tomized experience, reduced information overload, and
personalized products and services. Businesses benefit
from the ability to learn consumers’ behavior, provide
one-to-one marketing, increase costumer retention, op-
timize product selection, and provide build-on-demand
services.

Due to the large variety of personalization techniques
and applications, this survey is by no means exhaustive.
Recent developments in Web services, for example, of-
fer new prospects for personalization and customization.
SUN recently presented a new vision of context-sensitive
Smart Web services, which can adapt their behavior
to changing conditions. A smart Web service can adapt
depending on a user’s location or preferences.

Personalization is by no means limited to Web site data
mining, machine learning, or statistical analysis. Person-
alization can use any technology that provides insight
into customer behavior and customer preferences. It is
our hope and expectation that the near future will of-
fer new challenging technologies and that personalization
will continue to be one of the most exciting fields in the
modern Internet economy.

GLOSSARY

Anonymizer A proxy between a browser and a Web site
which hides the user’s identity.

Collaborative filtering Recommendation technology
that makes a suggestion to a target customer by finding
a set of customers with similar interests.

Content-based recommendation Recommendation
technology that makes a suggestion to a target cus-
tomer by finding items similar to those he or she has
liked or has purchased in the past.

Cookie The data sent by a Web server to a Web client,
stored locally by the client and sent back to the server
on subsequent requests.

Customer profile A collection of data describing an in-
dividual user or a group of users.

Data mining The nontrivial process of identifying valid,
novel, potentially useful, and ultimately understand-
able patterns in data.

Intelligent agent A software program which can act as
a proxy of a human user by learning and reasoning
about users’ preferences.

Log file A file generated by a Web server, which keeps a
record for every transaction.

Personalization Using user information to better de-
sign products and services tailored to the user.

Privacy The claim of individuals, groups, or institutions
to determine for themselves when, how, and to what
extent information about them is communicated to
others.

User identification The process of associating Web site
visits and navigation behavior with a particular user.

User session All activities performed by a user during a
single visit to a Web site.

Web bug A hidden image in a Web page that activates a
third-party spying device without being noticed by the
Web page visitors.

CROSS REFERENCES

See Data Mining in E-commerce; Intelligent Agents; Ma-
chine Learning and Data Mining on the Web; Rule-Based
and Expert Systems.
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INTRODUCTION

Digital information is at the heart of every Internet
transaction. The confidentiality, integrity, and availability
of that information depends on the security of the follow-
ing physical constituents of any computing environment:

1. hardware, in the broadest sense—machines, storage
media, and transmission media;

2. the physical expression of the zeroes and ones that rep-
resent digital information (data and programs);

3. electricity, without which no digital information could
change, move, or incite action; and

4. humans and the information they possess to run the
system.

Internet security can be divided into two distinct areas:
cybersecurity and physical security. The former term
pertains to threats and defenses mounted via the same
channels as legitimate exchanges of digital information.
Encryption of information falls into this category. The role
of physical security is to guard the four physical ingre-
dients just outlined in two ways. First, it must protect
the integrity and availability of resources for legitimate
use. Second, it must prevent the misuse of resources,
for example, by breaches of confidentiality or theft of
services.

Physical security and cybersecurity complement one
another. Where an organization’s control over the phys-
ical ingredients ends, encryption and the like must take
over. When cyberdefenses are strengthened, physical vul-
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nerabilities become more inviting targets. Physical secu-
rity serves cybersecurity. A breach of physical security,
such as a password in the trash, can give a cyberattacker
a foothold. The advent of biometrics and smart cards can
be viewed either as an expansion of physical security into
cybersecurity territory or as a blurring of the line between
the two forms of security.

Physical security issues extend as far as an organi-
zation’s resources. Because human knowledge is one of
those assets, physical security concerns can span as far as
information can spread. For instance, sensitive informa-
tion could be revealed by an indiscreet question posted on
anewsgroup. Thus, physical security is not constrained by
a geographical footprint.

Physical security is intractable in the sense that cer-
tain events cannot be prevented. We cannot stop someone
from demanding an off-duty employee’s password at gun-
point, for instance. Redundancy is the last line of defense
for the integrity and availability of resources. Confiden-
tiality, on the other hand, cannot be “backed up”; some
damage, such the as revelation of personal information,
can never be repaired.

PHYSICAL THREATS TO INTEGRITY

AND AVAILABILITY OF RESOURCES
Basic Environmental Threats to
Computing Resources

Four basic threats to the physical health of computing
equipment are inappropriate temperature, inappropriate
humidity, foreign particles, and water.
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Table 1 Temperature Thresholds for Damage to Computing Resources

COMPONENT OR MEDIUM

SUSTAINED AMBIENT TEMPERATURE
AT WHICH DAMAGE MAY BEGIN

Flexible disks, magnetic tapes, etc.
Optical media

Hard-disk media

Computer equipment

hazardous voltage
Paper products

Thermoplastic insulation on wires carrying

38°C (100°F)
49°C (120°F)
66°C (150°F)
79°C (175°F)
125°C (257°F)

177°C (350°F)

Source: Data taken from National Fire Protection Association (1999).

Temperature and Humidity

The internal temperature of equipment can be signif-
icantly higher than that of the room air. Although
increasing densities have brought decreasing currents at
the integrated circuit level, dissipation of heat is still a
major concern. If a cooling system fails, a vent is blocked,
or moving parts create abnormal friction, temperature
levels can rise rapidly.

Excessively high temperatures can decrease perfor-
mance or even cause permanent damage to computer
equipment and media. The severity of the damage in-
creases with temperature and exposure time, and its onset
depends on the type of resource, as detailed in Table 1.
Media may be reconditioned to recover data, but
the success rate drops rapidly above these thresholds.
Magnetism—the essence of much data storage—can be
affected by temperatures higher than those listed; there-
fore, damage to magnetic media occurs first in the carrier
and binding materials. On the other hand, silicon—the
foundation of current integrated circuitry—will lose its
semiconductor properties at significantly lower tempera-
tures than what it takes to melt the solder that connects a
chip to the rest of the computer.

To put these temperatures in perspective, some heat-
activated fire suppression systems are triggered by ambi-
ent temperatures (at the sensor) as high as 71°C (160°F).
Even in temperate climates, the passenger compartment
of a sealed automobile baking in sunlight can reach tem-
peratures in excess of 60°C (140°F). If media or a mobile
computer is directly in sunlight and absorbing radiant en-
ergy, the heating is more rapid and pronounced, especially
if the encasing material is a dark color, which, in the shade,
would help radiate heat. (Direct sunlight is bad for optical
media even at safe temperatures.)

Although excessive heat is the more common culprit,
computing equipment also has a minimum temperature
for operation. Frigid temperatures can permanently dam-
age mobile components (e.g., the rechargeable battery
of a laptop computer), even when (in fact, especially
when) they are not in use. Plastics can also become
more brittle and subject to cracking with little or no
impact.

High humidity threatens resources in different ways.
For electrical equipment, the most common problem is
the long-term corrosive effect. If condensation forms,
however, it brings the dangers posed by water (detailed

later). Magnetic media deteriorate by hydrolysis, in which
polymers “consume” water; the binder ceases to bind mag-
netic particles to the carrier and sheds a sticky material
(which is particularly bad for tapes). Obviously, the rate
of decay increases with humidity (and, as for any chemi-
cal process, temperature). Formation of mold and mildew
can damage paper-based records, furniture, and so on.
It can also obstruct reading from optical media. A big-
ger concern for optical media is corrosion of the metallic
reflective layer. In tropical regions, there are even docu-
mented cases of fungi burrowing in CDs and corrupting
data; high humidity promotes the fungal growth.

On the other hand, very low humidity may change the
shape of some materials, thereby affecting performance.
A more serious concern is that static electricity is more
likely to build up in a dry atmosphere.

Foreign Particles

Foreign particles, in the broad sense intended here, range
from insects down to molecules that are not native to
the atmosphere. The most prevalent threat is dust. Even
fibers from fabric and paper are abrasive and slightly con-
ductive. Worse are finer, granular dirt particles. Manufac-
turing by-products, especially metal particles with jagged
shapes, are worse yet. A residue of dust can interfere
with the process of reading from media. Dirty magnetic
tape can actually stick and break. Rotating media can be
ground repeatedly by a single particle; a head crash is a
possible outcome. A massive influx of dust (such as oc-
curred near the World Trade Center) or volcanic ash can
overwhelm the air-filtering capability of HVAC (heating,
ventilation, and air-conditioning) systems.

Dust surges that originate within a facility due to con-
struction or maintenance work are not only more likely
than nearby catastrophes, they can also be more difficult
to deal with because there is no air filter between the
source and the endangered equipment. A common prob-
lem occurs when the panels of a suspended ceiling are
lifted and particles rain down.

Keyboards are convenient input devices—for dust and
worse. The temptation to eat or drink while typing only
grows as people increasingly multitask. Food crumbs are
stickier and more difficult to remove than ordinary dust.
Carbonated drinks are not only sticky but also far more
corrosive than water. In industrial contexts, other hand-
borne substances may also enter.
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Some airborne particles are liquid droplets or aerosols.
Those produced by industrial processes may be highly
corrosive. A more common and particularly perni-
cious aerosol is grease particles from cooking, per-
haps in an employee lunchroom; the resulting residue
may be less obvious than dust and cling more tenaci-
ously.

Smoke consists of gases, particulates, and possibly
aerosols resulting from combustion (rapid oxidation, usu-
ally accompanied by glow or flame) or pyrolysis (heat-
induced physiochemical transformation of material, often
prior to combustion). The components of smoke, includ-
ing that from tobacco products, pose all the hazards of
dust and may be corrosive as well.

Removable storage media often leave the protection of
a controlled environment. They can suffer from contact
with solvents or other chemicals.

There is an ever-growing list of potential chemical, bi-
ological, and radiological contaminants, each posing its
own set of dangers to humans. Most are eventually in-
volved in storage or transportation mishaps. More and
more are intentionally used in a destructive fashion. Even
if humans are the only component of the computing envi-
ronment that is threatened, normal operations at a facility
must cease until any life- or health-threatening contami-
nation is removed.

Water

Water is a well-known threat to most objects of human
design. Damage to paper products and the like is immedi-
ate. Mold and mildew will begin growing on certain damp
materials. Sooner or later, most metals corrode (sooner if
other substances, such as combustion by-products, are
present).

The most critical problem is in energized electrical
equipment. Water’s conductive nature can cause a short
circuit (a current that flows outside the intended path).
When the improper route cannot handle the current, the
result is heat, which will be intense if there is arcing (a lu-
minous discharge from an electric current bridging a gap
between objects). This may melt or damage items, even
spawn an electrical fire.

Invasive water comes from two directions: rising from
below and falling from above. Either may be the result
of nature or human action. Floodwater brings two ad-
ditional threats: its force and what it carries. The force
of moving water and debris can do structural damage di-
rectly or indirectly, by eroding foundations. In some cases,
natural gas lines are broken, which feed electrical fires
started by short-circuiting. Most flood damage, however,
comes from the water’s suspended load. Whereas falling
water, say from a water sprinkler or a leaking roof, is fairly
pure and relatively easy to clean up, floodwater is almost
always muddy. Fine particles (clays) cling tenaciously,
making cleanup a nightmare. A dangerous biological com-
ponent may be present if sewage removal or treatment
systems back up or overflow or if initially safe water
is not drained promptly. Another hazard is chemicals
that may have escaped containment far upstream. When
flooding or subsequent fire has disabled HVAC systems
in the winter, ice formation has sometimes added fur-
ther complications. Freezing water wedges items apart.

Obviously, recovery is further delayed by the need to first
thaw the ice.

Fire
Throughout history, fire has been one of the most impor-
tant threats to human life, property, and activity when
measured in terms of frequency, potential magnitude, and
rapidity of spread. Fire presents a bundle of the previously
mentioned environmental threats. By definition, combus-
tion involves chemical and physical changes in matter, in
other words, destruction of what was. Even away from
the site of actual combustion, heat can do damage, as de-
tailed earlier. Smoke can damage objects far from the site
of combustion. More critical to humans are the irritant,
toxic, asphyxial, and carcinogenic properties of smoke; it
is the leading cause of death related to fire. With the ad-
vent of modern synthetic materials, fires can now produce
deadlier toxins. Hydrogen cyanide, for instance, is approx-
imately 25 times more toxic than carbon monoxide.
Sometimes the cure can be worse than the disease. If
water is the suppressing agent, it can wreak havoc on adja-
cent rooms or lower floors that suffered no fire damage at
all. Some modern fire suppressants decompose into dan-
gerous substances. A comprehensive tome on fire is Cote
(1997).

Power Anomalies

Electrical power is to electrical equipment what oxygen
is to humans. Both the quantity and quality of electricity
supplied to equipment are important. Just as humans can
suffer, even die, from too much or too little air pressure,
electrical equipment may malfunction or be permanently
damaged when fed the wrong amount of current or volt-
age. This accounts for approximately half of computer
data loss. Just as a properly pressurized atmosphere may
carry constituents harmful to the immediate or long-term
health of people, problems can arise when the power being
supplied to a computer is itself conveying “information”
in conflict with the digital information of interest.

Power Fluctuations and Interruptions

Low-voltage equipment such as telephones, modems, and
networks are susceptible to small changes in voltage. In-
tegrated circuits operate on very low currents (measured
in milliamps); they can be damaged by minute changes in
current. Power fluctuations can have a cumulative effect
on circuitry over time, termed “electronic rust.” Of the
data losses due to power fluctuations, about three fourths
of culpable events are drops in power.

The power grid, even under normal conditions, will de-
liver transients created as part of the continual balancing
act performed in distributing power. Loose connections,
wind, tree limbs, and errant drivers are among causes of
abnormalities. Both the power grid and communications
can be affected by so-called space weather. The Earth’s
magnetic field captures high-energy particles from the so-
lar wind, shielding most of the planet while focusing it
near the magnetic poles. Communications satellites pass-
ing between oppositely charged “sheets” of particles (seen
as the Aurorae Borealis and Australis) may suffer induced
currents, even arcing; one was permanently disabled in
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1997. A surge (sudden increase in current) due to a 1989
geomagnetic storm blew a transformer, which in turn
brought down the entire HydroQuébec electric grid in 90
seconds. The periods of most intense solar activity gener-
ally coincide with Solar Max, when the cycle of sunspot
activity peaks every 10.8 years (on the average). The most
recent peak was in July 2000.

A more frequent source of surges is lightning. In ad-
dition to direct hits on power lines or a building, near-
misses can travel through the ground and enter a building
via pipes, telecommunication lines, or nails in walls. Even
cloud-to-cloud bolts can induce voltage on power lines.

Although external sources are the obvious culprits, the
reality is that most power fluctuations originate within a
facility. A common circumstance is when a device that
draws a large inductive load is turned off or on; ther-
mostatically controlled devices, such as fans and com-
pressors for cooling equipment, may turn off and on
frequently.

An ESD (electrostatic discharge) of triboelectricity
(static electricity) generated by friction can produce elec-
tromagnetic interference (see below) or a spike (momen-
tary increase in voltage) of surprisingly high voltage.
Among factors contributing to a static-prone environment
are low relative humidity (possibly a consequence of heat-
ing) and synthetic fibers in floor coverings, upholstery, and
clothing. Especially at risk is integrated circuitry that has
been removed from its antistatic packaging just before in-
stallation.

Electromagnetic Interference

Digital and analog information is transmitted over con-
ductive media by modulating an electrical current or is
broadcast by modulating an electromagnetic wave. Even
information intended to remain within one device, how-
ever, may become interference for another device. All en-
ergized wires have the potential to broadcast, and all
wires, energized or not, may receive signals. The mes-
sages may have no more meaning than the “snow” on a
television screen. Even with millions of cell phones on
the loose, much of the “electromagnetic smog” is inci-
dental, produced by devices not designed to broadcast
information.

The terms EMI (electromagnetic interference) and RFI
(radio frequency interference) are used somewhat inter-
changeably. Electrical noise usually indicates interference
introduced via the power input, though radiated energy
may have been among the original sources of the noise;
this term is also used with regard to small spikes. EMC
(electromagnetic compatibility) is a measure of a com-
ponent’s ability neither to radiate electromagnetic energy
nor to be adversely affected by electromagnetic energy
originating externally. Good EMC makes for good neigh-
bors. The simplest example of incompatibility is crosstalk,
when information from one cable is picked up by another
cable. By its nature, a digital signal is more likely to be
received noise-free than an analog signal.

EMI from natural sources is typically insignificant
(background radiation) or sporadic (like the pop of dis-
tant lightning heard on an amplitude modulated radio).
Occasionally, solar flares can muddle or even jam radio
communications on a planetary scale, especially at Solar

Max. Fortunately, a 12-hour window for such a disruption
can be predicted days in advance.

Most EMI results from electrical devices or the wires
between. Power supply lines can also be modulated to
synchronize wall clocks within a facility; this information
can interfere with the proper functioning of computer
systems. For radiated interference, mobile phones and
other devices designed to transmit signals are a major
hazard; according to Garfinkel (2002), they have trig-
gered explosive charges in fire-extinguisher systems. Ma-
jor high-voltage power lines generate fields so powerful
that their potential impact on human health has been
called into question. Motors are infamous sources of con-
ducted noise, although they can radiate interference as
well. For an introduction to electromagnetic interference,
see the glossary and the chapter “EMI Shielding Theory”
in Chomerics (2000).

Computing Infrastructure Problems

Hardware failures will still occur unexpectedly despite the
best efforts to control the computing environment. Hard-
drive crashes are one of the most infamous malfunctions,
but any electronic or mechanical device in the comput-
ing environment can fail. In this regard, critical support
equipment, such as HVAC, must not be overlooked. After
the attack on the Pentagon Building, continued computer
operations hinged on stopping the hemorrhage of chilled
water for climate control.

The Internet exists to connect computing resources.
Loss of telecommunications capabilities effectively nulli-
fies any facility whose sole purpose is to serve the out-
side world. The difficulty may originate internally or ex-
ternally. In the latter case, an organization must depend
on the problem-solving efficiency of another company. In
situations in which voice and data are carried by two sep-
arate systems, each is a possible point of failure. Although
continuity of data transfer is the highest priority, mainte-
nance of voice communications is still necessary to sup-
port the computing environment.

Physical Damage

Computers can easily be victims of premeditated, impul-
sive, or accidental damage. The list of possible human acts
ranges from removing one key on a keyboard to format-
ting a hard drive to burning down a building. The focus
here is on the fundamental forces that can damage equip-
ment. Although computers and their components have
improved considerably in shock resistance, there are still
many points of potential failure due to shock. Hard drives
and laptop LCD (liquid crystal display) screens remain
particularly susceptible. More insidious are protracted,
chronic vibrations. These can occur if fixed equipment
must be located near machinery, such as HVAC equipment
or a printer. Mobile equipment that is frequently in tran-
sit is also at higher risk. Persistent vibrations can loosen
things, notably screws, that would not be dislodged by a
sharp blow.

Removable storage media are more vulnerable to dam-
age because they are more mobile and delicate. They can
be damaged by bending, even if they appear to return
to their original shape. Optical media, for instance, can
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suffer microscopic cracking or delamination (separation
of layers). Scratches and cracks on the data (“bottom”)
side of the disc will interfere with reading data. Cracks or
delamination may also allow the incursion of air and the
subsequent deterioration of the reflective layer. That layer
is actually much closer to the label (“top”) side and there-
fore can be easily damaged by scratches or inappropriate
chemicals (from adhesives or markers) on the label side.

Although physical shocks can affect magnetic media by
partially rearranging ferromagnetic particles, a far more
common cause for magnetic realignment is, of course,
magnetic fields. The Earth’s magnetic field, averaging
about 0.5 Gauss at the surface, does no long-term, cu-
mulative damage to magnetic media. Certain electrical
devices pose hazards to magnetic media; among these are
electromagnets, motors, transformers, magnetic imaging
devices, metal detectors, and devices for activating or
deactivating inventory surveillance tags. (X-ray scanners
and inventory surveillance antennae do not pose a threat.)
Degaussers (bulk erasers) can produce fields in excess of
4,000 Gauss, strong enough to affect media not intended
for erasure. Although magnetic media are the obvious
victims of magnetic fields, some equipment can also be
damaged by strong magnetic fields.

Local Hazards

Every location presents a unique set of security chal-
lenges. There are innumerable hazards the probability
and impact of which are location-dependant. Often, a
pipeline, rail line, or road in the immediate vicinity car-
ries the most likely and most devastating potential hazard.
Two of the local hazards with the greatest impact on hu-
man life, property, and activity are flooding and geological
events.

Flooding

As many have learned too late, much flood damage oc-
curs in areas not considered flood-prone. Government
maps depicting flood potential are not necessarily use-
ful in assessing risk, because they can quickly become
outdated. One reason is construction in areas with no
recorded flood history. Another is that urbanization itself
changes drainage patterns and reduces natural absorption
of water.

Small streams react first and most rapidly to rainfall
or snowmelt. Even a very localized rain event can have a
profound effect on an unnoticed creek. Perhaps the most
dangerous situation is in arid regions, where an inter-
mittent stream may be dry or nearly dry on the surface
for much of the year. A year’s worth of rain may arrive
in an hour. Because such flash floods may come decades
apart, the threat may be unrecognized or cost-prohibitive
to address.

Usually, advance warning of floods along large rivers
is better than for the small rivers that feed them. Hav-
ing a larger watershed, large rivers react more slowly to
excessive rain or rapidly melting snow. Formation of ice
jams, breaking of ice jams, structural failure of dams, and
landslides or avalanches into lakes, however, can cause a
sudden, unexpected rise in the level of a sizeable river.

Coastal areas are occasionally subjected to two other
types of flooding. The storm surge associated with a

hurricane-like storm (in any season) can produce pro-
found and widespread damage, but advanced warning is
usually good enough to make appropriate preparations.
Moving at 725 km (450 miles) per hour on the open
ocean, tsunamis (seismic sea waves) caused by undersea
earthquakes or landslides arrive with little to no warning
and can be higher than storm surges. Although tsunamis
most often strike Pacific coastlines, a much larger (and
rarer) mega-tsunami could effect much of the Atlantic if a
volcano in the Canary Islands collapses all at once.

An urban area is at the mercy of an artificial drainage
system, the maintenance of which is often at the mercy
of a municipality. A violent storm can itself create enough
debris to greatly diminish the system’s drainage capacity.

Not all flooding originates in bodies of water. Breaks in
water mains can occur at any time, but especially during
winter freeze-thaw cycles or excavation. Fire hydrants can
be damaged by vehicles. Pipes can leak or commodes over-
flow. Although safest from rising water, the top floor is the
first affected if the roof leaks, collapses, or is blown away.

Geological Events

Geological hazards fall into a number of categories.
These events are far more unpredictable than meteorolog-
ical events, although some, notably landslides and mud-
slides, may be triggered by weather. Earthquakes can have
widespread effects on infrastructure. The damage to an
individual structure may depend more on where it was
built than on ow. Buildings on fill dirt are at greater risk
because of potential liquefaction, in which the ground be-
haves like a liquid. Earthquake predictions are currently
vague as to time and location.

Landslides and mudslides are more common after
earthquakes and rainstorms, but they can occur with no
obvious triggering event. Anticipating where slides might
occur may require professional geological consultation.
As an illustration, a cliff with layers of clay dipping to-
ward the face of the cliff is an accident waiting to happen.

Volcanic ash is one of the most abrasive substances in
nature. It can occasionally be carried great distances and
in great quantities. If it does not thoroughly clog up HVAC
air filters between outside and inside air domains, it may
still be tracked in by people. Most volcanic eruptions are
now predictable.

Humans

Humans are often referred to as the “weakest link” in
computing security, for they are the computing environ-
ment component most likely to fail. Despite their flaws,
humans have always been recognized as an essential re-
source. Before the attacks on New York and Washing-
ton, however, the sudden disappearance of large numbers
of personnel was simply not anticipated by most busi-
ness continuity planners or disaster recovery planners. All
planners, whether focused on preservation of processes
or assets, now have a different outlook on preservation
of life.

Aside from mass slaughter, there are other circum-
stances in which human resources may be lacking. Severe
weather may preclude employees from getting to work.
Labor disputes may result in strikes. These may be be-
yond the direct control of an organization if the problems
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are with a vendor from whom equipment has been bought
or leased or with a contractor to whom services have been
outsourced. A different kind of discontinuity in human ex-
pertise can come with a change of vendors or contractors.

Even the temporary absence or decreased productivity
of individuals soon adds up to a major business expense.
Employers may be held responsible for a wide range of oc-
cupational safety issues. Those specific to the computing
environment include

1. carpal tunnel syndrome (from repetitive actions, no-
tably typing),

2. back and neck pain (from extended use of improper
seating), and

3. eye strain and headaches (from staring at a computer
screen for long periods).

PHYSICAL MEANS OF
MISAPPROPRIATING RESOURCES

I now turn to the misappropriation of assets that can be
possessed in some sense—physical objects, information,
and computing power. (Some acts, such as physical theft,
also impinge on availability). Misuse may entail use by
the wrong people or by the right people in the wrong
way. The transgressions may be without malice. A pil-
ferer of “excess” computing power may view his or her
actions as a “victimless crime.” In other cases, insiders
create new points of presence (and, therefore, new weak
points) in an attempt to possess improved, legitimate ac-
cess. See Skoudis (2002) for discussions of many of these
issues.

Unauthorized Movement of Resources

For computing resources, theft comes in several forms.
Outsiders may break or sneak into a facility. Insiders may
aid a break-in, may break into an area or safe where (or
when) they are not entitled to access, or they may abuse
access privileges that are a normal part of their job. Physi-
cal objects may be removed. Information, whether digital
or printed, may be duplicated or merely memorized; this
is classified as theft by copying.

A different situation is when items containing recov-
erable data have been intentionally discarded or desig-
nated for recycling. The term dumpster diving conjures
up images of an unauthorized person recovering items
from trash bins outside a building (although perhaps still
on an organization’s property). In fact, discarded items
can also be recovered from sites inside the facility by a
malicious insider. At the other extreme, recovery could,
in theory, take place thousands of miles from the point at
which an object was initially discarded. A large fraction of
the “recycled” components from industrialized countries
actually end up in trash heaps in Third World countries.
The legality of dumpster diving depends on local laws and
on the circumstances under which an item was discarded
and recovered.

Perhaps the most obvious candidate for theft is remov-
able storage media. As the data density of removable stor-
age media increases, so does the volume of information
that can be stored on one item and, therefore, the ease

with which a vast amount of information can be stolen.
Likewise, downloading from fixed media to removable
media can also be done on a larger scale, facilitating theft
by copying.

By comparison, stealing hardware usually involves re-
moving bigger, more obvious objects, such as computers
and peripherals, with the outcome being more apparent to
the victim. Garfinkel (2002) reports thefts of random ac-
cess memory (RAM); if not all the RAM is removed from
a machine, the loss in performance might not be noticed
immediately.

Social Engineering and Information Mining

Human knowledge is an asset less tangible than data on
a disk but worth possessing, especially if one is mounting
a cyberattack. An attacker can employ a variety of cre-
ative ways to obtain information. Social engineering in-
volves duping someone else to achieve one’s own illegit-
imate end. The perpetrator—who may or may not be an
outsider—typically impersonates an insider having some
privileges (“I forgot my password...”). The request may
be for privileged information (“Please remind me of my
password...”)or foran action requiring greater privileges
(“Please reset my password. ..”). Larger organizations are
easier targets for outsiders because no one knows every-
one in the firm. Less famous than social engineering are
methods of mining public information. Some informa-
tion must necessarily remain public, some should not be
revealed, and some should be obfuscated.

Domain name service information related to an
organization—domain names, IP (Internet protocol) ad-
dresses, and contact information for key information
technology (IT) personnel—must be stored in an online
“whois” database. If the name of a server is imprudently
chosen, it may reveal the machine’s maker, software, or
role. Such information makes the IP addresses more use-
ful for cyberattacks. Knowing the key IT personnel may
make it easier to pose as an insider for social engineering
purposes.

Currently, the most obvious place to look for pub-
lic information is an organization’s own Web site. Un-
less access is controlled so that only specific users can
view specific pages, anyone might learn about corporate
hardware, software, vendors, and clients. The organi-
zational chart and other, subtler clues about corporate
culture may also aid a social engineering attack. Of
course, this information and more may be available in
print.

Another dimension of the Internet in which one can
snoop is newsgroup bulletin boards. By passively search-
ing these public discussions (“lurking”), an attacker might
infer which company is running which software on which
hardware. He or she may instead fish actively for infor-
mation. An even more active approach is to provide dis-
information, leading someone to incorrectly configure a
system.

Unauthorized Connections and Use

Wiretapping involves making physical contact with guided
transmission media for the purposes of intercepting in-
formation. Wired media are relatively easy to tap, and
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detection (other than visual inspection of all exposed
wires) may be difficult. Contrary to some rumors, fiber-
optic cable remains far more difficult to tap, and detec-
tion (without visual inspection) is highly likely; any light
that can be made to “leak” from a cable is not useable for
recovering data.

A specific type of wiretapping is a keyboard monitor,
a small device interposed between a computer and its
keyboard that records all work done via the keyboard.
The attacker (or suspicious employer) must physically
install the item and access it to retrieve stored data.
(Hence, keyboard logging is more often accomplished by
software.)

A variation on wiretapping is to use connectivity hard-
ware already in place, such as a live, unused LAN (local
area network) wall jack; a live, unused hub port; a LAN-
connected computer that no longer has a regular user; and
a computer in use but left unattended by the user cur-
rently logged on. For the perpetrator, these approaches
involve varying degrees of difficulty and risk. The second
approach may be particularly easy, safe, and reliable if the
hub is in an unsecured closet, the connection is used for
sniffing only, and no one has the patience to check the
haystack for one interloping needle.

Phone lines are connectivity hardware that is often
overlooked. A naive employee might connect a modem
to an office machine so it can be accessed (for legiti-
mate reasons) from home. This gives outsiders a potential
way around the corporate firewall. Even IT administra-
tors who should know better leave “back-door” modems in
place, sometimes with trivial or no password protection.
Sometimes the phone service itself is a resource that is
misappropriated. Although less common now, some types
of PBX (private branch exchange) can be “hacked,” al-
lowing an attacker to obtain free long-distance service or
to mount modem-based attacks from a “spoofed” phone
number.

A final asset is an adjunct to the phone service. Em-
ployee voice mail, even personal voice mail at home, has
been compromised for the purpose of obtaining sensitive
information (e.g., reset passwords).

Appropriate access through appropriate channels does
not imply appropriate use. One of the biggest produc-
tivity issues nowadays is employee e-mail and Inter-
net surfing unrelated to work. If prohibited by com-
pany policy, this can be viewed as misappropriation
of equipment, services, and, perhaps most important,
time. Although text-based e-mail is a drop in the bucket,
downloading music files can “steal” considerable band-
width; this is especially a problem at those academic
institutions where control of students’ Internet usage is
minimal.

Eavesdropping

Eavesdropping originally meant listening to something il-
licitly. Although capture of acoustic waves (perhaps with
an infrared beam) is still a threat, the primary concern
in the computing environment involves electronically
capturing information without physical contact. Un-
guided transmission media such as microwave (whether
terrestrial or satellite), radio (the easiest to intercept), and

infrared (the hardest to intercept) should be considered
fair game for outsiders to eavesdrop; such transmissions
must be encrypted if security is a concern. Among guided
transmission media, fiber-optic cable stands alone for its
inability to radiate or induce any signal on which to eaves-
drop. Therefore, the interesting side of eavesdropping is
tempest emissions. Electrical devices and wires have long
been known to emit electromagnetic radiation, which is
considered “compromising” if it contains recoverable in-
formation. Mobile detectors have been used to locate ra-
dios and televisions (where licensing is required) or to
determine the stations to which they are tuned. Video dis-
plays (including those of laptops) are notorious emitters;
inexpensive equipment can easily capture scan lines, even
from the video cable to an inactive screen.

The term tempest originated as the code word for a
U.S. government program to prevent compromising emis-
sions. (Governments are highly secretive in this area; con-
tractors need security clearance to learn the specifications
for equipment to be tempest-certified.) Related compro-
mising phenomena are as follows:

1. hijack—signals conducted through wires (and perhaps
the ground, as was noted during World War I);

2. teapot—emissions intentionally caused by an adversary
(possibly by implanted software); and

3. nonstop—emissions accidentally induced by nearby ra-
dio frequency (RF) sources.

One attack is to irradiate a target to provoke resonant
emissions—in other words, intentional nonstop. (This
is analogous to how an infrared beam can expropriate
acoustic information.) Interestingly, equipment certified
against passive tempest eavesdropping is not necessarily
immune to this more active attack. (Compare the infrared
device to a parabolic microphone, which is merely a big
ear.) Although these emissions were formerly the concern
only of governments, increasingly less expensive and more
sophisticated equipment is making corporate espionage
a growing temptation and concern. An excellent intro-
duction to this area is chapter 15 of Anderson (2001). A
well-known portal for tempest information is McNamara
(2002).

PREVENTIVE MEASURES

To expand George Santayana’s famous quote, those who
are ignorant of history are doomed to repeat it, but those
who live in the past are also doomed. Although an under-
standing of past disasters is essential, not all that will hap-
pen (in your neighborhood or in the world) kas happened.
The key to preventing physical breaches of confidential-
ity, integrity, and availability of computing resources is
to anticipate as many bad scenarios as possible. A com-
mon flaw is to overlook plausible combinations of prob-
lems, such as the incursion of water while backup power
is needed.

History has taught us that, regardless of the time, ef-
fort, and money invested, preventing all bad events is im-
possible; there will be failures. For integrity and availabil-
ity of resources, redundancy can be used as a parachute
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when the worst-case scenario becomes reality. Unfortu-
nately, there is no comparable preventive measure for con-
fidentiality.

Control and Monitoring of Physical
Access and Use

There are several philosophical approaches to physical
access control, which can be used in combination with
one another:

1. Physical contact with a resource is restricted by putting
it in a locked cabinet, safe, or room; this would deter
even vandalism.

2. Contact with a machine is allowed, but it is secured
(perhaps permanently bolted) to an object difficult to
move; this would deter theft. A variation of this allows
movement, but a motion-sensored alarm sounds.

3. Contact with a machine is allowed, but a security device
controls the power switch.

4. A machine can be turned on, but a security device con-
trols log-on. Related to this is the idea of having a
password-protected screensaver running while the user
is away from the machine.

5. A resource is equipped with a tracking device so that
a sensing portal can alert security personnel or trigger
an automated barrier to prevent the object from being
moved out of its proper security area.

6. An object, either a resource or a person, is equipped
with a tracking device so that his, her, or its current
position can be monitored continually.

7. Resources are merely checked in and out by employ-
ees, for example by scanning barcodes on items and ID
cards, so administrators know at all times of who has
what, but not necessarily where they have it.

Yet another approach can be applied to mobile com-
puters, which are easier targets for theft. More and more
high-density, removable storage options are available, in-
cluding RAM-disks, DVD-RAMs, and memory sticks. This
extreme portability of data can be turned to an advantage.
The idea is to “sacrifice” hardware but preserve the con-
fidentiality of information. If no remnant of the data is
stored with or within a laptop (which may be difficult to
ensure), the theft of the machine from a vehicle or room
will not compromise the data. The downside is that the
machine is removed as a locus of backup data.

There are also a multitude of “locks.” Traditional locks
use metal keys or require a “combination” to be dialed
on a wheel or punched on an electronic keypad. Another
traditional “key” is a photo ID card, inspected by security
personnel. Newer systems require the insertion or prox-
imity of a card or badge; the types of cards include mag-
netic stripe cards, memory cards, optically coded cards,
and smart cards (either contact or contactless). The most
promising direction for the future appears to be biometric
devices, the subject of a separate article; a major advan-
tage of these is that they depend on a physiological or
behavioral characteristic, which cannot be forgotten or
lost and is nearly impossible to forge.

To paraphrase General George C. Patton, any security
device designed by humans can be defeated by humans.
Each type of locking device has its own vulnerabilities and
should be viewed as a deterrent. In some cases, even an in-
expensive, old-fashioned lock is an adequate deterrent—
and certainly better than nothing (as is often the case with
wiring cabinets). In assessing a candidate for a security
device or architecture, the time, resources, and sophisti-
cation of a likely, hypothetical attacker must be correlated
with both the security scheme and the assets it protects.

An example may be helpful. To determine the suitabil-
ity of smart cards, first research the many potential attacks
on smart cards and readers. Then estimate how long an
outsider or malicious insider might have unsupervised ac-
cess to a smart card or reader of the type used or in actual
use. Finally, make a guess as to whether the assets at stake
would motivate an adversary to invest in the necessary
equipment and expertise to perform a successful attack
given the level of access they have.

It is sometimes appropriate for an organization to al-
low public access on some of its computers. Such comput-
ers should be on a separate LAN, isolated from sensitive
resources. Furthermore, to avoid any liability issues, the
public should not be afforded unrestricted access to the
Internet.

A different aspect of access is unauthorized connec-
tions. A multipronged defense is needed. Checking for
renegade modems can be done either by visually inspect-
ing every computer or by war-dialing company extensions.
Hubs must be secured and their ports should be checked
to verify that they are used only by legitimate machines.
Unused jacks or jacks for unused computers must be de-
activated. Computers that are no longer on the LAN must
be locked away or at least have their hard drives san-
itized. To prevent wiretapping, all wires not in secured
spaces should be enclosed in pipes (which can themselves
be protected against tampering). Unprotected wires can
periodically be tested by sending pulses down the wires;
exhaustive visual inspections are impractical.

A more complex issue is that of improper use of ser-
vices, especially e-mail and Internet access, whose proper
use may be an essential part of work-related duties. Com-
panies are within their rights to limit or track the usage
of their resources in these ways, even if employees are
not forewarned. Many employers monitor e-mail passing
through company hardware, even that for an employee’s
personal e-mail account. In addition, they use activity
monitors, software to record keystrokes, to capture screen
displays, or to log network access or use of applications.
(These monitoring activities can in turn be detected by
employees with suitable software.) Alternatively, inbound
or outbound Internet traffic can be selectively blocked, fil-
tered, or shaped; the last is the least intrusive because it
limits the portion of bandwidth that can be consumed by
certain services while not prohibiting them entirely.

Control and Monitoring of Environmental
Factors
HVAC systems should have independently controlled tem-

perature and relative humidity settings. Each variable
should be monitored by a system that can issue alerts
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when problems arise. Ideally, HVAC units should be in-
stalled in pairs, with each unit being able to carry the
load of the other should it malfunction.

Although some information is only of transitory value,
other data, such as official records of births, deaths, mar-
riages, and transfers of property ownership, should be
kept in perpetuity. Standards for long-term preservation
of data stored in magnetic or optical format are far stricter
than guidelines for ordinary usage. As a sample, for preser-
vation, the prescribed allowable temperature variation in
24 hours is a mere +1°C (2°F). See International Advi-
sory Committee for the UNESCO Memory of the World
Programme (2000) for detailed preservation guidelines.
One such guideline is that magnetic media, both tapes
and disks, be stored in an upright orientation (i.e., with
their axes of rotation horizontal). The exclusion of light
is important for extending the useful life of optical media
incorporating dyes (writeable discs). All media should be
stored in containers that will not chemically interact with
the media. Projected life spans for properly archived me-
dia are considered to be 5-10 years for floppy diskettes,
10-30 years for magnetic tapes, and 20-30 years for op-
tical media. These estimates are conservative to ensure
creation of a new copy before degradation is sufficient to
invert any bits.

For optical media, life expectancies are extrapolated
from accelerated aging tests based on assumptions and
end-of-life criteria that may be invalid. Numerous factors
influence longevity. Write-once formats have greater life
expectancies than rewriteable formats. The bit-encoding
dye phthalocyanine (appearing gold or yellowish green)
is less susceptible than cyanine (green or blue-green) to
damage from light after data has been written; yet manu-
facturers’ claimed life expectancies of up to 300 years are
not universally accepted. What appears to be a major de-
terminer of longevity is the original quality of the stored
data. This in turn depends on the quality of the blank disc,
the quality of the machine writing the data, and speed at
which data was written. Hartke (2001) gives an enlighten-
ing look at the complexities of this issue.

All archived data of critical importance should be sam-
pled periodically and backed up well before the rate of
correctable errors indicates that data might be unrecov-
erable at the next sampling. Even physically perfect data
has been effectively lost because it outlived the software or
hardware needed to read it. Therefore, before its storage
format becomes obsolete, the data must be converted to
an actively supported format.

There are devices or consumable products for clean-
ing every type of storage medium and every part of a
computer or peripheral device. Backup tapes that are fre-
quently overwritten should be periodically removed from
service to be tested on a rape certifier, which writes sample
data to the tape and reads it back to detect any errors;
some models incorporate selective cleaning as an option.
Read-write heads for magnetic media typically need to be
cleaned far more often than the medium that moves by
them. For optical media, clean discs are usually the con-
cern. Compressed air should not be used; the resulting
drop in temperature produces a thermal shock (rapid tem-
perature change) for the disc. If the problem is scratches
rather than dirt, polishing may be required.

Keeping a computing area free of foreign particles is
a multifaceted task. Air filters should remove fine dust
particles because outdoor dust is brought in on clothes
and shoes. Filters must be cleaned or replaced on a reg-
ular schedule. Periodically, air-heating equipment should
be turned on briefly even when not needed. This is to in-
crementally burn off dust that would otherwise accumu-
late and be converted to an appreciable amount of smoke
when the equipment is activated for the first time after
a long period of disuse. Vacuuming of rooms and equip-
ment should also involve filters. Food, drink, and tobacco
products should be banned from the computing area.

Water detectors should be placed above and below
a raised floor to monitor the rise of water. An auto-
matic power shutdown should be triggered by a sensor
that is lower than the lowest energized wire. Degaussers
and any other equipment that produces strong magnetic
fields should be kept in a room separate from any me-
dia not scheduled to be erased. Although the intensity of
most magnetic fields decreases rapidly with distance, it is
very difficult to shield against them. Likewise, computers
should be kept away from sources of vibrations, including
printers. If this cannot be arranged, vibration-absorbing
mats can be placed under the computer or the offending
device.

Health and Safety Issues

The humans in the computing environment have addi-
tional needs. Some general health issues that may arise
are sick building syndrome (symptoms arising from toxic
mold) and Legionnaire’s disease (a form of pneumonia
transmitted via mist and sometimes associated with large
air conditioning systems). Human-friendly appointments
pertinent to a computing environment include the fol-
lowing:

1. special keyboards or attachments that optimize wrist
placement;

2. comfortable, adjustable chairs that properly support
backs; and

3. special lighting, monitor hoods, or screen coverings
that reduce glare and, therefore, eyestrain.

There is currently no consensus on the long-term ef-
fects of extremely low-frequency (ELF) emissions (below
300 Hz), magnetic fields emitted by a variety of devices,
including high-tension lines and cathode ray tube moni-
tors (but not LCD displays). Laboratory tests with animals
have found that prolonged exposure to ELF fields may
cause cancer or reproductive problems. Studies of preg-
nant CRT users have produced conflicting data. Pending
conclusive evidence, some recommend keeping 60 cen-
timeters (2 feet) away from such monitors, which may
not be practical. There are similar concerns and uncer-
tainty with regard to cellular phones. It is known that
people with pacemakers should avoid devices creating
strong magnetic fields, such as degaussers. Although the
World Health Organization acknowledges the need for
continued research in certain areas, its latest position
is that there is no evidence of health risks associated
with EMF exposures below the levels set forth by the
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International Commission on Non-Ionizing Radiation
Protection (1998).

Depending on the overall security architecture, the crit-
icality of the facility, and the anticipated threats, it may
be advisable to implement any or all of the following:

1. stationed or roving security guards;

2. surveillance cameras, monitored in real time and
recorded on videotape;

3. motion detectors;
4. silent alarms (of the type used in banks); and

5. barriers that prevent unauthorized vehicles from ap-
proaching the facility.

Fire Preparedness

For the survival of people and inanimate objects, the most
critical preparations are those regarding fire.

Fire Detection

Automatic fire detectors should be placed on the ceilings
of rooms as well as in hidden spaces (e.g., below raised
floors and above suspended ceilings). The number and
positioning of detectors should take into account the lo-
cation of critical items, the location of potential ignition
sources, and the type of detector. Fire detectors are based
on several technologies:

1. Fixed-temperature heat detectors are triggered at a spe-
cific temperature. Subtypes are
(a) fusible—metal with a low melting temperature;
(b) line type—insulation melts, completing a circuit;
and
(¢) bimetallic type—bonding of two metals with un-
equal thermal expansion coefficients, bends when
heated (the principle in metal-coil thermometers),
completing a circuit (until cooled again).
2. Rate-compensation detectors trigger at a lower temper-
ature if the temperature rise is faster.
3. Rate-of-rise detectors react to a rapid temperature rise,
typically 7-8°C (12-15°F) per minute.
4. Electronic spot type thermal detectors use electronic cir-
cuitry to respond to a temperature rise.
5. Flame detectors “see” radiant energy. They are good in
high-hazard areas. Subtypes are
(a) infrared—can be fooled by sunlight, but less af-
fected by smoke than ultraviolet detectors; and
(b) ultraviolet—detects radiation in the 1850-2450
angstrom range (i.e., almost all fires).
6. Smoke detectors usually detect fires more rapidly than
heat detectors. Subtypes are
(a) ionizing—uses a small radioactive source (common
in residences); and
(b) photoelectric—detects obscuring or scattering of a
light beam.

A third type of smoke detector is the air-sampling type.
One version, the cloud chamber smoke detector, detects the
formation of droplets around particles in a high-humidity

chamber. Another version, the continuous air-sampling
smoke detector, is particularly appropriate for computing
facilities. It can detect very low smoke concentrations and
report different alarm levels.

For high-hazard areas, there are also automatic devices
for detecting the presence of combustible vapors or ab-
normal operating conditions likely to produce fire; said
another way, they sound an alarm before a fire starts.

Some fire detectors, especially the fusible type, are in-
tegrated into an automatic fire suppression system. This
means that the first alarm could be the actual release of
an extinguishing agent. Because an event triggering a fire
may also disrupt the electrical supply, fire detectors must
be able to function during a power outage. Many fire
detectors are powered by small batteries, which should
be replaced on a regular schedule. Some components of
detectors, such as the radioisotope in an ionizing smoke
detector, have a finite life span; the viability of such a de-
tector cannot be determined by pushing the “test” button,
the purpose of which is merely to verify the health of the
battery. Such detectors must be replaced according to the
manufacturer’s schedule.

Fire Prevention and Mitigation

Better than detecting a fire is preventing it from starting.
The two things to avoid are high temperatures and low
ignition points. It is usually possible to exclude highly
flammable materials from the computing environment.
Overheating is a possibility in almost any electrical de-
vice. In some cases a cooling system has failed or has been
handicapped. In other cases, a defective component gen-
erates abnormal friction. The biggest threat comes from
short circuits; the resulting resistance may create a small
electric heater or incite arcing.

Some factors that may lead to a fire, such as short
circuits within a machine or a wall, are beyond our con-
trol. Yet many precautions can be taken to lessen the
chances of a fire. Vents should be kept unobstructed and
air filters clean. Power circuits should not be asked to
carry loads in excess of their rated capacity. Whenever
possible, wires should run below a raised floor rather than
on top of it. If wires must lie on a floor where they could
be stepped on, a sturdy protective cover must be installed.
In any case, wires should be protected from fatiguing or
fraying. See National Fire Protection Association (1999)
for fire prevention guidelines for the computing environ-
ment. As of this writing, the newest electrical code per-
taining specifically to computing equipment is from the
International Electrotechnical Commission (2001).

Many fires are actually the culmination of a protracted
process. Another preventive measure is for employees
to use their eyes, ears, noses, and brains. Damage to a
power cord can be observed if potential trouble spots are
checked. Uncharacteristic noises from a component may
be symptomatic of a malfunction. The odor of baking ther-
moplastic insulation is a sign that things are heating up.

Given that a fire may have an external or deliberate
origin, preventing the spread of fire is arguably more im-
portant than preventing its ignition. It certainly requires
greater planning and expense. The key ideas are to erect
fire-resistant barriers and to limit fuel for the fire between
the barriers.
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Table 2 Comparison of Types of Surge Protectors

TYPE OF SURGE PROTECTOR

CHARACTERISTICS

MOV (Metaloxide Varistor)

Gas Tube

SAD (Silicon Avalanche Diode)

Reactive Circuit

Inexpensive, easy to use, but progressively
degrades from even minor surges (possibly
leading to a fiery demise)

Reacts quickly, can handle big surges, but may not
deactivate until an alternating circuit polarity flip
(which may mean the computer shuts down in
the meantime)

Faster than an MOV (1 ns vs. 5 ns), but has a
limited power capacity

Also smoothes out noise but can only handle
normal-mode surges (between hot and neutral
lines) and may actually cause a common-mode
surge (between neutral and ground lines), which
is thought to be the more dangerous type of surge
for desktop computers

For computing environments, the choice of construc-
tion materials, design, and techniques for mitigating the
spread of fire should exceed the minimum standards dic-
tated by local building codes. Because fires can spread
through unseen open spaces, including ventilation sys-
tems, a computing area is defined to be all spaces served
by the same HVAC system as a computing room. Air ducts
within that system should have smoke dampers. The com-
puting area must be isolated in a separate fire division.
This means the walls must extend from the structural floor
to the structural ceiling of the computer area and have
a one-hour rating (resistance to an external fire for one
hour). Care should be taken to ensure that openings where
pipe and cables pass through the fire-resistant boundaries
of the separate fire division are sealed with material that
is equally fire-resistant.

Many fires affecting a computer area do not actually
originate in that area. Even if a fire does not technically
spread into a computing area, its products—heat, smoke,
and soot (carbon deposits)—may. Consequently, the level
of fire protection beyond the computing area is still of
critical concern. Fully sprinklered buildings (protected by
sprinkler systems throughout) are recommended. Con-
cern should extend beyond the building if it is located
in an area with high hazards, such as chemical storage or
periodically dry vegetation. In the latter case, a fire break
should be created around the building by removal of any
vegatation likely to fuel a fire.

The standards prescribed by the National Fire Protec-
tion Association (1999) for fire protection of computing
equipment set specifications for wall coverings, carpet,
and furnishings (which are relaxed in fully sprinklered
buildings). They also limit what other materials can be
present. They do not take into account that even high-
hazard areas have computers present. In interpreting
those standards, determine which dangerous materials
are absolutely essential for operations, and work to min-
imize any unnecessary hazards. Due to their potential
contribution to fire (as well as being a more likely start-
ing point for a fire), materials that could contribute to a

Class B fire (including solvents, paints, etc.) should not be
stored in a computing area except in a fireproof enclosure.
Materials that could contribute to a Class A fire, such as
paper, should be kept to the minimum necessary.

Raised floors are standard features of many computer
facilities, allowing for cables to connect equipment with-
out the need to cover cables to prevent fraying and elec-
trical shorting. The use of junction boxes below the floor
should be minimized, however. The needed equipment for
lifting the heavy removable panels to gain access to the
space between the raised floor and the structural floor
must be easy to locate, even in the event of a fire.

Power Maintenance and Conditioning

The most basic necessity for the functioning of computer
resources is maintenance of power. Power conditioning
refers to smoothing out the irregularities of that power.

Surge Protectors and Line Filters

A surge protector is designed to protect against sudden in-
creases in current. It forms a second line of defense, the
circuit breaker being the first. Neither should be counted
on to protect against a direct hit by lightning. There is
no substitute for unplugging home computers during an
electrical storm. A large building should have a separate
lightning protection system in any case. Surge protectors
are currently based on four technologies, described in
Table 2.

Metaloxide varistor (MOV), gas tube, and silicon
avalanche diode (SAD) surge protectors short out the
surge and isolate it from the protected equipment. The
reactive circuit type uses a large inductance to spread a
surge out over time. All should have lights to indicate if
they are in functioning order. MOVs and SADs are the
types preferred for computing environments because of
their reaction times. All surge protectors require a prop-
erly grounded electrical system in order to do their job.

Line filters clean power at a finer level, removing electri-
cal noise entering through the line power. Their concern
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is not extreme peaks and valleys in the alternating cur-
rent (AC) sine wave, but modulation of that wave. Their
goal is to restore the optimal sine shape. Power purity
can also be fostered by adding circuits rather than filters.
The most important precaution is to keep large machinery
off any circuit powering computing equipment. If possi-
ble, it is preferable to have each computer on a separate
circuit.

The dangers of static electricity can be reduced by in-
hibiting its buildup, providing ways for it to dissipate
gradually (rather than discharge suddenly), or insulating
vulnerable items. Antistatic techniques include the fol-
lowing:

1. keeping the relative humidity from dropping too low
(below 40%);

2. avoiding the use of carpets and upholstery with syn-
thetic fibers, or spraying them with antistatic sprays;

3. using antistatic tiles or carpets on floors;

4. not wearing synthetic clothing and shoes with soles
prone to generating charges;

5. using an ionizer (which sends both positive and nega-
tive ions into the air as a neutralizing influence); and

6. keeping computers away from metal surfaces or cover-
ing metal surfaces with dissipative mats or coverings.

When installing electronic circuitry, technicians
should ground themselves. A variety of conductive “gar-
ments” can be worn, including bracelets and straps for
wrists and ankles, gloves, finger cots, and smocks.

Uninterruptible Power Supplies (UPS)

Although an uninterruptible power supply, by definition,
counteracts a loss of power, it typically provides surge
protection as well. This is accomplished by means of sep-
arate input and output circuits. The input circuit induces
current in the output circuit. A UPS may also incorpo-
rate noise filtering. UPS systems fall into three categories.
An online system separates the input and output with a
buffer, a battery that is constantly in use and (almost)
constantly being charged. This is analogous to a water
tank providing consistent water pressure, regardless of
whether water is being added to it. This is the origi-
nal and most reliable design for a UPS. In the strictest
sense, this is the only truly uninterruptible power sup-
ply; its transfer time (defined below) is zero millisec-
onds. An offline system sends the primary current straight
through in normal circumstances, but transfers to backup
power if its detection circuit recognizes a problem with
the primary power. The problem might be a complete
drop in primary power, but it might also be a spike, a
surge, a sag (drop in voltage), or electrical noise. A line
interactive system is similar to an offline system, but its
output waveform will be a sine wave (as is the input wave-
form) rather than a square or step wave. Aside from its
basic type, the most important characteristics of a UPS
are its

1. capacity—how much of aload it can support (measured
in volt-amps or watts);

2. voltage—the electromotive force with which the cur-
rent is flowing (measured in volts);

3. efficiency—the ratio of output current to input current
(expressed as a percentage);

4. backup time—the duration during which it can provide
peak current (a few minutes to several hours);

5. transfer time—the time from the drop in primary power
until the battery takes over (measured in milliseconds);

6. battery life span—how long it is rated to perform as
advertised;

7. battery type—a small Ni-MH (nickel metal hydride)
battery support of an individual machine, whereas
lead-acid batteries for an entire facility may require a
room of their own; and

8. output waveform—sine, square, or step (also known as
a modified sine) wave.

A final consideration is the intended load: resistive (as
alamp), capacitive (as a computer), or inductive (as a mo-
tor). Because of the high starting current of an inductive
load, the components of an offline UPS (with its square
or step wave output) would be severely damaged. Actu-
ally, an inductive load will still have a similar but less se-
vere effect on other types of UPS systems (with sine wave
output).

Large battery systems may generate hydrogen gas, pose
a fire hazard, or leak acid. Even a sealed, maintenance-
free battery must be used correctly. It should never be fully
discharged, it should always being recharged immediately
after usage, and it should be tested periodically.

Some UPS systems feature scalability, redundancy, and
interface software, which can

1. indicate the present condition of the battery and the
main power source;

2. alert users when backup power is in operation, so that
they can shut down normally; or

3. actually initiate a controlled shutdown of equipment
prior to exhaustion of backup power.

A UPS should come with a warranty for equipment
connected to the UPS; the value of any lost data is typically
not covered.

When limited resources do now allow for all equipment
to be on a UPS, the process of deciding which equipment is
most critical and therefore most deserving of guaranteed
power continuity should consider two questions. First, if
power is lost, will appropriate personnel still receive auto-
mated notification of this event? Second, is the continued
functioning of one piece of equipment moot if another
component loses power?

The existence of any UPS becomes moot whenever
someone accidentally flips the wrong switch. The low-
cost, low-tech deterrent is switch covers, available in stock
and custom sizes.

There are occasions (e.g., fires and floods) when power
must be cut to all equipment except emergency lighting
and fire detection and suppression systems (which should
have self-contained power sources). This includes discon-
necting a UPS from its load. Any intentional disruption of
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power should be coordinated with computers via software
to allow them to power down gracefully.

Electromagnetic Shielding

Because of their inherent vulnerability to interception,
wireless transmissions should be encrypted (or scram-
bled, in the case of analog voice communication) if
confidentiality, integrity, or authentication is essential.
Electromagnetic shielding is in direct opposition to wire-
less communication. The purpose of shielding is to block
outbound compromising emissions and inbound radiated
interference. The key idea is a Faraday cage (i.e., a conduc-
tive enclosure). This can be accomplished at several levels.

Shielding entire rooms and buildings with metal, con-
ductive wall coverings, conductive windows, and so forth
to control outbound radiation has been primarily an en-
deavor of governments. (Building underground has been
an alternative approach.) A future technique at this scale
may be to use conductive concrete, originally developed
to melt snow. (Preparing the concrete is tricky, so only pre-
fabricated slabs are commercially available at present.)

Wider application of shielding at the level of compo-
nents and their connecting wires seeks to improve EMC
so that each component functions properly. All computers
emit RF radiation, and government regulations limit how
much radiation is acceptable and where computers may
be used. To achieve EMC in components, there are spe-
cially designed, conductive enclosures, gaskets, meshes,
pipes, tapes, and sprays. The simplest EMC measure is
to use shielded cables and keep them separated to pre-
vent crosstalk. Given what was said earlier about nonstop
emissions, RF emitters such as mobile phones should be
kept away from computers with sensitive data.

Attenuation (lessening) of emissions is measured in
decibels (dB). Each 10-dB drop cuts the strength of the
signal to one tenth of what it was, so a 20-dB drop means
only 1% of the energy is escaping.

A recent discovery, dubbed Soft Tempest, provides
an inexpensive, partial solution for video display emis-
sions (comparable to attenuation of 10-20 dB). Special
fonts, which appear “antialiased” but crisp on the user’s
screen, are illegible on monitoring equipment because
key information about vertical edges is not radiated. GIF
(graphic interchange format) versions of such fonts can
be downloaded from http://www.cl.cam.ac.uk/~mgk25/
st-fonts.zip. See Anderson (2001) for discussions of this
and of a perfect software defense against monitoring of
keyboard emissions.

Weather Preparedness

Many regions of the world are subject to seasons when
monsoons, hurricanes (typhoons), tornadoes, damaging
hail, ice storms, or blizzards are more likely to occur, but
weather is inherently chaotic. Even if an event arrives in
its proper season, that arrival may be unexpected. In gen-
eral, the larger the scale of the weather event, the farther
in advance it can be anticipated. Despite dramatic ad-
vances in the accuracy and detail of regional forecasting,
the granularity of current weather models does not allow
precise forecasting of highly localized phenomena beyond
saying, “Small, bad things may happen within this larger

area.” As the probability of any specific point in that area
being hit with severe weather is small, such generalized
warnings often go unheeded.

Fortunately, the formation of small, intense weather
events can be detected by modern radar, and warnings of
potential and imminent danger can be obtained through
a variety of means. There are radio receivers that re-
spond specifically to warnings transmitted by meteorolog-
ical agencies or civil authorities. The Internet itself can be
the messenger. One mode of notification is e-mail. Other
services run in the background on a client machine, check-
ing with a specific site for the latest information. Some of
these services are free (though accompanied by advertis-
ing banners). There are also commercial software prod-
ucts and services that give highly detailed predictions in
certain situations. For example, one suite of hurricane-
related products can predict peak winds, wind direction,
and the arrival time of damaging winds at specific loca-
tions.

Fitted covers for equipment can be quickly deployed to
protect against falling water from a damaged roof, over-
head pipe leaks, or sprinkler systems. They can also be
used as dust covers when equipment is moved or stored,
during construction work, or when the panels of a sus-
pended ceiling need to be lifted.

As noted earlier, lightning can be surprisingly invasive,
penetrating where rain and wind do not. Moreover, it does
not always hit the most “logical” target, and it can arrive
unexpectedly. A bolt was documented to have traveled hor-
izontally 16 km (10 miles) before landfall; it appeared to
come out of a blue sky when, in reality, it originated in
a cloud hidden behind a hill. In any case, few businesses
will be willing to disconnect from the electric grid every
time the potential for lightning exists. Consequently, it is
essential that a building have a lightning protection sys-
tem in place and that surge protection be provided for
equipment. As a secondary precaution, magnetic media
and sensitive equipment should be kept away from metal
objects, especially structural steel. On the other hand, stor-
age within a metal container affords the same protection
that passengers enjoy within the metal body of an automo-
bile; this is called the skin effect because the current passes
only through the outer skin of the metal. (The rubber tires
would need to be a mile thick to provide equivalent pro-
tection.)

It is now possible to receive automated alerts regard-
ing impending adverse space weather. The service can be
tailored with regard to the means of notification (e-mail,
FAX, or pager), the type of event expected (radio burst,
geomagnetic impulse, and so forth), and the threshold at
which a warning should be reported. See Space Environ-
ment Center (2002).

Earthquake Preparedness

Certain regions of the world have a well-known his-
tory of frequent earthquakes, and planning for the in-
evitable is second nature. Complacency prevails where
damaging earthquakes strike decades or centuries apart;
earthquake survivability features may not be required by
building codes (although some cities are waking up to the
importance of such measures) or may not be calculated
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to be cost-effective. The collapses of the buildings at the
World Trade Center had earthquake-like effects on neigh-
boring buildings. (Even the initial crashes registered on
seismographs.) Because disasters can occur in anyone’s
neighborhood, any structure may be subjected to “seis-
mic” forces.

Regardless of construction techniques, how the occu-
pants furnish buildings is largely their own responsibil-
ity. Some precautions can be taken with relatively little
expense or intrusion to normal operations. Following are
three suggestions from Garfinkel (2002) based on the sim-
ple principle that objects will move and perhaps fall from
high places to lower places:

1. Place computers under sturdy tables, not on high sur-
faces or near windows.

2. Do not place heavy objects so that they could fall onto
computers.

3. Restrain the possible movement of computers with
bolts and other equipment.

The first two recommendations also help in case dam-
aging wind (including the force of an external explosion)
blows out a window or damages a roof. The last could also
serve as a theft deterrent, depending on the type of re-
straint used. There are also relatively easy ways to secure
things other than computers. For example, bookcases can
be bolted to walls so they cannot topple, and books can
be restrained by removable bars or straps.

Ruggedization of Equipment

With the upsurge in mobile computing comes an in-
creased risk of damage from shock, vibration, dust, wa-
ter, and extremes of temperature and humidity. One sur-
vey found that 18% of corporate laptops in “nonrugged”
applications had suffered substantial damage (averaging
about half the purchase price), implying that more people
could benefit from tougher equipment. Laptops and other
mobile devices can be ruggedized by adding characteristics
such as the following:

1. having an extra-sturdy metal chassis, possibly encased
in rubber;

2. being shock- and vibration-resistant (with a floating
LCD panel or gel-mounted hard drive);

3. being rainproof, resistant to high humidity and tolerant
of salt fog;

4. being dustproof (with an overlay panel for the LCD
screen);

5. being able to withstand temperature extremes and ther-
mal shock; and

6. being able to operate at high altitude.

Touchscreens, port replicators, glare-resistant coatings
for the LCD screen, and modular components are avail-
able on some models. Some portable ruggedized units re-
semble a suitcase more than a modern laptop.

Ruggedization techniques can also be used for any
computer that must remain in areas where explosions or
other harsh conditions may be encountered. Accessories

available are ruggedized disk drives, mouse covers, key-
board covers, and sealed keyboards. (Some keyboards can
be rolled up.) Some biometric devices can be used in de-
manding environments.

Redundancy

Redundancy is the safety net for ensuring integrity and
availability of resources. Because of the many facets of the
computing environment, redundancy takes many forms.
The first thing that comes to mind is backing up data. If
only a single copy of information exists, it may be dif-
ficult, if not impossible, to reconstruct it with complete
confidence in its validity. Not to be overlooked are sys-
tem software and configurations. They should also be
backed up in such a way that restarting the system or
restoring it to a nominal condition can be accomplished
expeditiously.

There are a wide variety of schemes for creating back-
ups. Most are based on some type of high-density tape. Ca-
pacities for some are measured in terabytes. The backup
procedure can be either manual or automated. The lat-
ter approach is safer because it removes the potential for
human error in the process, but an automated procedure
should issue a notification if it encounters problems while
performing its duties. Backups can be made, managed,
and used remotely. Some systems allow access to other
cartridges while one cartridge is receiving data. Scalabil-
ity is an important feature available. As mentioned earlier,
tapes that are subjected to repeated reuse should period-
ically be tested and, if necessary, cleaned by a tape certi-
fier.

Backups should be kept at a separate location, prefer-
ably far enough away from the site of origin that a sin-
gle storm, forest fire, earthquake, or dirty bomb could
not damage both locations. At a bare minimum, back-
ups should be kept in a fireproof, explosion-resistant safe;
it must include insulation so that heat is not conducted
to its contents. Backups that are going off-site (perhaps
via the Internet) should be encrypted. In all cases, ac-
cess to backups should be restricted to authorized per-
sonnel.

Point-in-time recovery requires not only periodic back-
ups but also continual logging of changes to the data since
the last complete backup so that files can be reconstructed
to match their last version. Although the need to backup
digital information is well recognized, essential printed
documents are sometimes overlooked. These can be con-
verted to a more compact medium (e.g., microfilm).

Redundancy in the availability of power can be
achieved using a UPS (discussed previously). Some sys-
tems themselves have redundant batteries and circuitry.
Nonetheless, most UPS systems have backup times de-
signed only to allow controlled shutdown of the system so
that no data is lost or equipment damaged. For continued
operation during extended blackouts, a backup generator
system will also be necessary. It is tempting to place large
UPS systems and generators in a basement, but that can
backfire if the power outage is concurrent with water en-
tering the building. It is important to anticipate plausible
combinations of calamities.

Telephone redundancy has its difficulties. Cellular
communications should be available in case wired phone
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service to a building is interrupted, but phone systems
in general become overloaded and may sustain dam-
age as a result of a major event. Or cellular services
could be shut down (as occurred on September 11, 2001,
for fear they might be used to trigger bombs). An al-
ternative emergency communication system would be a
battery-powered, two-way radio that broadcasts on a fre-
quency monitored by emergency agencies. In any case,
RF-emitting devices must not be active near equipment
that could suffer from the emissions.

ISP (Internet service provider) redundancy is also
complicated. Politically, operationally, and economically,
it may make sense to have a single ISP. From the stand-
point of robustness, it is better to have at least two service
providers and to have their respective cables exit the orga-
nization’s physical perimeter by different routes (so that
any careless excavation cannot damage both lines). In-
ternally, the organization must be able to switch critical
services promptly from one provider to the other.

The ultimate redundancy is a hot site, ready to take
over operations. This does not need to be owned outright;
services of this sort can be contracted.

Sanitization of Media

At some point in time, every piece of storage media of ev-
ery type will cease to play its current role. It may be reused
to store new information, it may be recycled into a new
object, or it may be “destroyed” in some sense (probably
not as thoroughly as by incineration). If the media is to
be used by another individual not authorized to access the
old information, the old information must be purged. In
the case of recycling or destruction, the original user of the
media may assume that no attempt to access the old infor-
mation will be made after it leaves his or her possession;
as was pointed out in the discussion of dumpster diving,
this is a foolhardy assumption. Sanitization of media that
held sensitive information at any time is the responsibility
of its owner.

Printed media holding sensitive information can be
shredded. Some shredders are worthless, slicing pages
into parallel strips, which can be visually “reassembled.”
At the other extreme is government equipment that lique-
fies documents to the point that they cannot be recycled
(due to the destruction of the paper fibers). In between are
crosscut shredders that produce tiny pieces of documents,
a reasonable approach.

For magnetic media, one of the best known vulner-
abilities comes from “deleting” a file, which really only
changes a pointer to the file. There are commercial, share-
ware, and freeware tools for (repeatedly) overwriting files
so that each byte is replaced with random garbage. Echoes
of the original information may remain in other system
files, however. Another potential problem is that sectors
that have been flagged as bad might not be susceptible
to overwriting. Special, drive-specific software should be
used to overwrite hard drives because each has its own
way of using hidden and reserved sectors.

Even after all sensitive bytes have been overwritten
by software, there may still be recoverable data, termed
magnetic remanence. One reason is that write heads shift
position over time, that is, where new bytes are written

does not perfectly match where the old bytes were written.
Hence the use of a degausser (bulk eraser) is generally rec-
ommended. Some models can each accommodate a wide
range of magnetic media, including hard drives, reel or
cartridge tape, and boxed diskettes. Degaussers are rated
in Gauss (measuring the strength of the field they emit),
in Oersteds (measuring the strength of the field within the
media they can erase), or in dB (measuring on a logarith-
mic scale the ratio of the remaining signal to the original
signal on the media). A degausser generates heat rapidly
and cannot be operated continuously for long periods; it
should be equipped with an automatic shutoff feature to
prevent overheating. Even degaussing may leave informa-
tion retrievable by an adversary with special equipment.
Another suggestion is to grind off the surface of a hard
drive. For more information on magnetic remanence, see
National Computer Security Center (1991), also known as
the Forrest Green Book in the Rainbow Series.

Guidelines for sanitizing write-once or rewritable opti-
cal media are not as clear. In theory, even write-once disks
can be overwritten, but this is not reliable. Two “folk reme-
dies,” breaking the disk or placing it in a microwave oven
for two seconds, should not be used. Another suggestion,
scratching, may be ineffective because there are commer-
cial products and services for repairing scratched disks by
polishing. Therefore, if complete destruction of the disk
is not possible, it should be ground to the point of oblit-
erating the layer on which the data is actually stored.

For maximum security in recycling or disposing of me-
dia, study forensic science as it applies to computing (a
separate article), and learn to think forensically—if a gov-
ernment agency could recover information from your me-
dia, so could a sufficiently sophisticated adversary.

Physical Security Awareness Training

Because security is everyone’s business, education is one
of the most important aspects of physical security. It is
also cost-effective. Proper practices cannot replace ex-
pensive security equipment, but improper practices can
negate the value of that equipment. All personnel should
be trained how to react in case of a fire, the most likely
threat to life in a computing facility. The most important
aspect is practicing egress procedures. In the areas where
total flooding (to be discussed later) is to be employed,
occupants of those areas must understand the different
alarms, must know how to proceed when the first alarm
sounds, and must appreciate the seriousness of that en-
vironment. (A short science lesson might help.) All per-
sonnel should be acquainted with the location and proper
use of portable fire-suppression devices. If more than one
type is available, they must know which type is suitable for
which kinds of fires. Depending on how many operations
are automatic, certain people (enough so that an adequate
number are always on duty) must be trained to perform
extra duties, including shutting off electricity and natu-
ral gas, calling emergency officials, and operating special
fire systems (hoses, wheeled portable units, manually con-
trolled sprinklers, etc.).

The variety of possible disasters is so broad (e.g.,
fallen space debris—with or without radioisotopes), it is
impossible to educate employees with regard to every
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eventuality. The solution is to teach general principles.
In the case of hazardous materials, personnel should just
call the proper agencies and get out.

All employees need to know how intruders might enter,
how to recognize intruders, and how to react—whom to
call and what to do until they arrive. Custodial personnel
may need additional training and oversight. They often
work at night, a time favored by certain types of intruders.
Cleaning crews also are prone to breach security protocols
to streamline their work, for example, by leaving offices
open and unattended for periods of time. For this reason,
education should be reinforced by spot checks to see what
is actually going on.

Maintenance and construction workers (whether they
are employees or not) must be made of aware of the
dangers posed by dust, even from something as simple
as accessing the space above a suspended ceiling. When
dust-producing activities are anticipated, other employ-
ees should know to take precautions, such as installing
dust covers on equipment.

All employees who know anything that might be useful
to a potential attacker need social engineering awareness
training. They should also be educated as to the kind of
information that might leak onto a newsgroup bulletin
board and why this is bad. For both of these, sample sce-
narios should be described.

Perhaps the most sensitive area of training regards ma-
licious insiders. Again, sample scenarios can help. Smaller
institutions in which everyone knows everyone else are es-
pecially likely to have coworkers who are overly trusting
of one another. The trick is to preserve the esprit de corps
and avoid breeding mistrust among coworkers. The cor-
porate culture should foster “collegial paranoia.” Physical
security is just another problem that needs to be attacked
with teamwork, a highly valued corporate virtue. That
means everyone should expect cooperation from every-
one else in adhering to physical security protocols. Every-
one should believe that an unattended computer is a bad
thing. Everyone should expect to be turned down when
asking to “borrow” someone else’s account; this kind of
rejection should not be perceived as a bad thing. (In-
cidentally, system administrators need to keep in mind
that no group of people should be given a common ac-
count name and password because this complicates trac-
ing malfeasance to a single person.) Given what has been
said about theft of bandwidth and time, appropriate-use
policies must be communicated and justified. This is an
area where the rules may be less clear-cut than for dealing
with colleagues.

Ultimately, the goodwill of employees is invaluable.
Managers at all levels must be educated to appreciate
the crucial role they play in maintaining an environment
which does not turn employees against the organization.
Understanding that most attacks are from within is the
first step.

REACTIVE MEASURES

Despite the best preventive measures, things will go
wrong. Defense in depth requires us to be prepared to
react to those calamities. This is most critical when lives
are in danger.

Fire Suppression

Fire suppression systems generally release water, dry
chemical, or gaseous agents. The release can be from
portable devices, from a centralized distribution system
of pipes (perhaps with hoses which will be manually di-
rected), or from modular devices in fixed locations. Fire
can be extinguished by displacing oxygen, by breaking the
chemical reaction, by cooling the fire’s fuel below its point
of ignition, or by a combination of these.

Any fire in a computing environment should be consid-
ered a Class C fire because of the presence of electricity.
Electrical power should be cut as soon as possible, re-
gardless of whether a conductive fire-suppression agent is
used, because any electrical shorting will work against the
suppressant. Obviously, automatic fire suppression sys-
tems must be able to function independent of the facility’s
main power supply.

When possible, it is preferable to extinguish a fire im-
mediately with portable extinguishers aimed at the base
of the fire before it can grow. Each device should have one
or more letters on the label, indicating the class(es) of fires
on which it can be used. For most computing facilities, a
dry chemical extinguisher rated A-B-C will cover all situa-
tions. The dry chemical will leave a residue, but if the fire
can be caught early, this is a small price to pay.

Countermeasures must match the potential confla-
gration, both in quantity and quality. The presence of
flammable materials requires greater suppression capac-
ity. In addition, special tools and techniques are needed for
special fires. A Class D fire (involving combustible metals
such as magnesium) requires the application of a metal-
specific dry powder (so named to distinguish its purpose
from that of ordinary dry chemical with B-C or A-B-C
ratings). Recently certified, specialized (wet chemical) ex-
tinguishing equipment should be installed if there is the
potential of a Class K fire (involving cooking equipment
using oils and fats at high temperature).

Total Flooding with Gaseous Agents

Total flooding seeks to release enough of a gaseous agent
to alter the entire atmosphere of a sealed area (with open-
ings totaling no more than 1% of the total surface area
of the enclosure). The term clean agent is often used to
indicate that the gas itself leaves no residue (although its
decomposition by-products will). Ordinarily, the air-agent
mixture alone would be safe for humans, but fires always
produce toxic smoke.

Consequently, the best protocol is to have an alarm
continuously announce the impending release of a flood-
ing agent, allow a reasonable time period for person-
nel to evacuate and seal the area, and sound a second
alarm to announce the actual release. Doors must be self-
closing and have “panic hardware” for easy exit. Warning
signs must proclaim the special nature of the area. Self-
contained breathing equipment must be available for res-
cuing people.

The sudden release of a highly pressurized gaseous
agent has several side effects. The gas undergoes a
dramatic decrease in its temperature. Reportedly, skin in
direct contact with a release could suffer frostbite. Equip-
ment could suffer as well. The force of the exhaust is
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considerable and should be taken into account when plac-
ing the vents. The noise of a release is loud but not dam-
aging to hearing.

Gaseous fire-suppression systems can be either central-
ized or decentralized. In the former, a network of pipes
delivers the suppressant from a single tank to multiple
nozzles operating simultaneously; this is the more tradi-
tional and common approach. In the latter, independent
units each have a tank, triggering device, and nozzle; they
can be equipped for remote triggering or monitoring. Cen-
tralized systems are generally custom fitted for a partic-
ular installation. Decentralized systems are modular, so
there is greater flexibility in placing the individual units
or repositioning them (upon expert advice) if the layout
of a facility changes. On the negative side, the individ-
ual units, being self-contained, are heavier and bulkier
than the outlets and pipes of a centralized system. There-
fore, they must be supported from a structural ceiling
rather than a suspended ceiling. Moreover, each cylin-
der must be anchored very securely to prevent Newton’s
Third Law of Motion from turning it into a projectile upon
the release of gas. Gaseous agents that have been used
in computing facilities include carbon dioxide, argon, ni-
trogen, halogenated agents (halons), newer replacements
for halons, and mixtures of these. (Pure CO, at the con-
centration needed for total flooding is hazardous to hu-
mans.)

For decades, the fire-suppression technique of choice
in computing facilities was total flooding with Halon 1301
(bromotrifluoromethane or CBrFs). (Halon 1211, a liquid
streaming agent, was also used in portable extinguishers.)
Because of their ozone-depleting nature, proportionally
worse than CFCs (chlorofluorocarbons), halons were
banned by the Montréal Protocol of 1987. Disposal and
recycling of Halon 1301 must be performed by experts,
because it is contained under high pressure. Consult
Halon Recycling Corporation (HRC; 2002) for advice
and contacts. Although no new halons are being pro-
duced, existing systems may remain in place, and the use
of recycled Halon 1301 in new systems is still allowed
by the protocol (on a case-by-case basis) for “essential”
use (not synonymous with “critical” as used by the HRC).
Because the world’s supply has been decreasing since
1994, a concern when relying on Halon 1301 is its future
availability.

Halon 1301’s effectiveness is legendary. One factor is its
high thermal capacity (ability to absorb heat). More impor-
tant, it also appears to break the chemical chain reaction
of combustion. Although the mechanism by which it does
this is not perfectly understood (nor, for that matter, is the
chemistry of combustion), the dominant theory proposes
that the toxins into which it decomposes at about 482°C
(900°F) are essential for chemical inhibition.

In low-hazard environments, a concentration of ap-
proximately 5% Halon 1301 by volume suffices. Short-
term exposure at this level is considered safe but not
recommended for humans; dizziness and tingling may re-
sult. An even lower concentration is adequate when the
Halon 1301 is delivered with a dry chemical that inhibits
reignition. Regardless of the concentration applied, im-
mediately after exposure to Halon 1301 (perhaps from
an accidental discharge), a victim should not be given

adrenaline-like drugs because of possibly increased car-
diosensitivity. The real risk comes when fire decomposes
Halon 1301 into deadly hydrogen fluoride, hydrogen chlo-
ride, and free bromine. Fortunately, these gases, being ex-
tremely acrid, are easy to smell at concentrations of just
a few parts per million.

In addition to the natural inert gases, there are a numer-
ous replacements for Halon 1301 in the general category
of halocarbon agents. Subcategories include: hydroflu-
orocarbons (HFCs), hydrochlorofluorocarbons (HCFCs),
perfluorocarbons (PFCs and FCs), and fluoroiocarbons
(FICs). None of these or blends of them seem to be as ef-
fective, that is, more of the substance is needed to achieve
the same end. The search for better clean agents contin-
ues. See National Fire Protection Association (2000) for
guidelines regarding clean agents.

Water-Based Suppression

Despite its reputation for doing as much damage as fire,
water is coming back in favor. Because water’s corrosive
action (in the absence of other compounds) is slow, com-
puter equipment that has been sprinkled is not necessarily
damaged beyond repair. In fact, cleanup from water can
be much simpler and more successful than from other
agents. Water also has an outstanding thermal capacity.
Misting is now used as an alternative to Halon 1301. The
explosive expansion of the steam contributes to displac-
ing oxygen at the place where the water is being converted
to steam, namely, the fire. (Steam itself has been used as a
suppressant.) Pipes for hose, sprinkler, and mist systems
should remain dry until needed to reduce the risk of acci-
dental leakage.

First Response to Other Types of Incidents

One of the most likely incidents demanding an immediate
response is an unwanted intruder. In general, it is safer to
summon security personnel, particularly if the incident
warrants detaining the person for civil authorities. Less
likely but potentially more dangerous are incidents involv-
ing hazardous materials. It is possible to know in advance
precisely which ones are in nearby pipelines and storage
facilities, but not which ones pass by on transportation
arteries. Therefore, it is essential to know whom to call
should a HAZMAT (hazardous material) event occur or ap-
pear to be imminent. The safest course of action in case of
pipeline leaks, derailments, truck accidents, or deliberate
attacks is to evacuate immediately unless the substance is
known with certainty to be benign.

Because of the tremendous variety of characteris-
tics of modern contaminants, a facility contaminated by
chemical, biological, or radiological agents should not be
reentered until local authorities and appropriately trained
professionals give clearance. Some contaminants, such
as sarin gas, dissipate on their own. Some, such as the
anthrax spores, require weeks of specialized decontami-
nation. Others, such as radiation, effectively close down
an area indefinitely.

Disaster Recovery

Disaster recovery can take as many forms as the disasters
themselves. A single event may be handled in different
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ways or may require a combination of remedies. Data
may be retrieved and equipment rehabilitated on- or
off-site. Simultaneously, operations may be (partially)
restored on-site or transferred off-site. In most disaster
recovery planning (the subject of a separate article), the
first priority is maintaining operations or restoring them
as soon as possible. There are a variety of services that can
be contracted for this purpose. Some are mobile facilities.
We concentrate here on the physical aspects of reha-
bilitating buildings, equipment, and media. Professional
disaster recovery services should always be employed for
this purpose. Because such specialized companies are not
based in every city, however, their response time does not
match that of emergency personnel. Yet for many phys-
ical disasters, the first 24 hours are the most important
in limiting progressive damage, for example, from water
and smoke. Consequently, knowledge of what to do dur-
ing that crucial time frame is essential. Good references
in this regard are McDaniel (2001) and the “What to do in
the first 24 hours!” links at the BMS Catastrophe Web site
(http://www.bmscat.com/were/press.shtml)

Recovering from Fire Damage

Even when a fire has been extinguished, other prob-
lems remain. By-products of the fire, perhaps because of
the type of suppressant used, may be toxic to humans
or corrosive to equipment. As soon as practical after a
fire has been extinguished, thorough ventilation should
take place. Only appropriately trained and equipped ex-
perts should enter to begin this dangerous procedure.
Aside from the initial health hazard, improper proce-
dures may worsen the situation. Active HVAC equipment
and elevators might spread contamination to additional
areas.

Once air quality has returned to a safe level, resources
should be rehabilitated. In some cases, equipment will
never again be suitable for regular use; however, it may be
brought to a condition from which any important data can
be backed up, if necessary. The same is true of removable
storage media. Paper documents can be restored provided
they have not become brittle.

The combustion by-products most devastating elec-
tronic equipment are corrosive chloride and sulfur com-
pounds. These reside in particulate residue, regardless of
whether dry chemical (which itselfleaves a film) or a clean
agent (a somewhat misleading term) was applied. In ei-
ther case, time is of the essence in preventing the pro-
gression of damage. Some types of spray solvents may be
used for preliminary cleanup. In the case of fire suppres-
sion by water, the procedures outlined below should be
followed.

Recovery from Water Damage

The first rule of rehabilitating electrical equipment ex-
posed to water is to disconnect it from its power source.
Energizing equipment before it is thoroughly dried may
cause shorting, damage, and fire. The second rule is to
expedite the drying process to prevent the onset of cor-
rosion. Low ambient humidity speeds drying, whereas
high humidity (and, even more so, dampness) speeds the
corrosive action of any contaminants. If the HVAC sys-
tem cannot (or should not) be used to achieve a relative

humidity of 40-50%, then wet items should be moved
to a location where this can be done. Actively applying
heat significantly above room temperature must be done
with caution, recalling from Table 1 the temperatures at
which damage can occur to media and equipment. Hand-
held dryers can be used on low settings. An alternative
is aerosol sprays that have a drying effect. Even room-
temperature air moved by fans or compressed air at no
more than 3.4 bar (50 psi) can be helpful. In any case,
equipment should be opened up as much as possible for
the greatest effect. Conversely, equipment should not be
sealed, because this may cause condensation to develop
inside. Low-lint cotton-tipped swabs may be used to dab
water from hard-to-reach areas.

PHYSICAL ASPECTS OF COMPUTER
AND NETWORK SECURITY PLANNING

Computer and network security planning traditionally
starts by identifying assets. Physical security planning
would best begin before there were any assets to pro-
tect. Whereas cyberattacks and cybersecurity have little
to do with where resources are located, the earliest stages
of physical security planning should consider and dictate
location.

Locating a facility in a particular region is usually done
with an eye to the bottom line. A variety of regional char-
acteristics influence the difficulty of maintaining physical
security and can ultimate affect profit: the availability of
electrical power and a skilled workforce; the frequency of
earthquakes, hurricanes, tornadoes, or wildfires; and the
likelihood of terrorism, civil unrest, or regional conflict.
The natural traits will stay fairly constant, whereas the po-
litical, social, and economic ones may vary dramatically
over time.

Locating a facility at a specific site within a region may
have an even more profound influence on total risk. New
factors, such as topography and neighbors, enter into the
equation at this level. A small difference in elevation can
make a big difference where flood plains and storm surges
are concerned. Higher terrain may initially look safer than
a valley but may be dealt bigger surprises due to steep
land gradients. The ground underneath may hold more
surprises, such as mine subsidence. Rail lines, major thor-
oughfares, massive electrical lines, natural gas pipelines,
and even major water mains pose potential threats. Ad-
jacent establishments may be high-profile targets, have
hazardous operations, or produce abundant electromag-
netic pollution. Choosing to have no close neighbors may
have long-term consequences if adjoining parcels of land
are later occupied by high-risk establishments. Being
in an isolated area has implications for emergency ser-
vices.

Locating departments within a building should ide-
ally influence its design and construction. Critical depart-
ments and support equipment (including backup power)
should be in the safer areas, not in the basement or on the
top floor. Within departments, the most crucial resources
should preferably be placed away from windows and over-
head plumbing. Safes for any on-site backups should
be in windowless, interior rooms with high fire ratings.
Flammable and hazardous material must be contained
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and isolated to the extent possible. Fire divisions inhibit
the spread of fire. Other construction techniques brace for
earthquakes or high winds.

Once assets are in place, the physical perimeter of the
organization must be defined; beyond some point, the re-
sponsibility for physical security switches to others (e.g.,
ISPs and civil authorities). This footprint (often a collec-
tion of widely scattered toeprints), determines where cer-
tain physical access controls can be installed.

Physical security doesn’t stop at the door. Events
outside—riots, dust storms, rolling brownouts—can dis-
turb operations inside. Physical security policies must
provide for timely, two-way flow of information (e.g.,
monitoring of weather forecasts and prompt reporting of
internal incidents to relevant authorities).

Moreover, there is a virtual perimeter far more vast
and complex than the geographic perimeter. Wherever
the organization’s employees carry assets, physical secu-
rity is an issue. Although physical access controls, such
as biometric devices on laptops, help, mobile assets are
at greater risk and, therefore, in greater need of encryp-
tion and redundancy. Crafting and communicating clear,
effective policies regarding off-site resources are critical.
In the end, the competence and trustworthiness of em-
ployees are the best defense.

Even if employees leave all physical objects at work,
their knowledge remains with them. The usual nondisclo-
sure agreements must be complemented by policies re-
garding appropriate usage of newsgroup bulletin boards.

Policies for work-related behavior should address the
following:

1. access to facilities and services (when and where who
can do what);

2. appropriate use (how each allowed service may and
may not be used);

3. integrity of accounts (leaving computers unattended,
lending accounts); and

4. data management (backing up files, recycling and dis-
posing of media).

The most ticklish of these is appropriate use. Some
employers prohibit even personal e-mail saying, “I have
to work late.” Others seem not to care about misuse of re-
sources until glaring abuses arise. Neither policy extreme
is optimal; research has shown that productivity is actu-
ally best when employees are allowed modest time for per-
sonal e-mail and Internet access. An alternative to written
policy (and some form of enforcement) is to block specific
Web sites or to allow only specific sites. The former is in-
adequate, and the latter is too restrictive in most cases.
Yet another alternative is filtering software for Web usage
or e-mail. If activity monitoring is used, notification of
employees is not legally required. Nonetheless, it is best
to spell out both what an employer expects in the way of
behavior and what employees might expect with regard to
what they may see as their “privacy.” In practice, monitor-
ing should be used to control problems before they get out
of hand, not to ambush employees. Activity monitoring as
described actually covers a small fraction of the spectrum
of security-related behavior.

Appropriate-use policy raises issues larger than the im-
pact on profitability. Allowing an organization’s resources
to be used to illegally duplicate copyrighted material con-
tributes to a large and growing societal problem. There
is an ethical (if not legal) obligation to consider not only
theft of one’s own bandwidth, but also the theft of an-
other’s intellectual property.

Every policy needs to be enforced, but the difficulty
of doing so ranges from trivial to highly impractical.
Whereas compliance in some areas (e.g., periodic chang-
ing of passwords) can be enforced automatically, check-
ing to see where passwords have been written down is a
completely different matter.

Additional security policies should be written specifi-
cally for human resource departments (e.g., background
checks for certain categories of personnel), for managers
(e.g., activity monitoring protocols), and for IT adminis-
trators (e.g., least privilege, to name only one of many).

The final component, as noted before, is education and
enlightenment with regard to physical security. Policies
cannot work if employees do not understand the policies
and their rationales. Policies that are considered to be
frivolous or unnecessarily restrictive tend to be ignored
or circumvented. (Doors will be propped open.) That be-
lief in policies must come from the top. This may require
educating and enlightening corporate leaders, who must
then lead by communicating down the chain of command
their belief in the importance of physical security.

CONCLUSION

Physical security tends to receive less attention than it de-
serves. Yet cybersecurity depends on it. The two pillars
of security must be balanced to defeat malicious insid-
ers and outsiders. Ultimately, physical security is the
greater challenge, because nature can be the biggest foe.
Physical security involves a broad range of topics out-
side the normal sphere of IT expertise. Consequently, to
obtain the best protection, professionals in other fields
should be consulted with regard to fire detection and
suppression, power maintenance and conditioning, ac-
cess to and monitoring of buildings and rooms, foren-
sic science, managerial science, and disaster recovery. A
basic understanding of how these areas relate to physi-
cal security facilitates communication with consultants.
Combining information with the imagination to expect
the unexpected leads to better physical security planning
and practice.

The scope of physical security is wider than is imme-
diately evident. It concerns an organization’s resources,
wherever they go. An asset often forgotten is employees’
knowledge. Equally important are their intentions. Thus,
physical security involves everyone, all the time. It relates
to intangibles such as trust and privacy, and it must look
inward as well as outward.

GLOSSARY

Class A fire Fire involving ordinary combustibles (e.g.,
wood, paper, and some plastics).

Class B fire Fire involving flammable or combustible lig-
uid or gas (e.g., most solvents).
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Class C fire Class A or B fire amid energized electrical
wiring or equipment, which precludes the use of extin-
guishing agents of a conductive nature (e.g., water or
foam).

Clean agent Gaseous fire suppressant that technically
leaves no residue; residues will result when the agent
breaks down under the heat of combustion.

Combustible Capable of burning at normal ambient
temperature (perhaps without a flame).

Degausser or bulk eraser Alternating current-powered
device for removing magnetism (Degausser is often ap-
plied specifically to wands that rid cathode ray tube
monitors of problems displaying colors. The latter term
indicates that data is wiped en masse rather than se-
quentially.)

Electrical noise electromagnetic interference, espe-
cially interference conducted through the power input,
or minor spikes.

Electromagnetic interference (EMI) Undesired elec-
trical anomalies (imperfections in the desired wave-
form) due to externally originating electromagnetic en-
ergy, either conducted or radiated.

Flammable Capable of burning with a flame; for lig-
uids, having a flash point below 38°C (100°F).

Halon or halogenated agent Clean agent formed when
one or more atoms of the halogen series (including
bromine and fluorine) replace hydrogen atoms in a hy-
drocarbon (e.g., methane).

Heating ventilation air conditioning (HVAC) Equip-
ment for maintaining environmental air characteris-
tics suitable for humans and equipment.

Line filter Device for “conditioning” a primary power
source (i.e., removing electrical noise).

Radio frequency interference (RFI) Sometimes used
as a synonym for EMI, but technically the subset of
EMI due to energy in the “radio” range (which includes
frequencies also classified as microwave energy).

Sag or brownout Drop in voltage.

Smoke Gaseous, particulate, and aerosol by-products of
(imperfect) combustion.

Spike or transient or transient voltage surge (TVS)
Momentary (less than 1 cycle) increase in voltage.

Surge Sudden increase in electrical current; also used
for spike, because the two often arrive together.

Tempest or compromising emissions Electromag-
netic emanations from electrical equipment that carry
recoverable information, popularly referred to by the
code word for a U.S. government program to combat
the problem.

Uninterruptible power supply (UPS) Device to pro-
vide battery power as a backup in case the primary
source of power failures.

CROSS REFERENCES

See Computer Security Incident Response Teams (CSIRTS);
Disaster Recovery Planning; Guidelines for a Comprehen-
sive Security System.
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INTRODUCTION

Holding torches to light the night sky in October 1876,
nearly 4,000 people rallied around a temporary platform
in New Haven, Connecticut’s sixth electoral ward. One
hundred twenty-two years later, nearly 2 million “hits”
were recorded on the “Jeb Bush for Governor” Web page,
4,000 Wisconsin citizens signed up for e-mail “listserv”
distribution of information about Russell Feingold’s
(D-WI) Senatorial campaign, and more than 14,000 users
posted messages on an electronic bulletin board main-
tained by the campaign of Jesse “The Body” Ventura
(ex-wrestler, talk show host, and current governor of
Minnesota). The 1998 election was heralded as the first
to demonstrate the potential of the “e-campaign.”

By the 2000 campaign, presidential candidate John
MccCain raised $500,000 in a single day over the World
Wide Web. National voter information portals reported
hundreds of thousands of hits daily as the election ap-
proached, and on election day, governmental sites with
real-time election results experienced daily hit rates of
75,000 (Dallas) to 1,000,000 (Washington Secretary of
State) on election day (Sarkar, 2000). And when the
2000 presidential contest was thrown into doubt, nearly
120,000 users per hour bottlenecked the Florida Secretary
of State’s Web site. Clearly, e-politics is here to stay.

However, just like the old rules of the stock market,
many of the old rules of politics have proved to be sur-
prisingly resilient. Even before the January 2001 presi-
dential inauguration, many of the major politics “portals”
had shuttered their electronic doorways or were undergo-
ing strategic makeovers. Media companies that had spent
millions of dollars developing an online presence were
finding that Internet news sites not just failed to make
money but were major sources of revenue loss (Podesta,
2002). Internet connectivity rates had flattened. Clearly,
e-politics is off in the distant future.

The reality lies somewhere between these two ex-
tremes. The rapid penetration of electronic mail and
World Wide Web access into homes and offices, the pro-
liferation of Web sites, and the emergence of the Internet
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as a new forum for communication present vast new
opportunities for citizen participation in the political
process. Traditional—and increasingly nontraditional—
political organizations (candidate campaigns, political
parties, and interest and activist groups) cannot ignore
the power of the Internet to mobilize citizens.

This chapter will review the impact of the Internet on
political participation, using the rational choice model of
participation as a lens. According to the rational choice
theory of participation, unless individual citizens, after
assessing the costs and benefits of political action, find
it in their self-interest to participate, they will decline
to do so. Although the Internet may lower one cost of
participation—easy access to information—the glut of in-
formation on the Internet may increase the costs of selec-
tion and comprehension. The result may be that citizens
will be overwhelmed, continuing to feel that politics is
distant, complicated, and marginal. Thus, many citizens
continue to have little motivation to get informed and
participate. There is little indication that e-politics will
change this in the foreseeable future. This same “rational
choice” perspective, however, points to those actors and
organizations that do benefit directly from politics: polit-
ical candidates and parties, interest and lobbying groups,
and activist organizations. The Internet has had, and will
continue to have, its greatest impact as a tool for mobi-
lization efforts by political organizations. In the following
sections, I provide a more detailed summary of the ratio-
nal choice model of political participation, followed by
an analysis of how the Internet may change the logic of
participation for individuals, and close by extending the
review to cover political organizations, parties, and the
mass media.

“MACHINE” POLITICS IN AN
ELECTRONIC AGE: WHO IS

BEING SERVED?

The old political machine, symbolized by Tammany Hall
and Boss Tweed of New York or Richard Daley of Chicago,
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Figure 1: Who is on the Web in the United States? (Data source: NUA Internet Surveys.)

lowered transaction costs for new immigrants and poorly
educated urbanites, provided jobs and social welfare
(via the patronage system), and encouraged political in-
volvement. This is why, in some quarters, “boss politics,”
although corrupt by modern standards, is celebrated as
a reasonable adjustment of the political system to an un-
dereducated, rapidly urbanizing population.

Is it accurate today to refer to a new “political ma-
chine”? Today’s political machine is the personal com-
puter, powered by the Internet. Many trumpet the political
potential of the Web-connected PC for many of the same
reasons that some celebrate the old political machine. The
PC and the Internet, they argue, will lower the costs of po-
litical information and involvement, make politics more
relevant to our daily lives, and consequently substantially
increase rates of political participation. The rapid growth
of the Internet means that it is far too important for any
political candidate or organization to ignore. As shown
in Figure 1, Internet penetration rates in the U.S. have
climbed dramatically over the past decade and are cur-
rently estimated at 60% (though showing little growth
in the past year). Perhaps most importantly, the more
wired segments of the population—those with higher lev-
els of education, income, and occupational status—are
the same segments who are more likely to volunteer, do-
nate money, and vote (Bimber, 2002; Davis, 1999; Rosen-
stone & Hansen, 1993). A significant proportion (35%) of
Americans report going on the Internet at least once a
week to get news, although, parallel to penetration rates,
this proportion has slowed significantly from its rapid
growth in the late 1990s and still lags far behind tradi-
tional media sources (Pew Center, 2002). Users with high-
speed connections—currently estimated at 21% of U.S.
users—report far higher rates of Internet utilization for

newsgathering (Horrigan & Rainie, 2002). The Internet is
clearly a mass medium for communication.

International Internet penetration rates, however, al-
though they continue to climb rapidly, remain below 10%
(NUA Internet Surveys, 2002). As Pippa Norris has shown,
this difference means that, except for a few more highly
connected European countries, e-politics will remain a
distinctly American phenomenon (Norris, 2001).

The new political machine holds the potential for a
more egalitarian, democratized, and decentralized polit-
ical system, whereas the old political machine was the
very essence of centralized political control. The machine
metaphor is appropriate, furthermore, because it focuses
our lens on the area where the Internet has already had,
and is likely to continue to have, its greatest impact—on
the ability of political elites and organizations to commu-
nicate with, mobilize, and potentially control public atti-
tudes and political activities. The Internet has become a
central tool for mobilization efforts by political organiza-
tions. The rapid penetration of electronic mail and World
Wide Web access into homes and offices, the proliferation
of Web sites, and the emergence of the Internet as a new
forum for communication present vast new opportunities
for citizen participation in the political process. The In-
ternet’s potential to broaden and increase participation
by changing the behavior of individual citizens, however,
runs squarely into one of the most widely recognized so-
cial dilemmas: the logic of collective action.

RATIONAL CHOICE AND DEMOCRATIC
PARTICIPATION

In Strong Democracy, political philosopher Benjamin
Barber argues that neighborhood assemblies and town
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meetings are necessary to create a democracy that relies
upon what he calls “strong talk,” a democratic community
relying upon increased political participation via public
discussion and debate (Barber, 1984). Barber addresses
the problem of the “zookeeper” mentality of liberal
democracies: a system that acts more to defend individual
preferences and liberty from one another than promote
shared commitments and civic engagement. The critical
missing element, Barber believes, is greater participation.
Citizens in most liberal democracies are only “free” every
2, 4, or 6 years—only when they vote.

Whether or not we agree with Barber, few would as-
sert that greater civic participation poses a problem for
republican democracy. Though James Madison argues in
Federalist 10 (Hamilton, Madison, & Jay, 1961) that the
public opinion of a majority must be filtered by a repub-
lican government, nearly everyone agrees that greater in-
volvement in the political and civic sphere adds to the
credibility of liberal democracy and that current levels of
disengagement in the U.S. are a serious area of concern
(Putnam, 2000). However, Barber’s strong talk, Putnam’s
“social capital,” and other participation-inducing devices
have always encountered problems with real world appli-
cation: the seeming irrationality of political participation.

Within political science, the dominant perspective for
understanding political participation is rational choice.
According to this view, a rational individual chooses
whether to engage in political activity (writing a letter,
joining a protest march, voting, etc.) only if the benefits
exceed the costs. The argument is deceptively simple, but
leads to powerful conclusions:

Participate (e.g., Vote) only if Probability x Benefits
—Costs > 0.
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Verbally, this equation tells us that individuals engage in
a particular political act if the benefits (say, a particular
candidate winning office) exceed the costs of participa-
tion. Even stated this way, ignoring the other elements,
participation looks irrational. The direct benefits to most
individuals of, say, George Bush winning the presidency
are quite low. These are quickly overwhelmed by the costs
of being informed, registering to vote, and actually getting
to the polling place and casting a ballot.

The problem becomes insurmountable when we add
the “probability” term. This term captures what social sci-
entists refer to as the “collective action problem.” An elec-
tion outcome, such as a Bush victory, is a “public good.”
Public goods, such as clean water or clean air, are defined
as goods that everyone can enjoy, regardless of whether
or not he or she helped provide the good. An election
outcome is a “good” (or “bad” for those on the losing
side) which we “enjoy” whether or not we voted. Thus,
unless we believe that our single vote will be decisive in
the outcome—represented as “probability” above—then
we are better off staying at home. In most elections the
value of probability is vanishingly small. The rational cit-
izen should not vote, and certainly should not engage in
Barber’s strong democracy. This is, of course, the Achilles
heel for this theory, because many people do vote. As a
consequence, some scholars have posited a “consumptive”
benefit to participation (a Duty term), something that we
enjoy whether or not our candidate wins. Although for
some, the inclusion of Duty solves the puzzle of participa-
tion, for others, this reveals the poverty of this approach
to political action. For a summary of the rational choice
theory of voting, see Aldrich (1993). For a critique of this
viewpoint, see Green and Shapiro (1996).

Regardless of the debate, the fact remains that the
“equation of political participation” provides a structured
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way to think about the impact of the Internet on politics
and political action. In general, early commentaries as-
sumed that the Internet would work its wonders on the
cost side of the equation, making it easy and cheap for
citizens to learn about candidates, and allowing citizens
to personalize their Internet experience, so that a partici-
patory revolution would result. These early analyses failed
to take into account the fundamental barrier to participa-
tion: interest and motivation. We are already buried under
an avalanche of political information; increasing the flow
will only make it harder to manage the “information tide”
(Graber, 1984, 2001). There is little indication, at present,
that the Internet has significantly lowered the costs of par-
ticipation (Davis, 1999).

But the Internet may work changes in the future. The
Internet might inflate perceived benefits, if it provided a
way for candidates and parties to contact voters and let
them know about the advantages of one party over an-
other. The Internet could allow citizens to see interests
where they did not exist before, by allowing the creation
of “virtual communities” of interest (Davis, 1999, Chap. 6;
Turkle, 1997; but see also Bimber, 1998, for a caution-
ary view). Or it may provide an avenue for organiza-
tions to encourage political participation as an act of
civic duty. This may mean that mobilization efforts will be
cheaper and easier. Finally, it is possible that, by dissemi-
nating more accurate information on the relative support
for each candidate, the Internet could lead to more pre-
cise estimates of “probability,” most likely depressing lev-
els of participation. I examine each of these possibilities
below.

A second theory, the institutional model of politics,
dovetails nicely with this model of participation. Politi-
cal action does not occur in a vacuum: individuals are
embedded within a larger set of social and political in-
stitutions. Intermediary organizations, such as interest
groups, political parties, and the mass media, communi-
cate the preferences of the mass public to governmental
actors, educate the mass public about the activities of gov-
ernment, and mobilize the public to participate in politics
(Verba, Schlozman, & Brady, 1995; Rosenstone & Hansen,
1993). In an institutional model of politics, special inter-
ests, lobbying groups, “issue publics,” and political elites
are important engines of political change, with the mass
public primarily choosing among the contestants at elec-
tion time. With respect to the Internet, the institutionalist
model turns us away from the mass public, and instead
asks how the new tools of e-politics may have strength-
ened or weakened the influence of pre-existing intermedi-
ary organizations and possibly allowed new organizations
to enter the fray.

Second, the institutionalist model highlights the im-
portance of political information for understanding po-
litical power and influence. Whether elites control the
mass public or vice versa, the primary point to remem-
ber is that the cost, accessibility, and accuracy of po-
litical information are a key part of democracy, just as
obviously, information flow is the sine qua non of the
Internet. Beyond its role as a tool for intermediary or-
ganizations to mobilize the public and influence the gov-
ernment, the Internet could provide a way for citizens to
influence government directly, bypassing intermediary
institutions.

To summarize, the political world consists of the mass
public, elites, and pre-existing political institutions. A
careful survey of politics must consider the motivations
and interests of each set of actors in the political pro-
cess if we want to understand how a new and potentially
revolutionary medium such as the Internet may change
the political world. Although the Internet may not change
politics in one realm (e.g., it is unlikely to fundamentally
change citizen interest or perceived benefits from partic-
ipation in politics), it could provide invaluable tools in
another realm (e.g., making it far easier to raise money,
recruit volunteers, and mobilize voters).

THE MASS PUBLIC

Lowering the Costs of Participation
via Low-Cost Computing

In the poorest sections of New York City and in the Indian
reservations of Arizona, most households deem them-
selves lucky to have a telephone, much less a computer
with access to the Internet. For all of its promise as a mo-
bilizing force, the World Wide Web is simply useless in
such places today. Before a move occurs to widespread
online voting or Internet domination of political discus-
sions, a larger portion of the population must have ac-
cess to personal computers than is the case today. Luckily,
the price of a PC has declined in a relatively predictable
manner for almost two decades in concert with a steady
rise in computing capabilities. Such trends will almost
undoubtedly continue for at least several years into the
future.

Several characteristics of personal computers improve
so steadily as to have “laws” coined based on their pro-
gress. For example, “Moore’s Law” states that the number
of transistors on a microchip doubles each year (Moore,
1965). Likewise, the cost per megabyte of DRAM falls
by an average of 40% each year (Hennessy & Patterson,
1990, p. 8). Because a recent estimate of low-end ma-
chines placed the percentage of material costs attributable
solely to DRAM at 36% (the highest ratio of any compo-
nent), there is significant room for improvement despite
the seeming bargains found in retail stores. Gains made
in video systems and monitors (summing to another 36%)
will also contribute strongly. As long as the price for which
amachine is sold does not fall below its material costs and
construction overhead, computer manufacturers will at-
tempt to sell PCs in bulk and profit from volume.

The commoditization of the Internet PC may someday
make the machine as widespread as the telephone or the
television. When the computer achieves such household
status, it indeed seems likely that it will become the pri-
mary means by which political information is gathered if
not the primary method by which political participation
takes place. But if previous telecommunications revolu-
tions have not transformed political participation, why
will the Internet?

New Tools for Political Learning
and Interaction

Information is the sine qua non of the Internet. In the
near future, changes in technology may lower the costs of
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participation in forums such as Barber’s electronic town
hall, especially as a faster and more interactive Internet
allows more flexibility and greater ease of use. Two
areas of enhancement in particular, the increasing use of
audiovisual components in Web pages and the increasing
spread of residential high-speed Internet connections (via
both cable and phone lines), should allow citizens to par-
ticipate in virtual local government assemblies or neigh-
borhood forums with the same effectiveness and clarity as
if all participants had actually gathered in the same phys-
ical meeting space. Thus, participation itself might have a
tangible benefit—entertainment and enjoyment—even if
it does not translate into direct “benefits” from a politi-
cal outcome. In the next section, we chart the advance of
these technologies and speculate as to what effects these
advances might have on political participation, town hall
meetings, interactive government, and online deliberation
and discussion.

AudioVisual Services

Like the transition from newspaper to radio and then to
television during the first half of the 20th century, the In-
ternet has undergone in the past five years a transition
from a primarily text- to image-based form of communi-
cation. Increasing bandwidth, short attention spans, and
a need to differentiate a site from its competitors have
driven this increase in audio and video online. As was
the case with the first Web pages, audiovisual plug-ins
began to appear on large commercial sites with plenti-
ful resources, as well as on the Web sites of educational
institutions. And just as the second generation of HTML
editors made writing a Web page as easy as typing in a
word processor, the newest generation of editors is slowly
democratizing these technologies by lowering the learn-
ing curve required to incorporate them. The first decade
of the 21st century will likely see the reinvention of the
Web as a multimedia communications center.

The move to augment text with voice has been slow (in
Internet time) but steady. Common e-mail applications
such as Eudora and Outlook have for several years in-
cluded audio plug-ins, allowing users of a single appli-
cation to exchange messages in this way. The lack of an
industry standard has slowed the popularization of voice
messaging, allowing it to be overshadowed by more recent
innovations such as Web telephony, music downloads,
and even online wake-up calls. Although many netizens
are just becoming accustomed to exchanging electronic
voice mail and publishing musical compositions online,
power users have begun to tinker with online video. The
ability to publish home videos and self-produced ani-
mations, combined with the growing popularity of DVD
recorders and other such devices, opens up doors previ-
ously unimaginable.

As these multimedia tools are simpler to use, and
broadband connections become more common, multime-
dia creations will become commonplace. This is already
evident at political Web sites: a study by Kamarck and
Nye (1999) found that, even by 1998, most Congressional
candidates’ Web sites incorporated audiovisual, multime-
dia, and interactive services as part of their content (see
also Wu, 1999). The move to a more visually compelling
Internet presages the day when Web-based political

communications will rival those currently available only
on television and radio.

High Speed Internet for Everyone?
A precursor to the use of the Internet as a visually com-
pelling medium for political information gathering, how-
ever, is a broadband connection. Although multimedia-
enhanced newsgroups, streaming discussion groups, and
even searchable archives of campaign videos are already
available, experiencing them becomes an almost painful
experience without sufficient bandwidth. On the client
side, the race between cable modems and ADSL connec-
tions has brought the price of both services within reach of
those of modest incomes, although not as inexpensive as
was first hoped by Congressional advocates of telecommu-
nications reform in 1996 (as illustrated in the debate over
the 2002 Tauzin-Dingell Broadband Deployment Act).
Whether via coaxial cable or twisted-pair copper,
nearly 25 million Americans have already found their way
onto the high-speed Internet (Horrigan & Rainie, 2002).
As the technologies mature, monthly fees should continue
to fall and the move to ADSL and cable will accelerate.
Will broadband make a difference in the political im-
pact of the Internet? Early indications are that broad-
band access will be decisive. Horrigan and Rainie’s re-
cent study, undertaken as part of the Pew “Internet and
American Life” project, indicates that broadband “trans-
forms” the Internet experience. Broadband users are far
more likely to access the Internet on a daily basis and
are two to three times as likely to use the Internet to col-
lect news, product, travel, and educational information.
Most importantly, for anyone who subscribes to Barber’s
model of a “strong” democracy consisting of active, par-
ticipatory, and community-minded citizens, broadband
users are far more likely to be content providers, setting
up Web pages, storing photos online, and sharing infor-
mation with others (Horrigan & Rainie, 2002, pp. 12-14).
Again, for these users, the direct benefits of “participating”
(in this case, setting up a Web site) seem to exceed the
costs. However, this same study shows that broadband ac-
cess is heavily skewed toward the same groups that have
been traditionally advantaged in the political realm—uwell-
educated, higher income, and now technologically savvy
segments of the population. Far from democratizing, the
Internet might even exacerbate income, educational, and
racial disparities.

A Case Study in the Internet as a Tool
of Mass Participation: E-voting

In the March 2000 Arizona Democratic Presidential pri-
mary, the first-ever binding Internet vote in a Presiden-
tial primary, a vast number of Arizona Democrats partic-
ipated relative to previous elections (Chiu, 2000). Many
speculated that Internet voting mobilized the electorate
and provided lower costs to voting—thus creating a higher
turnout. If we believe that some of the high turnout for
Arizona’s primary can be attributed to Internet voting,
than electronic referenda could gain support as an un-
tapped resource for furthering political participation.
Online voting could have a substantial impact on
the greatest flaw of the suffrage: decreased turnout. In



THE MAss PuBLIC 89

addition, online voting might lower the cost of voting
for those without adequate transportation. Though this
would involve a significant change in the Internet usage
rate among the poor in the United States, this mobilizing
effect remains a possibility. If universal Internet access
became a reality, the increased percentages of racial mi-
nority voters could help assuage the concerns of critics
concerned about the protection of racial minority inter-
ests in an election. Finally, if electronic balloting is pre-
ceded by widespread “strong talk” and/or “deliberative
polls” (Fishkin, 1991), this ongoing democratic conversa-
tion could substantially improve the quality of democratic
dialogue and decision-making.

On the other hand, critics of Arizona’s election, such
as the nonprofit Voting Integrity Project and the National
Commission on Federal Election Reform, believe online
voting is not currently technically feasible (or, if feasible,
would require violations of privacy that would be objected
to by most Americans) (Phillips, 1999). Internet voting
could also lead to discrimination against those without
access to the Internet and opens up the possibility of elec-
tion fraud (Phillips, 2000). Others argue that it erodes civil
society by individualizing what used to be a community-
based participatory act (Hansen, 2001). Though it seems
evident that low-cost computers and Internet access
might someday soon be universally available, that day is
not yet here. Activist organizations and scholars continue
to criticize online voting for its promotion of unequal op-
portunities in a participatory democracy.

In sum, low-cost computers and universal Internet ac-
cess have the potential to revive the movement toward na-
tional referenda (Barber, 1984, p. 281), enhance demo-
cratic discussion, and increase voting turnout. However,
the reality is far less certain. Most importantly, the Internet
could make it even less likely that an individual will find
it rational to participate. Anything that increases the size
of the electorate will simultaneously decrease the proba-
bility that an individual vote will be decisive. More likely,
however, the Internet will provide new channels for politi-
cal organizations to mobilize citizens and increase partic-
ipation. Only time will tell whether enhanced mobiliza-
tion will equalize political influence, or only exacerbate
existing inequalities, as current mobilization efforts do
(Rosenstone & Hansen, 1993). Internet voting is coming
to a computer near you in the next decade, but likely later
rather than sooner.

The Mass Public in a Wired World:
Old Wine in New Bottles?

In 1984, Barber imagined televised town meetings, which
could allow citizens to become more involved in civic af-
fairs. Today, his vision of a televised town hall could evolve
into a teleconferencing meeting that could allow thou-
sands to participate. The key is the technological capa-
bility and bandwidth to simultaneously stream unlimited
numbers of audio and visual inputs into one electronic
meeting room.

This is an alluring vision, but what is the reality of
participation via the Internet? In electronic town halls,
each participant in the electronic town hall must have
the technological capacity—and desire—to participate. If

town halls were exclusively electronic, than the universal
availability of high-speed Internet service and fast com-
puters would be a necessity in order to avoid barriers to
participatory democracy. And if just the most politically
interested entered this conversation, the dialogue would
be just as biased toward certain segments of society as it
was in the pre-Internet period.

Unfortunately for optimists predicting a participatory
revolution fueled by the lower communication costs of
the Internet, few studies indicate that the Internet will
have any mobilizing effect—a force that makes political
activists out of current nonactivists (e.g. Davis, 1999).
Although the Internet may have reduced some costs of
getting informed, it has not, as yet, increased citizen in-
terest and motivation.

Furthermore, it is not clear that the Internet will neces-
sarily serve as a force for citizen control. Lawrence Lessig
notes that although the Internet as currently constructed
is a venue for democratized information flow, there is no
reason that it needs to be constructed in this way. It is
just as likely, via control of code, that elites, corporations,
and governments will use the Internet to monitor and con-
trol our daily lives. Our cyberidentities and cybercommu-
nication are ultimately subject to the restrictions placed
upon us by those who write the software and manufac-
ture the hardware. In Lessig’s view, the Internet may just
as likely strengthen the hands of large, centralized corpo-
rations and governments. Witness the Communications
Decency Act (CDA) in the U.S. and the many efforts by
other governments (e.g., China, Singapore) to control the
flow of information available on the Web (Lessig, 1999,
2002). Cass Sunstein points out that the very element of
the Internet that many celebrate—individualized control
over the interactive experience—could hamper political
and civic life. A healthy democratic polity requires that
we confront viewpoints that are opposed to our own.
A personalized Internet experience, however, could re-
sult in reading only news that we agree with, participat-
ing in discussion forums with like-minded partisans, and
learning about candidates for whom we are already in-
clined to vote (Sunstein, 2002). And there is no guarantee
that the interest groups, news organizations, and other
well-funded organizations that sponsor such “forums” or
town meetings will allow dissenting voices. What sort of
democratic polity would result from such a “personalized”
world of political interactions? According to Bruce
Bimber, the most likely outcome is “accelerated plu-
ralism,” where America’s already fragmented political
community becomes even more divided (1998). This is
a worrisome vision.

Finally, would an electronic town hall be more effec-
tive and mobilize new participants in the political arena?
A February 2000 article in The San Francisco Chronicle
detailed the efforts of ActionForum (www.actionforum.
com,) a new Web site in Berkeley, California, designed to
promote increased civic and political discussions. The city
wanted to boost its civic participation because only 418 of
its 108,000 citizens spoke at city council meetings in 1999.
The site, which consists of an upscale newsgroup bulletin
board, received 75 postings in its first month of use. The
Chronicle reported that most of the authors were familiar
faces on the political participation circuit (Holtz, 2000).
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Those who had the civic sense or personal motivation to
participate via traditional methods simply reappeared in
the new forum.

The general mobilizing effects of teleconferencing or
high-speed Internet access seem nearly impossible to
prove. Most studies to date, including the Pew Research
Center for the People and Press’s 1996 and 2002 stud-
ies, conclude that the Internet, thus far, acts more often
as a “re-enforcement” agent, which merely changes the
venue in which political participation takes place (Pew
Research Center, 1996, 2002). Richard Davis points out
that most political activities on the Internet are electronic
analogs of activities carried out via older media such as
television, newspaper, radio, and mail. In fact, Davis fur-
ther argues that the Internet could lead to greater politi-
cal apathy by providing a politically apathetic generation
of young Americans with individually tailored, nonpolit-
ical news (see Sunstein for a contrary viewpoint). How-
ever, the specific mobilizing or re-enforcement tendencies
of high-speed Internet connections and audiovisual en-
hancements cannot yet be determined, because no strong
evidence for either argument yet exists. These conclusions
echo the findings of scientific studies of participation con-
ducted over the past 30 years. Participation is skewed
towards the well off, well educated, and politically mo-
tivated (Rosenstone & Hansen, 1993; Verba et al., 1995).
New modes of participation, such as the Internet, are un-
likely to change this state of affairs.

POLITICAL INSTITUTIONS:
THE INTERNET AS A TOOL
OF MOBILIZATION

“Intermediary” organizations—such as political parties,
candidate organizations, interest groups, and the mass
media—are not hampered by the logic of collective action
or by the irrationality of political action. Quite the oppo-
site: for these organizations (as well as for political candi-
dates and entrepreneurs), the benefits of political activity
outweigh the costs; otherwise they would not exist (Olson,
1971; Rosenstone & Hansen, 1993). It is no surprise, then,
that it is among these pre-existing organizations that the
Internet has proved to be a truly revolutionary force. The
Internet is a tool to more efficiently and more cheaply
communicate their positions to the mass public and mo-
bilize citizens for political action. In this respect, then, the
Internet will change mass democracies, not by transform-
ing the public, but by transforming elites, making it easier,
cheaper, and quicker for candidates to mobilize support-
ers and for interest groups to recruit members. Note that
“elites” refers to a far broader segment of the population
than just the moneyed or politically powerful. It may also
include antiestablishment groups, such as the WTO ac-
tivists, who very successfully organized via the Internet.

Campaign Use of the Internet

In the years between 1992 and 1996, campaign Web
sites went from novelty to necessity. In 1996, Bob Dole
concluded the second of his Presidential debates with
Bill Clinton by plugging his campaign Web site. The
era of the campaign Web site as an integral part of the

campaign process had begun. Easy-to-follow guidebooks
for setting up a campaign Web site are readily available
(Democracyonline.org’s “Online Campaigning: A Primer”)
and the Federal Election Commission has clarified the
place of campaign Web sites in the campaign finance
system (Corrado, 2000). By the 2000 campaign, virtually
every candidate for federal office and many state and local
candidates had a campaign Web site.

Recent elections have shown that the Internet is a
new and important source of campaign funding (Thorn-
burg, 2001). In the 2000 presidential election, Republi-
cans George W. Bush and John McCain and Democrats
Bill Bradley and Al Gore used the Internet to solicit funds,
with McCain raising more than $500,000 the first day his
Web site came online. Internet donations are a small part
of overall campaign funding but they have the potential
to become much larger, because of low cost and ability to
target supporters. In most forms of solicitation, the more
people the candidate wishes to reach, the higher the cost.
However, there is very little difference in cost for a candi-
date having 10 or 100,000 people view a Web site. Simi-
larly, the Internet provides a way for candidates to better
target supporters. An example would be e-mail lists; they
can be set up to better find those who support the can-
didate and are likely to give him or her money. Because
it is so cheap and so effective, the Internet will make it
easier for less well-known candidates, parties, and groups
to make their voice heard in elections.

Early campaign Web sites, in many cases, were noth-
ing more than electronic brochures, Web-formatted ver-
sions of the same leaflets that campaign volunteers had
previously passed out on street corners. In short, politi-
cians failed to produce “sticky” Web sites that increased
the amount of time spent at a site and the frequency with
which users returned to that site. In their study of both
political and e-commerce Web pages, James Sadow and
Karen James (1999) found that the political sites in 1996
and 1998 lacked the interactive elements that would make
the sites more effective in drawing surfers and retaining
interest. Citing several studies of e-commerce sites, their
study claims that greater interactivity, defined as “the ex-
tent to which users can participate in modifying the form
and content of a computer mediated environment in real-
time,” leads to more positive attitudes about specific Web
sites and a greater ability to attract consumers (also see
Ariely, 1998; Wu, 1999).

Two short years later, the world of the Internet cam-
paign could not be more different. Few Web sites shy away
from such interactive features today. Success stories such
as those cited at the beginning of this chapter demon-
strate the potential of the Internet as a tool for recruit-
ing volunteers, controlling press coverage, and amassing
a campaign war chest. More recent studies of campaign
use of the Web demonstrate that the sites have become
graphically rich and highly interactive, with significant
issue content and an overwhelmingly positive tone (Greer
& LaPointe, 2001). The “rational” campaign, today, is par-
tially an Internet campaign.

Individualized Campaigns?
The ability to create an “enhanced” Web site is a double-
edged sword. On one hand, building in audio and video
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extensions increases stickiness and improves a page aes-
thetically. Likewise, added customizability allows site
owners to tailor messages to a specific audience, be that
audience political or commercial. With such advantages
come tradeoffs, however, both in time and money and in
heightened consumer expectations.

The incorporation of images, sound, and movies was
described previously in emphasizing the democratization
of new technologies for the purposes of discussion and
debate. These same technologies tend to originate in the
hands of those with a major Web presence: large and well-
established interest groups, political parties, and their
preferred candidates. Smaller interest groups, fringe po-
litical parties, and less well-funded political candidates
have slowly followed suit. The same trickle-down trends
have held for extensions of Web pages, such as message
boards, chat rooms, and opinion polls. To enhance a site in
these ways requires significant monetary investments for
both site creation and maintenance. The sites are phys-
ically larger, consuming disk space, processor capacity,
and bandwidth that previously were unneeded. Content
creation requires yet more equipment as well as user
training and the time inherent in recording, editing, and
polishing. Finally, software packages for features such as
message boards may be used “off the shelf,” but typically
customization is needed above and beyond installation
(not to mention policing of posts and other clerical work).
The payoff cited by Sadow and James in the commercial
realm is tangible, but so are the expenses.

Customization is another dilemma altogether. As the
drive to push campaigning online grows in coming years,
candidates and interest groups will feel obligated to ad-
just their sites to the desires of each individual user (or
at the very least each class of users). Business has already
begun to deal with the pros and cons of customizing sites,
and the experiences of such corporations are instructive
for coming applications to the political sphere. J. Scott
Sanchez, formerly employed by Procter & Gamble and
now part of Intuit’s Quicken team, notes that

One of the long held goals of traditional mar-
keters has been to send the right message to the
right person, since every consumer tends to have
a slightly different view of things. In the past, this
was impossible and marketers just relied on mass
advertising to try to get a consistent message to
as many people as possible. However, with the
advent of the Internet, it will now be possible to
tailor messages to specific individuals. (Sanchez,
2000)

Replace the word “consumer” with “voter” and “mar-
keters” with “campaign workers” and it yields an equally
compelling message.

The promise of customization is one of the driving
forces behind numerous online ventures, from Internet
portals (My Yahoo) to music sites (My.MP3.Com). Often
in registering for a custom site a user will provide the site
owner with marketing information such as an e-mail ad-
dress as well, adding to the allure. Although Sanchez notes
that “the message is perfectly targeted and its effective-
ness rockets upwards,” he also points out that “one of the

interesting repercussions of this individualized market-
ing, however, is that companies now may be held more
accountable for their promises. Because individuals are
receiving a tailored e-mail that promises to do a certain
task in a certain way, such as ‘gets the whites whiter,” con-
sumers may feel betrayed if it does not.” Again, a paral-
lel exists in politics. Cass Sunstein, a legal scholar at the
University of Chicago, worries about the customization
of our Internet experience, because we are not forced to
confront opinions and ideologies different from our own
(Sunstein, 2002). Personalization of campaigns is prob-
lematic for campaigns as well. Although it does allow a
custom message to be delivered to a potential voter, a
politician or interest group opens the door to conflicting
or at mutually nonsatisfiable promises. After all, one of
the main reasons for political parties and elections is that
people are forced to choose among “bundles” of less than
ideal, yet feasible, alternatives. In the individualized world
of the Internet, everyone might feel that government must
satisfy his or her particular bundle of desires. The result,
according to one observer, could be “accelerated plural-
ism,” a further breaking down of coherent political com-
munities (Bimber, 1998).

Thus, candidates have found the Internet to be a viable
source for recruitment, campaign fundraising, and mobi-
lizing voters. The Internet, then, may empower individu-
als, but only if they are the sort of individuals that candi-
dates wish to reach. Furthermore, even if candidates, by
using the Internet, motivate far more citizens to partici-
pate, the individualization of the Internet experience may
result in an electorate that is more polarized and plural-
ized than at present.

Interest Groups and Political
Parties on the Web

The Internet thus far has revolutionized commerce, as
well as much of day-to-day social interaction. The capa-
bility of the Internet to act as a post office and an inter-
active, worldwide accessible bulletin board, as well as a
real-time source of information, will likely impact the po-
litical arena in important ways. Beyond political candi-
dates, the role of intermediary groups in politics is likely
to be affected dramatically simply because the essence of
the Internet lies in its potential to connect. Intermediary
groups, organizations who act as the connecting tissue
between the mass public and the governmental elite, are
the political players most likely to benefit from the conve-
nient tools for communication and organization that the
Internet makes readily available.

The Internet lowers the cost of communication. There
are a number of regular chores the Internet makes easier
and faster. Because of the low transaction costs, some have
claimed that the Internet will result in a more even play-
ing field between interest groups with abundant resources
and those with much less. Indeed, some have even gone
so far as to say that the Web is “potentially the greatest
thing since the postal system and the telephone for politi-
cal groups” (Hill & Hughes, 1998, p. 133). Others however,
have claimed that, although the Internet may make things
cheaper overall, there are still prohibitive costs, and there,
as everywhere else, resources still matter. Regardless, the
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spread of the Internet has already affected the way that
interest groups conduct their activities and will continue
to do so in the future.

The importance of fundraising for any interest group
is readily apparent; groups require financial support to
continue operating. As Richard Davis notes, “[g]lroups
have formed in competition with each other, but they are
not guaranteed equal voices or shares in power-... (m)ost
policy maker attention is centered on groups who pos-
sess substantial resources” (Davis, 1999, p. 81). Fundrais-
ing can take a variety of forms, especially with regard
to groups dependent on businesses or other special par-
ties for support. This fundraising carried out by interest
groups is a type of direct mobilization, where political
leaders communicate directly with citizens and provide
an opportunity for political action. A request for members
to volunteer time to support the organization is one com-
mon example of this. Another important way direct mobi-
lization occurs is in the basic task of educating the public
and the group’s members along with informing them of
news and events related to the group. This process is vital
because an informed membership is more likely to care
about the group’s issues and actively support the group in
some way.

Other types of direct mobilization include requests to
sign petitions and write letters to political representa-
tives. These efforts to encourage individuals to contact
the government, described as “outside” lobbying by Ken
Kollman or “grassroots” lobbying by Mark Petracca, con-
stitute an important tactic for interest groups to use to
achieve results. Kollman argues that this outside lobbying
performs the dual tasks of “communicat[ing] aspects of
public opinion to policymakers” and “influenc[ing] public
opinion by changing how selected constituents consider
and respond to policy issues” (Kollman 1988). Petracca
(1992) emphasizes its widespread use, stating that “in-
terest groups across the political spectrum now pursue
grassroots lobbying with a vengeance.” In this way, inter-
est groups encourage direct contact between their mem-
bers and government to further their own ends.

Because communication is so central to an interest
group, this has the consequence of making its main cost
the cost of communication. The traditional methods of
mass media advertising, telephone campaigns, and mass
direct mailings all incur significant costs to the group per-
forming them. The potential of the Internet, then, be-
comes clear. The difference in cost between 1,000 and
100,000 people reading an informative Web site put up by
an interest group is most likely trivial (due to bandwidth
charges) or zero; however, the cost of printing and mail-
ing 100,000 brochures is presumably much higher than
that of doing so for only 1,000. Thus interest groups can
reach a much larger audience without incurring higher
transaction costs through use of the Internet.

A similar logic can be applied to member responses
to group requests as well as member communication to
a group or the government in general. Well-written form
letters can be sent online with the mere click of a but-
ton. People would (generally) like to spend less time on
the task and therefore prefer the easier online method.
This can be extended to essentially all exchanges that take
place between a member and a group: joining, donations

and sales, getting current news and events, and providing
feedback to the group.

The Internet also presents the opportunity for groups
to make communication between and among members
easier. Web forums and online services, such as electronic
greeting cards, enable Web sites to develop a community
made up of regular visitors to the site. Fronting the re-
sources necessary for this effort can pay off for the inter-
est group as well, because these new social networks will
discourage members from quitting, encourage members
to be active, and possibly even attract new members, as
entrance to this online community becomes another type
of solidary incentive (Olson, 1971).

In summary then, an interest group’s or political
party’s success is affected significantly by three types
of communication: group-to-member, member-to-group,
and member-to-government. Also, the interest group can
help itself by encouraging social networks among its
members, or member-to-member interaction. The Inter-
net has the potential to greatly decrease the transaction
costs for all of these types of communication.

This suggests that interest groups should and will pur-
sue online options for their activities. This capability of
the Internet to decrease costs and provide alternative
methods of communication is precisely what gives it huge
relevance to politics. So, in theory, Internet usage is a
valuable pursuit for interest groups in a variety of ways.
However, the issue of efficiency is still largely ignored.
The common thinking goes that, because Web site con-
struction and Internet use are relatively cheap, then if
such efforts produce any results, they must be worthwhile.
With these low production costs, it should be expected
that there would be roughly equivalent Web usage across
interest groups with different budgets. Or if differences
in breadth of group interests are considered, then there
should be at least no direct correlation between a group’s
budget and its Web presence, as the whole concept is that
the low cost enables any group to provide as large an on-
line presence as it desires.

As with studies of campaign communications, how-
ever, there are few up-to-date studies of the efficacy of
interest group and political party activities on the Inter-
net(although see the studies conducted for the author by
Tang and Looper [1999] and Casey, Link, and Malcolm
[2000] available online at http:/www.reed.edu/~gronkep/
webofpolitics). It is clear that the Web sites are being cre-
ated, but at what cost and for what impact? Can interest
groups enhance democratic politics by substantially in-
creasing political participation? Those few studies that
have been conducted examine political party Web sites
and conclude that established interests dominate this
new medium as they did traditional avenues of political
competition (Gibson & Ward, 1998; Margolis, Resnick,
& Wolfe, 1999). No comparable studies of interest group
sites have been conducted. For now, the question remains
open.

The Hotline to Government? The Internet
and Direct Democracy

Imagine that a federal agency such as the Environmental
Protection Agency is holding a hearing on a new set of
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regulations in the year 2010. Rather than simply schedul-
ing a public comment session in Washington, anyone is
allowed to register opinions via Internet teleconferenc-
ing. Local citizens, concerned politicians, and informed
observers play on a level playing field with the moneyed
interests and high-powered lobbyists who so often seem
to dominate federal decision making.

Alternatively, imagine a world (already in place) where
broadband could provide the electorate insider access to
all levels of government. C-SPAN already provides gavel-
to-gavel coverage of congressional debates and hearings.
Audiovisual technologies might replace e-mails to a con-
gressman, which usually receive an automatic response
reply, with short question and answer sessions conducted
live over Internet teleconferencing (with a congressional
aide, if not with the congressman himself).

The most groundbreaking aspect of the Internet might
be the ability of citizens to express their opinions directly,
bypassing parties and interest groups. Political scientists
have long realized that citizens vary in their preference for
different “modes” of political participation. Some vote,
others attend rallies, still others prefer to write letters.
This is precisely what we would expect when individu-
als vary so much in their access to political resources
and their integration into social networks (Rosenstone &
Hansen, 1993). What difference might the Internet make?
In a wired world, it is far easier (perhaps too easy) to
dash off an e-mail to a member of Congress or offending
bureaucrat. At the same time, just as members have had
to contend with reams of postcards generated by grass-
roots lobbying efforts, universal access to e-mail is likely
to reduce its impact. Ironically, then, the Internet and
e-mail have made the old-fashioned handwritten and
signed letter far more effective, simply by contrast.

Are these visions likely to become a reality? Due to the
stipulations of the 1974 Administrative Procedures Act
(A.P.A.), these agencies are obligated to hear from every-
one who would like to speak on an issue facing the agency
prior to the agency’s ruling. The procedure further states
the agency must take all arguments into account when
rendering a ruling and provide reasons for its decision.
Currently, speaking before an agency like the E.P.A. carries
the high costs of a trip to Washington D.C. With the advent
of e-mail and the World Wide Web, citizens can easily col-
lect information and express their opinions on new regu-
lations and public laws. Once the aforementioned tech-
nological enhancements become commonplace, it may
even be possible for “teletestimony” to be given at con-
gressional hearings and agency public comment sessions.

Some optimists, such as Andrew Shapiro, further pre-
dict that individualized control over the means and modes
of contact with government will empower individuals
(Shapiro, 1999). As Kevin Hill and John Hughes point out,
the Internet’s low costs have created tremendous new op-
portunities for fringe groups seeking to become more rec-
ognized. A fringe political group with limited resources
can create a Web page that differs little in quality from a
Web site for a well-financed political party (Hill & Hughes,
1998, p. 134). This logic also applies to fringe group par-
ticipation in local, state, and federal political activities.
Via Internet teleconferencing, a radical environmentalist
group operating on a budget of $10,000 a year could afford

to present its ideas before the E.P.A. in the same manner
as the Sierra Club.

In addition to fringe groups, teleconferencing also aids
those political activists confined by the costs of mobility.
This group includes stay-at-home mothers and fathers, se-
nior citizens who are unable to travel without assistance,
and the disabled. Assuming that a person in one of these
groups was politically motivated yet constrained by his or
her situation, teleconferencing could mobilize that citizen
by allowing him or her to participate. In theory, the mo-
bilizing effects of ubiquitous high-speed Internet access
and enhanced audio/visual capabilities could create an
even more powerful lobbying force for organizations such
as the A.A.R.P. or women’s rights movements, assuming
that these organizations are stripped of some influence by
“immobile” members who might otherwise directly par-
ticipate in lobbying, protesting, or debating before a gov-
ernmental body.

CONCLUSION

E-commerce was supposed to revolutionize the business
world, making “bricks” a thing of the past. The post-
Internet hangover has demonstrated the importance of
the “old rules” of investment and the preference among
consumers for bricks over clicks. Similarly, the “old rules”
of politics, the basic relationships between individual mo-
tivations, organizational effort, and political action, have
remained stubbornly resistant to the lure of computer
revolution. Picnics and pig pickin’s, state fairs, and out-
door rallies remain an important part of the “retail center”
of American politics. Most candidates still spend the vast
bulk of their advertising dollars on traditional media out-
lets (television, radio, and newspapers) or direct mail
contacts, rather then choosing to contact voters via the
Internet. Most political parties continue to spend tens of
millions of dollars each campaign cycle on traditional po-
litical activities, such as voter registration drive