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Preface

In this book we focus on the basic signal processing that underlies current and
future ultra wideband systems. By looking at signal processing in this way we
hope this text will be useful even as UWB applications mature and change or
regulations regarding ultra wideband systems are modified. The current UWB
field is extremely dynamic, with new techniques and ideas being presented at every
communications and signal-processing conference. The basic signal-processing
techniques presented in this text though will not change for some time to come.
Thus, we have taken a somewhat theoretical approach, which we believe is longer
lasting and more useful to the reader in the long term than an up-to-the-minute
summary that is out of date as soon as it is published.

We restrict our discussion in general to ultra wideband communication, looking
in particular at consumer communication. What we mean by this is that although
there are many and varied specialized applications for UWB, particularly for the
military, we assume that the majority of readers will either be in academia or in
industry. In any case, as this is a basic text aimed primarily at the undergraduate
or graduate student, these basics should stand readers in good stead in their
efforts to understand more advanced papers and make a contribution in this field
for themselves. We are painfully aware of the depth and breadth of this field
and, regretfully, pass on interesting topics, such as UWB radar, including ground-
penetrating radar, and most military applications. For the former there is already
a great deal of information available, while for the latter most material is classified.

xiii



xiv PREFACE

The introduction to this book presents a brief look at why UWB is considered to
be such an exciting wireless technology for the near future. We examine Shannon’s
famous capacity equation and, as a consequence, look at the large-bandwidth
possibilities for high data rate communication.

Chapter 1 presents the basic properties of UWB. We examine the power spectral
density, basic pulse shape, and spectral shape of these pulses. The regulatory
requirements laid down by the FCC are briefly described. Why UWB is considered
to be a multipath-resistant form is also examined, and such basic features of merit
such as capacity and speed of data transmission are considered. We finish the
chapter with a look at the cost, size, and power consumption that is forecast for
UWB devices and chipsets.

Chapter 2 examines in detail how to generate pulse waveforms for UWB sys-
tems, for both simple cases, such as the Gaussian pulse shape, and more complex
orthogonal pulses. We examine the possibility of designing pulses to fit spectral
masks, such as mandated by regulators, or to avoid interference with other fre-
quency bands. We finish the chapter with a look at some practical constraints and
the effects of imperfections on these designer pulse shapes.

Chapter 3 looks at different signal-processing techniques for UWB systems. The
chapter begins with a review of basic signal-processing techniques, including both
time and frequency domain techniques. The Laplace, Fourier, and z-transforms
are reviewed and their application to UWB is discussed. Finally, some practical
issues, such as pulse detection and amplification, are discussed.

The wireless indoor channel and how it should be modeled for UWB commu-
nications is considered in Chapter 4. Following our basic pattern we define and
explore the basic concepts of wideband channel modeling and show a simplified
UWB multipath channel model that is amenable to both theoretical analysis and
simulation. Path loss effects and a two-ray model are presented. Finally, the
frequency domain autoregressive model is discussed.

Chapter 5 takes a look at some of the fundamental communication concepts
and how they should be applied to UWB. First, modulation methods applicable
to UWB are presented. A basic communication system consisting of transmitter,
receiver, and channel is discussed. Since most consumer communication systems
do not consist of only one user, multiple access techniques are introduced. The
simple capacity of a UWB system is derived. Since other wireless consumer com-
munication systems have already become popular, a comparison between UWB
and other wideband techniques is included. Finally, the chapter ends with a look
at interference to and from UWB systems.

Chapter 6 is concerned with ultra wideband antennas and arrays of antennas.
This is considered one of the most difficult problems that must be overcome before
the widespread commercialization of UWB devices takes place. Antenna funda-
mentals are first introduced, including Maxwell’s equations for free space, antenna
field regions, directivity, and gain. The suitability of conventional antennas for
UWB transmission and reception is discussed in detail. More suitable impulse
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antennas are then introduced. Arrays of antennas and beamforming for UWB
systems are given a brief treatment.

Positioning and location using both traditional techniques and UWB is dis-
cussed in Chapter 7. Traditional location systems are first introduced and their
pros and cons discussed. The advantages of UWB, particularly the extremely
precise positioning that is theoretically possible, is examined. Finally, several
possible scenarios are discussed where the precise location capabilities and high
data rate of UWB can be combined to produce some new and exciting applications.

Chapter 8 concludes the book with a brief look at some current applications
that use UWB technology, as well as an overview of some current chipsets and pos-
sible future UWB products. Emphasis is on consumer communication; however,
military applications are given a brief treatment.

For the reader who wants a fast-track understanding of UWB and some knowl-
edge of the current situation, we recommend the introduction, Chapter 1 (Basic
properties of UWB signals and systems), and Chapter 8 (Applications).

For students who want to look at UWB in more detail, they should then proceed
to look at Chapters 2 (The generation of UWB waveforms), Chapter 3 (Signal
processing techniques for UWB systems) and then Chapters 4 through to 7 as
required; in other words, the entire book with the possible exception of Chapter 8.
We have strived to make each chapter complete in itself as far as possible and
provide as much basic theory as possible, including derivations where appropriate.
We have made constant reference to the literature, a significant part of which is
covered here.

As an extra resource we have set up a companion website for our book containing
a solutions manual, matlab programs for the examples and problems, and a sample
chapter. Also, for those wishing to use this material for lecturing purposes,
electronic versions of most of the figures from our book are available. Please
go to the following URL and take a look: ftp://ftp/pub/books/ghavami:uwb

We hope that you will find this book useful as both a reference, a learning tool,
and a stepping stone to further your own efforts in this exciting field.

M. Ghavami
L. B. Michael

R. Kohno

London, May 2004
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Introduction

In this chapter we present a general background to UWB and try to explain
without resorting to too many equations the reasons UWB is considered to be an
exciting and breakthrough technology. We place UWB in its historical background
and show that, while UWB is not necessarily entirely new in either the concept
or the signal-processing techniques used, given the recent emphasis in wireless
communication on sinusoidal system, UWB does present a paradigm shift for many
engineers.

We believe the current (and for the foreseeable future) emphasis on low power,
low interference and low regulation makes the use of UWB an attractive option
for current and future wireless applications.

I.1 ULTRA WIDEBAND OVERVIEW

Historically, UWB radar systems were developed mainly as a military tool because
they could “see through” trees and beneath ground surfaces. However, recently,
UWB technology has been focused on consumer electronics and communications.
Ideal targets for UWB systems are low power, low cost, high data rates, precise
positioning capability and extremely low interference.

1



2 INTRODUCTION

Although UWB systems are years away from being ubiquitous, the technology
is changing the wireless industry today. UWB technology is different from conven-
tional narrowband wireless transmission technology – instead of broadcasting on
separate frequencies, UWB spreads signals across a very wide range of frequencies.
The typical sinusoidal radio wave is replaced by trains of pulses at hundreds of
millions of pulses per second. The wide bandwidth and very low power makes
UWB transmissions appear as background noise.

I.2 A NOTE ON TERMINOLOGY

The name ultra wideband is an extremely general term to describe a particular
technology. Many people feel other names, such as pulse communications, may
be more descriptive and suitable. However, UWB has become the term by which
most people refer to ultra wideband technology.

The question then arises as to how to spell UWB. Is it “ultrawideband”, “ultra-
wideband”, “ultra wide band”, “ultrawide band” or “ultra wideband”? In this
text, quite arbitrarily, we decide to use the term ultra wideband. Our reasoning
is that the term wideband communication has become very common in recent
years and is one that most people are familiar with. To show that UWB uses an
even larger bandwidth the extra large “ultra” is prefixed; however, both “ultra-
wideband” and “ultra-wideband” seem unwieldy, so we use ultra wideband. Many
people may disagree about our choice, even vehemently. We accept their arguments
and suggest that time will show the most popular choice for UWB.

I.3 HISTORICAL DEVELOPMENT OF UWB

Most people would see UWB as a “new” technology, in the sense that it provides
the means to do what has not been possible before, be that high data rates, smaller,
lower powered devices or, indeed, some other new application. However, UWB is,
rather, a new engineering technology in that no new physical properties have been
discovered.

However, the dominant method of wireless communication today is based on
sinusoidal waves. Sinusoidal electromagnetic waves have become so universal in
radio communications that many people are not aware that the first communica-
tion systems were in fact pulse-based. It is this paradigm shift for today’s engineers
from sinusoids to pulses that requires the most shift in focus.

In 1893 Heinrich Hertz used a spark discharge to produce electromagnetic waves
for his experiment. These waves would be called colored noise today. Spark gaps
and arc discharges between carbon electrodes were the dominant wave generators
for about 20 years after Hertz’s first experiments.
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However, the dominant form of wireless communications became sinusoidal,
and it was not until the 1960s that work began again in earnest for time domain
electromagnetics. The development of the sampling oscilloscope in the early 1960s
and the corresponding techniques for generating sub-nanosecond baseband pulses
sped up the development of UWB. Impulse measurement techniques were used to
characterize the transient behavior of certain microwave networks.

From measurement techniques the main focus moved to develop radar and
communications devices. In particular, radar was given a lot of attention because
of the accurate results that could be obtained. The low-frequency components
were useful in penetrating objects, and ground-penetrating radar was developed.
See references [1] and [2] for more details about UWB radar systems.

In 1973 the first US patent was awarded for UWB communications [3]. The field
of UWB had moved in a new direction. Other applications, such as automobile
collision avoidance, positioning systems, liquid-level sensing and altimetry were
developed. Most of the applications and development occurred in the military or
work funded by the US Government under classified programs. For the military,
accurate radar and low probability of intercept communications were the driving
forces behind research and development.

It is interesting to note that in these early days, UWB was referred to as
baseband, carrier-free and impulse technology. The US Department of Defense
is believed to be the first to have started to use the term ultra wideband.

The late 1990s saw the move to commercialize UWB communication devices
and systems. Companies such as Time Domain [4] and in particular startups like
XtremeSpectrum [5] were formed around the idea of consumer communication
using UWB.

For further historical reading, the interested reader is referred to [6] and [7].

I.4 KEY BENEFITS OF UWB

The key benefits of UWB can be summarized as

1. high data rates

2. low equipment cost

3. multipath immunity

4. ranging and communication at the same time

We will expand on these benefits in the coming chapters, but first we give a
brief overview.

The high data rates are perhaps the most compelling aspect from a user’s point
of view and also from a commercial manufacturer’s position. Higher data rates
can enable new applications and devices that would not have been possible up
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until now. Speeds of over 100 Mbps have been demonstrated, and the potential
for higher speeds over short distances is there. The extremely large bandwidth
occupied by UWB gives this potential, as we show in the next section.

The ability to directly modulate a pulse onto an antenna is perhaps as simple
a transmitter as can be made, leading many manufacturers to get excited by the
possibilities for extremely cheap transceivers. This is possible by eliminating many
of the components required for conventional sinusoidal transmitters and receivers.

The narrow pulses used by UWB, which also give the extremely wide bandwidth,
if separated out provide a fine resolution of reflected pulses at the receiver. This is
important in any wireless communication, as pulses (or sinusoids) interfering with
each other are the major obstacle to error-free communication.

Finally, the use of both precise ranging (object location) and high speed data
communication in the same wireless device presents intriguing possibilities for new
devices and applications. Simultaneous automotive collision avoidance radar and
communication can give accident-free smooth traffic flow, or games where the
players’ position can be precisely known and a high speed wireless link seamlessly
transfers a video signal to the players’ goggles may seem the stuff of science fiction,
but with UWB the possibilities for these and other applications are there, right
now.

I.5 UWB AND SHANNON’S THEORY

Perhaps the benefits and possibilities of UWB can be best summarized by examin-
ing Shannon’s famous capacity equation. This equation will be familiar to anyone
who has studied communication or information theory. Capacity is important as
more demanding audio-visual applications require higher and higher bit rates.

Shannon’s equation is expressed as

C = B log
(

1 +
S

N

)
(I.1)

where C is the maximum channel capacity, with units [bits/second]; B is the
channel bandwidth [Hz]; S is the signal power in watts [W] and N is the noise
power also in Watts.

This equation tells us that there are three things that we can do to improve the
capacity of the channel. We can increase the bandwidth, increase the signal power
or decrease the noise. The ratio S/N is more commonly known as the signal-to-
noise ratio (SNR) of the channel. We also can see that the capacity of a channel
grows linearly with increasing bandwidth B, but only logarithmically with signal
power S.

The ultra wideband channel has an abundance of bandwidth and in fact can
trade off some of the bandwidth for reduced signal power and interference from
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other sources. Thus, from Shannon’s equation we can see that UWB systems have
a great potential for high-capacity wireless communications.

Another way of looking at wireless communication is the tradeoffs between

• the distance between transmitter and receiver

• simultaneous communication for many users

• sending the data very quickly

• sending and receiving a large amount of data

The first wireless communication systems, such as wireless communication at
sea, were meant to communicate between ships separated by large distances.
However, the amount of data that could be effectively transferred was extremely
small and communication took a long time. Only one person can “talk” using
Morse code at a time. More recently, cellular telephone systems have simultaneous
communication for many users as their forté. The distance between the base
station and the user is limited to at most a few kilometers. It can be classified as
a system where a moderate amount of data can be sent reasonably quickly. An
ultra wideband system is focused on the latter two attributes: a large amount of
data that can be transmitted very quickly. This is at the expense of, in the main,
distance. The precise tradeoffs are of course more complex and will depend upon
the particular application.

I.6 CHALLENGES FOR ULTRA WIDEBAND

While UWB has many reasons to make it an exciting and useful technology for
future wireless communications and many other applications, it also has some
challenges which must be overcome for it to become a popular and ubiquitous
technology.

Perhaps the most obvious one to date has been regulatory problems. Wireless
communications have always been regulated to avoid interference between different
users of the spectrum. Since UWB occupies such a wide bandwidth, there are many
users whose spectrum will be affected and need to be convinced that UWB will
not cause undue interference to their existing services. In many cases these users
have paid to have exclusive use of the spectrum.

Other challenges include the industry coming to agreed standards for inter-
operability of UWB devices. At present no clear consensus has emerged, and the
possibility of several competing UWB standards is extremely likely.

Many technical and implementation issues remain. The promise of low-cost
devices is there, but the added complexity to combat interference and low-power
operation may bring cost increases similar to current wireless devices.
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I.7 SUMMARY

In this chapter we presented a general background to UWB and explained the
reasons UWB is considered to be an exciting and breakthrough technology, par-
ticularly from the viewpoint of Shannon’s famous capacity equation. We placed
UWB in its historical background and showed the development of UWB from radar
to communications applications. We showed the differences in the concept of the
signal-processing techniques used for sinusoidal narrowband systems and those for
pulse-based UWB systems.

Problems

Problem 1. Investigate the current regulations for UWB in your country. List
other uses of the same wireless bandwidth.

Problem 2. Read and summarize a UWB journal or conference paper published
before 1990. Discuss how the UWB technology described in that paper has
changed. You may want to compare and contrast a more recent paper discussing
the same topic.

Problem 3. Many wireless technologies, including UWB, were first used and
developed by and for the military. Discuss your views on this progression of
technology from the military to consumer markets. What are the possible pros
and cons.



1
Basic properties of UWB

signals and systems

1.1 INTRODUCTION

In this chapter the basic properties of UWB signals and systems are outlined, with
details of each of the characteristics here explained in later chapters.

First, we examine the basic shape of an ultra wideband pulse in the time domain
and see what the spectrum content is of these pulses. Generally speaking, the
extremely short pulses with fast rise and fall times have a very broad spectrum
and a very small energy content. We examine the regulatory aspects of power
output and frequency by spectral masks.

Next, we see that because UWB pulses are extremely short they can be filtered
or ignored. They can readily be distinguished from unwanted multipath reflections
because of the fine time resolution. This leads to the characteristic of multipath
immunity.

Furthermore, UWB pulses’ low frequency components enable the signals to
propagate effectively through materials such as bricks and cement.

The large bandwidth of UWB systems means extremely high data rates can
be achieved, and we show that UWB systems have a potentially high spectral
capacity.

UWB transmitters and receivers do not require expensive and large components
such as modulators, demodulators and IF stages. This fact can reduce cost, size,
weight, and power consumption of UWB systems compared with conventional
narrow-band communication systems.

7
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1.2 POWER SPECTRAL DENSITY

The power spectral density of UWB systems is generally considered to be extremely
low, especially for communication applications. The power spectral density (PSD)
is defined as

PSD =
P

B
(1.1)

where P is the power transmitted in watts (W), B is the bandwidth of the signal
in hertz (Hz), and the unit of PSD is watts/hertz (W/Hz).

Historically, wireless communications have only used a narrow bandwidth and
can hence have a relatively high power spectral density. We can put this another
way: since we know that frequency and time are inversely proportional, sinusoidal
systems have narrow B and long time duration t. For a UWB system the pulses
have a short t and very wide bandwidth B. It is helpful to review some traditional
wireless broadcast and communication applications and calculate their PSDs as
shown in Table 1.1.

Table 1.1 Power spectral density of some common wireless broadcast and communication
systems.

System Transmission Bandwidth Power spectral Classification
power [W] [Hz] density [W/MHz]

Radio 50 kW 75 kHz 666,600 narrowband
Television 100 kW 6 MHz 16,700 narrowband

2G Cellular 10 mW 8.33 kHz 1.2 narrowband
802.11a 1 W 20 MHz 0.05 wideband
UWB 1 mW 7.5 GHz 0.013 ultra wideband

The energy used to transmit a wireless signal is not infinite and, in general,
should be as low as possible, especially for today’s consumer electronic devices. If
we have a fixed amount of energy we can either transmit a great deal of energy
density over a small bandwidth or a very small amount of energy density over
a large bandwidth. This comparison is shown for the PSD of two systems in
Figure 1.1. The total amount of power can be calculated as the area under a
frequency-power spectral density graph.

For UWB systems the energy is spread out over a very large bandwidth (hence
the name ultra wideband) and, in general, is of a very low power spectral density.
The major exception to this general rule of thumb is UWB radar systems which
transmit at high power over a large bandwidth. However, here we will restrict
ourselves to the communications area.
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Fig. 1.1 Low-energy density and high-energy density systems.

One of the benefits of low-power spectral density is a low probability of detection,
which is of particular interest for military applications: for example, covert com-
munications and radar. This is also a concern for wireless consumer applications,
where the security of data for corporations and individuals using current wireless
systems is considered to be insufficient [8].

1.3 PULSE SHAPE

A typical received UWB pulse shape, sometimes known as a Gaussian doublet,
is shown in Figure 1.2. More details regarding Gaussian and other waveforms
are discussed in Chapter 2. This pulse is often used in UWB systems because its
shape is easily generated. It is simply a square pulse which has been shaped by the
limited rise and fall times of the pulse and the filtering effects of the transmit and
receive antennas. A square pulse can be easily generated by switching a transistor
on and off quickly.

We show a simple pulse generator model in Figures 1.3 and 1.4, which demon-
strate the creation of Gaussian doublets at a transmitter, antenna effects and
reception. We start with a rectangular pulse in Figure 1.4(a). Ultra wideband
pulses are typically of nanosecond or picosecond order. The fast switching on and
off leads to a pulse shape which is not rectangular, but has the edges smoothed off.
The pulse shape approximates the Gaussian function curve. A Gaussian function
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Fig. 1.2 (a) Idealized received UWB pulse shape wrx and (b) idealized spectrum of a single
received UWB pulse.

G(x) is one which fits the well-known equation

G(x) =
1√

2πσ2
e−x2/

√
2σ2

(1.2)

where Eqn. (1.2) is assumed to be zero-mean. This is the origin of the name
Gaussian pulse, monocycle or doublet. A simple circuit for creation of the Gaussian
doublet is shown in Figure 1.3. Transmitting the pulses directly to the antennas
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Fig. 1.3 A simple Matlab circuit model to create the Gaussian doublet.

results in the pulses being filtered due to the properties of the antennas. This
filtering operation can be modeled as a derivative operation [9]. The same effect
occurs at the receive antenna. Here, we model the channel as a delay and assume
the pulse is amplified at the receiver.

In this chapter we will limit our discussion to this typical received pulse shape,
which is assumed for the large majority of UWB research and is reasonably close
to received pulses that have been measured. Details of pulse generation and a
detailed discussion of pulse shaping can be found in Chapter 2.

This idealized received pulse shape prx can be written as [10]

prx =

[
1 − 4π

(
t

τm

)2
]
e−2π(t/τm)2 (1.3)

which is the equation used to generate the pulse shown in Figure 1.2(a). Here, τm
is assumed to be 0.15. It should be mentioned that τm is the single parameter of
Eqn. (1.3) and determines the time and frequency characteristics of the Gaussian
doublet uniquely.

The spectrum of the Gaussian doublet is shown in Figure 1.2(b). The center
frequency can be seen to be approximately 5 GHz, with the 3 dB bandwidth
extending over several GHz. In comparison with narrowband or even wideband
communication systems the large bandwidth is evident and, hence, the name ultra
wideband communication can easily be inferred.

1.4 PULSE TRAINS

One pulse by itself does not communicate a lot of information. Information or
data needs to be modulated onto a sequence of pulses called a pulse train.

When pulses are sent at regular intervals, which is sometimes called the pulse
repetition rate or the duty cycle, the resulting spectrum will contain peaks of power
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Fig. 1.4 Details of the pulses generated in a typical UWB communication system:
(a) square pulse train; (b) Gaussian-like pulses; (c) first-derivative pulses; (d) received
Gaussian doublets.

at certain frequencies. These frequencies are the inverse of the pulse repetition
rate. These peak power lines are called comb lines because they look like a comb.
See Figure 1.5(b) for an example.

These peaks limit the total transmit power undesirably. One method of making
the spectrum more noise-like is to “dither” the signal by adding a small random
offset to each pulse, either delaying the pulse or transmitting slightly before the
regular pulse time. The resultant spectrum from such a random offset is shown in
Figure 1.6 and should be compared with Figure 1.5(b).

As we will see in Chapter 5, by making this delay not completely random but
cyclic according to a known pseudo-noise (PN) code, information can be modulated
onto the pulse waveform. This is known as pulse position modulation (PPM) and
has been investigated in different communication systems such as optical wireless
communications.
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Fig. 1.5 (a) UWB pulse train and (b) spectrum of a UWB pulse train.

1.5 SPECTRAL MASKS

The spectrum of a UWB signal is one of the major issues confronting the industry
and governments for the commercial use of UWB. In fact, the very name ultra
wideband suggests that the issue of spectrum is at the very heart of the ultra
wideband technology.
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Fig. 1.6 Spectrum of a pulse train which has been “dithered” by shifting pulses forward
and back of the original position.

All radio communication is subject to different laws and regulations about power
output in certain frequency bands. This is to prevent interference to other users
in nearby or the same frequency bands.

Ultra wideband systems cover a large spectrum and interfere with existing users.
In order to keep this interference to the minimum the FCC and other regulatory
groups specify spectral masks for different applications which show the allowed
power output for specific frequencies.

In Figure 1.7 an example is shown of the FCC spectral mask for indoor UWB
systems. A large contiguous bandwidth of 7.5 GHz is available between 3.1 GHz
and 10.6 GHz at a maximum power output of −41.3 dBm/MHz.

The major reasons for the extremely low allowed power output in the frequency
bands 0.96 GHz–1.61 GHz is due to pressure from groups representing existing
services, such as mobile telephony, global positioning system (GPS), and military
usage. The allowed level of −41.3 dBm/MHz itself is considered conservative, and
many groups have lobbied for higher allowed power output.
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Fig. 1.7 Spectral mask mandated by FCC 15.517(b,c) for indoor UWB systems.

1.6 MULTIPATH

In this section we will look at the effects of multipath, particularly an indoor
wireless channel, on the basic UWB pulse we have described. We will see that,
because of the extremely short pulse widths, if these pulses can be resolved in the
time domain then the effects of multipath, such as inter-symbol interference (ISI),
can be mitigated.

Multipath is the name given to the phenomenon at the receiver whereby after
transmission an electromagnetic signal travels by various paths to the receiver. See
Figure 1.8 for an example of multipath propagation within a room. This effect is
caused by reflection, absorption, diffraction, and scattering of the electromagnetic
energy by objects in-between the transmitter and the receiver. If there were
no objects to absorb or reflect the energy, this effect would not take place and
the energy would propagate outward from the transmitter, dependent only on the
transmit antenna characteristics. However, in the real world objects between
the transmitter and the receiver cause the physical effects of reflection, absorption,
diffraction, and scattering, and this gives rise to multiple paths. Due to the
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different lengths of the paths, pulses will arrive at the receiver at different times,
with the delay proportional to the path length.

Transmitter

Receiver

Direct path

Path after one reflection

Path after two reflections

P
ow

er

t

Fig. 1.8 A typical indoor scenario in which the transmitted pulse is reflected off objects
within the room, thus creating multiple copies of the pulse at the receiver, with different
delays.

UWB systems are often characterized as multipath immune or multipath resis-
tant. Examining the pulses described previously, we can see that if pulses arrive
within one pulse width they will interfere, while if they are separated by at least
one pulse width they will not interfere. If pulses do not overlap, then they can be
filtered out in the time domain or, in other words, ignored. Assuming one symbol
per pulse, they will not produce interference with the same symbol. Alternatively
the energy can be summed together by a rake receiver. Figures 1.9 and 1.10
demonstrate non-overlapping and overlapping pulses, respectively.

Example 1.1

Assuming a received pulse shape similar to Figure 1.2, how much extra
distance must a second pulse travel to not interfere with the original pulse?
If the pulse width was halved, what would be the separation between
multiple paths needed?
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Fig. 1.9 Two pulses arriving with a separation greater than the pulse width will not overlap
and will not cause interference.

Solution

From Figure 1.2 the pulse width is approximately 0.4 ns. Using the relation
that distance is the product of velocity by time travelled, d = v · t, and
since electromagnetic energy travels at a velocity of approximately 3×108

meters per second, the extra distance travelled via the second path to
avoid interference at the receiver is 12 cm. If the pulse width was halved,
the required distance between multipaths to avoid interference would be
halved also, to 6 cm.

As we can see from Example 1.1 the separation distance required between
multipaths decreases with decreasing pulse width. This is one reason for smaller
pulse widths, particularly in indoor environments.

Another method to avoid multipath interference is to lower the duty cycle of
the system. By transmitting pulses with time delays greater than the maximum
expected multipath delay, unwanted reflections can be avoided at the receiver.
This is inherently inefficient and places limits on the maximum speed of data
transmission for a given modulation system. In the limit, if pulses were transmitted
continuously, then the system would resemble a sinusoidal system. These issues
are discussed in Chapter 5.
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Fig. 1.10 (a) Two overlapping UWB pulses, and (b) the received waveform consisting of
the overlapped pulses.

1.7 PENETRATION CHARACTERISTICS

One of the most important benefits of the UWB communication system that has
been raised is the ability of pulses to easily penetrate walls, doors, partitions, and
other objects in the home and office environment. In this section we will examine
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the reported results for penetration of UWB pulses and comment on how that will
affect communication in the home and office.

Frequency f and wavelength λ are related by the speed of light c as is shown
in the well-known Eqn. (1.4).

λ[m] =
c [m/s]
f [Hz]

(1.4)

In other words, as the frequency increases the wavelength becomes shorter, and
for lower frequencies the wavelength is longer.

In conventional sinusoidal communication, lower frequency waves have the char-
acteristic of being able to “pass through” walls, doors, and windows because the
length of the wave is much longer than the material that it is passing through. On
the other hand, higher frequency waves will have more of their energy reflected
from walls and doors since their wavelength is much shorter.

Ultra wideband pulses are composed of a large range of frequencies, as is
shown in Figure 1.2(b). One of the basic characteristics of early prototype UWB
communication systems was its ability to “pass through walls”, especially in com-
parison with IEEE 802.11 wireless local area network systems. The penetration
capabilities of UWB come only from the lower frequency components which were
for early systems mostly centered on 1 GHz. Since the 2002 ruling by the FCC
(see Figure 1.7) the center frequency for most UWB systems has substantially
increased. This means that the penetration characteristics of the signals have
substantially decreased, especially in comparison with the IEEE 802.11b systems
which are centered at 2.4 GHz.

1.8 SPATIAL AND SPECTRAL CAPACITIES

Another basic property of UWB systems is its high spatial capacity, measured in
bits per second per square meter (bps/m2) [11]. Spatial capacity is a relatively
recent term, and its use stems from the interest in even higher data rates, even
over extremely short distances.

Spatial capacity can be calculated as the maximum data rate of a system divided
by the area over which that system can transmit. The transmission area can be
calculated from the circular area assuming a transmitter in the center; however, in
practice a rule of thumb is to use the square of the maximum transmission distance

Spatial capacity [bps/m2] =
Maximum data rate [bps]
Transmission area [m2]

(1.5)

Transmission area [m2] = π × (Transmission distance)2 (1.6)

For narrowband systems the most popular measure of capacity has been spectral
capacity, measured in bits per second per hertz (bps/Hz), because spectrum has
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Table 1.2 Comparison of spatial capacity of various indoor wireless systems.

System name Maximum Transmission Spatial Spectral
data rate distance capacity capacity
[Mbps] [m] [kbps/m2] [bps/Hz]

UWB 100 10 318.3 0.013
IEEE 802.11a 54 50 6.9 2.7

Bluetooth 1 10 3.2 0.012
IEEE 802.11b 11 100 0.350 0.1317

been the most limited resource. Power has generally only been limited by safety
and commercial reasons, such as the battery life of mobile devices

Spectral capacity [bps/Hz] =
Maximum data rate [bps]

Bandwidth [Hz]
(1.7)

For UWB systems, which operate in other licensed spectrum, the power has
to be kept very low. This is compensated for by the use of extremely large
bandwidths. Using the traditional measure of spectral capacity [bits/Hz] UWB
has very low spectral capacity compared with existing systems. However, when
comparing spatial capacity, UWB is extremely efficient. Table 1.2 shows the
comparison of spatial and spectral capacity among various indoor wireless systems.

1.9 SPEED OF DATA TRANSMISSION

One of the advantages of UWB transmission for communications is its high data
rate. While current chipsets are continually being improved, most UWB commu-
nication applications are targeting the range of 100 Mbps to 500 Mbps [12], which
is roughly the equivalent of wired Ethernet to USB 2.0. It is significant that this
data rate is 100 to 500 times the speed of Bluetooth, around 50 times the speed of
the 802.11b, or 10 times the 802.11a wireless LAN (local area network) standards.

As can be seen in Table 1.3 the current target data rate for indoor wireless
UWB transmission is between 110 Mbps and 480 Mbps. This is fast compared
with current wireless and wired standards. In fact, the speed of transmission
is currently being standardized into three different speeds: 110 Mbps with a
minimum transmission distance of 10 m, 200 Mbps with a minimum transmission
distance of 4 m and 480 Mbps with no fixed minimum distance.

The reasons for these particular distances lie mostly with different applications.
For example, 10 m will cover an average room and may be suitable for wireless
connectivity for home theater. A distance of less than 4 m will cover the distance
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Table 1.3 Comparison of UWB bit rate with other wired and wireless standards.

Speed (Mbits/second) Standard

480 UWB, USB 2.0
200 UWB (4 m minimum), 1394a (4.5 m)
110 UWB (10 m minimum)
90 Fast Ethernet
54 802.11a
20 802.11g
11 802.11b
10 Ethernet
1 Bluetooth

between appliances, such as a home server and a television. A distance of less than
1 m will cover the appliances around a personal computer.

1.10 COST

Among the most important advantages of UWB technology are those of low system
complexity and low cost. Ultra wideband systems can be made nearly “all-digital”,
with minimal (radio frequency) RF or microwave electronics. The low component
count leads to reduced cost, and smaller chip sizes invariably lead to low-cost
systems. The simplest UWB transmitter could be assumed to be a pulse generator,
a timing circuit, and an antenna.

However, as higher data rates are required more complex timing circuitry is
needed. To provide a multiple access system, additional complexity is required.
Rake receivers add further circuitry, and the cost increases. Furthermore, chipset
costs depend heavily on the number of units manufactured.

To reduce costs, during later product cycles more functionality is implemented
on fewer chips, reducing die area and, thus, manufactured cost.

Therefore, at this early stage it is extremely difficult to quantify the cost of
UWB communication systems. To take one early example, it has been reported
[13] that the XtremeSpectrum chipset is priced at $19.95 for 100,000 units.

1.11 SIZE

The small size of UWB transmitters is a requirement for inclusion in today’s con-
sumer electronics. In the 802.15 working groups, consumer electronics companies
have targeted the size of the wireless circuit will be small enough to fit into a
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Memory Stick or SD Card [12]. A chipset by XtremeSpectrum has a small size
which enables compact flash implementation [13].

The main arguments for the small size of UWB transmitters and receivers are
due to the reduction of passive components. However, antenna size and shape
is another factor that needs to be considered. Ultra wideband antennas are
considered in Chapter 6.

1.12 POWER CONSUMPTION

With proper engineering design the resultant power consumption of ultra wideband
can be quite low. As with any technology, power consumption is expected to
decrease as more efficient circuits are designed and more signal processing is done
on smaller chips at lower operating voltages.

The current target for power consumption of UWB chipsets is less than 100 mW.
Table 1.4 shows some figures for power consumption of current chipsets [12].

Table 1.4 Power consumption of UWB and other mobile communication chipsets.

Application chipset Power consumption [mW]

802.11a 1500–2000
400 Mbps 1394 LSI 700

Mobile telephone RISC 32-bit MPU 200
Digital camera 12-bit A/D converter 150

UWB (target) 100
Mobile telephone TFT color display panel 75

MPEG-4 decoder LSI 50
Mobile telephone voice codec LSI 19

1.13 SUMMARY

In this chapter the basic properties of UWB signals were outlined, starting with
the basic shape and spectrum of an ultra wideband pulse. We saw that the power
output and spectrum of UWB pulses are limited by regulation.

We showed that because UWB pulses are extremely short, with the considera-
tion of fading, they can be filtered or ignored. They can readily be distinguished
from unwanted multipath reflections because of the fine time resolution. This leads
to the characteristic of multipath immunity.

UWB pulses’ low-frequency components enable the signals to propagate effec-
tively through materials, such as bricks and cement.
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The large bandwidth of UWB systems means extremely high data rates can
be achieved, and we showed that UWB systems have a potentially high spectral
capacity.

Finally, we stated that UWB transmitters and receivers do not require expensive
and large components, such as modulators, demodulators, and IF stages. This fact
can reduce cost, size, weight, and power consumption of UWB systems compared
with conventional narrowband communication systems.

Problems

Problem 1. Investigate the transmission power and bandwidth of three
systems not shown in Table 1.1. (Hint: radio and television systems may differ
significantly from those shown in the table due to differing local conditions.)
Calculate their power spectral densities.

Problem 2. Implement the Matlab circuit of Figure 1.3, and confirm the output
of the four scopes. Apply some modifications to the circuit if necessary.

Problem 3. Based on the Matlab circuit of Figure 1.3, implement a three-path
multipath channel model. Add Gaussian noise. Show the output of the four
scopes for two different values of delay of the second and third paths. Comment
on the effect of multipath to the receiver and receiver design.

Problem 4. Write a Matlab program to output Figures 1.5(a) and (b).

Problem 5. Investigate the current FCC (or the regulator in your own country)
regulations for ultra wideband applications. What differences or similarities can
you find with Figure 1.7.

Problem 6. Investigate and calculate the spatial and spectral capacities of three
other wireless systems (outdoor wireless systems are acceptable) not shown in
Table 1.2.

Problem 7. Investigate the reported speed of at least five current commercial
UWB communication or laboratory prototypes. Plot a graph, with time as the
horizontal axis and speed as the vertical axis.
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Problem 8. Find the cost of five different wireless chipsets. Compare and
contrast the complexity of the chipset, maturity of the system, and cost of the
chipset. What, in your opinion, is the dominating factor for the cost of wireless
chipsets?

Problem 9. For one standard or system (for example, UWB or IEEE standard
802.11a) find the cost of five commercial products. What fraction of the total
product cost is contained in the wireless chipset?



2
Generation of ultra

wideband waveforms

One of the essential functions in communications systems is the representation of
a message symbol by an analog waveform for transmission through a channel. As
was shown in Chapter 1, in UWB systems the conventional analog waveform is
a simple pulse that in general is directly radiated to the air. These short pulses
have typical widths of less than 1 ns and thus bandwidth of over 1 GHz.

In this chapter we will examine in detail how to generate pulse waveforms for
UWB systems, for both simple cases of Gaussian wave shapes and more complex
orthogonal pulses. We will discuss how to design pulses which meet requirements
of spectral masks as mandated by government organizations. Finally, we will look
at the practical constraints on pulse generation, the effects of imperfections on the
pulse, and briefly discuss the effects of the channel on pulse shape.

2.1 INTRODUCTION

Sinusoidal electromagnetic waves have become so universal in radio communica-
tions that many people are not aware that the first communication systems were
in fact pulse-based. Heinrich Hertz (1893) used a spark discharge to produce the
electromagnetic waves for his experiment. These waves would be called colored
noise today. Spark gaps and arc discharges between carbon electrodes were the
dominant wave generators for about 20 years after Hertz’s first experiments. Even-
tually, the development of rotating high-frequency generators and the electronic
tube made the generation of sinusoidal currents and waves possible.

25
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A strong incentive to use sinusoidal waves was provided by the need to operate
several transmitters at the same time but to receive them selectively. This led
to the development of transmitters and receivers on the basis of sinusoidal waves.
Regulation followed common practice and led to the assignment of frequency bands
for various radio services. However, a quotation from a textbook published in 1920
shows that nonsinusoidal waves were still used at that time.

Today’s UWB systems employ nonsinusoidal wave shapes that should have
certain properties when transmitted from the antenna. Emissions in UWB com-
munication systems are constrained by the FCC regulation 47 CFR Section 15.5(d)
[14], which states that

Intentional radiators that produce class B emissions (damped wave) are
prohibited.

Several non-damped waveforms have been proposed in the literature for UWB
systems, such as Gaussian [15], Rayleigh, Laplacian, cubic [16], and modified
Hermitian monocycles [17]. In all these waveforms the goal is to obtain a nearly
flat frequency domain spectrum of the transmitted signal over the bandwidth of
the pulse and to avoid a DC component. In order to understand the characteristics
of different waveforms, we first discuss the theoretical definition of a damped wave.

2.1.1 Damped sine waves

What is a damped sine wave? According to [18] a damped sine wave is of the form

yd(t) = Ae−λt sin(2πf0t) (2.1)

where A is an arbitrary amplitude, λ is the exponential decay coefficient, f0 is
the frequency of oscillation of the sine wave, and t ≥ 0 is the time. Figure 2.1(a)
demonstrates this waveform, and any wave of this general form can be considered
a damped sine wave, or Class B, emission.

Example 2.1

Calculate and sketch the time and frequency domain representations of
Eqn. (2.1) for A = 1, λ = 5 × 109, 3 × 109, and f = 5 GHz.

Solution

Using the Fourier transform we can derive the frequency domain formula
from the time domain representation as follows

Yd(f) = F{yd(t)}

=

∫ ∞

0

Ae−λt sin(2πf0t)e
−j2πft dt

=
2πf0A

λ2 − 4π2(f2 − f2
0 ) + j4πλf

(2.2)
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where the final result of Eqn. (2.2) can be found by using a definite or
indefinite table of integrals.

Substituting A = 1, λ = 5 × 109, 3 × 109, and f = 5 the damped sine
waves in the time domain are shown in Figure 2.1(a) and the frequency
domain representation is given in Figure 2.1(b).
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Fig. 2.1 Damped sine waves and their Fourier transforms.
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The effective bandwidth W of a pulse is defined as

W = fh − fl (2.3)

where fl and fh are the frequencies measured at nearest points with half of the
maximum amplitude.

Example 2.2

For the damped sinusoids of Figure 2.1 calculate the effective bandwidth
W in both cases. Comment on the relationship between W and the decay
parameter λ.

Solution

The damped sinusoid of Figure 2.1 has a decay parameter λ = 5 × 109.
From Figure 2.1(b) we have fl = 3.25 GHz and fh = 6.18 GHz; hence,
Wd = 2.93 GHz. When the decay parameter is λ = 3 × 109 the effective
bandwidth is Wd = 1.69 GHz.

The value of W depends on the frequency of oscillation f0 and the decay
parameter λ. If λ decreases, W also decreases.

Figure 2.1(b) clearly indicates that the damping oscillations of the waveform
have led to a small effective bandwidth and a sharp peak in the spectrum. This is in
contradiction with the required flatness of the spectrum of permitted waveforms
by the FCC [14]. Waveforms with damped oscillatory tails cannot be used in
UWB communication systems because they can seriously interfere with existing
communication systems that are available in the area. For this and several other
reasons that will be discussed in this chapter, the topic of wave shaping is very
important and should be considered in the design of practical UWB transmitters.

2.2 GAUSSIAN WAVEFORMS

A class of waveforms are called Gaussian waveforms because their mathematical
definition is similar to the Gauss function. The zero-mean Gauss function is
described by Eqn. (2.4), where σ is standard deviation

G(x) =
1√

2πσ2
e−x2/2σ2

(2.4)

The basis of these Gaussian waveforms is a Gaussian pulse represented by the
following equation

yg1(t) = K1e
−(t/τ)2 (2.5)
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where −∞ < t < ∞, τ is the time-scaling factor, and K1 is a constant. More
waveforms can be created by a sort of high-pass filtering of this Gaussian pulse.
Filtering acts in a manner similar to taking the derivative of Eqn. (2.5). For
example, a Gaussian monocycle, the first derivative of a Gaussian pulse, has the
form

yg2(t) = K2
−2t
τ2

e−(t/τ)2 (2.6)

where −∞ < t < ∞ and K2 is a constant. A Gaussian monocycle has a single
zero crossing. Further derivatives yield additional zero crossings, one additional
zero crossing for each additional derivative. If the value of τ is fixed, by taking
an additional derivative, the fractional bandwidth decreases, while the centre
frequency increases.

A Gaussian doublet is the second derivative of Eqn. (2.5) and is defined by
Eqn. (2.7)

yg3(t) = K3
−2
τ2

(
1 − 2t2

τ2

)
e−(t/τ)2 (2.7)

where −∞ < t <∞ and K3 is a constant. Figures 2.2(a) and (b) show a Gaussian
pulse, a Gaussian monocycle, and a Gaussian doublet in time and frequency
domains, respectively. In all three cases, τ = 50 ps is assumed. The constants
K1, K2, and K3 are added to Eqns. (2.5)–(2.7) in order to determine the energy
of the UWB Gaussian pulses. If E1, E2, and E3 are the required energy of yg1 ,
yg2 , and yg3 , respectively, it is possible to calculate the relation between them in
a straightforward manner. The energy of yg1(t) is defined and computed as

E1 =
∫ ∞

−∞
yg1(t)

2 dt

=
∫ ∞

−∞
K2

1e
−2(t/τ)2 dt

= K2
1τ
√
π/2 (2.8)

Hence, the resulting formula for K1 is as follows

K1 =

√
E1

τ
√
π/2

(2.9)

Employing an analogous procedure for K2 and K3 yields

K2 =

√
τE2√
π/2

(2.10)
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Fig. 2.2 A Gaussian pulse, monocycle, and doublet in time and frequency domains. The
Gaussian pulse has a large DC component.

and

K3 = τ

√
τE3

3
√
π/2

(2.11)

Pulses of Figure 2.2(a) are all plotted for unit energy. The curves illustrated
in Figure 2.2(b) are obtained by taking the Fourier transforms of Eqns. (2.5)–
(2.7). For example, the frequency domain representation of yg1(t) can be derived
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as follows

Yg1 (f) = F{yg1(t)}

=
∫ ∞

−∞
K1e

−(t/τ)2e−j2πft dt

= K1τ
√
π e−(πτf)2 (2.12)

Since yg2(t) and yg3(t) are proportional to the first and second derivatives of
yg1(t), respectively, the Fourier transforms of yg2(t) and yg3(t) are the Fourier
transforms of yg1(t) multiplied by (K2/K1)(j2πf) and (K3/K1)(j2πf)2, respec-
tively.

Yg2(f) = K2τ
√
π(j2πf)e−(πτf)2 (2.13)

Yg3(f) = K3τ
√
π(j2πf)2e−(πτf)2 (2.14)

The effective bandwidths of the Gaussian wave shapes of Figure 2.2 are now
calculated. For the Gaussian pulse yg1(t), which is actually a low-pass waveform,
fl = 0 and fh is calculated by inserting Yg1(f) = K1τ

√
π/2 into Eqn. (2.12). The

result is 0.265/τ ; hence
Wg1 = 5.3 GHz (2.15)

For the Gaussian monocycle defined in Eqn. (2.6) and shown in Figure 2.2 we
can calculate fl = 1.44 GHz and fh = 8.65 GHz, which yields

Wg2 = 7.21 GHz (2.16)

For the Gaussian doublet defined in Eqn. (2.7) and shown in Figure 2.2 we can
find fl = 3.07 GHz and fh = 10.42 GHz, which gives

Wg3 = 7.35 GHz (2.17)

The choice of which Gaussian waveform to use is usually driven by system
design and application requirements. In any case the waveform should have a
center frequency of about 3 to 10 GHz. All these three Gaussian waveforms
have a dramatically different spectrum from a damped sine wave. One important
characteristic of these waveforms is that they are almost uniformly distributed
over their frequency spectrum and, therefore, are noise-like.

2.3 ORTHOGONAL WAVEFORMS AND HERMITE PULSES

The system of sine and cosine as orthogonal functions has been historically syn-
onymous with communications. Whenever the term frequency is used, reference
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is made implicitly to these functions, and, hence, the general theory of communi-
cation is based on the system of sine and cosine functions.

In recent years other complete systems of orthogonal functions have been used
for theoretical investigations as well as for equipment design. Analogs to Fourier
series, Fourier transform, frequency, power spectra, and amplitude, phase, and
frequency modulation exist for many systems of orthogonal functions. This implies
that theories of communication can be worked out on the basis of these systems.
Most of these theories are of academic interest only. However, for the complete sys-
tem of the orthogonal Hermite functions, the implementation of circuits by modern
semiconductor techniques appears to be competitive in a number of applications
with the implementation of circuits for the system of sine and cosine functions. In
this section we present Hermite pulses as one example of orthogonal pulses that
can be used for UWB communications.

Hermite functions and, indeed, Hermite pulses are not new [19]. The Hermite
transform has already been used to shed light on spatiotemporal relationships
in image processing [20]. The use of modified Hermite polynomials to create an
orthogonal transform and even to create orthogonal wavelets for multicarrier data
transmission over high-rate digital subscriber loops has been proposed [21]. The
application of these pulses to communications seems limited to the latter refer-
ence, and, with the exception of the similarity to Hermite polynomials mentioned
in [22], there seems to have been no attempt to systematically apply modified
Hermite pulses to UWB communications before the proposal in [17]. Here, we
present a systematic analysis of Hermite pulses and modify them for use in UWB
communications systems.

2.3.1 Hermite polynomials

Charles Hermite was born in 1822 in France. He was a very brilliant mathe-
matician. Some of his mathematical ideas are still widely used today, especially
the Hermitian Forms that are used in physics and mathematics. Some of Hermite’s
other noted accomplishments that bear his name are Hermite polynomials,
Hermite’s differential equation, Hermite’s formula of interpolation, and Hermitian
matrices.

A polynomial is a finite sum of terms like akx
k, where k is a positive integer or

zero. The functions defined by

hen(t) = (−τ)net2/2τ2 dn

dtn
(e−t2/2τ2

) (2.18)

where n = 0, 1, 2, . . . and −∞ < t < ∞, are called Hermite polynomials. The
parameter τ is the time-scaling factor. It should be mentioned that the definition
of Eqn. (2.18) is one of various forms of Hermite polynomials used in the literature.
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As examples of these polynomials we can write

he0(t) = 1

he1(t) =
t

τ

he2(t) =
(
t

τ

)2

− 1

he3(t) =
(
t

τ

)3

− 3
t

τ

he4(t) =
(
t

τ

)4

− 6
(
t

τ

)2

+ 3 (2.19)

he5(t) =
(
t

τ

)5

− 10
(
t

τ

)3

+ 15
t

τ

he6(t) =
(
t

τ

)6

− 15
(
t

τ

)4

+ 45
(
t

τ

)2

− 15

he7(t) =
(
t

τ

)7

− 21
(
t

τ

)5

+ 105
(
t

τ

)3

− 105
t

τ

he8(t) =
(
t

τ

)8

− 28
(
t

τ

)6

+ 210
(
t

τ

)4

− 420
(
t

τ

)2

+ 105

which are related by the following equations

hen+1(t) =
t

τ
hen(t) − τḣen(t) (2.20)

ḣen(t) =
n

τ
hen−1(t) (2.21)

where “ ˙ ” stands for derivative with respect to time.
Using Eqns. (2.20) and (2.21) the differential equation which is satisfied by

Hermite polynomials is derived as Eqn. (2.22)

τ2ḧen(t) − tḣen(t) + nhen(t) = 0 (2.22)

2.3.2 Orthogonal modified Hermite pulses

By definition, two real-valued functions gm(t) and gn(t) that are defined on an
interval a ≤ x ≤ b are orthogonal if

(gm · gn) .=
∫ b

a

gm(t)gn(t) dt = 0; m �= n (2.23)
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A set of real valued functions g1(t), g2(t), g3(t), . . . is called an orthogonal set of
functions in the set. The nonnegative square root of (gm · gm) is called the norm
of gm(t) and is denoted by ‖gm‖; thus

‖gm‖ =
√

(gm · gm) =

√∫ b

a

g2
m(t) dt (2.24)

Orthonormal sets of functions satisfy ‖gm‖ = 1 for every value of m.
Hermite polynomials are not orthogonal; however, they can be modified to

become orthogonal as follows [23]

hn(t) = kne
−t2/4τ2

hen(t)

= (−τ)net2/4τ2
τ2 d

n

dtn
(e−t2/2τ2

) (2.25)

where n = 0, 1, 2, . . . and −∞ < t <∞. The result is a set of orthogonal functions
hn(t) which can be easily derived for all values of n. As examples we can write

h0(t) = k0e
−t2/4τ2

h1(t) = k1
t

τ
e−t2/4τ2

h2(t) = k2

[(
t

τ

)2

− 1

]
e−t2/4τ2

h3(t) = k3

[(
t

τ

)3

− 3
t

τ

]
e−t2/4τ2

h4(t) = k4

[(
t

τ

)4

− 6
(
t

τ

)2

+ 3

]
e−t2/4τ2

(2.26)

h5(t) = k5

[(
t

τ

)5

− 10
(
t

τ

)3

+ 15
t

τ

]
e−t2/4τ2

h6(t) = k6

[(
t

τ

)6

− 15
(
t

τ

)4

+ 45
(
t

τ

)2

− 15

]
e−t2/4τ2

h7(t) = k7

[(
t

τ

)7

− 21
(
t

τ

)5

+ 105
(
t

τ

)3

− 105
t

τ

]
e−t2/4τ2

h8(t) = k8

[(
t

τ

)8

− 28
(
t

τ

)6

+ 210
(
t

τ

)4

− 420
(
t

τ

)2

+ 105

]
e−t2/4τ2

The constants kn, n = 0, 1, . . . determine the energy of the pulses. We call the
functions derived in Eqn. (2.26) modified Hermite pulses (MHP), and it can be
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shown that their general formula is the following

hn(t) = kne
−t2/4τ2

n!
[n/2]∑
i=0

(
−1

2

)i (t/τ)n−2i

(n− 2i)! i!
(2.27)

where [n/2] denotes the integer part of n/2. If it is desired that each hn(t) pulse
has an energy of En, then we can show that

kn =

√
En

τn!
√

2π
(2.28)

Figure 2.3(a) shows hn for four values of n from 0 to 3. The scaling parameter
is τ = 5×10−11 sec, and the pulses have unit energy. The time duration of all five
pulses is about 0.6 ns. Using Eqns. (2.20)–(2.22) and (2.25) it can be shown that,
disregarding the constants kn, all MHPs satisfy the following differential equations

τ2ḧn(t) +
(
n+

1
2
− 1

4
t2

τ2

)
hn(t) = 0 (2.29)

τḣn(t) +
t

2τ
hn(t) = nhn−1(t) (2.30)

hn+1(t) =
t

2τ
hn(t) − τḣn(t) (2.31)

Denoting the Fourier transform of hn(t) as Hn(f), Eqns. (2.29)–(2.31) can be
written as

Ḧn(f) + 16π2τ2

(
n+

1
2
− 4π2f2τ2

)
Hn(f) = 0 (2.32)

j8π2fτ2Hn(f) + jḢn(f) = 4πnτHn−1(f) (2.33)

Hn+1(f) = j
1

4πτ
Ḣn(f) − j2πfτHn(f) (2.34)

respectively. Note that the derivatives are with respect to the frequency.
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Fig. 2.3 Time and frequency responses of the normalized MHP of orders n = 0, 1, 2, 3
normalized to unit energy.

Example 2.3

Using Eqn. (2.34) find the frequency domain formulas for h1(t), h2(t),
and h3(t).

Solution

For the value of n = 0, we will have h0(t) = k0e
−t2/4τ2

and

H0(f) = k0τ2
√

π e−4π2f2τ2
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and from Eqn. (2.34) the transform of some higher degrees of MHPs can
be obtained as follows (now we include the constants kn)

H1(f) = k1τ (−j4πfτ )2
√

π e−4π2τ2f2

H2(f) = k2τ (1− 16π2f2τ 2)2
√

π e−4π2τ2f2
(2.35)

H3(f) = k3τ (−j12πfτ + j64π3f3τ 3)2
√

π e−4π2τ2f2

Figure 2.3(b) shows the frequency domain representations of the MHPs for n =
0, 1, 2, 3. According to Figures 2.3(a) and (b) all MHP pulses have the following
properties:

• The pulse duration is almost the same for all values of n.

• The pulse bandwidth is almost the same for every value of n.

• The pulses are mutually orthogonal.

• The pulses have nonzero DC components, and, in fact, the low-frequency
components of the pulses are relatively significant.

• The number of zero crossings is equal to n.

The autocorrelation functions of the modified Hermite pulses for orders n =
0, 1, 2, 3 are shown in Figure 2.4. As can be seen the width of the main peak in
the autocorrelation function becomes narrower as the order of the pulses increases.
This suggests that higher order pulses will be more sensitive to pulse jitter.

2.3.3 Modulated and modified Hermite pulses

For gaining more flexibility in the frequency domain, the time functions can
be multiplied and modified by an arbitrary phase-shifted sinusoid. Hence, the
multiplied and modified normalized Hermite pulses are defined as follows

pn(t) =
√

2hn(t) cos(2πfct+ φr) (2.36)

where n = 0, 1, 2, . . . , −∞ < t < ∞, fc is the shifting frequency, and φr is an
arbitrary phase that can be zero without loss of generality. The function pn(t) for
n = 0, 1, 2, 3 in time and frequency domains is illustrated in Figures 2.5(a) and
(b), respectively.

Comparing Figures 2.3 and 2.5 shows that pn(t) pulses have more oscillations
than MHP pulses, but the pulse width has not been changed. The number of zero
crossings in MHP is equal to n; however, in pn(t) it is a function of both n and fc.
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Fig. 2.4 Autocorrelation functions of modified normalized Hermite pulses of orders n =
0, 1, 2, 3. The width of the main peak in the autocorrelation function becomes narrower as
the order of the pulse increases.

We also observe that the fractional bandwidth of MHP is higher, and increasing
fc decreases the fractional bandwidth accordingly.

Equations (2.29) and (2.36) give the schematic diagram of a linear but time-
variant system which creates pulses of different degrees. Figure 2.6 shows a simple
schematic diagram for this system. The interesting feature of this structure is
that, theoretically, by changing a simple gain of the circuit we can create different
orders of the desired waveform.

According to Figures 2.5(a) and (b), all pn(t) functions have the following
properties:

• The pulse duration is almost the same for all values of n.

• The pulse bandwidth is almost the same for every value of n.

• The fractional bandwidth can be easily controlled by fc.

• The pulses are mutually orthogonal.

• The pulses have zero DC component.
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Fig. 2.5 Time and frequency representations of pn(t) for orders n = 0, 1, 2, 3. All pulses
have zero low-frequency components. Compared with Figure 2.3(a) the number of zero
crossings has been increased. It can also be seen that the fractional bandwidth of the
signals has reduced from 200% to about 100% and can be further reduced by increasing fc.

2.4 ORTHOGONAL PROLATE SPHEROIDAL WAVE FUNCTIONS

In this section a multiple pulse generator which generates four different prolate
spheroidal wave functions (PSWF) based on a source signal for use in UWB
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Fig. 2.6 The analog linear time-variant circuit producing different pn(t) functions.

communication systems is proposed. These sets of pulses can be applied to an M-
ary communication system. This class of pulse shape yields orthogonal pulses that
have a constant pulse width and bandwidth regardless of the pulse order, which is
in contrast to the majority of other orthogonal pulse classes. The results encourage
the implementation of a cheap and easily reproducible UWB pulse generator.

2.4.1 Introduction

All conventional methods for enabling distinction between different pulse trains
require that the multi-user base station send data serially, one pulse after another.
Otherwise, interference between pulses will make it impossible for proper reception
at the remote receivers. Therefore, encoding schemes become more complicated as
the number of remote receivers increases; hence, the data rate per user decreases.

It is conceivable for a wireless impulse transmitter to communicate with multiple
receivers using mutually orthogonal pulses, wherein a different pair of orthogonal
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pulses is assigned to each receiver to represent a digital signal [24]. Because all
of the pulses are orthogonal, they can be transmitted simultaneously without
interfering with each other. Moreover, since the transmitter and the receiver
know in advance which pulses are for which receivers, each receiver will only
receive signals including pulse shapes assigned to it. This would eliminate the
need to modulate the pulse trains for identification purposes. However, with such
a conceivable configuration, the transmitter would need to be provided with a
separate pulse generator for each different pulse shape. The amount of hardware
required for producing pulses would increase linearly with the number of receivers.

Considering the above mentioned drawbacks, several objectives can be consid-
ered for a UWB transmitter:

• To provide a multi-pulse generator capable of producing two or more orthog-
onal pulses without much more hardware than required to produce a single
pulse.

• To provide a wireless impulse transmitter with a simple configuration capable
of high communication rates without the limitations caused by circuitry in
PPM and the distance attenuation problem of PAM.

• To provide a wireless impulse system with a simple configuration that enables
increasing the number of users without reducing the communication rates.

In order to achieve the above described objectives a multi-pulse generator for
generating four different PWSF pulses, based on a source signal, is introduced.
Conventionally, four complete sets of hardware are needed in order to produce
four different pulses of different shapes. However, it will be shown how different
pulses of different shapes and a desirable number of the pulse orders can be
produced with a single-source signal, simply by changing a constant value. A
wireless impulse transmitter is presented accordingly for transmitting pulse trains
to a plurality of receivers which include a multi-pulse generator, a pulse selector,
and a transmission unit. The pulse selector selects pulses from different pulse
shape generators according to input data. The transmission unit transmits the
pulses selected by the pulse selector.

2.4.2 Fundamentals of PSWF

A function h(t) is said to be time-limited if for T > 0, h(t) vanishes for all |t| > T/2.
In an analogous manner H(f) is said to be band-limited with a bandwidth of Ω
if it is zero outside of the band (−Ω,Ω). Functions that are practically time and
band-limited can be very useful in communication engineering. One of these kinds
of functions is referred to as a prolate spheroidal wave function. This function is
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the solution of [25]
∫ T/2

−T/2

ψn(x)
sin Ω(t− x)
π(t− x)

dx = λnψn(t) (2.37)

or, alternatively, the solution of the differential equation

d

dt
(1 − t2)

dψn(t)
dt

+ (χn − c2t2)ψn(t) = 0 (2.38)

where ψn(t) are prolate spheroidal wave functions of order n and χn is the eigen-
value of ψn(t). The constant c is

c =
ΩT
2

(2.39)

where Ω is the bandwidth and T is the pulse duration.
In Eqn. (2.37), λn is the concentration of energy in the interval [−T/2, T/2]

given by

λn =

∫ T/2

−T/2
|ψn(t)|2 dt∫∞

−∞ |ψn(t)|2 dt (2.40)

whose values range from 0 to 1. Moreover, it can be shown that PSWFs have the
following properties [25]

∫ ∞

−∞
ψm(t)ψn(t) dt =

{
1, m = n

0, m �= n
(2.41)

∫ T/2

−T/2

ψm(t)ψn(t) dt =

{
λn, m = n

0, m �= n
(2.42)

From Eqns. (2.41) and (2.42) a double orthogonality of ψn(t) can be observed.
This is a useful property for the UWB communication system because it guarantees
unique demodulation at the receiver. This is the reason orthogonal pulse sets have
been proposed for use in UWB applications. These orthogonal pulse sets consist
of coded monocycles or coded baseband waveforms.

If we solve the differential equation (2.38) for the highest derivative, we get

(1 − t2)
d2ψn(t)
dt2

− 2t
dψn(t)
dt

+ (χn − c2t2)ψn(t) = 0 (2.43)

and consequently

ψ̈n(t) =
1

1 − t2
[2tψ̇n(t) − (χn − c2t2)ψn(t)] (2.44)
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As can be seen, different orders of the pulses can be simply obtained by changing
the values of χn; hence, Eqn. (2.44) is the basis of the multi-pulse generator.

Different values of χn have been calculated and are shown in Table 2.1. (Details
of the calculations can be found in [26].)

Table 2.1 Eigenvalue of different pulse orders for c = 2.

Pulse order, n χn

0 1.12773
1 4.28712
2 8.22571
3 14.10020
4 22.05482
5 32.03526
6 44.02474
7 58.01837
8 74.01419
9 92.01130

Here are some properties of PSWF wave shapes:

• The pulse duration is exactly the same for all values of n.

• The pulse bandwidth is almost the same for all values of n.

• The pulses are double-orthogonal.

• The pulses have a nonzero DC component.

• Pulse duration and bandwidth can be controlled simultaneously.

If ψn(t) is written in terms of the prolate angular function of the first kind

ψn(t) = ψn(Ω, T, t)

=
[2λn(c)/T ]1/2S1

0n(c, 2t/T ){∫ 1

−1[S
1
0n(c, x)]2 dx

}1/2
(2.45)

and {∫ 1

−1

[S1
0n(c, x)]2 dx

}1/2

=
2

2n+ 1
(2.46)

where S1
0n is the prolate angular function of the first kind and λn is the fraction

of the energy of ψn(t) that lies in the interval [−1, 1].
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The prolate angular function of the first kind is given by [27]

S1
0n(c, t) =




∞∑
k=0,2,...

dk(c)Pk(c, t), for n even

∞∑
k=1,3,...

dk(c)Pk(c, t), for n odd

(2.47)

where Pk(c, t) is the Legendre polynomials [28] and dk(c) are the series coefficients.
Differentiation of S1

0n(c, t) is given by

Ṡ1
0n(c, t) =

∑
k

dk(c)Ṗk(c, t) (2.48)

If the associated Legendre functions are given in terms of unassociated Legendre
functions, then [29]

Pm
k (t) = (−1)m(1 − t2)1/2 d

m

dtm
Pk(t) (2.49)

and for the first derivative
dPk(t)
dt

=
−P 1

k (t)√
1 − t2

(2.50)

using Eqns. (2.48)–(2.50) yields

Ṡ1
0n(c, t) =

−1√
1 − t2

∑
k

dk(c)P 1
k (t) (2.51)

and

P 1
k (t) =

−1
2kk!

(1 − t2)1/2 d
k+1

dtk+1
(t2 − 1)k (2.52)

The second differentiation of S1
0n(c, t) is given by:

S̈1
0n(c, t) =

∑
k

dk(c)P̈k(c, t) (2.53)

Using Eqn. (2.49) yields

d2Pk(t)
dt2

=
P 2

k (t)
1 − t2

(2.54)

Using Eqns. (2.53) and (2.54) the following results:

S̈1
0n(c, t) =

1
1 − t2

∑
k

dk(c)P 2
k (t) (2.55)

and

P 2
k (t) =

1
2kk!

(1 − t2)
dk+2

dtk+2
(t2 − 1)k (2.56)
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2.4.3 PSWF pulse generator

A UWB communication system employing a PSWF pulse generators, a wireless
UWB impulse transmitter and two remote receivers can be constructed as shown
in Figure 2.7. Transmitter is a multi-user base station and the receivers 1 and 2
are mobile terminals.

User #1 receiver User #2 receiver

selector/
Pulse

combiner

Transmission

unit

Antenna

AMP

Pulse
source

Pulse generator 4

Pulse generator 3

Pulse generator 2

Pulse generator 1

�

�

�

��

�

�

�

Data inputs for users 1 and 2

Fig. 2.7 Schematic diagram of a UWB communication system employing a PSWF pulse
generator.

Transmitter includes a pulse source, four pulse generators, a pulse train selec-
tor/combiner, and a transmission unit. Pulse generators are individually con-
nected to the pulse selector/combiner. The four pulse generators generate PSWF
pulses of orders 2 to 5, respectively, and are in synchronization based on the
inputs from pulse source 2. The pulse selector/combiner selects pulses from pulse
generators based on a two-to-one correspondence between the different-order pulses
and receivers 1 and 2: that is, the pulse selector/combiner selects pulses from
pulse generators 1 and 2 based on input data to be sent to the receiver 1 and
selects pulses from the pulse generators 3 and 4 based on input data to be sent to
receiver 2. This is because the four pulse shapes generated by pulse generators are
represented by symbol numbers 1 to 4 and each of receivers 1 and 2 is assigned
two of the four pulse shapes (symbol numbers) to represent a binary channel: that
is, 0 or 1. In this example, receiver 1 is assigned symbol numbers 1 and 2 and
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receiver 2 is assigned symbol numbers 3 and 4. This correspondence relationship
is summarized in Table 2.2.

Table 2.2 The relationship between receivers and assigned symbols.

Receiver Binary Symbol

1 0 1
1 1 2
2 0 3
2 1 4

The pulse selector/combiner also combines the pulses for receivers 1 and 2 and
sends them to the transmission unit. The transmission unit amplifies the pulses
using the amplifier and transmits them over the antenna. The transmission unit
transmits pulses corresponding to different receivers simultaneously.

The configuration of pulse generators is illustrated in Figure 2.8. It should be
noted that pulse generators are designed based on Eqn. (2.44). The results of
PSWF generation are illustrated in Figure 2.9 for orders four and five.

Each of the first to fourth pulse generators has the same configuration for
generating PSWF orthogonal pulses. In this way, four different order pulses can be
generated with only slightly more hardware than required to produce one PSWF
orthogonal pulse.

Each of receivers 1 and 2 has substantially the same configuration in order to
demodulate incoming signals, with the exception of the two pulse shapes assigned
to each. Here, an explanation will be provided for receiver 1 as a representative
example. As shown in Figure 2.10, receiver 1 includes a reception unit W, a timing
control circuit, a basic pulse supplier, a correlator, an orthogonal-to-digital data
selector, and an output unit. The reception unit W includes an antenna, a filter,
and an amplifier.

After receiving a pulse by the antenna the received signal is filtered and ampli-
fied. The basic pulse supplier supplies two different-order pulse waveforms and, in
the present embodiment, the second and third-order pulse waveforms.

The correlator measures the similarity between each incoming pulse and the
plurality of orthogonal pulse shapes from the basic pulse supplier to identify the
corresponding symbol. Because orthogonal pulses are used the cross correlation
between different order pulses is zero. Therefore, correlator can correctly dis-
tinguish among different-order pulses. The correlator performs the correlation
process at a timing modified by the timing control circuit to allow for differences
in time of flight between the transmitter and receiver 1; for example, when the
transmitter and receiver 1, or both, are moved. It also allows inclusion of PPM
and pseudo-noise (PN) code timing changes. In the example shown in Figure 2.10,
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Fig. 2.8 Schematic diagram of four different PSWF pulse generators.

the correlator determines that four successive incoming pulses correspond to the
symbol numbers 1, 2, 2, 1.

The orthogonal to digital data selector converts symbol numbers from the cor-
relator into corresponding binary data. In Figure 2.10, orthogonal to digital data
selector converts the symbol numbers 1, 2, 2, 1 from correlator into corresponding
binary data of 0, 1, 1, 0. Receivers 1 and 2 have the ability to demodulate
all the different orthogonal pulse shapes assigned to the system. This enables
implementation of an M-ary modulation scheme when only one or other of receivers
1 and 2 are being used, to enhance the transmission rate of the system. For
example, when only receiver 1 is used the transmitter assigns all of the different-
order pulse waveforms to receiver 1 and assigns each pulse shape correspondence
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(a)

(b)

Fig. 2.9 Output of the (a) fourth and (b) fifth-order PSWF generators.

with multi-bit symbols as indicated in Table 2.3 to create a 4-ary modulation
scheme.

Although we have described only four pulse generators, six or more different-
order pulse generators can be provided as well. In such a case, each pair of pulse
generators could be assigned to a different receiver in order to increase the number
of receivers that can be used within the system. Alternatively or in addition, each
pair of generators could be assigned a different multi-bit symbol to increase the
transmission rate of the system as described above. The transmission rate of the
system could be enhanced by further use of conventional modulation schemes, such
as PPM or PAM.
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Fig. 2.10 Schematic diagram of the PSWF UWB receiver.

Table 2.3 Creation of a 4-ary modulation scheme.

Receiver Binary Symbol

1 00 1
1 01 2
1 10 3
1 11 4

2.5 DESIGNING WAVEFORMS FOR SPECIFIC SPECTRAL MASKS

It has already been explained in Chapter 1 that UWB signals are like noise.
Transmitted energy is spread over a very wide bandwidth and the energy or power
density of signals is very low. In this section we investigate another interesting
tool for designing different pulse shapes. The pulses introduced in this section have
deep spectral nulls which are at the same frequency as conventional narrowband
communication systems. The result of these nulls is the extensive reduction of
interference caused by our UWB system on nearby receivers.

2.5.1 Introduction

Single short pulse (or impulse) generation is the traditional and fundamental
approach for generating UWB waveforms. By varying the pulse characteristics the
characteristics of the energy in the frequency spectrum may be defined based on
the desired design criteria. Generally, there are three parameters of interest when
defining the properties of energy which is filling a specified frequency spectrum:
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• The intended bandwidth of the transmitted energy should be carefully defin-
ed and considered.

• We have to limit the available energy to within the specified UWB frequency
spectrum.

• Defining where generated energy should center within the spectrum of inter-
est (that is, the center frequency).

Pulse duration in the time domain determines the bandwidth in the frequency
domain. As a rule of thumb we may write

1
Duration

≈ Bandwidth (2.57)

Pulse repetition is a characteristic that may determine the center frequency of
a band of transmitted energy if the repetition is regular.

Pulse shape determines the characteristics of how the energy occupies the
frequency domain.

Since the highest spectral efficiency is one of the most important objectives for
UWB communication, as much bandwidth as is practical should be used to take
advantage of the capacity made available when bandwidth is very large.

As with traditional radio architectures, data can be modulated on the pulses in
a number of ways including amplitude, phase, time position, or any combination of
these. Single-pulse architectures offer relatively simple radio designs, but provide
little flexibility where spectrum management is an objective. Examples of scenarios
where managing the spectrum might be desirable are:

• Matching different regulatory requirements in different international regions.

• Dynamically sensing interfering technologies and suspending usage of con-
tending frequencies.

• Choosing to use narrower bands of spectrum to either share spectrum in a
local area or to enable lower cost devices that do not require large bandwidth
for a specific application.

Another area where managing the spectrum might be desirable is in perfor-
mance management. Increasing the performance of existing designs may require
completely redesigning a radio for higher performance implementations, forgoing
backward compatibility with earlier implementations [30].

2.5.2 Multi-band modulation

Multi-band modulation [31] is another approach to modulating information with
wideband technology. Multi-band UWB modulation provides a method where, for
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example, the 7.5 GHz of spectrum made available to UWB technology by the FCC
(see Chapter 1) may be split into multiple smaller frequency bands. This could be
accomplished by choosing to implement a few large bands or many small bands,
all of which would be stacked across the legally available frequency spectrum.

As stated previously, ultra wideband technology uses pulses to modulate infor-
mation over a wide band of frequencies. Pulse shape is the primary characteristic
that determines the distribution of energy within the frequency domain, and
properly shaping the pulse will concentrate more of the energy in the center lobe
of the energy band, reducing side lobe energy and reducing chances for adjacent
band interference. To effectively fill the specified spectrum, multiple frequency
bands of energy must be generated with different center frequencies and be spaced
across the spectrum. Center frequency selection is accomplished when using a
pseudo-carrier oscillation in generating and shaping the required UWB pulse. The
frequency of the pseudo-carrier oscillation determines the center frequency of the
band, while the outline of the oscillation defines the pulse shape and, thus, defines
the bandwidth.

The idea of multi-band modulation is to use multiple frequency bands to effi-
ciently utilize the UWB spectrum by transmitting multiple UWB signals at the
same time. The signals do not interfere with each other because they operate
at different frequencies. Assume that the Gaussian pulse of Figure 2.2(a) is
modulated by a sinusoid signal to form a transmitted pulse as follows

sj(t) =
√

2 yg1(t) cos(2πfjt)

=
√

2K1e
−(t/τ)2 cos(2πfjt) (2.58)

where fj is the modulating frequency, not much higher than the bandwidth of the
Gaussian pulse. The waveform defined by Eqn. (2.58) is shown in Figure 2.11(a)
for fj = 4 GHz, τ = 0.5 ns, and unit energy. The Fourier transform of Eqn. (2.58)
can be calculated as follows

Sj(f) =
√

2
2

[Yg1(f − fj) + Yg1 (f + fj)]

=
√

2π
2

K1τ [e−(πτ(f−fj))
2
+ e−(πτ(f+fj))

2
] (2.59)

The spectrum of the modulated Gaussian pulse for positive frequencies is illus-
trated in Figure 2.11(b) and extends around 4 GHz. Based on the discussion in
Section 2.1 this kind of wave shape is of the damped sinusoid type and normally
is not to be used for UWB communications. However, if a combination of several
pulses like sj(t) contribute to the construction of the transmitted signal the result
can be quite satisfactory.

As an example of multi-band modulation consider the case where five different
frequencies, f1 = 4, f2 = 5, f3 = 6, f4 = 7, and f5 = 8 GHz, are utilized
for modulating Gaussian pulses and each of these signals is transmitted simul-
taneously to achieve a very high bit rate or used as a means of multiple access
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Fig. 2.11 A modulated Gaussian pulse and its frequency domain presentation. The centre
frequency is 4 GHz.

to allow multiple users to communicate at the same time. In addition, several
standard digital modulation techniques can also be used on each individual UWB
signal. The output of the modulated UWB signals can be added together before
transmission. At the receiver the modulated UWB signals must be separated
before demodulation. A combination of five modulated Gaussian pulses can be



DESIGNING WAVEFORMS FOR SPECIFIC SPECTRAL MASKS 53

simply done as follows

smb(t) =
5∑

j=1

sj(t)

=
√

2K1e
−(t/τ)2

5∑
j=1

cos(2πfjt) (2.60)

A plot of Eqn. (2.60) is shown in Figure 2.12(a) for τ = 0.5 ns, E1 = 1, and

K1 =
√
E1/(τ

√
π/2) = 39, 947. By using Eqns. (2.59) and (2.60) the spectrum

of smb(t) is easily calculated as follows

Smb(f) =
5∑

j=1

Sj(f)

=
√

2π
2

K1τ

5∑
j=1

[e−(πτ(f−fj))
2
+ e−(πτ(f+fj))

2
] (2.61)

The result is shown in Figure 2.12(b). It is obvious from this figure that a wide
frequency range from about 4 to about 8 GHz is covered by the spectrum, and
therefore the damping sinusoid properties of Figure 2.12(b) are removed.

There are several advantages resulting from using multi-band UWB modulation.
One advantage is the ability to efficiently use the entire 7.5 GHz of spectrum
made available by the FCC. Choosing appropriate multi-band widths can ensure
full usage of the entire spectrum, as compared with single-pulse systems. Fig-
ure 2.12(b) shows how multiple bands of wideband energy might efficiently fill the
specified spectrum. Notice the rapid attenuation at the band edges.

Another compelling advantage is that separate bands stacked across the avail-
able spectrum may be treated independently, creating a new level of flexibility for
UWB. Coexistence and interference are other interesting areas that could benefit
from a multi-band approach. Any UWB system will be expected to share the
approved spectrum with existing technologies. It is important first to protect exist-
ing technologies (UWB interfering with narrowband) using mitigation techniques.
Overlay concepts must then be developed to ensure UWB is robust (narrowband
interfering with UWB). It will be the responsibility of UWB developers to avoid
interference with existing spectrum users if UWB is to be successful.

Some form of interference mitigation will also be possible by multi-band imple-
mentation. The most obvious technology that will require coexistence next to
UWB is WLAN in the 5-GHz spectrum. A multi-band implementation would be
able to identify potential interference and either reduce power in the contending
band or turn it off completely.

Let us consider again the wave shape of Figure 2.12(a) that was given by the
time domain equation (Eqn. 2.60) and remove the term corresponding to 5 GHz.
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Fig. 2.12 A combination of five modulated Gaussian pulses and its frequency domain
presentation.

This term belongs to f2. The resulting pulse shape is illustrated in Figure 2.13(a).
Although the removal of a frequency component might be hard to recognize when
comparing Figures 2.12(a) and 2.13(a), the frequency response of Figure 2.13(b) is
quite self-explanatory. As is clear from this figure the wave shape designed, based
on the multi-band modulation technique, has no 5-GHz component to interfere
with other communication systems operating in this frequency.
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Fig. 2.13 A combination of four modulated Gaussian pulses and its frequency domain
presentation after removing the 5-GHz band for interference mitigation.

The level of the null produced in Figure 2.13(b) can be adjusted adaptively by
changing the number of bands and the parameter of the Gaussian pulse used for
wave shaping. The following example will consider a modification of parameters
in order to increase the depth of the desired null in the frequency spectrum.
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Example 2.4

Modify the parameters of Figure 2.13 in such a way that the result presents
a deeper null at the 5-GHz frequency band.

Solution

Let us modify the numerical values of the parameters of the example of
Figure 2.13 as follows

f1, f2, . . . , f13 = 3.6, 3.9, 4.2, 4.5, 5.5, 5.8, 6.1,

6.4, 6.7, 7, 7.3, 7.6, 7.9 GHz (2.62)

and τ = 1.5 ns. The individual pulses that form the combined UWB wave
are narrower this time and they are arranged with a smaller frequency
distance. Moreover, there is no frequency component at 5 GHz. In fact,
the two nearest frequency components to 5 GHz are f4 = 4.5 GHz and
f5 = 5.5 GHz. The resulting pulse shape and its spectrum are illustrated
in Figures 2.14(a) and (b), respectively. We note that compared with
Figure 2.13(b) the null produced in the frequency characteristic is much
deeper, and consequently the potential interfering behavior of this UWB
signal on 5-GHz communication systems will be considerably reduced.

Another way of interference mitigation with the assistance of wave shaping can
be done by using a delay and sum combination of several multi-band modulated
pulses. As an example consider the following signal generated at the transmitter
side

s′mb(t) =
∑

j=1,3,4,5

sj(t− tj)

=
√

2K1e
−(t−tj/τ)2

∑
j=1,3,4,5

cos(2πfj(t− tj)) (2.63)

where f1 = 4, f3 = 6, f4 = 7, and f5 = 8 GHz are utilized for modulating

the Gaussian pulses, τ = 0.5 ns, and K1 =
√

1/(τ
√
π/2) = 39, 947. The delay

times are chosen as t1 = 0, t3 = 4, t4 = 6, and t5 = 8 ns. Figure 2.15(a) shows
the time domain representation of the pulses of Eqn. (2.63), and Figure 2.15(b)
demonstrates the frequency spectrum of these pulses. Again, it is clear that the
wave shape designed this way has no 5-GHz component capable of interfering with
other communication systems operating in this frequency.



PRACTICAL CONSTRAINTS AND EFFECTS OF IMPERFECTIONS 57

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2

x 10
−9

−4

−3

−2

−1

0

1

2

3

4

5
x 10

5

Time [sec]

A
m

pl
itu

de

(a)

0 0.5 1 1.5 2

x 10
10

0

1

2

3

4

5

6
x 10

−5

Frequency [Hz]

M
ag

ni
tu

de

(b)

Fig. 2.14 Deeper null produced by changing the number of bands and the parameter of
the Gaussian pulse used for wave shaping.

2.6 PRACTICAL CONSTRAINTS AND EFFECTS OF IMPERFECTIONS

The utilization of the radio frequency spectrum based on band sharing has long
been discussed in different publications [32]. Instead of allocating the spectrum
by frequency division we can construct radio waveforms from a set of orthogonal
functions of inherent broad bandwidth and, in effect, allocate the spectrum by a
scheme that is equivalent to code division. In this section we attempt to identify
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Fig. 2.15 A combination of four delayed modulated Gaussian pulses and its frequency
domain presentation after removing the 5-GHz band for interference mitigation.

the key technical issues that govern the acceptability of the pulse-shaping scheme
in radio frequency transmission. Some practical difficulties of implementing such
a scheme for most applications are presented.

The main argument regarding the practical constraint of UWB pulse shapes
is that the generation, transmission, and reception of UWB radio waves are less
natural than sinusoids in most applications. Three reasons can be mentioned to
support this idea [33]:
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1) Radiation efficiency varies rapidly with frequency. Some UWB waveforms
have considerable low-frequency content. It is a difficult practical problem
to transfer useful low-frequency energy to a radiator and to accomplish its
emission as radio waves, particularly if directivity is desired.

2) Relatively high-power switching circuits that might be essential in transmit-
ters and receivers of UWB systems are usually not attractive in practice. In
addition, the complexity and time-varying behavior of pulse-shaping circuits
could possibly be a drawback regarding cost and reliability compared with
conventional transmission systems.

3) The physical medium through which radio waves travel is time-variant on the
scale of typical radio wave travel times and linear for normal field strength,
but it is dispersive in general. Consequently, whereas sinusoids after having
travelled through the channel are still almost sinusoids, complex functions of
time no longer keep their exact shapes and, particularly, their orthogonality.

2.7 SUMMARY

This chapter discussed the various aspects and features of pulse generation in
UWB communication systems. We started with the definition of damped sinusoids
that are not appropriate for UWB systems due to spectral energy peaks and the
possibility of interfering with other communication systems. A class of waveforms
called Gaussian pulses, monocycles, and doublets was defined based on the Gauss
function and differentiation. Several properties of these functions, such as energy,
frequency spectrum, and bandwidth, were explained. The concept of a Gaussian
pulse train for time modulation of UWB signals was also discussed. The effect of
changing the pulse duration and repetition rate was examined.

A class of mathematical functions called Hermite polynomials were modified and
made orthogonal. The fundamental equations representing the time and frequency
domain characteristics of these functions were derived. We observed that a linear
time-variant circuit can generate the pulses of different orders simultaneously.

As a second example of orthogonal sets of pulse shapes we defined the prolate
spheroidal wave functions. A generator for producing four different orders of these
functions in a UWB communication system was designed. Moreover, the pulses
were applied to an M-ary transmission system and details for employment of the
pulse generators were explained.

Designing waveforms for specific spectral masks using multi-band modulation
was discussed. We noticed that by changing various parameters of the modulation
(for example, the number of frequency components and the scaling parameter),
we can create controlled deep nulls in the spectrum of the pulse shape and, hence,
reduce the potential interfering behavior of the UWB system.
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Finally, practical constraints and the effects of imperfections were briefly men-
tioned. We observed that radiation efficiency is a very rapidly varying charac-
teristic with frequency. Moreover, the problem with the necessity of complicated
electronic circuits was explained. We also note that the time variations and disper-
sive behavior of the medium through which the radio wave travels might change
the shape of waveforms and, consequently, assumptions such as the orthogonality
of the pulses might no longer be maintained.

Problems

Problem 1. In Section 2.2 we defined and investigated the properties of three
basic Gaussian waveforms yg1(t), yg2(t), and yg3(t) in Eqns. (2.5), (2.6), and
(2.7), respectively. Proceed in the same way to derive yg4(t) and:

(i) find its time domain equation;

(ii) calculate its frequency domain equation;

(iii) compare these characteristics with other Gaussian waveforms;

(iv) find the constant K4; and

(v) calculate the bandwidth Wg4 .

Problem 2. Using the general formula in Eqn. (2.27) investigate the validity
of MHP functions written in Eqn. (2.26).

Problem 3. By using the condition for orthogonality expressed in Eqn. (2.23)
show that h0(t), h1(t), h2(t), and h4(t) are mutually orthogonal. Are they
orthonormal as well?

Problem 4. Verify the validity of formulas for H1(f), H2(f), and H3(f) in
Eqn. (2.35). Find a proper value for τ that gives a 3-dB bandwidth of 3 GHz
for H2(f).

Problem 5. Assume that MHP pulse shapes have been applied to a
differentiating process. Is their orthogonality maintained in spite of the
differentiation?

Problem 6. Verify the eigenvalues χn given in Table 2.1. Use the details of
the calculations in [26].
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Problem 7. Show that
∞∑

n=0

ψn(0)ψn(t) = sinc(t) (2.64)

Problem 8. Show that
∞∑

n=0

ψn(k)ψn(m) = δkm (2.65)

Problem 9. Show that
∞∑

k=−∞
ψn(t− k) =

∫ ∞

−∞
ψn(x) dx = ψ̂n(0) (2.66)

Problem 10. Consider multi-band modulation using modulated Gaussian
pulses, such as indicated in Eqn. (2.60). By using 10 different frequencies and
a proper value for the parameter τ , design a pulse shape that produces a deep
null at the frequency of 7 GHz.





3
Signal-processing

techniques for UWB
systems

The basic tools for a systematic way of solving problems of science and engineering
usually include an appropriate mathematical formulation, a suitable mathemati-
cal solution, and, finally, a physical interpretation. In conventional narrowband
signals and systems only the steady-state solutions to a given physical problem
are considered. When the system is excited by a wideband signal the problem
becomes very difficult.

It should be clearly stated that any analysis involving UWB signals and systems
does not require new mathematical techniques. The treatment of systems excited
by wideband waveforms can be adequately done by using, for example, two-
sided Laplace transforms that have been available in the mathematical literature
for over 200 years. Moreover, time domain analysis results contain equivalent
information to frequency domain results, if an adequate interpretation of the
results is performed. Relative or fractional bandwidth is totally irrelevant to the
analysis, as Fourier or Laplace transforms are completely general in nature and
require no such bandwidth restrictions.

3.1 THE EFFECTS OF LOSSY MEDIUM ON AN UWB TRANSMITTED

SIGNAL

Analytical solution of the transient behavior of a class of microwave networks
whose impulse response could be modeled with a train of impulses began in 1962

63
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and was called time domain electromagnetics [7]. Early works demonstrated that
time domain waveforms could be used to obtain wideband frequency domain
information of two-port networks at 1 GHz. Later investigations presented a
new method utilizing reflected and transmitted waves to obtain the complex per-
mittivity and permeability of linear materials over a broad range of microwave
frequencies.

In this section we do not intend to consider a detailed and sophisticated exami-
nation of the issues related to UWB electromagnetics. In fact, Chapter 4 is devoted
to UWB propagation and channel modeling. The example mentioned here explains
the problem of UWB pulse propagation in a lossy medium [2].

Maxwell’s equations predict the propagation of electromagnetic energy away
from time-varying sources (current and charge) in the form of waves. As shown
in Figure 3.1, consider a linear, homogeneous, isotropic media characterized by
(µ, ε, σ) in a source-free region (sources in region 1, source-free environment is
region 2). Assume that a UWB signal propagates in this medium that has an
effective lossy permittivity of ε and a conductivity σ. The magnetic permeability
of the medium is µ. The target of the problem is to calculate the transient electric
and magnetic fields if the excitation at the source is an impulsive signal, such as
a UWB pulse.

Region 1

[sources]

(J , ρ)

Region 2

[source-free]

(µ, ε, σ)

H

E

Fig. 3.1 Regions including the source and lossy medium for calculations of the electric and
magnetic fields of a UWB signal.

If the electric and magnetic fields in region 2 are a function of time t and
length z, then it can be shown that the electric and magnetic fields E(z, t) and
H(z, t) satisfy the following equations

µε
∂2E(z, t)
∂t2

+ µσ
∂E(z, t)
∂t

− ∂2E(z, t)
∂z2

= 0 (3.1)

µε
∂2H(z, t)

∂t2
+ µσ

∂H(z, t)
∂t

− ∂2H(z, t)
∂z2

= 0 (3.2)
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where z represents the direction of propagation and t is time. These equations
are called instantaneous wave equations. The properties of an electromagnetic
wave (direction of propagation, velocity of propagation, wavelength, frequency,
attenuation, etc.) can be determined by examining the solutions to the wave
equations that define the electric and magnetic fields of the wave.

The solution of this problem is similar to the solution of pulse propagation
in a lossy transmission line. For example, if R, L, G, and C are the resistance,
inductance, conductance and capacitance per unit of a lossy transmission line,
respectively, then the voltage v(z, t) on the transmission line is given by

LC
∂2v(z, t)
∂t2

+ (RC + LG)
∂v(z, t)
∂t

+RGv(z, t) − ∂2v(z, t)
∂z2

= 0 (3.3)

where the transmission line is assumed to be oriented in the z-direction. A solution
to this problem has been derived using the Laplace transform. The solution for
the current on the transmission line satisfies a similar differential equation to the
one that was satisfied by the electric field. The original solution, first developed
more than 35 years ago, is given as

v(z, t) =
(
e−ρz/νδ

[
t− z

ν

]
+
ηz

νχ
e−ρtI1(ηχ)

)
· u
[
t− z

ν

]
(3.4)

i(z, t) =
(
e−ρz/νδ

[
t− z

ν

]
+ e−ρt

(
ηt

χ
I1(ηχ) − ηI0(ηχ)

))
· u
[
t− z

ν

]
(3.5)

where u[·] is the unit step function and δ[·] is the delta function. The functions
defined by I0 and I1 are the modified Bessel functions of the first kind, with order
zero and one, respectively. Also

ρ =
1
2

(
R

L
+
G

C

)
(3.6)

ν =
1√
LC

(3.7)

η =
1
2

(
R

L
− G

C

)
(3.8)

χ =

√
t2 − z2

ν2
(3.9)

Because of the existence of the step function in the above equations the solution
is guaranteed to be causal.

Now, propagation of a pulse in a lossy medium is exactly similar to pulse
propagation in a lossy transmission line. Therefore, setting R = 0 in the above
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expression leads to the following equivalent

v(z, t) ⇒ E(z, t)
i(z, t) ⇒ H(z, t)

L⇒ µ

C ⇒ ε

G⇒ σ

The electric and magnetic fields propagating in a lossy medium due to an arbi-
trarily shaped waveform excitation can easily be obtained by convolving the above
expressions with the excitation waveform. It can be proven that electric and
magnetic fields lie in a plane perpendicular to the direction of propagation and to
each other. Figure 3.2 shows the relationship between E and H for the previously
assumed uniform plane wave propagating in a slightly lossy medium.

z

E

Hx

y

Direction of propagation = E ×H

Fig. 3.2 Propagation of electric and magnetic fields.

Although this section may appear to bear little relevance to UWB signal pro-
cessing it is important to consider the effects of transmission medium, such as
antennas and physical propagation channel. The above analysis presents the
fundamentals required for such effects to be analyzed and appreciated.

3.2 TIME DOMAIN ANALYSIS

The broadband characteristics of UWB communication systems can be obtained
using either the time domain or the frequency domain. Each of these methods
has its own advantages and disadvantages. In time domain analysis an important
objective is to find the impulse response of a system. For example, the system can
be a propagation channel, a transmitter antenna, or a receiver antenna. In this
section various features and issues related to time domain processing of signals
(in particular, UWB signals) are introduced.
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3.2.1 Classification of signals

Electric signals can be classified in different ways [34]. Some examples of these
classifications are now explained.

3.2.1.1 Continuous time and discrete time signals By the term continuous time
signal we mean a real or complex function of time s(t), where the independent
variable t is continuous. If t is a discrete variable (i.e., s(t) is defined at discrete
times), then signal s(t) is a discrete time signal. A discrete time signal is often
identified as a sequence of numbers, denoted by s(n), where n is an integer. For
example, the functions

s(t) = (t2 − 1)e−t2/4 (3.10)

and

s(n) = (n2 − 1)e−n2/4 (3.11)

can represent two UWB pulses in the continuous and discrete time domains,
respectively. A plot of these functions is illustrated in Figure 3.3.

3.2.1.2 Analogue and Digital Signals If a continuous time signal s(t) can take on
any values in a continuous time interval, then s(t) is called an analogue signal. If
a discrete time signal can take on only a finite number of distinct values s(n), then
the signal is called a digital signal.

Since UWB pulse are extremely short, it is difficult to use conventional analog-
to-digital (A/D) conversion with a single converter. Further investigation into
different techniques that could be used to acquire the analog subnanosecond pulsed
signal that comes out from a UWB front end is required.

3.2.1.3 Deterministic and random signals Deterministic signals are those signals
whose values are completely specified for any given time. For example, e−t2 is well
defined for any value of time.

Random signals are those signals that take random values at any given times.
For instance, the noise at the receiver is a random signal and must be modeled
probabilistically.

3.2.1.4 Periodic and nonperiodic signals A signal s(t) is called a periodic signal if

s(t) = s(t+ nT0) (3.12)

where T0 is the period and integer n > 0. If s(t) �= s(t+ T0) for all t and any T0,
then s(t) is a non-periodic or aperiodic signal.
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Fig. 3.3 Examples of (a) continuous time and (b) discrete time UWB signals.

3.2.1.5 Power and energy signals A complex signal s(t) is a power signal if the
average normalized power P is finite, where

0 < P = lim
T→∞

1
T

∫ T/2

−T/2

s(t)s∗(t) dt <∞ (3.13)

and s∗(t) is the complex conjugate of s(t).



TIME DOMAIN ANALYSIS 69

A complex signal s(t) is an energy signal if the normalized energy E is finite,
where

0 < E =
∫ ∞

−∞
s(t)s∗(t) dt

=
∫ ∞

−∞
|s(t)|2 dt <∞ (3.14)

Energy signals have finite energy. Power signals have finite and nonzero power.
In fact, any signal with finite energy will have zero power and any signal with
nonzero power will have infinite energy.

3.2.2 Some useful functions

For the time domain analysis of a system, special functions are defined. These
functions, although not necessarily practical, can be approximated and employed
for investigating the time domain characteristics of an unknown system.

3.2.2.1 Unit impulse function The unit impulse function, also known as the Dirac
delta function δ(t), is shown in Figure 3.4 and is defined by∫ ∞

−∞
s(λ)δ(λ − t) dλ = s(t) (3.15)

An alternative definition is ∫ ∞

−∞
δ(t) dt = 1 (3.16)

and

δ(t) =

{
∞, t = 0
0, t �= 0

(3.17)

�

�

���

δ(t)

t

0

Fig. 3.4 Unit impulse function δ(t).
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The response of a system to unit impulse function is called the impulse response
of the system and is an important measure of its time domain characteristics.

3.2.2.2 Unit step function The unit step function u(t) is shown in Figure 3.5 and
is defined according to Eqn. 3.18.

u(t) =

{
1, t > 0
0, t < 0

(3.18)

and the unit step function is related to the unit impulse function δ(t) by

u(t) =
∫ t

−∞
δ(λ) dλ (3.19)

and

du(t)
dt

= δ(t) (3.20)

�

�
u(t)

t

0

1

Fig. 3.5 Unit step function u(t).

3.2.2.3 Sinc Function A sinc function is denoted by

sinc(t) =
sinπt
πt

(3.21)

and is illustrated in Figure 3.6.

3.2.2.4 Rectangular function A single rectangular pulse is denoted by

Π
(
t

T

)
=




1, |t| < T

2

0, |t| > T

2

(3.22)
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Fig. 3.6 Sinc function.

3.2.2.5 Triangular function A triangular function is denoted by

Λ
(
t

T

)
=


1 − |t|

T
, |t| < T

0, |t| > T

(3.23)

3.2.3 Some useful operations

3.2.3.1 Time average The time average operator is given by

〈[·]〉 = lim
T→∞

1
T

∫ T/2

−T/2

[·] dt (3.24)

If a waveform is periodic, the time average operator can be reduced to the following:

〈[·]〉 =
1
T0

∫ a+T0/2

a−T0/2

[·] dt (3.25)

where T0 is the period of the waveform and a is an arbitrary real constant, which
may be taken to be zero. Equation (3.25) readily follows from Eqn. (3.24) because
integrals over successive time intervals that are T0 seconds wide have identical area
if the waveform is periodic. As these integrals are summed the total area and T are
proportionally larger, resulting in a value for the time average that is the same as
just integrating over one period and dividing by T0. In summary, Eqn. (3.24) may
be used to evaluate the time average of any type of waveform. Equation (3.25) is
valid only for periodic waveforms.
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3.2.3.2 Direct current value The direct current (dc or DC) value of a waveform
is given by

〈s(t)〉 = lim
T→∞

1
T

∫ T/2

−T/2

s(t) dt (3.26)

We can see that this is the time average of s(t). Over a finite interval of interest,
the dc value is

〈s(t)〉 =
1

t2 − t1

∫ t2

t1

s(t) dt (3.27)

3.2.3.3 Power and energy The instantaneous power (incremental work divided
by incremental time) is given by

p(t) = v(t)i(t) (3.28)

where v(t) denotes voltage and i(t) denotes current.
The average power is given by

P = 〈p(t)〉
= 〈v(t)i(t)〉 (3.29)

The root mean square (rms) value of s(t) is given by

Srms =
√
〈s2(t)〉 (3.30)

If a load is resistive, the average power is given by

P =
〈v2(t)〉
R

= 〈i2(t)〉R

=
V 2

rms

R
= I2

rmsR = VrmsIrms (3.31)

where R is the value of the resistive load. When R = 1 Ω, P becomes the
normalized power.

The average normalized power of a real valued signal s(t) is given by

P = 〈s2(t)〉

= lim
T→∞

1
T

∫ T/2

−T/2

s2(t) dt (3.32)

The total normalized energy of a real valued signal s(t) is given by

E = lim
T→∞

∫ T/2

−T/2

s2(t) dt (3.33)
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3.2.3.4 Decibel The decibel gain of a circuit is given by

dB = 10 log10

(
Pout

Pin

)
(3.34)

If resistive loads are involved, it can be reduced to

dB = 20 log10

(
Vrms out

Vrms in

)
+ 10 log10

(
Rin

Rload

)
(3.35)

or

dB = 20 log10

(
Irms out

Irms in

)
+ 10 log10

(
Rload

Rin

)
(3.36)

If normalized powers are used

dB = 20 log10

(
Vrms out

Vrms in

)
= 20 log10

(
Irms out

Irms in

)
(3.37)

The decibel power level with respect to 1 mW is given by

dBm = 10 log10

(
Actual power level in watts

10−3

)
(3.38)

or, alternatively the decibel power level with respect to 1 W is given by

dBW=10 log10(actual power level in watts)

The decibel voltage level with respect to a 1-mV rms level is given by

dBmV = 10 log10

(
Vrms

10−3

)
(3.39)

3.2.3.5 Cross-correlation The cross-correlation of two real valued power wave-
forms s1(t) and s2(t) is defined by

R12(τ) = 〈s1(t)s2(t+ τ)〉

= lim
T→∞

1
T

∫ T/2

−T/2

s1(t)s2(t+ τ) dt (3.40)

If s1(t) and s2(t) are periodic with the same period T0, then

R12(τ) =
1
T0

∫ T0/2

−T0/2

s1(t)s2(t+ τ) dt (3.41)
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The cross-correlation of two real valued energy waveforms s1(t) and s2(t) is defined
by

R12(τ) =
∫ ∞

−∞
s1(t)s2(t+ τ) dt (3.42)

Correlation is a useful operation to measure the similarity between two wave-
forms. To compute the correlation between waveforms it is necessary to specify
which waveform is being shifted. In general, R12(t) is not equal to R21(t), where
R21(t) = 〈s2(t)s1(t+ τ)〉.

The cross-correlation of two complex waveforms is R12(τ) = 〈s∗1(t)s2(t+ τ)〉.

3.2.3.6 Autocorrelation The autocorrelation of a real valued power waveform
s1(t) is defined by

R11(τ) = 〈s1(t)s1(t+ τ)〉

= lim
T→∞

1
T

∫ T/2

−T/2

s1(t)s1(t+ τ) dt (3.43)

If s1(t) is periodic with fundamental period T0, then

R11(τ) =
1
T0

∫ T0/2

−T0/2

s1(t)s1(t+ τ) dt (3.44)

The autocorrelation of a real valued energy waveform s1(t) is defined by

R11(τ) =
∫ ∞

−∞
s1(t)s1(t+ τ) dt (3.45)

The autocorrelation of a complex power waveform is R11(τ) = 〈s∗1(t)s1(t+ τ)〉.

3.2.3.7 Convolution The convolution of a waveform s1(t) with a waveform s2(t)
is given by

s3(t) = s1(t) ∗ s2(t)

=
∫ ∞

−∞
s1(λ)s2(t− λ) dλ

=
∫ ∞

−∞
s1(λ)s2(−(λ− t)) dλ (3.46)

where ∗ denotes the convolution operation. The third line of this equation is
obtained by

1. Time reversal of s2(t) to obtain s2(−λ).
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2. Time shifting of s2(−λ) to obtain s2(−(λ− t)).

3. Multiplying s1(λ) and s2(−(λ− t)) to form the integrand s1(λ)s2(−(λ− t)).

As an example let us convolve a rectangular waveform s1(t) with an exponential
waveform s2(t) which are defined by the following equations

s1(t) =

{
1, 0 < t < T

0, elsewhere
(3.47)

s2(t) = e−t/Tu(t) (3.48)

The steps involved in the convolution are illustrated in Figure 3.7.

−2T − T 0 T 2T

−2T − T 0 T 2T

−2T − T 0 T 2T

−2T − T 0 T 2T

t

λ

λ

λ

s1(λ)

1

s2(λ)

1

s2(−(λ − t))

1

t

s3(t)

0.63T

T

Fig. 3.7 Convolution of a rectangular waveform with an exponential waveform.
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3.2.4 Classification of systems

A system is a mathematical model that relates the output signal to the input
signal of a physical process. Representation of a system is shown in Figure 3.8.
Classification of signals and systems will help us in finding a suitable mathematical
model for a given physical process that is to be analyzed.

� �Systemx(t)
Input

y(t)
Output

Fig. 3.8 Representation of a system with input x(t) and output y(t).

3.2.4.1 Linear and nonlinear systems Let xi(t) and yi(t), i ≥ 1, be input and
output signals of a system, respectively. As shown in Figure 3.9 a system is called
a linear system if the input x1(t) + x2(t) + · · · + xi(t) + · · · produces a response
y1(t)+ y2(t)+ · · ·+ yi(t)+ · · · and axi(t) produces ayi(t) for all input signals xi(t)
and scalar a. This is known as the superposition theorem, and a linear system
obeys this principle.

In practice, it may be found that a system is only linear over a limited range of
input signals.

A nonlinear system does not obey the superposition theorem.

� �System
x1(t) + x2(t) + · · · y1(t) + y2(t) + · · ·

axi(t) ayi(t)

� System �x2(t) y2(t)

...

� System �x1(t) y1(t)

Fig. 3.9 Conditions for a system to be linear.
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3.2.4.2 Causal and noncausal systems Let x(t) and y(t) be the input and output
signals of a system (Figure 3.10). A causal (physically realizable) system produces
an output response at time t1 for an input at time t0, where t0 ≤ t1. In other
words, a causal system is one whose response does not begin before the input
signal is applied.

A noncausal system response will begin before the input signal is applied. It
can be made realizable by introducing a positive time delay into the system.

Output y(t)

Input x(t)
x(t), y(t)

0 t0 t1

t

Fig. 3.10 Signals associated with a causal system.

3.2.4.3 Time-invariant and time-varying systems If the input x(t − t0) produces
a response y(t − t0) where t0 is any real constant, the system is called a time-
invariant system (Figure 3.11). If the above condition is not satisfied, the system
is called a time-varying system.

A system is called a linear time-invariant (LTI) system if the system is linear
and time-invariant.

� �Systemx(t− t0) y(t− t0)

Fig. 3.11 Time-invariant system.

3.2.5 Impulse response

The impulse response h(t) of an LTI system is defined as the response of the
system when the input signal x(t) is a delta function δ(t). The output y(t) of an
LTI system can be expressed as the convolution of the input signal x(t) and the
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impulse response h(t) of the system, i.e.

y(t) = x(t) ∗ h(t) =
∫ ∞

−∞
x(λ)h(t − λ) dλ (3.49)

y(t) = h(t) ∗ x(t) =
∫ ∞

−∞
h(λ)x(t − λ) dλ (3.50)

For a causal LTI system

y(t) =
∫ ∞

0

x(λ)h(t − λ) dλ =
∫ ∞

0

h(λ)x(t − λ) dλ (3.51)

3.2.6 Distortionless transmission

In communication systems, distortionless transmission is often desired. This im-
plies that the output signal y(t) is given by

y(t) = Kx(t− td) (3.52)

where K is a constant and td is a time delay.

3.3 FREQUENCY DOMAIN TECHNIQUES

Frequency response is the gain and phase response of a circuit or other unit
under test at all frequencies of interest. Although the formal definition of fre-
quency response includes both the gain and phase, in common usage the frequency
response often only implies the magnitude or gain.

The frequency response is directly related to the Fourier transform of a contin-
uous time or discrete time signal.

3.3.1 Fourier transforms

The Fourier transform of a continuous time function h(t) is denoted by H(f) and
is defined as follows

H(f) = F{h(t)} =
∫ ∞

−∞
h(t)e−j2πft dt (3.53)

The discrete time Fourier transform (DTFT) of a sequence h(n) is given by

H(ejΩ) =
∞∑

n=−∞
h(n)e−jΩn (3.54)



FREQUENCY DOMAIN TECHNIQUES 79

if the sum converges. Uniform convergence is assured for all sequences that are
absolutely summable

∞∑
n=−∞

|h(n)| <∞ (3.55)

Note that Eqn. (3.54) corresponds to the definition of the two-sided z-transform
which will be defined later. Moreover, from its definition it follows directly that
the DTFT is periodic in Ω with period 2π

H(ej(Ω+k2π)) =
∞∑

n=−∞
h(n)e−j(Ω+k2π)n

=
∞∑

n=−∞
h(n)e−jΩn = H(ejΩ) (3.56)

This implies that one period defines the DTFT completely.
Frequency response measurements require the excitation of the system under

test at all relevant frequencies. The fastest way to perform the measurement is to
use a broadband excitation signal that excites all frequencies simultaneously and
use fast Fourier transform (FFT) techniques to measure at all of these frequencies
at the same time. Noise and nonlinearity are best minimized by using random noise
excitation, but short impulses or rapid sweeps (chirps) may also be used. When
the desired resolution bandwidth of interest is low the fastest way to measure the
frequency response functions is to use FFT-based techniques.

3.3.2 Frequency response approaches

There are various approaches for practical measurement of the frequency response
of a system. Some of them are explained now.

3.3.2.1 Sine generator/voltmeter We apply a sine wave to the input of the system
under test and measure the output voltage. Then, we repeat this process for each
frequency. The gain of the system is the ratio of the output voltage to the input
voltage.

Another variation of this method is that we apply a sine wave to the input and
measure the phase of the output relative to the input at each frequency of interest.
This method has the advantage of being low-cost and simple. It is also quite slow,
and the following assumptions must be fulfilled in order for the measurement to
be accurate:

1. The output voltage of the signal generator is stable during the measurement
and also at all frequencies. If there is doubt about this the voltage must be
measured at each frequency.
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2. The system does not create significant distortion.

3. There is no significant noise on the output of the system. Otherwise, the
measured output voltage will be too high. As a rule of thumb, if there is
1% distortion or noise in the system the error will be of the same order of
magnitude.

4. The output must be statistically correlated to the input. This assumption is
normally true in high-fidelity analog systems. However, in systems with com-
plex transmission mechanisms and/or with digital encoding, echo cancelling,
and other adaptive techniques, this assumption may not be fulfilled.

To account for all of the above, you can use digital signal-processing techniques
including FFT and cross spectral methods.

Another variation that we might use is a swept sine wave generator and an
associated voltmeter. The requirements of this method are as follows:

1. The sweep time for a given bandwidth must be greater than the reciprocal
of the desired bandwidth. For example, if a resolution of 1 MHz is desired
the sweep time for the 1 MHz must be at least 1 µs.

2. The integration time of the voltmeter must be short enough, otherwise it
cannot respond fully.

This is a variant of the first method in that it uses continuous swept sine waves,
instead of discretely stepped sine waves. This variation can be faster than the first
technique, but it must fulfill the same assumptions.

Certain instruments may have “adaptive sweep”, where the sweep rate adapts
to the rate of change of the output signal. For example, when sweeping through
a very sharp resonance, the sweep rate is reduced to fully resolve the resonance
peak.

The third variation a swept sine with tracking filtering similar to that of the
second variation is used, but this method has the advantage of being able to reject
noise and distortion from the system by using a filter on the output that follows
the frequency of the input. This method must meet all the requirements regarding
averaging times.

A sophisticated variant of this method offsets (delays) the receiving filter with
a fixed frequency offset (corresponding to a fixed time delay) and makes it possible
to measure the frequency response of delayed signal paths.

When making this measurement we make sure that the output impedance of
the sine generator is low compared with the input impedance of the unit under
test. Otherwise, the actual input voltage applied may drop or be changed as a
function of frequency.

3.3.2.2 Transient or noise excitation with cross spectral techniques It might be
possible to use any signal that contains frequency components in the range of
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interest. The signals are not required to have the same amplitude. However, all
measurements using cross spectral techniques require simultaneous measurement
of both input and output signals, using simultaneously sampling A/D converters.

The frequency response can be computed as

Hxy(f) =
Gxy

Gxx
(3.57)

where Gxy is the cross spectrum and Gxx is the autospectrum of the input.
This technique computes the correlation between the input and output signal

(as a function of frequency) and, hence, rejects noise and distortion. The more
statistical samples that are included in the averaging the greater the noise and
distortion rejection and, hence, the greater the accuracy of the measurement. The
resulting statistical function, called the cross spectrum, is then normalized for the
actual amplitude of the signal at each frequency on the input (called the auto-
spectrum, or, more commonly, the averaged spectrum). This gives the frequency
response function, which contains both magnitude and phase information. The
magnitude is typically shown on a logarithmic Y axis (in dB), and the phase is
often shown on a 0 to 360-degree scale.

This approach has the advantage of overcoming noise, distortion, and non-
correlated effects. It also corrects for any loading effects on the input to the
system. In addition, the technique can be extremely rapid, because it measures all
frequencies of interest simultaneously. Its only weakness is that its signal-to-noise
ratio (SNR) can be lower than the swept sine with the tracking filter technique.

3.3.2.3 Naturally occurring excitation Sometimes, it is not possible to insert an
excitation signal into the system to be tested. However, if you want to measure the
frequency response function you can use the naturally occurring “input signals”
coming from the surrounding environment as excitation signals. Using cross
spectral techniques you can measure the input signal and cross-correlate it with
the output signal.

When making this measurement you should take extreme care to account for
triggering and windowing conditions and also consider the potential time delays
between the input and output. Thus, this technique is only recommended for expe-
rienced professionals with a thorough understanding of digital signal-processing
techniques.

3.3.3 Transfer function

In the frequency domain the Fourier transform of

y(t) = h(t) ∗ x(t) (3.58)

is

Y (f) = H(f)X(f) (3.59)
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where H(f) is the Fourier transform of h(t). The function H(f) is called the
transfer function or frequency response of the LTI system.

Example 3.1

Figure 3.12(a) shows a two-stage RC circuit with two resistors R and two
capacitors C. Find and sketch the impulse response and frequency response
of the circuit.

Solution

Using well-known circuit theory techniques we can derive the differential
equation relating v1(t) and v2(t) as follows

R2C2v̈2(t) + 3RCv̇2(t) + v2(t) = v1(t) (3.60)

The impulse response of the circuit is defined as h(t) = v2(t) if v1(t) = δ(t).
It can be shown that a solution in the form of

v2(t) = (k0 + k1e
−(3+

√
5)t/2RC + k2e

−(3−√
5)t/2RC)u(t) (3.61)

can satisfy the differential equation. We also note that because the right-
hand side of Eqn. (3.60) has an infinite discontinuity of type δ(t) at t =
0, the left-hand side should have the same level of discontinuity at the
term involving the second derivative. Consequently, the first derivative of
v2(t) will have a finite discontinuity at t = 0 and, hence, v2(t) should be
continuous. Assuming zero initial charge at t = 0 on both capacitors C1

and C2 we should have v2(0) = 0, hence

v2(t) = (−(k1 + k2) + k1e
−(3+

√
5)t/2RC + k2e

−(3−√
5)t/2RC)u(t) (3.62)

Substituting Eqn. (3.62) into Eqn. (3.60) and equating both sides of the
resulting expression yields

k2 = −k1 =
1

RC
√

5
(3.63)

Therefore, the impulse response of the circuit becomes

h(t) = v2(t) =
1

RC
√

5
(−e−(3+

√
5)t/2RC + e−(3−√

5)t/2RC)u(t) (3.64)

and is shown in Figure 3.12(b) for R = 10 Ω and C = 10 pF.

The frequency response or the transfer function of the circuit can be calcu-
lated by finding the Fourier transform of the impulse response. First, let us
consider the Fourier transform of h1(t) = eαtu(t). Using Eqn. (3.53) we can
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Fig. 3.12 A simple two-stage RC circuit and its time and frequency response for R = 10 Ω
and C = 10 pF.
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write

H1(f) =

∫ ∞

−∞
eαtu(t)e−j2πft dt

=

∫ ∞

0

e(α−j2πf)t dt

=
1

j2πf − α
(3.65)

Now the Fourier transform of Eqn. (3.64) can be derived as follows:

H(f) =
1

RC
√

5

[
− 1

j2πf + (3 +
√

5)/2RC
+

1

j2πf + (3 −√
5)/2RC

]

=
1

1 + j6πRCf − 4π2R2C2f2
(3.66)

An illustration of this equation is shown in Figure 3.12(c) and indicates
the low-pass characteristic of the circuit.

3.3.4 Laplace transform

The one-sided Laplace transform of the function h(t) is defined by

H(s) =
∫ ∞

0

h(t)e−st dt (3.67)

where t is real and s = σ + jω is complex. There is also a two-sided Laplace
transform obtained by setting the lower integration limit from 0 to −∞. Since we
will be analyzing only causal linear systems using the Laplace transform we can
use either. However, it is customary in engineering treatments to use the one-sided
definition. The one and two-sided Laplace transforms are also called the unilateral
and bilateral Laplace transforms, respectively.

When evaluated along the s = jω axis (i.e., σ = 0), the Laplace transform
reduces to the Fourier transform. The Laplace transform can therefore be viewed
as a generalization of the Fourier transform from the real line (a simple frequency
axis) to the complex plane. One benefit of the more general Laplace transform is
the ability to transform signals which have no Fourier transform. To see this we
can write the Laplace transform as

H(s) =
∫ ∞

0

h(t)e−(σ+jω)t dt

=
∫ ∞

0

[h(t)e−σt]e−jωt dt (3.68)
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We can thus interpret the Laplace transform as the Fourier transform of an
exponentially enveloped input signal. For σ > 0 (the so-called “right-half plane”),
this exponential weighting forces the Fourier-transformed signal toward zero as
t → ∞. As long as the signal h(t) does not increase faster than eBt for some B,
its Laplace transform will exist for all σ > B.

Example 3.2

Find the Laplace transform of the output signal v2(t) in Example 3.1.

Solution

Similar to the Fourier transform we might write

H1(s) =

∫ ∞

0

eαte−st dt

=
1

s − α
(3.69)

Now V2(s) will be easily calculated as follows:

V2(s) =
1

RC
√

5

[
− 1

s + (3 +
√

5)/2RC
+

1

s + (3 −√
5)/2RC

]

=
1

1 + 3RCs + s2
(3.70)

3.3.5 z-Transform

The z-transform, like the Laplace transform, is an indispensable mathematical tool
for the design, analysis, and monitoring of systems. The z-transform is the discrete
time counterpart of the Laplace transform and a generalization of the Fourier
transform of a sampled signal. Like the Laplace transform the z-transform allows
insight into the transient behavior, the steady-state behavior, and the stability of
discrete time systems. A working knowledge of the z-transform is essential to the
study of UWB signals and systems.

The bilateral z-transform of the discrete time signal h(n) is defined to be

H(z) =
∞∑

n=−∞
h(n)z−n (3.71)

where z is a complex variable. Since signals are typically defined to begin (become
nonzero) at time n = 0 and since all filters are assumed to be causal, the lower
summation limit given above may be written as 0 rather than −∞ to yield the
unilateral z-transform.
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As mentioned earlier, the DTFT corresponds to the definition of the two-sided
z-transform for the special case of z = ejΩ. The region of convergence for the
z-transform is determined by the range of z, where the sequence h(n)z−n is
absolutely summable.

The z-transform of a signal h(n) can be regarded as a polynomial in z−1, with
coefficients given by the signal samples. As an example, the finite duration signal

h = [. . . , 0, 0, 1, 2, 3, 0, 0, . . . ] (3.72)

has the z-transform

H(z) = 1 + 2z−1 + 3z−2 (3.73)

Mathematically, the entire signal is converted to a complex scalar indexed by z.
The z-transform of a signal h will always exist provided:

1. the signal starts at a finite time, and

2. it is asymptotically exponentially bounded, i.e., there exists a finite integer nf

and finite real numbers A ≥ 0 and σ, such that |h(n)| < Aeσn for all n ≥ nf .
The bounding exponential may be growing with n(σ > 0).

These are not the most general conditions for existence of the z-transform, but
they suffice for our purposes here.

Example 3.3

Find the z-transform of the following functions

h1(n) = anu(n) (3.74)

h2(n) = −anu(−n − 1) (3.75)

These discrete time functions are plotted in Figure 3.13 for a = 0.9. Discuss
the convergence and stability of both exponential functions.

Solution

Using the definition of z-transform we can write

H1(z) =
∞∑

n=−∞
anu(n)z−n

=
∞∑

n=0

anz−n

=
∞∑

n=0

(az−1)n (3.76)
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Fig. 3.13 Two discrete time exponential functions h1(n) and h2(n) for a = 0.9.

This series converges only if

∞∑
n=0

|az−1|n < ∞

equivalently, if |az−1| < 1 or |z| > a. In this case we have

H1(z) =
1

1 − az−1
=

z

z − a
(3.77)

For h2(n) the z-transform can be written as

H2(z) =
∞∑

n=−∞
[−anu(−n − 1)]z−n

= −
−1∑

n=−∞
anz−n

= −
∞∑

n=1

a−nzn

= 1 −
∞∑

n=0

(a−1z)n (3.78)

This series converges only if |z| < a. In this case we have

H2(z) = 1 − 1

1 − a−1z
=

1

1 − az−1
=

z

z − a
(3.79)
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It is interesting to note that both h1(n) and h2(n) have identical z-
transforms although they are right-sided and left-sided in time, respec-
tively. The convergence region of a z-transform is very important for its
computation.

References [35] and [36] provide a detailed discussion of analog and digital signal
processing, respectively.

3.3.6 The relationship between the Laplace transform, the Fourier

transform, and the z-transform

The Laplace transform, the Fourier transform and the z-transform are closely
related in that they all employ complex exponentials as their basis function. For
right-sided signals (zero-valued for negative time index) the Laplace transform
is a generalization of the Fourier transform of a continuous time signal and the
z-transform is a generalization of the Fourier transform of a discrete time signal.
In the previous section we have shown that the z-transform can be derived as the
Laplace transform of a discrete time signal. In the following we explore the relation
between the z-transform and the Fourier transform. Using the relationship

z = es = eσejω = rej2πf (3.80)

where s = jσ and ω = 2πf , we can rewrite the z-transform in the following form

H(z) =
+∞∑

n=−∞
h(n)r−ne−j2πnf (3.81)

Note that when r = eσ = 1 the z-transform becomes the Fourier transform of a
sampled signal given by

H(z = ej2πf ) =
+∞∑

n=−∞
h(n)e−j2πnf (3.82)

Therefore, the z-transform is a simple generalization of the Fourier transform
of a sampled signal. Like the Laplace transform the basis functions for the
z-transform are damped or growing sinusoids of the form z−n = r−ne−j2πnf .
These signals are particularly suitable for transient signal analysis, such as UWB
signals. Fourier basis functions are steady complex exponentials, e−j2πnf , of time-
invariant amplitudes and phases and are suitable for steady-state or time-invariant
signal analysis.
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A similar relationship exists between the Laplace transform and the Fourier
transform of a continuous time signal. The Laplace transform is a one-sided
transform with the lower limit of integration at t = 0, whereas the Fourier trans-
form, Eqn. (3.53), is a two-sided transform with the lower limit of integration
at t = −∞. However, for a one-sided signal that is zero-valued for t < 0 the
limits of integration for the Laplace and the Fourier transforms are identical. In
that case if the variable s in the Laplace transform is replaced with the frequency
variable j2π, then the Laplace integral becomes the Fourier integral. Hence, for a
one-sided signal the Fourier transform is a special case of the Laplace transform
corresponding to s = j2π and σ = 0.

3.4 UWB SIGNAL-PROCESSING ISSUES AND ALGORITHMS

The distinctive properties of UWB signals require modification of analytical meth-
ods, signal-processing methods and new constructional solutions compared with
conventional narrowband signals which merely require a description of envelope
and phase for a full characterization. For UWB systems, representation of the
signal with a single envelope and phase is neither convenient nor possible.

A UWB signal is typically composed of a train of subnanosecond pulses, result-
ing in a bandwidth over 1 GHz. Since the total power is spread over such a
wide range of frequencies, its power spectral density is extremely low. This
minimizes the interference caused to existing services that already use the same
spectrum. On account of the large bandwidth used, UWB links are capable of
transmitting data over tens of megabits per second. Other benefits include a
low probability of interference, precise location capability and the possibility of
transceiver implementation using simple architectures. It is mostly desired that
UWB systems can be implemented using digital architectures because they bring
low cost, ease of design, and flexibility. A single receiver would be able to support
different bit rates, quality of service, and operating ranges. The vision of fully
configurable software radios is an exciting one, and it appears UWB may be more
amenable to such a realization than conventional, narrowband systems.

Figure 3.14 shows a generic block diagram for a digital UWB receiver [37]. A key
component of such a system is the analog-to-digital converter (ADC or A/D). The
ADC sampling rate for digitizing a UWB signal must be on the order of a few
gigasamples/sec (GSPS). Even with the most modern process technologies this
constitutes a serious challenge. Most reported data converters operating at this
speed employ interleaving [38], with each channel typically based on a FLASH
converter. The latter is the architecture of choice for high-speed designs, but is
not suitable for high-resolution applications. An N-bit FLASH converter uses 2N
comparators, so its power and area scale exponentially with resolution. Among
recently reported high-speed ADCs (>1 GSPS) representing the state of the art,
none has a resolution exceeding 8 bits. The minimum number of bits needed for
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reliable detection of a UWB signal is, therefore, a critical parameter. If excessively
large it can render an all-digital receiver infeasible.

LNA AGC A/D Correlator Demodulator

Baseband DSP

Control
Clock

generator

D/A

Fig. 3.14 Block diagram of a simple digital UWB receiver.

Information in such a system is typically transmitted using a collection of
narrow pulses with a very low duty cycle of about 1%. Duty cycle is the ratio
of pulse duration to pulse period. Each user is assigned a different pseudo-noise
(PN) sequence that is used to encode the pulses in either position (pulse position
modulation, PPM) or polarity (binary phase shift keying, BPSK, also known as
bi-phase modulation, BPM). Channelization (the use of a single wideband and
high-capacity facility to create many relatively narrowband and lower capacity
channels by subdividing the wideband facility) is thus based on the assigned code,
as in the case of CDMA systems.

Suppose the bitstream is denoted by a sequence of binary symbols bj (with
values +1 or −1) for j = −∞, . . . ,∞. A single bit is represented using Nc pulses,
where Nc refers to the length of the PN code ci. For BPSK the code modulates the
polarity of a pulse within each frame. For PPM it modulates the pulse positions
(incrementing or decrementing them by multiples of Tc). Data modulation is
achieved by setting the sign of the block of Nc pulses for BPSK. For PPM we
append an additional time-shift τbj whose value depends on whether bj is +1
or −1. Each frame has duration Tf ; the duration of each bit is thus given by
NcTf . Letting A denote the amplitude of each pulse p(t), the transmitted signal
s(t) can be written as follows for the two different modulation schemes

sBPSK(t) = A

∞∑
j=−∞

Nc−1∑
i=0

bjcip(t− jNcTf − iTf) (3.83)
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and

sPPM(t) = A

∞∑
j=−∞

Nc−1∑
i=0

p(t− jNcTf − iTf − ciTc − τbj) (3.84)

As mentioned above, each bit is represented by Nc pulses. This redundancy is
one component of the signal’s processing gain (PG). The other component is the
duty cycle, a ratio of the short duration of each pulse to the large interval between
successive ones. Processing gain refers to the boost in effective SNR as a UWB
signal is processed by a correlating receiver

PG/dB = 10 log(Nc) + 10 log
(

1
duty-cycle

)
(3.85)

Optimal detection of a noisy signal is based on matched filtering. This would entail
correlating the received signal r(t) against a template s(t) that is an exact replica
of the original transmitted signal and, then, feeding the correlator output to a
slicer. However, generating exact replicas of subnanosecond pulses is a difficult
problem and is highly susceptible to timing jitter.

A more tractable approach is to use a template signal comprising a train of
rectangular pulses that are, in general, wider than the actual received pulses, but
are coded with the same PN sequence.

Figure 3.15 shows the structure of the received and template signals, whereas
Figure 3.16 depicts the operations necessary for demodulation. The signals s0(t)
and s1(t) represent the template signals corresponding to a transmitted 0 and 1,
respectively. They are related to one another by either a sign inversion or a time-
shift, depending on whether BPSK or PPM was employed. Equations describing
s0(t) and s1(t) can be obtained from Eqns. (3.83) and (3.84) by simply replacing
the original pulse p(t) with a rectangular pulse rect(t) and setting bj to +1 and −1,
respectively. By using such template signals we are essentially performing a form
of windowing. In other words, we are correlating the received signal against its
underlying PN code over narrow windows.

The digital implementation of such a receiver entails sampling the received
signal (once it has been sufficiently amplified), converting it to digital form, and,
then, performing correlation. A figure analogous to Figure 3.16 describing this
process can be obtained simply be replacing r(t) and s(t) with their discrete time
counterparts r(n) and s(n).

3.5 DETECTION AND AMPLIFICATION

There are a number of approaches to the detection and amplification of the trains
of UWB signals. In many cases there is an allocation of one-to-many in the
assignment of bits to pulses to be transmitted. After 1945 the use of the correlation
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Bit “1” Bit “1”

BPSK PPM

r(t)

s1(t)

Fig. 3.15 The structure of the received and template signals.

r(t) bm× ∫ (m+1)tb

mtb

s1(t) − s0(t)

Fig. 3.16 Operations necessary for demodulation of a UWB signal.

detection receiver became commonplace. Skolnik in his introductory book [39]
written in 1962 describes the use of correlation methods in the detection of weak
signals and cites a number of earlier references. A synchronous detector is also
shown by Fink and Christiansen in [40]. There are a variety of ways to trigger the
receiver on pulse rise time, level detection, integration over time, etc.

In the case of the correlation receiver detector, UWB and gate pulses are multi-
plied to produce a short-output, unamplified pulse whenever there is coincidence.
Next, the result is fed to a (short-term) integrator or averager to produce a
reduced amplitude, stretched signal output. If the integrator time is sufficiently
long (conventional correlator) or a second long-term integrator is employed, the
output will then represent the average of the many high repetition rate pulses fed
to the correlator. Unfortunately, the integrator not only acts as a detector but
also reduces the input amplitude in the step from narrow-pulse, low-duty cycle to
averaged output. The long-term integrating correlator thus effects a many-to-one
detection of averaged inputs prior to any amplification.

Micro-power impulse radar (MIR), or radar on a chip, offered an alternative to
correlation detection [41]. The MIR is an integrating peak detector as opposed
to the multiply-and-average correlation receiver detector described above. In the
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case of the MIR receiver detector, UWB and gate pulses are summed algebraically
to form the input to a peak detector: i.e., the low-amplitude UWB pulse and
the high-amplitude gate pulse, when summed, are above threshold for peak detec-
tion but individually are not. Moreover, it is not a single UWB pulse which,
together with the gate pulse, provides the peak detected signal, but the (long-
term) summing of a series of UWB inputs. The detector is thus triggered by the
simultaneous occurrence of a summed series of low-amplitude UWB signals and a
coincident large amplitude gate pulse which, together, are algebraically summed.
The coincident summing method of a large gate input and summed low-amplitude
signals effects a many-to-one, peak signal detection process.

3.6 SUMMARY

In this chapter the basic tools for processing UWB signals and systems were
introduced. Initially, the fundamentals of impulse electromagnetics in a lossy
medium was briefly explained. Basic tools for UWB waveform analysis in the time
domain were presented. The concepts of phase and instantaneous frequency as a
measure of the waveform informative value were introduced. Frequency response
methods, such as Fourier, Laplace and z-transforms, were considered.

It should be emphasized that a specific UWB signal-processing technique does
not exist. Both time and frequency domain approaches can be applicable when
analyzing transmitter signaling, channel modeling, and antenna effect considera-
tion. The most significant difference between the UWB and narrowband system is
the variation of major parameters with frequency. Due to this fact, working with
UWB signals and systems usually demands more complexity and higher degrees
of calculations.

Problems

Problem 1. An LTI system has the following impulse response

h(t) = 2e−atu(t) (3.86)

Use convolution to find the response y(t) to the following input

x(t) = u(t) − u(t− 4) (3.87)

Sketch y(t) for the case when a = 1.

Problem 2. For each of the signals sketched in Figures 3.17(a) to (c) find the
Fourier transform and plot the magnitude and phase of the resulting functions.

Problem 3. Compute the DTFT of the following signals and sketch X(ejΩ):
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Fig. 3.17 Pulses for Problem 2.

(a) x(n) = [1/4, 1/4, 1/4, 1/4]

(b) x(n) = [1,−2, 1]

(c) x(n) = 2(3/4)nu(n)

Problem 4. Find the response of the following systems to the inputs below.
Sketch the magnitude of each frequency response for −π < Ω < π and determine
the type of filter

x(n) = 2 + 2 cos
(nπ

4

)
+ cos

(
2nπ
3

+
π

2

)
(3.88)
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(a) H(ejΩ) = e−jΩ cos(Ω/2)

(b) H(ejΩ) = e−jΩ/2(1 − cos(Ω/2))

Problem 5. Compute the Laplace transforms of the following functions:

(a) x(t) = 4 sin(100t− 10)u(t− 0.1)

(b) x(t) = tu(t) + 2(t− 2)u(t− 2) + (t− 3)u(t− 3)

(c) x(t) = u(t) − e−2t cos(10t)u(t)

Problem 6. Sketch the response of each of the systems below to a step input:

(a) H(s) = 10/s+ 2

(b) H(s) = 0.2/(s+ 0.2)

(c) H(s) = 1/(s2 + 4s+ 16)

Problem 7. Find the transfer functions of the following discrete time systems:

(a) y(n) + 0.5y(n− 1) = 2x(n)

(b) y(n) + 2y(n− 1) − y(n− 2) = 2x(n) − x(n− 1) + 2x(n− 2)

(c) y(n) = x(n) − 2x(n− 1) + x(n− 2)

Problem 8. Given the following system:

y(n) = x(n) − x(n− 1) + x(n− 2) (3.89)

(a) Find the transfer function.

(b) Give the impulse response.

(c) Determine the stability.

(d) Sketch the frequency response and determine the type of filter.

Problem 9. Solve the following difference equation using the z-transform

y(n) + 3y(n− 1) + 2y(n− 2) = 2x(n) − x(n− 1) (3.90)
y(−1) = 0
y(−2) = 1
x(n) = u(n)





4
Ultra wideband channel

modeling

The propagation environment that a signal passes through from a transmitter to
a receiver is referred to as the channel. Mobile cellular communication theory pro-
vides ample theory and measurement techniques for modeling signal propagation.

Thanks to its potential applications and unique capabilities the UWB wire-
less communication system has been the subject of extensive research in recent
years. However, many important aspects of UWB-based communication systems
have not yet been thoroughly investigated. In particular, indoor and outdoor
channel modeling and propagation effects require careful examination before an
actual implementation of UWB systems can be undertaken. Without this, system
performance and interference to and from other spectrum users cannot be readily
ascertained.

The propagation of UWB signals in indoor and indoor-outdoor environments is
the single most important issue, with significant impacts on the future direction,
scope, and, generally, the extent of the success of UWB technology. If the channel
is well characterized, the effect of disturbances and other sources of perturba-
tions can be reduced by proper design of the transmitter and receiver. Detailed
characterization of UWB radio propagation is, therefore, a major requirement for
successful design of UWB communication systems.

One important aspect of any radio channel-modeling activity is the investigation
of the distribution functions of channel parameters. Typically, these distributions
are obtained from measurements or simulations based on almost exact or simplified
descriptions of the environment. However, such methods often only yield insights
into the statistical behavior of the channel and are not able to give a physical
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explanation of observed channel characteristics. Since these characteristics seem
to yield complicated functions, both of properties of wave propagation and of
the individual geometry of the surroundings for which the channel is modeled,
analytical models are rare.

The typical UWB propagation channel is a function which depends only weakly
on the geometry of the environment. Rough knowledge about the surroundings
is supposed to be sufficient for its characterization. Otherwise, no measurement
campaign conducted in one environment could be a valid approximation of the
channel in another, similar situation. Compared with the deterministic one, the
stochastic channel should hence be analytically more tractable. However, in a
suitable approach the robustness of the channel should result from the modeling
process and not from an assumption on which the derivation is based.

In UWB radio channel modeling a number of aspects have to be taken into
account that amount to a changed overall behavior of the channel. The main
difference between UWB and traditional channel-modeling techniques is due to
the fact that in UWB propagation, frequency-dependent effects cannot be ignored.
Parameters related to penetration, reflection, path loss, and many other effects
should be considered frequency-variant and investigated more carefully.

4.1 A SIMPLIFIED UWB MULTIPATH CHANNEL MODEL

As a first example of channel-modeling techniques we examine a model which is
not unique to UWB systems, but is considered a general model and is appropriate
to explain the basic principles of channel modeling.

A convenient and simple model for characterization of UWB channels is the
discrete time, multipath, impulse response model because the locations of ceilings,
walls, doors, furniture, and people inside an indoor environment result in the trans-
mit signal taking multiple paths from the transmitter to the receiver (Figure 4.1).
Hence, signals arrive at the receiver with different amplitudes, phases, and delays.
In this model the delay axis is divided into small time intervals called bins. Each
bin is assumed to contain either one multipath component or no component. The
possibility of more than one path in a bin is excluded. A reasonable bin width
is the resolution of a specific measurement, since two paths arriving within a bin
cannot be resolved as distinct paths. Using this model, each impulse response can
be described by a sequence of zeros and nonzeros, where a nonzero indicates the
presence of a path in a given bin and a zero represents the absence of a path in
that bin.

The phenomena of multipath propagation can be represented conveniently and
mathematically by the following discrete impulse response of the channel

h(t) =
L−1∑
l=0

αlδ(t− lTm) (4.1)
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Fig. 4.1 A simple model of the indoor UWB radio multipath channel.

where αl is the amplitude attenuation factor on path l and is a function of time
and distance between transmitter and receiver. The parameter Tm is the minimum
resolution time of the pulse, L is the number of resolvable multipath components,
and δ(t) is the Dirac delta function. Sometimes, Eqn. (4.1) is referred to as the
multipath intensity profile.

For simplicity, in order to avoid partial correlations of the waveform, let the
minimum path resolution time be equal to the modulated symbol period for which
the modulated waveform is nonzero (i.e., the UWB waveform is zero outside the
interval 0 ≤ t ≤ Tm).

According to Foerster [42] and Hashemi [43] the primary parameters that are
important to characterize the indoor channel include the following:

• Number of resolvable multipath components.

• Multipath delay spread.

• Multipath intensity profile.
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• Multipath amplitude-fading distribution.

• Multipath arrival times.

The following subsections describe each of these components in more detail.
This simple multipath channel model and its parameters have been adopted,

primarily based on those described by Hashemi [43] for several reasons. First, it is
based upon a large number of measurements of various indoor channels and uses a
minimum resolution time of 5 nsec, which is representative of a broadband UWB
channel. Second, the measurements are based on antenna separation distances
of 5–30 meters, which is typical of UWB-based systems, due to the expected
power-spectral density restrictions imposed by the FCC. Third, the analytical
model described is relatively straightforward to realize for theoretical analysis or
simulation.

4.1.1 Number of resolvable multipath components

The number of resolvable multipath components is important since it determines
the design of a rake receiver. The distribution of the number of resolvable mul-
tipath components, L, for a large number of profiles collected in each building
was investigated by Hashemi [43]. For each profile, L has been found by counting
all multipath components within α dB of the strongest path, for example, α =
10, 20, 30 dB. The mean and standard deviation of L for each building, each value
of α, and each transmitter-receiver antenna separation was collected. Examination
of the data showed that:

i. There is a clear dependence between the mean value of L and antenna
separation.

ii. The mean value of L increases with increasing α. This is expected since,
when α increases, more components are included in the calculation of L.

iii. Standard deviation of L increases with the increase in antenna separation.
This is due to the fact that there are greater variations in the environment
between the transmitter and receiver for large antenna separations. Also,
standard deviations are very dependent upon the complexity and variations
of the environment.

4.1.2 Multipath delay spread

Delayed signals through a channel are frequently described using one of the fol-
lowing three kinds of definitions of delay:

• Average delay which describes mean travel time of a signal from a transmitter
to a receiver.
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• Delay spread which is a metric of how much that signal is diluted in time.

• Maximum or total delay spread which indicates the largest delay due to the
multipath.

The delay spread of a UWB multipath channel is usually described by its root
mean square (rms) value. Figure 4.2 demonstrates the delay profile, which is the
expected power per unit of time received with a certain excess delay and is obtained
by averaging a large set of impulse responses. The maximum delay time spread
is the total time interval during which reflections with significant energy arrive.
The rms delay spread is the standard deviation value of the delay of reflections,
weighted proportional to the energy in the reflected waves. For a digital signal
with high bit rate this dispersion is experienced as frequency-selective fading and
inter-symbol interference (ISI). No serious ISI is likely to occur if symbol duration
is longer than, say, ten times the rms delay spread.

Typical values for the rms delay spread for indoor channels have been reported
to be between 19 and 47 nsec in [44], and mean values between 20 and 30 nsec for
5 to 30 m antenna separation were reported in [43]. In addition, the multipath
delay spread increases with increasing separation distance between receiving and
transmitting antennas.

There also exists another relevant parameter, called Doppler spread, that tells
us how signal energy smears out in frequency in situations where the environment
or the transmit/receive antennas move. Doppler spread can be important when
the bandwidth of the UWB signal is very large or when the mobile has considerable
movement.

Excess delay time

rms delay spread

Total delay spread

Expected power per unit time

Fig. 4.2 Typical exponential delay profile with total and rms delay spread.
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4.1.3 Multipath intensity profile

The parameter rms delay spread Trms is related to the multipath intensity profile
in the sense that it represents the standard deviation of it. Therefore, if the form
of the multipath intensity profile is known, then there should be a one-to-one
relationship between rms delay spread and the multipath intensity profile. Results
derived in [43] and many other references suggest that an exponentially (linear in
dB) decaying multipath intensity profile is a reasonable model. This means that
the average received power for path l can be represented by

E[α2
l ] = Ω0e

−δl (4.2)

where Ω0 is used to normalize the total received power to unity and δ is the decay
factor.

The rms delay spread of the channel is utilized to determine the proper values
for the two parameters L, the total number of paths and the decay factor δ. Since
Trms is simply the standard deviation of the multipath intensity profile, it can be
determined in closed form as a function of L and δ. On the other hand, for a given
value of Trms there are an infinite number of (L, δ) pairs. In order to come up
with a reasonable pair to estimate a channel model for a given Trms, the following
method can be used.

Initially, it should be considered that we are primarily interested in multipath
components that have a power within 30 dB (0.001) down from the direct path
(sometimes called the line-of-sight (LOS) path) component, since it is expected
that subsequent paths will have a negligible effect on performance. As a result,
we can write

e−Lδ < 0.001 (4.3)

Hence, for a given value for L we have

δ ≈ −ln(0.001)/L (4.4)

Now, we can find the smallest L that results in an actual Trms greater than or
equal to the desired Trms, to represent a channel with the greatest decay factor.

4.1.4 Multipath amplitude-fading distribution

Based on the fading statistics described in [43], amplitude fades are best modeled
by a log–normal distribution with a standard deviation between 3 and 5 dB for local
distributions. In the log–normal distribution the logarithm of the random variable
has a normal distribution. The probability density and cumulative distribution
functions for the log–normal distribution are

P (x) =
1

Sx
√

2π
e−(lnx−M)2/(2S2) (4.5)
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and

D(x) =
1
2

[
1 + erf

(
lnx−M

S
√

2

)]
(4.6)

respectively, where M and S determine the statistics of the log–normal distribu-
tion. The error function erf is defined as

erf(z) =
2√
π

∫ z

0

e−t2 dt (4.7)

Note that the channel impulse response measurements described by Hashemi
[43] have a resolvability of 5 nsec. Based upon the intuitive understanding that
UWB signals will probably experience less fading due to shorter pulse periods,
the following results use a 3-dB standard deviation for the log–normal fading.
Measurement results presented by Win and Scholtz [45] suggest that the fading is
typically less than 5 dB for UWB impulse waveforms, which supports the smaller
value for standard deviation. The mean value of log–normal fading is scaled such
that it meets the exponentially decaying multipath intensity profile for the given
delay spread of the channel.

4.1.5 Multipath arrival times

A simple statistical model for the arrival times of the paths is a Poisson process,
since multipath propagation is caused by randomly located objects. Saleh and
Valenzuela [46] have compared the path arrival distribution governed by a Poisson
hypothesis with the empirical (measured) data to find the degree of closeness. The
number of paths l in the first N bins of each measured profile was determined.
To determine the empirical path index distribution the probability of receiving l
paths in the first N bins PN (L = l) is plotted as a function of l. This procedure
was repeated for different values of the number of bins N .

The probability PN (L = l) for the theoretical Poisson path index distribution
is given by

PN (L = l) =
µl

l!
(4.8)

where l is the path index and µ is the mean path arrival rate given by

µ =
N∑

i=1

ri (4.9)

where ri is the path occurrence probability for bin i computed from the empirical
data.
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Comparison of Poisson and empirical distributions in several papers, such as
Suzuki [47], and Ganesh [48], have revealed that there exists a considerable dis-
crepancy between the two. Another model called the modified Poisson model was
proposed by Suzuki [47].

The modified Poisson model is a simple and reasonable model for calculating
the multipath arrival time of UWB systems. This model is also called the ∆-K
model and has two states: state 1 and state 2. Whenever there is an event (i.e., a
path occurs) the mean arrival rate, which is the average number of paths arriving
per unit time or distance interval, is increased (or decreased if necessary) by a
factor K for the next ∆ seconds, where K and ∆ are parameters to be chosen.
The concept of a continuous Poisson model is illustrated in Figure 4.3.

State 1

State 2

Mean arrival rate

∆
t

Fig. 4.3 Illustration of the modified Poisson process in the continuous case.

Note that when K = 1 or ∆ = 0 the process returns to a standard Poisson
sequence. For K > 1 the probability that there will be another path within the
next ∆ seconds increases (i.e., the process has a clustering property). For K < 1
the incidence of a path decreases the probability of having another path within the
next ∆ seconds (i.e., events have a tendency to arrive rather more equally spaced
than in a pure Poisson model).

The analysis of this statistical model on the discrete delay time axis is rather
simple and straightforward. It can be stated as the branching process of Figure 4.4,
where λi (i = 1, 2, . . . ) is the underlying path occupancy rate for the ith bin and,
for simplicity, ∆ is taken as one 30-m time interval (empirical path occupancy rates
are obtained for each 100-ft time interval) and K as a constant. The solid lines
are to be traced when there was a path in the previous bin. The process starts
at state 1 since the line-of-sight path is not counted as a path. Therefore, the
probability to have a path in the first bin is λ1. If a path does not occur in bin 1,
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then the probability of a path in bin 2 is λ2, and if a path does occur in bin 1, then
the probability of a path in bin 2 is Kλ2. The process proceeds similarly after
this. For example, the probability that the process takes the arrowed route up to
N = 3 is λ1(1 −Kλ2)λ3.

1 2 3 4 Discrete time

λ1

1 − λ1

Kλ2

1 − Kλ2

λ2

1 − λ2

Kλ3

λ3

λ3

1 − λ3

Fig. 4.4 Illustration of the modified Poisson process in the discrete case.

The path number distributions for this statistical model can be obtained, given
the real (empirical) path occupancy rate ri, by the following procedure. First,
the underlying path occupancy rate λi is calculated from the values of ri. As we
easily see with the help of Figure 4.4, there exists the following relation between
ri and λi

λi =
ri

(K − 1)ri−1 + 1
; for i �= 1 (4.10)

where λ1 = r1.
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4.2 PATH LOSS MODEL

By definition, the attenuation undergone by an electromagnetic wave in transit
between a transmitter and a receiver in a communication system is called path
loss or path attenuation. Path loss may be due to many effects, such as:

• Free space loss.

• Refraction.

• Reflection.

• Diffraction.

• Clutter.

• Aperture-medium coupling loss.

• Absorption.

Note that path loss is usually expressed in decibels (dB). These effects are
explained briefly in the following subsections.

4.2.1 Free space loss

Normally, the major loss of energy is due to the spreading out of the wavefront
as it travels away from the transmitter. As the distance increases the area of the
wavefront spreads out, much like the beam of a torch. This means the amount of
energy contained within any unit of area on the wavefront will decrease as distance
increases. By the time the energy arrives at the receiving antenna the wavefront
is so spread out that the receiving antenna extends into only a very small fraction
of the wavefront.

Free space loss is the signal attenuation that would result if all absorbing,
diffracting, obstructing, refracting, scattering, and reflecting influences were suffi-
ciently removed so as to have no effect on propagation.

4.2.2 Refraction

Refraction is defined, in the general case, as redirection of a wavefront passing
through (a) a boundary between two dissimilar media or (b) a medium having
a refractive index that is a continuous function of position (e.g., a graded index
optical fiber). For two media of different refractive indices the angle of refraction
is closely approximated by Snell’s law.
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4.2.2.1 Snell’s law Snell’s law is originally a law of geometric optics that defines
the amount of bending that takes place when a light ray strikes a refractive
boundary (e.g., an air-glass interface) at a non-normal angle. Snell’s law states
that

n1 sin θ1 = n2 sin θ2 (4.11)

where n1 is the index of refraction of the medium in which the incident ray travels;
θ1 is the incident angle, with respect to the normal at the refractive boundary, at
which the incident ray strikes the boundary; n2 is the index of refraction of the
medium in which the refracted ray travels; and θ2 is the angle, with respect to the
normal at the refractive boundary, at which the refracted ray travels. The incident
ray and refracted ray travel in the same plane, on opposite sides of the normal at
the point of incidence.

If a ray travels from a medium of lower refractive index into a medium of higher
refractive index, it is bent toward the normal; if it travels from a medium of higher
refractive index to a medium of lower index, it is bent away from the normal. If
the incident ray travels in a medium of higher refractive index toward a medium
of lower refractive index at such an angle that Snell’s law would call for the sine
of the refracted ray to be greater than unity (a mathematical impossibility); i.e.

sin θ2 =
n1

n2
sin θ1 > 1 (4.12)

then the refracted ray in actuality becomes a reflected ray and is totally reflected
back into the medium of higher refractive index, at an angle equal to the incident
angle (and thus still obeys Snell’s law). This reflection occurs even in the absence
of a metallic reflective coating (e.g., aluminum or silver). This phenomenon is
called total internal reflection. The smallest angle of incidence, with respect to
the normal at the refractive boundary, which supports total internal reflection, is
called the critical angle.

4.2.3 Reflection

The abrupt change in direction of a wave front at an interface between two
dissimilar media so that the wave front returns into the medium from which it
originated is called reflection. Reflection may be specular (mirror-like) or diffuse
(i.e., not retaining the image, only the energy) according to the nature of the
interface. Depending upon the nature of the interface (i.e., dielectric-conductor or
dielectric-dielectric) the phase of the reflected wave may or may not be inverted.

4.2.4 Diffraction

Diffraction is the spreading out of waves. All waves tends to spread out at the
edges when they pass through a narrow gap or past an object. Instead of saying
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that the wave spreads out or bends round a corner we can say that it diffracts
around the corner.

A narrow gap is one which is about the same size as the wavelength of the
electromagnetic wave or less. The longer the wavelength of a wave the more it will
diffract.

4.2.5 Wave clutter

Disorganized wave propagation due to a rough surface or interface is called wave
clutter. The mechanisms leading to clutter are not well known so far, and they
are a lot more complex compared with the narrowband case. Understanding the
phenomenology of electromagnetic interactions between very short pulses and the
complex dielectric ground surface provides an important input to the design of
UWB systems, leading to improved clutter cancellation and improved detection
performance. The roughness considerably influences the spectral content of the
response.

4.2.6 Aperture-medium coupling loss

Coupling loss is the loss that occurs when energy is transferred from one medium to
another. Aperture-medium coupling loss is the difference between the theoretical
gain of the antenna and the gain that can be realized in operation. Aperture-to-
medium coupling loss is related to the ratio of scatter angle to antenna beamwidth.

4.2.7 Absorption

In the transmission of electrical, electromagnetic, or acoustic signals the conversion
of the transmitted energy into another form, usually thermal, is called absorption.
Absorption is one cause of signal attenuation. The conversion takes place as a
result of interaction between the incident energy and the material medium, at the
molecular or atomic level.

4.2.8 Example of free space path loss model

There have been several proposed path loss models in the literature (e.g., see
Cramer [22] and Ghassemzadeh [49]). Assuming perfect isotropically radiating
antennas at the transmitter and receiver the received power as a function of
frequency can be expressed as [50]

PR(f) =
PT (f)GT (f)GR(f)c2

(4πd)2f2
(4.13)
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where PT (f) is the average transmit power spectral density, c is the speed of
light, GT (f) and GR(f) are the transmit and receive antenna frequency responses,
respectively.

Clearly, Eqn. (4.13) depends on the frequency response of the antennas, which
may be difficult to generalize, especially when we are dealing with wideband
signals. However, the present regulations for UWB requires the transmitter to
meet a certain electric field strength limit at a specified range, which is equivalent
to a total, limited transmit power spectral density.

It is desirable to have the product PT (f)GT (f) to be flat within the band-
width of interest. Hence, as a first-order approximation a flat frequency response
isotropic antenna is considered. Therefore, for a perfectly flat UWB waveform
occupying the band fc −W/2 to fc + W/2 with power spectral density Pav/W
and a flat frequency response of the receiving antenna with constant gain across
the whole bandwidth (GR), the total average received power at the output of the
receiving antenna will be given by the following equation

PRav =
∫ fc+W/2

fc−W/2

PR(f) df

=
PavGRc

2

W (4πd)2

[
1

fc −W/2
− 1
fc +W/2

]

=
PavGRc

2

W (4πd)2f2
c

[
1

1 − (W/2fc)2

]
(4.14)

which can be equally written as

PRav = PNB
av

[
1

1 − (W/2fc)2

]
(4.15)

where

PNB
av =

PavGRc
2

W (4πd)2f2
c

(4.16)

corresponds to the well-known, narrowband, free space path loss model equation.
Hence, the second term indicated in Eqn. (4.15) accounts for the difference between
the narrowband and wideband models. For the largest fractional bandwidth
allowed by current UWB regulations (occupying 3.1–10.6 GHz), PRav will differ
from PNB

av by only 1.5 dB, and this difference becomes smaller for smaller fractional
bandwidths. Also note that FCC rules result in W < 2fc, so the singularity in
the above equation can be ignored at W = 2fc.

Alternatively, we can repeat the above analysis for a receiver antenna response
of the following form

GR(f) =
4πARf

2

c2
(4.17)



110 ULTRA WIDEBAND CHANNEL MODELING

where AR is the effective area of the antenna (e.g., the antenna has a fixed effective
aperture). This type of response yields a greater gain for higher frequencies. In
this case the above analysis results in the average received power given by

PRav =
Pav4πAR

(4πd)2

=
[

Pavc
2

(4πd)2f2
c

] [
4πARf

2
c

c2

]
= PNB

av GR(fc) (4.18)

where GR(fc) is the antenna gain at the center frequency of the transmitted
waveform.

In conclusion, it appears that the narrowband model can be used to approximate
the path loss for a UWB system, based on the assumptions discussed above.

4.3 TWO-RAY UWB PROPAGATION MODEL

Path loss is considered to be a fundamental parameter in channel modeling as
it plays a key role in link budget analysis. Also, path loss serves as an input
for the mean value of large-scale fading, which in turn determines the small-scale
fading characteristics. In many channel models, path loss is modeled by adopting
a power law dependence with distance from the transmitter Lp = adγ , which is
empirically extracted from data collected by measurement campaigns. In some
cases a simple free space law, where γ = 2, with additional losses is adopted [51].
Otherwise, the values of the exponent γ and the coefficient a of the mean path
loss are either obtained through linear regression to fit empirical data [52] or
statistically characterized by means of probability distributions [49]. A random
variable with log–normal distribution is usually added to the mean path loss that
takes into account variations associated with the shadowing phenomenon, in order
to model the fading.

Path loss frequency dependence has sometimes been excluded in UWB propa-
gation channel modeling, and, though its impact is negligible over the bandwidths
of current wireless systems, the same assumption cannot be applied to UWB
systems. This section describes a theoretical study of path loss over short ranges.
A rigorous formulation of a two-ray link is considered and evaluated as a function
of both frequency and distance, where all the assumptions adopted for deriving
the traditional narrowband plane earth model are no longer valid. Considering
the specific UWB application the analysis is carried out over distances of up to
10 meters and in the operational frequency band of 3 GHz to 10 GHz.

From this investigation an analytical path loss model for short-range, two-ray
links with wide operational bandwidths is derived, that incorporates the frequency
dependence, however, does not consider the effect of the transmitter and receiver
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antennas. This simple model is applicable to line-of-sight UWB transmissions.
The effect of path loss frequency selectivity and its impact on UWB pulse shape
are also demonstrated. The analysis is performed by modeling the path loss as
a low-pass filter and applying the associated impulse response to the UWB pulse
signal. The observations confirm that path loss frequency dependence cannot be
neglected in UWB systems, due to the extremely large bandwidth of the involved
signals. Thus, the following issues [53] are emphasized in this section:

• Path loss frequency dependence.

• Observing a breakpoint at short distances of about 3 m.

• Filtering effect of path loss on UWB transmissions.

4.3.1 Two-ray path loss

A two-ray channel model is widely considered to be a good approximation for line-
of-sight UWB links operating in a relatively clutter-free environment. According to
the classical definition of two-ray propagation, the direct ray and the ray reflected
by the ground are considered, as illustrated in Figure 4.5.

rr

rd

Receiver

Transmitter

hT

hR

d

θ

Fig. 4.5 Geometry of the two-ray model including a transmitter and a receiver.

The ground is regarded as a plane surface at this stage; thus, specular reflection
is assumed. Indeed, the degree of roughness of a surface is frequency-dependent
and results in angular spread of the reflected field. Its effect on UWB radio
transmissions is a topic of research and needs to be incorporated into subsequent
models.

Considering that the field at the receiver as the superposition of the contribu-
tions associated with the two rays the path loss can be expressed as Lp = (Gp)−1,
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where the path gain Gp is defined as

Gp =
(
λ

4π

)2 ∣∣∣∣e−jkrd

rd
+
RH,V e

−jkrr

rr

∣∣∣∣
2

(4.19)

and k = 2π/λ is the free space propagation constant, λ = c/f is the free space
wavelength, and c is the speed of light. Moreover, as shown in Figure 4.5

rd =
√
d2 + (hT − hR)2 = d

√
1 +

(
hT − hR

d

)2

(4.20)

and

rr =
√
d2 + (hT + hR)2 = d

√
1 +

(
hT + hR

d

)2

(4.21)

are the lengths of the direct path and of the reflected path, respectively. In
Eqn. (4.19), RH,V indicates the Fresnel reflection coefficient for the horizontal
or vertical polarization, defined as

RH =
sin θ −√

εr − cos2 θ
sin θ +

√
εr − cos2 θ

(4.22)

and

RV =
εr sin θ −√

εr − cos2 θ
εr sin θ +

√
εr − cos2 θ

(4.23)

where

εr(f) = ε′r(f) − j
σ(f)
2πfε0

(4.24)

is the dielectric constant of the reflecting surface. The frequency dependence of the
relative permittivity ε′r(f) and the conductivity σ(f) must be taken into account to
appropriately characterize reflection and transmission mechanisms over the UWB
frequency range.

In narrowband outdoor and indoor modeling, construction material properties
have been defined for a fixed operating frequency. A database, obtained from power
loss measurements in the frequency range 3 GHz–8 GHz, has been presented by
Stone [54] where power attenuation through a set of construction materials with
different thicknesses is described as a function of frequency. However, numerical
estimates on dielectric constant and permittivity have not been provided as yet.
Hence, at the present stage we consider constant values of ε′r(f) = ε′r and σ(f) = σ.

The traditional plane earth model, as described by Rappaport [55], which is used
in classical narrowband transmissions at long distances, and even in microcells
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and picocells, is not applicable to short ranges, since the two hypotheses on
which its derivation is based, namely that, the distance between transmitter and
receiver is much greater than the antenna heights d � hT and d � 4hThR/λ,
are not satisfied. This implies that all the approximations held in the classical
two-ray model [55] (for example, reflection angle θ ∼= 0 and reflection coefficient
|RH,V | ∼= 1) are no longer valid and, obviously, the well-known fourth-order
power dependence on distance does not hold for distances below the breakpoint
4hThR/λ . Thus, a rigorous analytical evaluation is required for short ranges,
when distance d is comparable with hT and hR. By replacing Eqns. (4.20) and
(4.21) in Eqn. (4.19), the path gain can be written as

Gp(d, f) = GFS(d, f)

∣∣∣∣∣ e−jkrd√
1 + ((hT − hR)/d)2

+
RH,V e

−jkrr√
1 + ((hT + hR)/d)2

∣∣∣∣∣
2

(4.25)

where

GFS(d, f) =
(

c

4πdf

)2

(4.26)

is the classical free space path gain depending on the transmitter-receiver dis-
tance d. Note that for short ranges the free space transmission distance rd cannot
in general be approximated with d, depending on the ratio (hT−hR)/d, as apparent
in Eqn. (4.20).

Path gain in Eqn. (4.25) is clearly a function of both distance and frequency,
as shown in Figure 4.6, where Eqn. (4.25) is evaluated in the case of vertical
polarization of the field and total reflection from the ground (σ → ∞, RV = 1)
and plotted in decibels, Lp,dB = −10 log(Gp), versus both distance and frequency.

The two-ray path loss clearly exhibits fading around a mean value due to the
variation in the phase of the two-ray contributions. Therefore, mean path loss can
be modeled as

L̄p(d, f) = αdγ(f)fν(d) (4.27)

where dmin ≤ d ≤ dmax and fmin ≤ f ≤ fmax. The corresponding expression in
decibels is written as

L̄pdB(d, f) = αdB + γ(f)10 log(d) + ν(d)10 log(f) (4.28)

where γ(f) and ν(d) turn out to be the slope coefficients and are functions of
frequency and distance, respectively. In particular, at each frequency point f∗,
the slope coefficient γ(f∗) is determined by linear fitting of the decibel path loss
curve, which results in a function of distance d only (i.e., LpdB(d) at f = f∗).
Likewise, at each distance point d∗ the value ν(d∗) is determined by linear fitting
the curve LpdB(f) at d = d∗.



114 ULTRA WIDEBAND CHANNEL MODELING

Fig. 4.6 Path loss versus distance and frequency: hT = 2.5 m, hR = 1.2 m, and RV = 1.

4.3.2 Two-ray path loss model

An analysis of Eqn. (4.28) as a function of distance and frequency enables a power
law path loss model to be derived:

L̄pdB(d, f)
∣∣∣∣fmin≤f≤fmax

dmin≤d≤dmax

= Lp0 + γ10 log
(
d

d0

) ∣∣∣∣
fmin≤f≤fmax

+ ν10 log
(
f

f0

) ∣∣∣∣
dmin≤d≤dmax

(4.29)

where the slope coefficients γ and ν are constant values and

Lp0 = 10 log(LFS(rd0 , f0)) (4.30)

is the free space path loss at rd0 = rd(d0), where d0 is a reference distance, and
f0 is a reference frequency. The values of γ and ν are obtained by averaging γ(f)
and ν(d) in the ranges fmin ≤ f ≤ fmax and dmin ≤ d ≤ dmax.

In particular, in the distance range d from 1 m to 10 m and in the frequency
range of f between 3 GHz and 10 GHz the path loss model exhibits the following
features:
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• Distance dependence: Path loss has dual-slope behavior with respect to
distance, with a new breakpoint at a very short distance from the transmitter
(a few meters). The exact position of breakpoint dBP occurs at a closer
distance from the transmitter as difference ∆h = hT − hR is reduced. The
breakpoint defines two subranges 1 m≤ d1 ≤ dBP and dBP ≤ d ≤ 10 m, over
which γ(f) is evaluated. The values γ = γl and γ = γu for use in Eqn. (4.29)
are obtained as the mean value of γ(f). Note that this breakpoint is valid at
short distances and for operation over an extremely wide frequency range.
Moreover, it should be emphasized that it is different from the breakpoint
of the traditional plane earth model 4hThR/λ, which is clearly frequency-
dependent and is located outside the maximum distance considered in this
analysis and, therefore, outside of the expected operating range of UWB
transmissions.

• Frequency dependence: Path loss shows a ν = 2 power law frequency
dependence, which is the same as the frequency dependence of free space
transmissions (i.e., only a single ray). This result is due to the fact that,
at this first stage of the study, the frequency dependence of permittivity,
conductivity, and surface roughness have not been taken into account. The
frequency dependence of the material properties and variations of ν are
expected, confirming the frequency dependence of the clutter impact over
the UWB frequency range.

The model in Eqn. (4.29) is valid for both horizontal and vertical polarizations, as
the two polarizations show the same mean path loss tendency. In the particular
case of very conductive surfaces (i.e., reflection coefficient’s absolute value is close
to 1) the oscillations around the mean value have the same amplitude for both
polarizations, but are opposite in phase; averaging the two path loss curves gives
a fade-free path loss curve that is in close agreement with the power law path loss
model.

Some results are shown in Figures 4.7 to 4.10, where the transmitter height is
hT = 2.5 m and the receiver height is hR = 1.2 m. In this particular case the new
short-distance breakpoint is located at dBP = 3.5 m from the transmitter. Note
that, with this choice of hT and hR, the location of the traditional breakpoint
4hThR/λ from which a fourth power dependence is assumed in the classical plane
earth model, would range between 120 m at 3 GHz and 400 m at 10 GHz. Relative
permittivity ε′r = 6 and conductivity σ = 0.0166 are assumed when computing
the plane reflection coefficient Eqn. (4.24) and model the dielectric constant of a
cement surface.

Figure 4.7 shows the plots of γ(f) that result from evaluation over lower and
upper distance subranges separated by the breakpoint: 1 m ≤ d1 ≤ 3.5 m in
Figure 4.7(a) and 3.5 m ≤ du ≤ 10 m in Figure 4.7(b). The values of γ are γl = 1.32
and γu = 1.9, respectively. Note that the values of the slope coefficient resemble
those provided in previous literature [52], [49] for line-of-sight UWB transmissions,
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(a)

(b)

Fig. 4.7 Path loss distance slope coefficient γ(f) and mean value γ, 3 GHz ≤ f ≤ 10 GHz,
hT = 2.5 m, hR = 1.2 m: (a) 1 m ≤ d ≤ 3.5 m, γl = 1.32; (b) 3.5 m ≤ d ≤ 10 m, γu = 1.9.

but where the breakpoint is at very short distance from the transmitter values have
not been included. Similarly, in Figure 4.8 the slope coefficient ν(d) is evaluated
over the entire frequency range 3 GHz ≤ f ≤ 10 GHz and plotted versus distance;
its mean value is ν = 2.

In Figure 4.9, path loss is plotted in decibels versus the distance d at the
operational frequency f = 5 GHz. Note that this case does not show an ultra
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Fig. 4.8 Path loss frequency slope coefficient ν(d) and mean value ν = 2 for 1 m ≤ d ≤
10 m, hT = 2.5 m, and hR = 1.2 m.

wideband situation. The two curves exhibiting fading are obtained by evaluating
the rigorous analytical formulation of the two-ray path loss, and each one is related
to a polarization. The solid line corresponds to the path loss model, with the
breakpoint at dBP = 3.5 m, and the dotted line is the free space path loss.

In Figure 4.10 the path loss evaluated at a distance d = 2 m is plotted versus
frequency. Again, path loss curves for both horizontal and vertical polarizations
are plotted: the solid line is the result obtained through our path loss model in
Eqn. (4.29), with ν = 2, and the dotted line, which is 3 dB below, is the free space
path loss evaluated at the same distance as a variable of frequency.

4.3.3 Impact of path loss frequency selectivity on UWB transmission

UWB systems are clearly different from classical modulated or passband radio
systems. Likewise, UWB channel modeling must consider the true nature of the
UWB propagation channel. In particular, it is well known that the frequency
selectivity of propagation mechanisms leads to distortion of signals arriving at
the receiver. It is therefore necessary to investigate the impact on inter-symbol
interference (ISI) and bit error rate (BER) performance of the system under such
conditions. Provided the frequency response of the channel is known it can be
combined with the frequency spectrum of the UWB pulse and the distortion level
of the received signal can be evaluated. The frequency selectivity of the path loss
has been neglected in link-level investigations of wireless systems until now.

In the following, a ν = 2 frequency power law (i.e., free space) is assumed
for the path loss and is in line with the observations made before, which neglect
antenna effects. This produces a low-pass filtering effect on the transmitted signal
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Fig. 4.9 Path loss versus distance for 1 m ≤ d ≤ 10 m, f = 5 GHz , hT = 2.5 m, and
hR = 1.2 m.

(see Figure 4.10). In fact, it can be modeled as a transfer function in the frequency
domain by considering the path gain as:

Gp = |Hp(f)|2 (4.31)

Hence, from Eqn. (4.19), when assuming no reflected ray, the following transfer
function can be defined:

Hp(f) = KH
c

2d
e−j(2π/c) df

2πf
(4.32)

where d is the distance between the transmitter and the receiver and KH is
the normalization constant necessary to meet the requirements on the energy
associated with the filter.

By applying Fourier theory the corresponding path gain impulse response in
the time domain is determined

hp(t) = j
H0

2
sign(t− td) (4.33)

where

H0 = KH
c

4d
(4.34)
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Fig. 4.10 Path loss versus frequency for 3 GHz ≤ f ≤ 10 GHz, d = 2 m, hT = 2.5 m and
hR = 1.2 m.

and td = 2π/c is the propagation time delay between transmitter and receiver.
The normalized impulse response hp(t)/(jH0/2) is plotted in Figure 4.11, for a
d = 2-m link that gives td = 6.67 ns.

By convoluting the path gain impulse response hp(t) with the transmitted signal
s(t), we obtain the signal at the receiver:

w(t) = s(t) ∗ hp(t)

= jH0

∫
s(t) dt (4.35)

thus, we can conclude that free space propagation produces an integration effect on
a signal occupying a wide frequency spectrum. As an example, consider a typical
UWB signal pulse s(t) that is the second derivative of a Gaussian waveform

s(t) = Ks
2
τ2

(
t2

τ2
− 1
)
e−[t/τ ]2 (4.36)

and apply hp(t); as a result, the signal collected at a receiver located at d = 2 m
from the transmitter is

w(t) = −j2πH0Ks
t− td
τ

e−[(t−td)/τ ]2 (4.37)
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(a)

(b)

(c)

Fig. 4.11 Impact of path loss frequency selectivity on UWB signal waveforms: (a) normal-
ized impulse response; (b) transmitted pulse waveform; (c) received pulse waveform.



FREQUENCY DOMAIN AUTOREGRESSIVE MODEL 121

Figures 4.11(b) and (c) show the waveforms defined in Eqns. (4.36) and (4.37),
respectively, with τ = 0.5 ns.

In conclusion, neglecting the frequency dependence of path loss in UWB prop-
agation channel models seems to be an unsuitable choice, as the filtering effect
on the UWB pulse shape is not considered, with possible consequences on the
development of an effective UWB radio system. For example, the knowledge
of the distortion to which the pulse is exposed would help in the choice of a
suitable correlator when designing a UWB coherent receiver. Note, at this stage
observation has been limited to the propagation channel (i.e., path loss) and
antennas have not been included in the analysis. Nevertheless, effective modeling
will also consider the pass-band behavior of transmitting and receiving antennas,
which will contribute to the overall channel-filtering effect.

4.4 FREQUENCY DOMAIN AUTOREGRESSIVE MODEL

In this section an autoregressive (AR) frequency domain statistical model for
UWB indoor radio propagation is described. Using AR modeling techniques the
parameters of the channel model can be determined from the measured frequency
responses. A frequency domain channel-sounding experiment is usually performed
for this purpose.

By definition an AR model depends only on the previous outputs of the system.
The transfer function representation of such a model can be written as follows

H(z) =
Y (z)
X(z)

=
b0

1 − a1z−1 − a2z−2 − · · · (4.38)

where X(z) and Y (z) denote the z-transforms of the input and output of the
AR system, respectively. Equivalently, in discrete time domain we can write
Eqn. (4.38) as follows

y(n) = b0x(n) + a1y(n− 1) + a2y(n− 2) + · · · (4.39)

The target of a frequency domain UWB channel model is to develop a statistical
representation of the channel with a minimum number of parameters to regenerate
the measured channel behavior accurately in computer simulations. The higher the
complexity of the model the closer the statistical resemblance to that of measured
data [56].

The main advantage of the frequency domain modeling of systems over time
domain models is that it uses fewer parameters. On the other hand, it requires a
complete characterization of the probability distributions of its parameters.

The frequency response of a system can be interpreted as the output of an
AR model [57]. Autoregressive modeling of time domain data used for spectral
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estimation and the techniques for determination of the coefficients or multipliers of
the AR process are well known in the literature [58]. These results can be used for
AR modeling of the frequency response observed from propagation measurements.

With the AR process assumption the frequency response at each location is a
realization of an AR process of order p given by the following equation

H(fn, x) −
p∑

i=1

aiH(fn−1, x) = V (fn) (4.40)

where H(fn, x) is the nth sample of the complex frequency domain measurement
at location x and {V (fn)} is a complex white noise process. The parameters of
the model are the complex constants ai. Taking the z-transform of Eqn. (4.40), we
can view the AR process {H(fn, x)} as the output of a linear filter with transfer
function

G(z) =
1

1 −∑p
i=1 aiz−i

=
p∏

i=1

1
1 − piz−i

(4.41)

driven by a zero-mean white Gaussian noise process {V (fn)}. Using the AR model
the channel frequency response can be identified with the p parameters of the AR
model or the location of the p poles of the transfer function G(z).

An AR model can be implemented using an infinite impulse response (IIR) filter
as shown in Figure 4.12. In a simple AR model with a second-order IIR filter [56],
the frequency response model has four complex parameters and one real parameter
which is the noise standard deviation σ. Thus, the model is characterized by nine
real parameters. For a model at a particular location with a transmitter-receiver
separation of 0.6 m the estimated parameters are given in [56].

The agreement between the probability distribution of the model parameters
using experimental data and the normal distribution is also shown for a particular
location. Using this model the channel frequency response has been simulated
as well. To verify model accuracy a comparison was made between the modeled
probability density and that of the measured data. The model has been reported to
reproduce the frequency selectivity and the multipath propagation characteristics
observed in actual measurements.

4.4.1 Poles of the AR model

The AR model can be represented by the poles of its transfer function given by
Eqn. (4.41)

1 −
p∑

i=1

aiz
−i =

p∏
i=1

(1 − piz
−i) (4.42)
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Fig. 4.12 Implementation of an AR model using an IIR formulation.

It has been demonstrated that the largest pole is very close to the unit circle.
A pole close to the unit circle represents significant power at the delay related to
the angle of the pole. The arrival times of significant paths in all measurements
are from 3 to 74 ns. The delay is calculated as

τ =
arg(pi)
2πfs

(4.43)

where fs is sampling frequency. Experimenting with higher order models, it was
observed that two significant poles exist in the range and this is adequate to
represent the in-home UWB channel. The two significant poles can be interpreted
as two significant clusters of multipath arrivals. The interpretation of a pole as
defining a cluster of paths and the distance of the pole from the unit circle as
defining the power in the cluster provides a useful physical interpretation of the
AR model [57]. In contrast to other wideband systems the UWB channel represents
itself as two pole clusters with a distinctive angular spread.

4.5 SUMMARY

In this chapter the propagation aspects of UWB signals in indoor and indoor-
outdoor environments were discussed. We started with a simplified multipath
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channel model that was not unique to UWB systems, but could be an appropriate
approach. The primary parameters that are important to characterize the indoor
channel, including the number of resolvable multipath components, multipath
delay spread, multipath intensity profile, multipath amplitude-fading distribution,
and multipath arrival times were briefly described.

As a second approach to UWB channel characterization we considered the
path loss model. Various effects and phenomena involved, such as free space
loss, refraction, reflection, diffraction, clutter, aperture-medium coupling loss,
and absorption, were defined and explained. An example of a free space path
loss consideration was also investigated and a simple two-ray UWB propagation
mechanism was thoroughly studied.

Finally, the statistical frequency domain autoregressive model was explained.
The target of a frequency domain model is to develop a statistical representation
of the UWB channel with a minimum number of parameters to regenerate the
measured channel behavior accurately in computer simulations. The higher the
complexity of the model the closer the statistical resemblance to that of measured
data.

Problems

Problem 1. What are the important parameters involved in multipath channel
characterization of UWB systems? Briefly describe each one.

Problem 2. Discuss the importance of Doppler spread in UWB channel
modeling.

Problem 3. Why can use of the Poisson process be a proper way for statistically
modeling the arrival times of different paths?

Problem 4. Investigate the main differences between the path loss models
proposed by Cramer [22] and Ghassemzadeh [49].

Problem 5. Derive Eqn. (4.25).

Problem 6. Describe the distance and frequency dependence behavior of the
two-ray path loss model using Eqn. (4.29).

Problem 7. Explain how the transmitted and received signals of Figures 4.11(b)
and (c) are related.

Problem 8. What is an AR model?

Problem 9. It has been shown that the largest pole of an autoregressive
UWB model is very close to the unit circle. How does this property affect
the performance of the system?
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Ultra wideband

communications

In this chapter we will look at the use of ultra wideband wireless communica-
tions. From the treatment of individual pulse shaping and generation which was
introduced in Chapter 2, we now move on to examine various communications
concepts. Particular attention will be paid to modulation methods including pulse
position modulation, bi-phase modulation, orthogonal pulse modulation, and their
combinations. Sequences of individual pulses onto pulse streams will be presented.
Receiver design and pulse detection will be examined.

We also move from a single-user environment to examine multiple access tech-
niques for UWB communications. The capacity of the wireless UWB channel will
also be examined. The effect of UWB on existing wireless communication methods,
such as the IEEE 802.11 wireless local area network standards and Bluetooth, is
shown. Several methods to prevent interference from these narrowband systems
to UWB will also be examined.

Finally, an important discussion on the relative merits and demerits of UWB as
a communication method with other wideband communication techniques, such
as CDMA and OFDM, is undertaken.

5.1 INTRODUCTION

Communication can generally be defined as the transmission of information from
a source to a recipient. In this chapter we make our definition of communication
much narrower, by restricting ourselves to wireless communication of digital data
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Transmitter Receiver� �Channel
Multipath, noise, etc.

Fig. 5.1 Model of a general communications system.

streams of information using extremely short pulses. We deliberately ignore the
kind of information contained in the digital data stream and do not use media
access control (MAC) protocols, coding schemes, or retransmission schemes to
reduce errors. We concentrate on what is commonly known as the physical layer
in the international standards organization (ISO) protocol stack.

A general model of a communication system is shown in Figure 5.1. The three
basic elements are as follows:

• The transmitter, whose primary task is to group the digital data stream
into symbols, to map these symbols onto an analog waveform, and then to
transmit them to the air through an antenna.

• The channel, which represents the effect of traveling through space, including
reflections and distortions as the electromagnetic pulses impinge on other
objects.

• The receiver, which collects the electromagnetic energy from the antenna,
takes the extremely weak signal, reconstructs the pulse shape, and maps it
to the appropriate symbols and then to the binary bitstream.

In this chapter we examine receiver and transmitter structures in more detail,
focusing on the basic communication aspects, such as modulation. Channel effects
have already be covered in Chapter 4.

5.2 UWB MODULATION METHODS

As we saw in Chapter 1, one single UWB pulse does not contain information
of itself. We must add digital information to the analog pulse, by means of
modulation. In UWB systems there are several basic methods of modulation,
and we examine each in detail.

As a helpful categorization of modulation methods, we define two basic types
of modulation method for UWB communication. These are shown in Figure 5.2
as time-based techniques and shape-based techniques.

By far the most common method of modulation in the literature is pulse position
modulation (PPM) where each pulse is delayed or sent in advance of a regular time
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(e.g., orthogonal pulse modulation, OPM)

Fig. 5.2 Division of different modulation methods for UWB communications.

scale. Thus, a binary communication system can be established with a forward or
backward shift in time. By specifying specific time delays for each pulse, an M-ary
system can be created.

Another common method of modulation is to invert the pulse: that is, to create
a pulse with opposite phase. This is known as bi-phase modulation (BPM).

An interesting modulation technique is orthogonal pulse modulation, which
requires special pulse shapes to be generated which are orthogonal to each other.

Other well-known techniques for modulation are available. For example, on-
off keying (OOK) is a modulation technique where the absence or presence of a
pulse signifies the digital information of “0” or “1”, respectively. Pulse amplitude
modulation (PAM) is a technique where the amplitude of the pulse varies to contain
digital information.

Furthermore, some traditional modulation techniques are not available to us.
For example, the widely used frequency modulation (FM) is difficult to apply to
UWB, since each pulse contains many frequency elements making it difficult to
modulate. Note that this should not be confused with frequency division multi-
plexing (FDM) which is an entirely different technique to separate communication
channels based on larger blocks of frequency (discussed later).

Let us examine each of these possible modulation techniques in turn. First, we
examine the two most common techniques: PPM and BPM. A simple comparison
of these two modulation methods is shown in Figure 5.3. In Figure 5.3(a) an
unmodulated pulse train is shown for comparison. As an example for PPM, the
pulse representing the information “1” is delayed in time (i.e., the pulse appears to
be moved in position to the right). The pulse representing the information “0” is
sent before the nonmodulated pulse (i.e., the pulse appears to be moved in position
to the left) in Figure 5.3(b). For BPM the inverted pulse represents a “0” while
the uninverted pulse represents a “1”. This is clearly illustrated in Figure 5.3(c).
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(a) Unmodulated pulses

(b) Pulse position modulation

(c) Bi-phase modulation

1 1 0 1 0

1 1 0 1 0

t

t

t

Fig. 5.3 Comparison of pulse position modulation and bi-phase modulation methods for
UWB communication.

5.2.1 Pulse position modulation

As mentioned previously, the important parameter in pulse position modulation
is the delay of the pulse. That is, by defining a basis pulse with arbitrary shape
p(t), we can modulate the data by the delay parameter τi to create pulses si as
shown in Eqn. (5.1), where t represents time

si = p(t− τi) (5.1)

As an example we can let τ1 = −0.75, τ2 = −0.25, τ3 = 0.25, and τ4 = 0.75, to
create a 4-ary PPM system. The four pulse shapes become

s1 = p(t+ 0.75)
s2 = p(t+ 0.25)
s3 = p(t− 0.25)
s4 = p(t− 0.75)

(5.2)
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The advantages of PPM mainly arise from its simplicity and the ease with which
the delay may be controlled. On the other hand, for the UWB system extremely
fine time control is necessary to modulate pulses to subnanosecond accuracy.

5.2.2 Bi-phase modulation

Bi-phase modulation can be defined as a kind of shape modulation. Since phase
in a sinusoidal communication system is associated with the delay of a sine wave,
the overuse of the term phase in UWB can be confusing. However, the use of
BPM has become common in the UWB literature, so we continue to use it here.
Bi-phase modulation is easily understood as the inversion of a particular pulse
shape; therefore, we take the following equation

si = σip(t), σi = 1,−1 (5.3)

to create a binary system based on inversion of the basis pulse p(t). The parameter
σ is often known as the pulse weight, but here we will refer to it as the shape
parameter. For a binary system the two resultant pulse shapes s1, s2 are defined
simply as s1 = p(t) and s2 = −p(t).

One of the reasons for the use of bi-phase modulation, especially in comparison
with pulse position modulation (which is a mono-phase technique) is the 3-dB gain
in power efficiency. This is simply a function of the type of modulation method.
That is, bi-phase modulation is an antipodal modulation method,1 whereas pulse
position modulation, when separated by one pulse width delay for each pulse
position, is an orthogonal modulation method. The interested reader should refer
to any digital communications textbook for details (see [59]).

A simple example can illustrate this advantage of BPM. Since PPM must always
delay pulses, in the limit when pulses are transmitted continuously PPM must
always “waste” the time when pulses are not transmitted. If PPM delays by one
pulse width, then BPM can send twice the number of pulses and, thus, twice the
information, thus achieving a system which, given all other things being equal, has
twice the data rate.

Another benefit of using BPM is that the mean of σ is zero. This has the
important benefit of removing the comb lines or spectral peaks that were discussed
in Chapter 1, without the need for “dithering”. This of course assumes that
transmitted bits are equally likely; however, this is a common and reasonable
assumption in most digital communication systems. According to McCorkle [60],
bi-phase modulation in UWB presents several other benefits:

First, it exhibits a peak-to-average power ratio of less than 8 dB. Thus, an
implementation using bi-phase does not require any external snap-recovery or

1Antipodal means opposite.
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tunnel diodes or power-amplifier circuitry. Instead, it can be driven directly
from a low-voltage high-speed CMOS IC.

Finally, for reasons of clocking, bi-phase modulation has reduced jitter re-
quirements. In PPM, the clocking path must include elements to accurately
control arbitrary time positions on a fast (pulse-to-pulse) basis. This control
requires a series of wide-bandwidth circuits where jitter accumulates. But
a bi-phase system needs only a stable, low-phase-noise clock as the pulses
occur on a constant spacing. Synchronization circuits can be narrowband
so that they do not add significant jitter. As a result, less power and real
estate are needed to implement the required circuits.

5.3 OTHER MODULATION METHODS

Although the previously discussed PPM and BPM constitute the major approaches
to modulation in UWB communication systems, other approaches have been pro-
posed. A simple figure outlining these alternative modulation approaches is shown
in Figure 5.4.

In Figure 5.4(a) an unmodulated pulse train is shown for comparison. In
Figure 5.4(b) an example of pulse amplitude modulation is given where a pulse
with large amplitude represents a “1” and smaller amplitude represents a “0” while
in (c) on-off keying modulates data with the presence of a pulse representing “1”
and absence representing “0”. Figure 5.4(d) shows an example of orthogonal pulse
modulation where a binary “1” is represented by a modified Hermitian pulse of
order 3 and a binary “0” is represented by a modified Hermitian pulse of order 2
[17].

5.3.1 Orthogonal pulse modulation

Of the three unconventional modulation techniques, orthogonal pulse modulation
(OPM) is simply a subset of general pulse shape modulation with the property that
the pulse shapes are orthogonal to each other. The advantage of using orthogonal
pulses is not strictly related to the modulation, but rather to the multiple access
method, which is discussed later in this chapter. However, since arbitrary pulse
shape modulation is not interesting in either a theoretical or practical sense,2

here we consider OPM as an interesting subset of the general case of pulse shape
modulation.

In narrowband sinusoidal communication, orthogonal sine and cosine functions
form the basis for communication. In UWB we can design different pulse shapes
that have the property of being orthogonal to each other. Unfortunately, a simple

2This is simply because additional circuitry, memory, and so on is needed to generate the arbitrary
pulse shapes. If there is no reason for adding complexity to the system, we should not do it.
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(a) Unmodulated pulses

(b) Pulse amplitude modulation

(c) On-off keying
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(d) Orthogonal pulse modulation

1 1 0 1 0

t

Fig. 5.4 Comparison of other modulation techniques for UWB communication: (a) an
unmodulated pulse train, (b) pulse amplitude modulation, (c) on-off keying, and (d) orthog-
onal pulse modulation.

pulse shape parameter σ is inadequate to describe the set of pulses which we
may encounter, and here we simply label each pulse as a general p1, p2 . . . pi and
assume that pulses are designed so as to be orthogonal. See [17] and Chapter 2
for examples on how to design orthogonal pulse shapes

si = {p1, p2 . . . pi} (5.4)

The three modulation techniques presented previously – pulse position modula-
tion, bi-phase modulation, and orthogonal pulse modulation – have been proposed
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for use in ultra wideband communications. As far as the authors are aware, no
serious attempt has been made to use either pulse amplitude modulation or on-off
keying for UWB; however, for completeness here their possible use is discussed
below.

5.3.2 Pulse amplitude modulation

Pulse amplitude modulation (PAM) for UWB can be represented as shown in
Eqn. (5.5)

si = σip(t) σi > 0 (5.5)

where the pulse shape parameter σ takes on positive values greater than zero.
As an example we can set σi = 1, 2 and obtain the binary pulse set s1 = p(t),
s2 = 2p(t).

In general, amplitude modulation is not the preferred way for most short-
range communication. The major reasons include the fact that, in general, an
amplitude-modulated signal which has a smaller amplitude is more susceptible to
noise interference than its larger amplitude counterpart. Furthermore, more power
is required to transmit the higher amplitude pulse.

In sinusoidal systems, amplitude-modulated systems are usually characterized
by a relatively low bandwidth requirement and power inefficiency in comparison
with angle modulation schemes. Thus, the major advantage (low bandwidth) can
be seen to be anti-ethical to UWB, and in most UWB applications power efficiency
is of high importance.

5.3.3 On-off keying

On-off keying (OOK) for UWB can be characterized as a type of pulse shape
modulation where the shape parameter s is either 0 or 1, as shown in Eqn. (5.6)

si = σip(t) σi = 0, 1 (5.6)

For example, the “on” pulse is created when σi = 1 and the “off” pulse when
σi = 0; thus, s1 = p(t) and s2 = 0.

The major difficulty of OOK is the presence of multipath, in which echoes of
the original or other pulses make it difficult to determine the absence of a pulse.
On-off keying is also a binary modulation method, similar to BPM, but it cannot
be extended to an M-ary modulation method, as can PPM, PAM, and OPM.

5.3.4 Summary of UWB modulation methods

In this subsection we conclude the discussion of modulation methods for UWB
communications with Table 5.1 which summarizes the advantages and disadvan-
tages of each of the modulation methods.
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Table 5.1 Advantages and disadvantages of various modulation methods.

Modulation Advantages Disadvantages
methods

PPM Simplicity Needs fine time resolution
BPM Simplicity, efficiency Binary only
OPM Orthogonal for multiple access Complexity
PAM Simplicity Noise immunity
OOK Simplicity Binary only, noise immunity

5.4 PULSE TRAINS

We examined the creation of single pulses in Chapter 2. In this chapter we have
looked at sets of pulses which are used for the modulation of digital information
onto analog pulse shapes. We now turn our attention to sequences of pulses, called
pulse trains, which will be able to transmit much larger volumes of information
than a single set of pulses. In general, an unmodulated pulse train s(t) with a
regular pulse output can be written as

s(t) =
∞∑

n=−∞
p(t− nT ) (5.7)

where T is the period or the pulse-spacing interval and p(t) is the basis pulse.
The effects of changing the pulse duration and repetition rate of each pulse have

been examined and the results are as follows:

• Increasing the pulse rate in the time domain increases the magnitude in
the frequency domain (i.e., the pulse rate influences the magnitude of the
spectrum).

• The lower the pulse duration in the time domain the wider the spectral width
(i.e., the pulse duration determines spectral width).

• A random pulse-to-pulse interval produces a much lower peak magnitude
spectrum than a regular pulse-to-pulse interval since the frequency compo-
nents are unevenly spread over the spectrum and the addition of magnitude
is less effective. Therefore, the pulse-to-pulse interval controls the separation
of spectral components.

5.4.1 Gaussian pulse train

As an example of a pulse train, let us consider the Gaussian doublets of Figure 2.2
with pulse position modulation.
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As briefly mentioned in Chapter 1, assuming PPM is being used there is the
problem of spectral peaks when a regular pulse train is used. These energy spikes
can cause interference with other RF systems at short range and limit the amount
of useful energy transmitted. One method to overcome these spectral peaks is to
“dither” the transmitted signal by adding a random offset to each pulse, removing
the common spectral components. However, when we attempt communication
with this model the random offset is unknown at the receiver, making it extremely
difficult to acquire and track the transmitted UWB signal. Another method with
similar random properties, but using a known sequence, is to use pseudo-random
noise (PN) codes to add an offset to the PPM signal. Since these codes are known
and easily reproducible at the receiver, the problem for the receiver becomes mostly
acquisition of the signal, but tracking is made much easier.

5.4.2 PN channel coding

The use of a PN time shift has other benefits besides just reducing the spectral
peaks resulting from regular pulse emissions. Since the PN code is a channel code
it can be used as a multiple access method to separate users in a similar manner
to the code division multiple access (CDMA) scheme. By shifting each pulse at
a pseudo-random time interval the pulses appear to be white background noise
to users with a different PN code. Furthermore, the use of PN codes makes data
transmission more secure in a hostile environment.

The impact of PN time offsets on energy distribution in the frequency domain
is illustrated in Figure 5.5. Here, the basis pulse p(t) used for transmission of the
signals is assumed to be the Gaussian doublet of Figure 2.2: that is, yg3(t). The
sequence of pulses are formed as shown in Eqn. (5.8)

s(t) =
Nt−1∑
n=0

yg3(t− tdn) (5.8)

where yg3(t) has been defined in Eqn. (2.7), Nt is the number of doublets, and tdn

is the time delay associated with the pulse number n. This time delay is related
to the input code and can be calculated in different ways: for example, as in
Eqn. (5.9)

tdn = nTf + Tpn + Tcn (5.9)

where Tf is the pulse repetition time, Tcn is the random time shift related to the
PN code sequence, and Tpn is the time shift from the pulse position modulation
scheme. In practice Tf is much greater than Tpn or Tcn .
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Fig. 5.5 A train of Gaussian doublets in time and frequency domains.

Using the Fourier transform of yg3(t) indicated in Eqn. (2.14) we can conclude
that the spectrum of s(t) is as shown in Eqn. (5.10):

S(f) =
Nt−1∑
i=0

K3τ
√
π(j2πf)2e−(πτf)2e−j2πftdn (5.10)

where K3 is calculated based on Eqn. (2.11) for E3 = 0.1.
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Example 5.1

Using Eqn. (5.8), plot the time domain function of a Gaussian doublet
train. Use Nt = 10 and let the energy of each doublet be equal to 0.1,
which gives a total energy of unity.

Using Eqn. (5.10), plot the frequency domain function of the Gaussian
doublet train. Compare the result with the frequency domain representa-
tion of a single doublet yg3(t).

Solution

The curves are plotted in Figure 5.5(a) and (b).

5.4.3 Time-hopping PPM UWB system

We can now combine the techniques introduced to build a simple UWB transmit-
ter. We will use a time-hopping code and binary pulse position modulation, with
a single reference pulse shape p(t). This system is perhaps the most common in
the literature (e.g., see [10]). This system only requires a single template pulse for
reception, and most of the complexity of this system resides in providing accurate
timing for the generation of the transmitted sequence and subsequent reception.

In Figure 5.6 we show the output of this simple UWB transmitter. We describe
it here for the single-user case, but we extend it easily and simply for the multi-user
case by using different time-hopping codes, which in general will be pseudo-noise
codes.

First, we note that there is one pulse transmitted in each frame of time Tf . The
pulse repetition frequency (PRF), as described previously, is

PRF =
1
Tf

(5.11)

The frame time should be at least long enough to overcome the delay spread of the
channel, which, as described in Chapter 4, is generally of the order of hundreds
of nanoseconds for an indoor environment, in order to avoid interference from
reflected pulses. Thus, the frame time will be of the order of 1,000 times the
actual pulse width. The unmodulated pulse stream is represented as

s(t) =
∞∑

n=−∞
p(t)(t− nTf) (5.12)

To modulate the data we add a small shift in the pulse position Tpn , either
forward Tp0 or back Tp1 , to represent the binary data stream. Often Tp0 = −Tp1 .
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Fig. 5.6 A time-hopping, binary pulse position modulation system output.

The modulated data stream becomes

s(t) =
∞∑

n=−∞
p(t)(t− nTf − Tpn) (5.13)

To avoid spectral lines and to provide a means of distinguishing users we finally
add a time-shift based on a time-hopping code Tcn , where the code repeats after a
certain interval. The final output of the time-hopping, pulse position-modulated
signal is then given by

s(t) =
∞∑

n=−∞
p(t)(t− nTf − Tpn − Tcn) (5.14)

5.5 UWB TRANSMITTER

A general UWB transmitter block diagram is shown in Figure 5.7. First, mean-
ingful data are generated by applications that are quite separate from the physical
layer transmitter. Applications might be an e-mail client or a web browser on a
personal computer, a calendar application on a personal digital assistant (PDA)
like the Sony Clié, or the digital stream of data from a DVD player. From the
perspective of the physical layer the data may be anything at all. This part of the
wireless device is often called the “back end”. This terminology is not immediately
apparent, but it is common to refer to it is from the receiver’s point of view.
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Fig. 5.7 A general UWB transmitter block diagram.

This binary information stream is then passed to the “front end”, which is
the part of the transmitter which we are concerned about. If higher modulation
schemes are to be used the binary information should be mapped from bits to
symbols, with each symbol representing multiple bits. These symbols are then
mapped to an analog pulse shape. Pulse shapes are generated by the pulse
generator. Precise timing circuitry is required to send the pulses out at intervals
which are meaningful. If PPM is employed the timing must be even more precise,
usually less than one pulse width.

Pulses can then be optionally amplified before being passed to the transmitter.
In general though, to meet power spectral requirements large gain is typically not
needed and may be omitted.

Although this is an extremely simplistic transmitter model, which omits any
forward error-correcting scheme, it serves the purpose to show that UWB transmit-
ters can be quite simple. This is to be compared with other wireless transmitters,
such as OFDM. See Figure 5.17 for comparison.

5.6 UWB RECEIVER

A general UWB receiver block diagram is shown in Figure 5.8. The receiver
performs the opposite operation of the transmitter to recover the data and pass
the data to whatever “back end” application may require it.

There are two major differences between the transmitter and the receiver. One
is that the receiver will almost certainly have an amplifier to boost the signal power
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Fig. 5.8 A general UWB receiver block diagram.

of the extremely weak signals received. The other is that the receiver must perform
the functions of detection or acquisition to locate the required pulses amongst the
other signals and then to continue tracking these pulses to compensate for any
mismatch between the clocks of the transmitter and the receiver.

Communication requires both the transmission and reception of signals. We have
mostly concentrated on the wireless transmission side up to the moment. We will
now focus on the detection of pulses; that is, the acquisition and tracking of the
pulse trains.

5.6.1 Detection

Having generated a signal with the desired spectral features, it is also necessary to
have an optimal receiving system. The optimal receive technique, the technique
often used in UWB, is a correlation receiver, usually known as a correlator.
A correlator multiplies the received RF signal by a template waveform and then
integrates the output of that process to yield a single DC voltage. This multiply-
and-integrate process occurs over the duration of the pulse and is performed in
less than a nanosecond. With the proper template waveform the output of the
correlator is a measure of the relative time positions of the received monocycle
and the template.

If we assume PPM as the modulation method the correlator is an optimal
early/late detector. As a very simple example, when the received pulse is 1

4 of a
pulse early the output of the correlator is +1, when it is 1

4 of a pulse late the output
is −1, and when the received pulse arrives centered in the correlation window the
output is zero.
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It is critical to note that the mean value of the correlator is zero. Thus, for in-
band noise signals received by a UWB radio the correlator’s output has an average
value of zero. Moreover, the standard deviation or root mean square (rms) of the
correlator output is related to the power of those in-band noise signals.

5.6.2 Pulse integration

When a monocycle is buried in the noise of other signals, it is extremely difficult
to detect a single UWB pulse and the confidence with which we can receive the
transmitted information is low. However, by adding together multiple correlator
samples (i.e., multiple pulses), it becomes possible to receive transmitted signals
with much higher confidence. This process is called pulse integration. Through
pulse integration, UWB receivers can acquire, track, and demodulate UWB trans-
missions that are significantly below the noise floor. The measure of a UWB
receiver’s performance in the face of in-band noise signals is called the processing
gain.

5.6.3 Tracking

Tracking is the process by which the receiver must continually check to see whether
the pulses are arriving at the expected time and, if not, to adjust that time.
A simple example will serve to show the process. Assume that the transmitter and
receiver start with their clocks synchronized. As time passes the effects of heat and
differences in manufacture cause one of the clocks or oscillators to become slightly
faster. If this difference is not corrected, eventually the receiver will not be able
to correctly demodulate the pulses. The time drift at subnanosecond orders must
be vigilantly watched, in particular.

5.6.4 Rake receivers

As discussed in Chapter 4, the wireless channel suffers from multipath, where
reflections and other effects of the channel cause multiple copies of the transmitted
pulse to appear at the receiver. If a rake receiver is used, these extra pulses can
be used to improve reception at the cost of increased receiver complexity. The
increased complexity comes from the additional circuitry required to track multiple
pulses and demodulate them. The name rake receiver comes from the common
garden rake. The delay profile of the received pulse looks like an upturned garden
rake.

5.7 MULTIPLE ACCESS TECHNIQUES IN UWB

Up to now we have implicitly assumed that there has only been one user using
the UWB system at any one time. Although consumer UWB systems are in their
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infancy, we must consider how best to design a UWB system where there is more
than one user.

Naturally, all traditional multiple access methods should be considered; how-
ever, here we consider time, frequency, code, and space division multiple access.
As an interesting special case for UWB, we look at orthogonal pulses as a novel
multiple access technique.

5.7.1 Frequency division multiple access UWB

A common multiple access technique in narrowband communication is to divide
users up based on frequency bandwidth. This is known as frequency division
multiple access (FDMA). Each user uses a different carrier frequency to transmit
and receive on.

In UWB, FDM is achieved by using pulses which have a narrower bandwidth
than the total available bandwidth; however, they are still extremely broadband.
Channelization can be achieved by multiplying by a sinusoidal carrier. The total
effect can be thought of as an extremely broadband OFDM system.

5.7.2 Time division multiple access

In time division multiple access (TDMA), each user uses the same codes and the
same bandwidth; however, a different time offset is needed to avoid interference.
In general, this requires that all users be synchronized, which is not an easy task
as the number of users increases. In general, this technique would only be applied
to the downlink (from a central base station) to mobile users.

5.7.3 Code division multiple access

One multiple access technique possible in UWB is to assign a different spreading
code to each user. This is known as code division multiple access (CDMA).

As an example, let us take Eqn. (5.14) and modify it so that we can separate k
users out by different code. We refer to the kth user’s output from the transmitter
as

s(k)(t) =
∞∑

n=−∞
p(t)(t− nTf − T (k)

pn
− T (k)

cn
) (5.15)

In Eqn. (5.15) the kth user has a different binary data stream, so we label this
T

(k)
pn ; however, to distinguish the user we must have a distinct time-hopping code,

which we distinguish as T (k)
cn .
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5.7.4 Orthogonal pulse multiple access system

As an example of orthogonal pulse modulation let us look closely at the modified
Hermite orthogonal pulse system proposed by [17].

An M-ary communication system can be constructed from any set of orthogonal
pulse shapes, such as hn(t) or pn(t). For simplicity let us consider only modified
Hermitian pulse (MHP) waveforms.

We arbitrarily assume that 2-bit binary codes 00, 01, 10, and 11 are represented
by MHP pulses of orders n = 1, 2, 3, 4. By assigning multiple-bit patterns to single
pulse shapes, higher data rates can be achieved than simply by sending different
pulse shapes. Furthermore, this can be extended to a coded scheme if desired.

Since MHP pulses are orthogonal a multi-user system can be created using the
same four pulse shapes, for example, by assigning MHP pulses of order n = 1, 2
to user 1 for the binary 0, 1 and n = 3, 4 to user 2 for 0, 1.

For a binary communication system using orthogonal pulse shape modulation,
we wish to know whether a pulse representing either 0 or 1 is received. To achieve
this, we need to generate a local copy of each pulse shape and integrate it with
the received pulse. Conventionally, two complete sets of hardware are needed
in order to produce two pulses of different shapes. However, because modified
Hermite pulse shapes of lower order can be generated by integrating a pulse of
higher order, a low-complexity multiple pulse generator can be constructed. We
use the modified Hermite orthogonal pulse of the particular order from the first
pulse generator to generate a different-order modified Hermite orthogonal pulse
at the second pulse generator. The configuration of the second pulse generator is
much less complex than if the different-order modified Hermite orthogonal pulses
were produced from scratch based on a source signal. Also, only a single source
signal is required to produce two different-order pulses.

A Matlab model of the circuit to obtain double pulse generation is outlined in
Figure 5.9. We can see that by utilizing one of the properties of the pulses (i.e., by
differentiating or integrating them) another pulse can be created, with the order
of the pulses being one more or one less than the original pulse, respectively. In
Figure 5.9 the order n = 2 is input to the system, along with a pulse of specified
width. The width of the input pulse is determined by the desired width of the
output pulse and is approximately twice the length of the output pulse. While the
input pulse is on, the pulse will be produced, but once the input pulse is zero any
output will be suppressed. In an actual circuit the power would be removed from
the input, so that no output would result in any case. In particular, the additional
pulse is created by integrating the output from a pulse of order n. Thus, a pulse
of order n− 1 is created.
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Fig. 5.9 (a) A circuit for generating multiple orthogonal pulses; (b) and (c) sample output
pulses when input is n = 2.



144 ULTRA WIDEBAND COMMUNICATIONS

5.8 CAPACITY OF UWB SYSTEMS

The capacity of a UWB multiple access system that is dependent on a specific
pulse shape is computed by Zhao and Haimovich in [61], and, although this is
a simplistic pulse shape and is only applicable for a pulse position modulation
system, it serves to illustrate several points about UWB capacity. Thus, we follow
the derivation here.

First, several assumptions are made. For simplicity and without any loss in
generality, each UWB pulse is assumed to represent one symbol. Thus, the number
of pulses per symbol Np = 1. This means that the symbol interval time Ts and
the frame time interval Tf are the same (i.e., Tf = Ts) and the energy per pulse
Ep is the same as the energy per symbol Ep.

Next, we comment that the Shannon capacity formula C = W log2(1 + SNR)
applies to a channel with continuous valued inputs and outputs, which is not the
case for PPM UWB where the values are discrete.

For simplicity, the pulse shape is a rectangular waveform p(t) where

p(t) =

√
1
Tp

; 0 ≤ t ≤ Tp (5.16)

and Tp is the pulse time.
The correlation function h(τ) for p(t) is

h(τ) =



Tp + τ

Tp
, −Tp ≤ τ ≤ 0

Tp − τ

Tp
, 0 ≤ τ ≤ Tp

(5.17)

In this derivation we model the time shift difference between users, with symbol ∆
as a uniform distribution over the interval [−Tf , Tf ]. It follows that probabilities

P (−Tp ≤ ∆ ≤ 0) = P (0 ≤ ∆ ≤ Tp)

=
Tp

2Tf

=
1
2β

(5.18)

where β = Tf/Tp is the spreading ratio, which is defined as the time of the frame
divided by the time of the pulse.

The mean value of h(∆) can be calculated as

E[h(∆)] = E[h(∆) | −Tp ≤ ∆ ≤ 0]P (−Tp ≤ ∆ ≤ 0)
+ E[h(∆) | 0 ≤ ∆ ≤ Tp]P (0 ≤ ∆ ≤ Tp) (5.19)

=
1
2β

(5.20)
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The variance of h(∆) is denoted as σ2
h. Since E[h(∆)] = 1/(2β), we can write

σ2
h = E[h2(∆)] −

(
1
2β

)2

(5.21)

= E[h2(∆) | −Tp ≤ ∆ ≤ 0]P (−Tp ≤ ∆ ≤ 0)

+ E[h(∆) | 0 ≤ ∆ ≤ Tp]P (0 ≤ ∆ ≤ Tp) − 1
4β2

(5.22)

=
1
3β

− 1
4β2

(5.23)

which can be approximated as

σ2
h ≈ 1

3β
(5.24)

for large values of the spreading ratio β.
The variance σ2

I of the multiple access interference term NI can be calculated
as

σ2
I =

Nu∑
ν=2

A(ν)2σ2
h ≈

Nu∑
ν=2

A(ν)2

3β
(5.25)

where ν is the user’s index and Nu denotes the total number of users.
The SNR at the output of the receiver for each symbol can be calculated as

ρI =
A(1)2

σ2
I +N0/2

=
A(1)2(∑Nu

ν=2A
(ν)2/3β

)
+N0/2

(5.26)

after considering additive white gaussian noise (AWGN).
With perfect power control, A(1) = A(ν) =

√
Ep and ρI can be expressed as

ρI =
3β

(Nu − 1) + 3β/ρ0
(5.27)

where ρ0 = 2Ep/N0. From this expression it can be seen that for a low number of
users (i.e., Nu < 3β/ρ0) the performance is noise-limited, while for a large number
of users (i.e., Nu > 3β/ρ0) the performance becomes interference-limited.

Using Eqn. (5.27) the single-user capacity CM−PPM as a function of the channel
symbol SNR ρI is given by

CM−PPM(ρI) = log2M − Ev|x1 log2

M∑
m=1

e
√

ρI(vm−v1) (5.28)
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measured in bits per symbol. Here, vm are random variables with m between 1 and
M and have the following distribution conditional on the transmitted signal x1

v1 : N(
√
ρI , 1)

vm : N(0, 1), m �= 1
(5.29)

In Figure 5.10 the effects of thermal noise are ignored, and we concentrate on
multiple access interference. The multiple access channel will achieve full user
capacity when the number of users Nu < 15, and when the number of users is
greater, user capacity will decrease.
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Fig. 5.10 User capacity for a multi-user UWB as a function of the number of users Nu for
spreading ratio β = 50, c©IEEE 2002.

5.9 COMPARISON OF UWB WITH OTHER WIDEBAND

COMMUNICATION SYSTEMS

In this section we discuss some of the important differences and similarities of
UWB communication systems, spread spectrum (SS), and orthogonal frequency
division multiplexing (OFDM) systems. Although this is a general discussion, we
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have in mind indoor wireless local area network (WLAN) protocols (i.e., 802.11b
and 802.11a). The reason is that in such a short space we cannot hope to cover
in any depth the variations of spread spectrum communication or OFDM, and
more particularly, many of the applications in which spread spectrum or OFDM
are used or planned to be used are not within the current sphere of interest of
UWB. To give some examples, spread spectrum is used within the so-called third-
generation mobile telephone and data services. The communication from base
station to mobile is of the order of hundreds of meters to kilometers. On the other
hand, OFDM is being considered for so-called fourth-generation mobile systems.
Moreover, OFDM is also used for digital television broadcasting, such as ISDB-T
in Japan. Ultra wideband communication techniques are not currently being
considered for these outdoor, long-range applications. However, indoor wireless
LANs are within the possible application sphere of UWB and, thus, present a
good opportunity to compare and contrast.

The IEEE standards by which these WLANs are commonly known to employ a
direct sequence spread spectrum (DSSS) in 802.11b, which is centered at 2.4 GHz,
and OFDM for the 802.11a standard at 5 GHz. It will be helpful to review each of
these in turn. Then, we will proceed to a comparison and discuss the theoretical
and practical difference between the three wideband communication systems.

5.9.1 CDMA

One of the most popular indoor wireless communication standards is the IEEE
802.11b standard for wireless local area networks. It operates in the 2.4-GHz
unlicensed band. In 802.11b, spread spectrum techniques are used to take a
narrowband data signal and spread it over the entire available frequency band,
in order to combat interference from other users or noise sources. The 2.4-GHz
band is known as the ISM band, which stands for industrial, scientific, and medical
band. It accommodates many sources of electromagnetic radiation. One of the
most common of these is the ordinary microwave oven.

There are two common techniques to spread the spectrum: the frequency-
hopping spread spectrum (FHSS) and the direct sequence spread spectrum (DSSS).
An overview of the frequency-time relationship is shown for these two methods in
Figures 5.11 and 5.12.

In Figure 5.11 we can see that two users occupy a narrow frequency band for a
short period of time. There are 79 frequency-hopping channels in the IEEE 802.11
standard and each is 1 MHz in width. Hops must take at most 224 µs.

In contrast, Figure 5.12 shows that each user occupies all of the available
spectrum all the time and that different users are separated by their pseudo-noise
(PN) codes. Thus, DSSS is also called code division multiple access (CDMA).

Although both DSSS and FHSS are specified as standards for IEEE 802.11
wireless LAN, in the more recent IEEE 802.11b standard, DSSS is the only physical
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Fig. 5.11 Frequency-time relationship for two users using the frequency-hopping spread
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Fig. 5.12 Frequency-time relationship for two users using the direct sequence spread
spectrum. The two users are separated by different codes.

layer defined. The 802.11a standard defines an OFDM physical layer (discussed
later).

5.9.2 Comparison of UWB with DSSS and FHSS

In [62] a comparison of three different modulation techniques was considered: the
direct sequence spread spectrum (DSSS), the frequency-hopping spread spectrum
(FHSS), and ultra wideband. The setting was for each method to occupy 3.2 MHz,
transmit at a rate of 3.125 Mbps, and support 30 simultaneous users.
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For a DSSS system the signal-to-noise ratio (SNR) can be expressed as

SNRDSSS =
1

(K − 1)/3N −N0/2Eb
(5.30)

where K is the number of users and N is the number of chips per bit. The bit
error rate (BER) can then be calculated from

BERDSSS =
1
2

erfc

(√
SNRDSSS

2

)
(5.31)

where “erfc” is the complementary error function, which is defined as:

erfc(z) = 1 − 1√
π

∞∑
k=0

(−1)kz2k+1

k!(2k + 1)
(5.32)

On the other hand the BER for FHSS can be calculated as

BERFHSS =
1
2

(
1 − 1

k

)M−1

erfc

(√
S

2N

)

+
1
2

M−1∑
i=1

(
1
k

)i

M−1

Ci erfc

(√
S

2N + Si

)
(5.33)

where k is the number of frequency-hopping slots, M is the number of users, S is
the signal power, and N is the noise power. Thus, Si represents the signal power
from interfering users.

For the UWB result the average output SNR can be calculated by assuming a
random time-hopping sequence. Let the number of active users be Nu. From [10]
the SNR is

SNR =
(NsA1mp)2

σ2
rec +Nsσ2

a

∑Nu

k=2 A
2
k

(5.34)

where σ2
rec is the variance of the receiver noise component at the pulse train

integrator output. The monocycle waveform-dependent parameters mp and σ2
a

are given by

mp =
∫ ∞

−∞
ωrec(x− δ)v(x) dx (5.35)

and

σ2
a = T−1

f

∫ ∞

−∞

[ ∫ ∞

−∞
ωrec(x− s)v(x) dx

]2

ds (5.36)

respectively [62], where A1 is the monocycle amplitude, Tf is the frame time which
is assumed to be 10 ns, and Ns is the number of impulses per symbol.
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Fig. 5.13 Comparison of the BER of three wideband systems DSSS, FHSS, and UWB for
a single user.

The first result is shown in Figure 5.13 for the single-user case where we can
easily see that all three methods have the same bit error rate curve against SNR.

When 30 users are transmitting simultaneously, differences are seen. This is
illustrated in Figure 5.14. An error floor is seen for frequency hopping, which is
because the number of users is too large for the number of frequency slots available.
Thus, collisions will always occur, generating interference even at high SNR.

An expanded view of Figure 5.14 is shown in Figure 5.15, which clearly shows
that, theoretically under these assumed conditions, DSSS performs better than
UWB. However, the chip bandwidth assumed for DSSS is 0.37 ns, which means
that signal processing is much more difficult (and therefore more expensive) to
produce than for UWB systems.

Thus, we can summarize by saying that similar performance is obtained by
both DSSS and UWB wideband systems, given the same bandwidth constraints.
However, from the practical perspective, UWB offers a possibly much cheaper
implementation. As the bandwidth increases the signal-processing burden on
DSSS and FHSS systems increase, making UWB more attractive. We further
note that the bandwidth assumed in this example is only 3 MHz: UWB offers
bandwidth possibilities that are at least three orders of magnitude greater.
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Fig. 5.14 Comparison of BER for the three systems when 30 users are simultaneously
transmitting.

5.9.3 Orthogonal frequency division multiplexing

With orthogonal frequency division multiplexing (OFDM), multiple orthogonal
carriers are transmitted simultaneously. By transmitting several symbols in paral-
lel, symbol duration is increased proportionately, which reduces the effects of inter-
symbol interference (ISI) caused by a dispersive Rayleigh-fading environment.

The input sequences that determine which of the carriers is transmitted during
the signaling interval is

s(t) = Ae2πfit · Π(t/T ) (5.37)

where

fi = fc +
i

T
, i = 0, 1, . . . , N − 1 (5.38)

and

Π(t/T ) =




1,
T

2
≤ t ≤ T

2

0, otherwise
(5.39)

The total number of subband carriers is N , and T is the symbol duration for the
information sequence. In order that the carriers do not interfere with each other,
the spectral peak of each subcarrier must coincide with the zero crossings of all
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Fig. 5.15 Comparison of BER against the number of users for UWB and DSSS systems.

the other carriers (i.e., the subcarriers are orthogonal). This is shown graphically
in Figure 5.16. The difference between the center lobe and the first zero crossing
represents the minimum required spacing and is equal to 1/T . An OFDM signal
s(n) can be constructed by assigning parallel bit streams to the subband carriers.

A block diagram of a typical 802.11a OFDM transmitter is shown in Figure 5.17.
The modulation symbols are mapped to the subcarrier of the 64-point inverse
discrete Fourier transform (IDFT) to create an OFDM symbol. However, only 48
subcarriers are used for data modulation, 4 subcarriers are used for pilot tones
(which are used for channel estimation), and 12 subcarriers are not used.

The output of the inverse fast Fourier transform (IFFT) is converted to a serial
sequence, and a guard interval or cyclic prefix is added.

A block diagram of a typical 802.11a OFDM receiver is shown in Figure 5.18.
The receiver performs the inverse of the operations of the transmitter. Table 5.2
summarizes the key parameters of the IEEE 802.11a OFDM wireless local area
network standard.

5.10 INTERFERENCE

Since UWB signals have such a broad bandwidth, they operate as an overlay
system with other wireless communication methods. Figure 5.19 shows some of the
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Fig. 5.17 Block diagram of a typical OFDM transmitter (IEEE 802.11a standard).

wireless systems with which UWB must contend. The problem is twofold. First,
UWB must mitigate or be able to operate in the presence of these interferers.
Second, UWB must not provide substantial interference to users of these other
services. The definition of what is substantial interference is varied, but is generally
taken to mean less than the legal maximum or less than the interference from
unintentional radiators of electromagnetic energy.
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Fig. 5.18 Block diagram of a typical OFDM receiver (IEEE 802.11a standard).

Table 5.2 Key parameters of IEEE 802.11a OFDM wireless local area network standard.

Parameter Values

Data Rate 6, 9, 12, 18, 24, 36, 48, 54 Mbps
Modulation BPSK, QPSK, 16-QAM, 64-QAM
Subcarriers 52
Pilot tones 4
Symbol duration 4 µs
Subcarrier spacing 312.5 KHz
Signal bandwidth 16.66 MHz
Channel spacing 20 MHz

We can easily see that one of the reasons for avoiding the lower frequency bands
is the plethora of wireless services with which UWB must contend. Between 3 GHz
and 10 GHz the main source of interference for indoor wireless systems is assumed
to be the 5-GHz wireless local area networks which are based on OFDM.

5.10.1 Wireless local area networks

In [63] the interference from IEEE 802.11a wireless LANs on UWB systems is
discussed. It concluded that, with interfering system center frequency at 5.2 GHz
and the UWB system center frequency at 4.2 GHz, the effect on BER performance
is minimal when the signal power of the 802.11a signal is less than 10 dB of the
UWB signal. The UWB system was simulated using a pulse waveform s0(t) that
was modulated by a sine wave sin(2πf0t) at frequency f0 Hz and given by the
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Fig. 5.19 Other wireless systems operating in the same bandwidth as UWB will both cause
interference to and receive interference from each other.

equation

s0(t) = e−at2/τ2
sin(2πf0t) (5.40)

where, in the simulation, a = loge 10 and τ = 0.5 ns. Pulses were sent every 5 ns
using bi-phase modulation. The power of the UWB system for Eb/No (energy per
bit divided by the noise power density) and the desired-to-undesired (DU) ratio
was defined as the power of a single pulse in order to remove the effect of the pulse
interval.
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When the 802.11a signal is stronger, such as when the wireless LAN transmitter
is close to the UWB receiver, significant interference occurs. To mitigate this
interference, two techniques are suggested. One is to use a filter to remove
unwanted interference. For example, a sixth-order Chebyshev filter with cutoff
frequency at 4 GHz, ripple less than 0.2 dB, and −20 dB attenuation at 5.18 GHz
can be used. This filter causes a 1-dB loss when there is no interferer present;
however, significant performance improvement (no error floor for a DU signal ratio
of 0 dB) is obtained when the interfering signal is present.

The second proposal is to use a multi-band UWB system. The highest frequency
subcarriers are removed because they overlap with the 802.11a spectrum. Using
a system with 11 subcarrier pulses at intervals of 200 MHz from 3.2 to 5.2 GHz
gives

s0(t) = e−at2/τ2
sin(2πf0t) (5.41)

≈
11∑

n=1

Xne
−at2/τ ′2

sin(2πf0t) (5.42)

where τ ′ = 0.5 ns.
It was concluded that, at a DU ratio of 0 dB, removal of the two highest

subcarriers gave the best BER performance, while at a DU ratio of −10 dB,
removal of three subcarriers gave the best performance.

An experiment was performed to measure the performance of 802.11b wireless
LAN networks under the influence of high-power UWB signals, and the results were
reported in [64]. It was concluded that 802.11b can suffer from UWB interference
given high-powered transmission and close range between the UWB transmitter
and the wireless LAN receiver. The experimental setup is shown in Figure 5.20.

In this experiment, pulses with width 500 ps were generated from several UWB
transmitters. The pulse repetition frequency in these prototypes was fixed at
87 MHz. The center frequency of the transmission was around 1.8 GHz. The
peak-to-peak voltage for the pulse measured from the output port of the circuit
board was approximately 300 mV. Omni-directional antennas were employed and
had EIRP of −2 dBm to 3 dBm depending on the pulse repetition frequency.
These prototypes are not compatible with FCC regulations, exceeding the mask
for indoor transmission by 30 dB in the 2.4-GHz band.

Spectrum measurements on channel 1 (fc = 2.412 GHz) showed peak UWB
interference approximately 20 dBmV less than the peak 802.11b signal with 20
UWB transmitters at 100 cm. At 15 cm from the measuring antenna the UWB
peak was approximately 5 dBmV less than the peak WLAN signal.

Signal-to-noise measurements were undertaken, and the conclusion was reached
that, with the UWB transmitters used, if the distance from the WLAN receiver is
greater than 50 cm, then no significant reduction in SNR occurred. For distances
less than 50 cm, the SNR reduction was as much as 10–15 dB.
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Fig. 5.20 Experimental setup used to find the interference to a wireless LAN card from
high-powered UWB transmitters c©IEEE 2003.

Throughput measurements showed a similar trend: with distances less than
30 cm, WLAN throughput dropped dramatically when 15 or more high-powered
UWB transmitters were used and if the distance was greater than 40 cm the
deterioration was negligible.

5.10.2 Bluetooth

In [64] the performance of Bluetooth wireless LAN networks were considered under
the influence of high-powered UWB signals.

It was concluded that the Bluetooth connection suffered less than the corre-
sponding 802.11b channel. The reason for this was that the fixed pulse repetition
frequency was used for the UWB transmitters, which gave a distinct line spectrum.
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Since Bluetooth devices are able to monitor individual channel states these “bad”
channels can be avoided. Only a degradation in throughput from 530 kbps to
approximately 490 kbps was recorded for Bluetooth transceivers separated by 10 m,
and no degradation in throughput was recorded for Bluetooth devices separated
by 3 m. In these measurements the UWB devices were located in an arc 15 cm
from the Bluetooth receiver.

5.10.3 GPS

In [65] a report into the interference of UWB transmitters on both high-grade
aviation global positioning system (GPS) receivers and also low-cost OEM GPS
receivers was made.

The report concluded that UWB transmitters could indeed affect GPS receivers
and that care must be taken for transmission at GPS frequencies. Based on this
report and others the FCC mandated a strict limit on emissions within the GPS
frequency band.

In 1999 the U.S. Department of Transportation (DOT) approached Stanford
University to research the compatibility of UWB and GPS and to conduct tests to
help quantify any interference problems. GPS plays a major role in many commer-
cial, military, and public systems. For example, aircraft rely on the information
from GPS, as do most modern vehicles equipped with navigation systems. Mobile
phones equipped with GPS receivers have been commercialized. It is anticipated
that reliance on GPS and similar satellite systems will increase in the future.

The majority of the tests performed by Stanford University measured the UWB
impact on the accuracy and loss-of-lock performance of a high-grade GPS aviation
receiver. A smaller test set measured the UWB impact on the loss-of-lock perfor-
mance for two different receivers: an aviation receiver and a low-cost commercial
receiver. Tests were also undertaken to measure the UWB impact on the signal
acquisition performance of a high-grade, general-purpose GPS receiver. This third
receiver used the same hardware as the aviation receiver, but the firmware was
changed so that the receiver did not utilize an acquisition strategy suited for
aircraft dynamics.

It was found that spectral lines present in any UWB signal degraded the GPS
signal significantly. A 17-dB degradation was measured without making any effort
to place the UWB signals on the more sensitive GPS spectral lines. In practice,
UWB lines will frequently find more sensitive lines than those found in these trials
because (a) many GPS satellites will be in view and (b) the Doppler frequency for
each satellite will change as the satellite moves across the sky, causing the frequency
of the more sensitive lines to shift. Eventually, sensitive lines from one satellite or
another will fall on the spectral lines from any nearby UWB transmitter that has
such lines. The worst line for GPS satellite PRN 21 is 6.5 dB more sensitive than
the victim line in these measurements.
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Under the best circumstances, UWB signals with high PRFs appear as broad-
band noise. In other words, the equivalence factor is approximately 0 dB but only
in the absence of in-band spectral lines. If UWB dithering codes or modulation
indices are not chosen carefully and some spectral line content remains, then the
UWB waveform is more damaging than white noise.

It was found that trends were observed in all three receivers: aviation receiver,
general-purpose receiver and commercial receiver.

All tests showed the same sensitivity to UWB signal type. For example, the
worst interference cases for all three receivers occurred when a discrete UWB
spectral line fell into the GPS band. However, OEM tests must be more carefully
interpreted because the OEM front end bandwidth is significantly narrower than
the bandwidth for the aviation receiver and the standard filter used to measure
noise power.

5.10.4 Cellular systems

In comparison with the GPS and other indoor communications techniques the
effects of wireless UWB systems on cellular mobile telephone services has not been
well covered in the literature. This is probably not surprising, recalling Figure 5.19.
Most current mobile telephone systems fall below 1 GHz and, thus, are not in
the frequency band in which it is anticipated that most UWB communication
systems will use. The 1.5-GHz cellular band is heavily protected by current FCC
regulations. It can be anticipated that 2-GHz services will be somewhat affected;
however, this is at the edge of the main UWB bandwidth and is not as popular as
other cellular services at the present time.

Some experiments have been performed. For example, in [66] the effect of a
prototype UWB communication system meeting FCC requirements on a 1.9-GHz
PCS band mobile phone was examined. Although the tests were subjective voice
quality only, no discernible difference was found by the people making the tele-
phone calls. In these tests the mobile phone was located approximately 1.5 m
away from the UWB transmit antenna.

5.11 SUMMARY

In this chapter we have examined ultra wideband wireless communications.
Modulation methods including pulse position modulation, bi-phase modulation,

orthogonal pulse modulation, and their combinations was presented. Receiver
design and pulse detection was examined.

Multiple access techniques for UWB communications were examined.
A simple derivation of the capacity of the wireless UWB channel was examined.

The effect of UWB on existing wireless communication methods, such as the IEEE
802.11 wireless local area network standards and Bluetooth, was examined. Several
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methods to prevent interference from these narrowband systems on UWB was
examined, in particular the use of filters and multi-band UWB.

Finally, a brief discussion on the relative merits and demerits of UWB as a
communication method with other wideband communication techniques, such as
CDMA and OFDM, was undertaken.

Problems

Problem 1. Investigate pseudo-noise (PN) codes and summarize three different
codes. What is the processing gain of each PN code? Apply each of the codes
to:

(a) an unmodulated pulse train;

(b) a 2-PPM pulse train; and

(c) a 4-PPM pulse train.

Compare the spectra obtained with 100 pulses and comment.

Problem 2. Implement the Matlab circuit-generating multiple orthogonal pulse
shapes of Figure 5.9. Discuss the potential problems that might be present in
practice.

Problem 3. In Figure 5.10 the capacity versus number of users is shown for a
spreading ratio of β = 50. Calculate the curves for β = 5 and β = 500. At what
number of users does the capacity begin to decrease? You may assume a pulse
width of Tp = 1 ns and the transmission symbol rate R = 1/(βTp).

Problem 4. Calculate the aggregate capacity C of all traffic on the multiple
access channel for all the PPM types shown in Figure 5.10. The aggregate
capacity can be calculated from C = NuCM−PPM .



6
Ultra wideband antennas

and arrays

Ultra short-pulse technologies are today generally considered practical only for
low-power and short-range applications due to the limitations of pulse-forming
electronics; however, this state of affairs is quickly changing. Building UWB
communication systems requires a theoretical basis for computation and estimation
of antenna design parameters and predicting performance. This is particularly
important for designing antenna systems that determine the performance of pre-
cision range and direction measurements. In fact, antenna design is an important
UWB radio frequency challenge. While wide bandwidth types of antennas are well
understood in other applications, such as radar, UWB communication systems
require an antenna with a flat group delay and a small size, so that the high
and low-frequency signal components arrive at the receiver simultaneously and
the antenna can fit into consumer electronics products like digital cameras and
camcorders. It is expected that an appropriate antenna configuration should be
part of a UWB chipset’s reference design.

This chapter is about UWB antennas and arrays. These kinds of antennas
are specifically designed to transmit and receive very short-time duration pulses
of electromagnetic energy. An impulse antenna requires consideration of some
concepts that may be new to many readers. The antenna’s components act as
distributed reactances and change the shape of the incoming waveforms that
excite the antenna. Beamforming techniques for nonsinusoidal UWB signals are
also considered in this chapter. In addition, radar UWB array systems and their
properties are briefly discussed. It is believed that UWB antenna design remains
one of the major issues in the progress of UWB technology.

161
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6.1 ANTENNA FUNDAMENTALS

An antenna is a device that transmits and/or receives electromagnetic waves.
Electromagnetic waves are often referred to as radio waves. Most conventional
antennas are resonant devices that operate efficiently over a relatively narrow
frequency band. An antenna must be tuned to the same frequency band as the
radio system to which it is connected operates in, otherwise reception and/or
transmission will be impaired. In this section we discuss some fundamentals of
antenna systems, such as Maxwell’s equations, far field and near-field regions,
antenna patterns, and antenna gain.

6.1.1 Maxwell’s equations for free space

Maxwell’s equations represent one of the most elegant and concise ways of stating
the fundamentals of electricity and magnetism. From them we can develop most
of the working relationships in the field. Because of their conciseness they embody
a high level of mathematical sophistication and are therefore not generally intro-
duced in an introductory treatment of the subject, except perhaps as summary
relationships.

Maxwell’s equations tell us that a time-varying current can radiate as a free
space electromagnetic field. The purpose of any antenna is to act as a launching
means between guided and free space electromagnetic waves or vice versa. The
“guiding” might be in the form of a wire, a coaxial cable, a stripline, or an actual
waveguide.

All four Maxwell equations are available in two forms of integration and differ-
entiation [67].

6.1.1.1 Gauss’s law for electricity The electric flux out of any closed surface is
proportional to the total charge enclosed within the surface

Integral form:
∮

A

E · dA =
Q

ε0
(6.1)

where E is the electric field (in units of V/m), dA is the area of a differential square
on the surface A with an outward-facing surface normal defining its direction, Q
is the charge enclosed by the surface, and ε0 (approximately 8.854 pF/m) is the
permittivity of free space. Note that the integral form only works if the integral
is over a closed surface.

The differential form (Eqn. 6.1) can be written as

Differential form: ∇ · E =
ρ

ε0
(6.2)

where ∇ ·E is the divergence of E and ρ is the charge density.
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The integral form of Gauss’s law finds application in calculating electric fields
around charged objects. By applying Gauss’s law to the electric field of a point
charge we can show that it is consistent with Coulomb’s law. While the area inte-
gral of the electric field gives a measure of the net charge enclosed the divergence of
the electric field gives a measure of the density of sources. It also has implications
for the conservation of charge.

6.1.1.2 Gauss’s law for magnetism The net magnetic flux out of any closed surface
is zero

Integral form:
∮

A

B · dA = 0 (6.3)

where B is the net magnetic flux (in units of tesla, T). Similar to Eqn. (6.2) we
can write

Differential form: ∇ ·B = 0 (6.4)

These equations are related to the magnetic field’s structure because it states
that, given any volume element, the net magnitude of vector components that
point outward from the surface must be equal to the net magnitude of vector
components that point inward. Structurally, this means that magnetic field lines
must be closed loops.

Another way of putting it is that field lines cannot originate from somewhere;
attempting to follow the lines backward to their source or forward to their terminus
ultimately leads back to the starting position. This implies that there are no
magnetic monopoles.

6.1.1.3 Faraday’s law of induction The line integral of the electric field around
a closed loop is equal to the negative of the rate of change of the magnetic flux
through the area enclosed by the loop

Integral form:
∮

L

E · dl = −∂φ
∂t

(6.5)

where dl is the differential length vector on the closed loop L and φ is the magnetic
flux through the area A enclosed by the loop. The relation between φ and B can
be written as:

φ =
∫

A

B · dA (6.6)

This equation only works if surface A is not closed, because the net magnetic flux
through a closed surface will always be zero. The line integral of Eqn. (6.5) is equal
to the generated voltage or electromotive force (emf) in the loop, so Faraday’s law
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relates electric and magnetic fields and is the basis for electric generators. It also
forms the basis for inductors and transformers.

Note that the negative sign is necessary to maintain conservation of energy. It
is so important that it even has its own name, Lenz’s law.

The differential form of Faraday’s law of induction can be expressed in the
following equation

Differential form: ∇× E = −∂B
∂t

(6.7)

where ∇× E is the curl of E.

6.1.1.4 Ampère’s law The line integral of the magnetic field around a closed
loop is comprised of two components. The first one is proportional to the electric
current flowing through the loop and the second one is proportional to the rate of
time variations of the integral of the electric flux out of the open surface A. This
law is useful for calculation of the magnetic field for simple geometries

Integral form:
∮

L

B · dl = µ0I + µ0ε0
∂

∂t

∫
A

E · dA (6.8)

where I is total electric current and µ0 is the permeability of the free space defined
to be exactly 4π × 10−7 W/Am. Usually the second term on the right-hand side
is negligible and ignored, hence the integral form is known as Ampère’s law.

The differential form of this law can be derived as follows

Differential form: ∇× B = µ0j + µ0ε0
∂E
∂t

(6.9)

where j is the current density.

6.1.2 Wavelength

Generally, the antenna size is referred relative to the signal wavelength if we are
dealing with a narrowband system. For example, a half-wave dipole is approxi-
mately half a wavelength long. Wavelength is the distance a radio wave travels
during one cycle. The formula for wavelength is

λ =
c

f
(6.10)

where λ is the wavelength and is expressed in units of length, c is the speed of
light in the medium, and f is the frequency.

For UWB signals we do not have a single operating frequency, hence wavelengths
of these sorts of signals are usually expressed as the lower and upper available
wavelengths in the system.
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6.1.3 Antenna duality

Most antennas work equally well in both directions, being able to transmit or
receive signals. The mathematical fundamentals of antennas work equally well
either way. The only limits for duality of antenna are power and overload restric-
tions.

6.1.4 Impedance matching

For efficient transfer of energy, impedance of the radio, antenna, and transmission
line connecting the radio to the antenna must be the same. For instance, radios
typically are designed for 50-Ω impedance and the coaxial cables (transmission
lines) used with them also have a 50-Ω impedance. Efficient antenna configurations
often have an impedance other than 50 Ω, and Some sort of impedance-matching
circuit is therefore required to transform the antenna impedance to 50 Ω.

6.1.5 VSWR and reflected power

The voltage standing wave ratio (VSWR) is a well-known indication of how good
the impedance match is. The VSWR is often abbreviated as SWR. A high VSWR
is an indication that the signal is reflected prior to being radiated by the antenna.
VSWR and reflected power are different ways of measuring and expressing the
same thing.

A VSWR of 2:1 or less is considered good. Most commercial antennas, however,
are specified to be 1.5:1 or less over some bandwidth. Based on a 100-watt radio,
a 1.5:1 VSWR equates to a forward power of 96 watts and a reflected power of
4 watts, or the reflected power is 4.2% of the forward power.

6.1.6 Antenna bandwidth

Bandwidth can be defined in terms of radiation patterns or VSWR/reflected power.
Bandwidth is often expressed in terms of percent or fractional bandwidth (FB),
because the percent bandwidth is constant relative to frequency. In this case, if
the bandwidth is expressed in absolute units of frequency (e.g., GHz) the FB is
then different depending upon whether the frequencies in question are near 3, 4,
or 8 GHz.

By definition the FB of a signal is the ratio of the bandwidth to the center
frequency as follows:

FB =
fh − fl

(fh + fl)/2
× 100% (6.11)

where fh and fl are the effective highest and lowest frequency components of the
signal, respectively. Wideband arrays are designed with FB of up to 25% and
UWB arrays are proposed with FB of 25 to 200%.
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6.1.7 Directivity and gain

Directivity is the ability of an antenna to focus energy in a particular direction
when transmitting or to receive energy in a better way from a particular direction
when receiving. The relationship between gain and directivity is based on efficiency

Gain =
Efficiency
Directivity

(6.12)

We can see the phenomena of increased directivity by comparing a light bulb
with a spotlight. A 100-watt spotlight will provide more light in a particular
direction than a 100-watt light bulb and less light in other directions. We could
say the spotlight has more “directivity” than the light bulb. The spotlight is
comparable with an antenna with increased directivity. An antenna with increased
directivity that is hopefully implemented efficiently, is low loss, and, therefore,
exhibits both increased directivity and gain.

Gain is given in reference to a standard antenna. The two most common
reference antennas are the isotropic antenna and the resonant half-wave dipole
antenna. The isotropic antenna radiates equally well in all directions. Real perfect
isotropic antennas do not exist, but they provide useful and simple theoretical
antenna patterns with which to compare real antennas. An antenna gain of 2
(3 dB) compared with an isotropic antenna would be written as 3 dBi. The
resonant half-wave dipole can be a useful standard for comparison with other
antennas at one frequency or over a very narrow band of frequencies. To compare
the dipole with an antenna over a range of frequencies requires an adjustable dipole
or a number of dipoles of different lengths. An antenna gain of 1 (0 dB) compared
with a dipole antenna would be written as 0 dBd.

6.1.8 Antenna field regions

Most antennas have two operating regions which are called the near field and the
far-field regions. These are sometimes called the Fraunhofer and Fresnel regions.
In the antenna near field, behavior is highly complex and most energy drops off
with the cube of distance. In the antenna far field, properties are more orderly
and most energy falls off with the square of the distance. The crossover between
near field and far field takes place at 2L2/λ or around a wavelength for a normal
antenna, where L is the antenna width. Figure 6.1 shows how the field strength
drops with distance on most typical antennas.

6.1.9 Antenna directional pattern

Directional (radiation) pattern of an antenna or an array of antenna elements
describes the relative strength of the radiated field in various directions from the
antenna or array, at a fixed or constant distance. The radiation pattern is a
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Fig. 6.1 Typical antennas have near field and far-field regions. The behavior of the two
regions is radically different. Near-field mathematics is quite complex, whereas far-field
mathematics is more orderly.

“reception pattern” as well, since it also describes the receiving properties of the
antenna.

The radiation pattern is three-dimensional, but it is difficult to display the three-
dimensional radiation pattern in a meaningful manner; it is also time-consuming
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to measure a three-dimensional radiation pattern. Often, radiation patterns are
a slice of the three-dimensional pattern, which is of course a two-dimensional
radiation pattern that can be displayed easily on a screen or piece of paper. These
pattern measurements are presented in either a rectangular or a polar format.

An antenna pattern defined by uniform radiation in all directions and produced
by an isotropic radiator (or a point source: a nonphysical antenna which is the
only nondirectional antenna) is called an isotropic pattern. A pattern which is
uniform in a given plane is called an omni-directional pattern.

Generally, it is desired that an antenna send or gather in energy in a particular
direction, thereby creating a special antenna radiation pattern. Patterns can be
created by a single antenna element or by the arrangement and size of a set of
antenna elements. For instance, a TV satellite antenna must have a very narrow
beamwidth, because the desired satellite has a weak signal in any other direction
than that directly toward the satellite. However the antenna of a global positioning
system (GPS) navigation receiver usually has to follow six moving satellites at
once. Hence, the antenna should have a half-hemispherical pattern that can receive
equally well from any point in the sky.

Terrestrial TV transmitters create a “bagel” pattern since transmitting energy
up toward the sky or into the earth is wasteful. Multi-tower AM broadcast
antennas purposely design nulls toward neighboring stations to lower interference.

Directional patterns of wideband or UWB antennas and arrays are always func-
tions of frequency. Sophisticated antenna design techniques and signal-processing
algorithms have to be proposed in order to solve the problem of the frequency
dependence of antennas and arrays.

6.1.10 Beamwidth

Depending on the radio system in which an antenna is being employed there can be
many definitions of beamwidth. A common definition is the half-power beamwidth.
The peak radiation intensity is found, and then the points on either side of the peak
representing half the power of the peak intensity are located. The angular distance
between the half-power points travelling through the peak is the beamwidth. Half
the power is 3 dB, so the half-power beamwidth is sometimes referred to as the
3-dB beamwidth.

Inter-null beamwidth can also be used as the measure of the directivity of the
antenna. By definition, inter-null beamwidth is the difference between the two
angles corresponding to the first nulls on either side of the peak radiation.

Figure 6.2 shows the directional pattern parameters of an antenna (array). As
indicated in this figure the main lobe, which is also called the major lobe or main
beam, is the radiation lobe in the direction of maximum radiation. The side lobe
is a radiation lobe in any direction other than the direction(s) of the intended
radiation. The back lobe is defined as the radiation lobe opposite the main lobe.
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Fig. 6.2 Antenna directional pattern parameters. It is assumed that the power at the
desired direction is P . Hence, the half-power circle is identified by 0.5P and determines
the half-power beamwidth.

6.2 ANTENNA RADIATION FOR UWB SIGNALS

The radiation for short-duration UWB signals from an antenna is significantly
different compared with the radiation produced by long-duration narrowband
signals. These differences are mostly due to the following parameters [68]:

• The characteristics of the radiation of the signal from the antenna aperture.

• The time domain attributes of the radiation field.

• The amplitude of the radiation field.

• The spatial attributes of the radiation field.

• The properties of side radiation.
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The development of new UWB sources and antennas has shown significant
progress in recent years. In particular, research in impulse-radiating antennas
has improved the performance of a number of other wideband systems. The
development of a theoretical description of impulse-radiating antennas has been
considered for some years, and theoretical models are now available for far and
near-field radiations of various antenna types (e.g. reflector, horns, and antenna
arrays).

Due to the strong impact of the waveform on the coupling of transient fields into
a system the parameters of the waveform, such as rise time or pulse duration, are
often more important than the pulse amplitude for susceptibility investigations.
Based on the limited amplitude range of high-power pulse sources, field magnitudes
are often scaled by changing the distance between the antenna and target or by
changing the direction angle. The radiated impulse shape depends on the direction
angle (e.g., rise time decreases for increasing direction angles).

We start with a short review of an analytical model for the radiation of aperture
antennas. Following this a review of the frequency domain far-field definition is
performed. Based on these theoretical reviews a time domain far-field definition
will be developed with respect to waveform effects. Comparison of the developed
definition and the classical frequency domain definitions shows that for fast tran-
sient radiation the well-known frequency domain estimation models fail because
the dimensions of antenna systems and wave propagation lead to a special kind of
dispersion. The importance of this near-field dispersion for practical applications
has been demonstrated by both theoretical considerations and measurements with
a half-impulse radiation antenna and an 8 × 8 antenna array [69].

The radiation behavior of most impulse-radiating antennas can be represented
by the electrical field (Ea) inside the aperture (Aa) using the equivalence prin-
ciple [70]. In the frequency domain the electrical field strength at an arbitrary
observation point rp can be calculated by the integral

Es(rp, s) =
1
2π

∫
Aa

sR+ c

cR2
[(ez × Ea(rq, s)) × eR]e−sR/c dAa (6.13)

where ez and eR are the unit vectors of the z-axis and R, respectively. The
complex frequency is denoted by s = p+ jω and the speed of light is c. The source
point is denoted by rq and the radiation distance is calculated as follows

R = |rp − rq|

= rp − 2rp · rq

rp +
√
r2p + r2q − 2rp · rq

+
r2q

rp +
√
r2p + r2q − 2rp · rq

(6.14)

Equation (6.13) describes the radiated field under both near and far-field condi-
tions.
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For a large observation distance (far field) the approximations

R =
√
r2p + r2q − 2rp · rq ≈ rp − 2rp · rq (6.15)

and

sR+ c

cR2
≈ s

crp
(6.16)

can be used to simplify Eqn. (6.13)

EFar(rp, s) =
1

2πcrp
e−(s/c)rp

∫
Aa

[(ez × Ea(rq, s)) × ep]e2(s/c)r�·r� dAa (6.17)

where ep is the unit vector of rp. This far-field formulation for the radiated electri-
cal field strength consists of two independent terms. The first one describes wave
propagation (phase shift and amplitude attenuation) as a function of observation
distance. The second term, the integral over the aperture area, is a function of
the field distribution inside the aperture and the direction angle. In the far-field
formulation just the phase (or time delay) and the attenuation of the radiated
field are functions of the observation distance rp. As a result the amplitude of the
radiated field can be scaled by changing the distance if the far-field approximation
is applicable. Because an error less than 5% is acceptable for normal applications
the recent parameter of interest is the observation distance at which the errors
caused by the approximations of Eqns. (6.15) and (6.16) are smaller than this
limit.

Considering the far-field approximations, let us assess the approximation errors
in the frequency domain first. The approximation (6.15) yields a relative phase
shift of

∆ϕrel ≤
r2n

1 +
√

1 + r2n
(6.18)

with the normalized source distance rn = rq/rp. It is simple to predict that, if
rn ≤ 0.3 (rp ≥ 3rq), the relative phase shift will be smaller than 5%.

The amplitude error resulting from the approximation (6.16) can be calculated
by

∆rel =
λ

rp2π(1 + r2n)
+

1 −√1 + r2n√
1 + r2n

(6.19)

Using the determined ratio between the observation distance and the source point,
amplitude error will be smaller than 5% if rp ≥ 3λ. Note that for the case rn ≤ 0.1
and rp ≥ 12λ the approximation error will be less than 1%.
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6.2.1 Dispersion due to near-field effects

After the well-known frequency domain limits of far-field approximations have been
expressed the behavior of fast transient radiation can be investigated. Assuming

∂Ea

∂t
� Eac

rp

the time domain expression of Eqn. (6.13) is derived and

Es(rp, t) =
1

2πcrp

∫
Aa

[(
ez × ∂

∂t
Ea

(
t+

rp · rq

c
− rp

c

))
× rp

]

∗ δ

(
t+

ep · rq

c

1 −√1 + r2n − 2ep · eqrn

1 +
√

1 + r2n − 2ep · eqrn

− rq
c

rn

1 +
√

1 + r2n − 2ep · eqrn

)
dAa (6.20)

where eq is the unit vector of rq and “ ∗ ” describes the convolution with respect
to time, and δ(·) is the Dirac delta function. The convolution with the delayed
Dirac delta function yields a wider pulse in the near and intermediate field. This
near-field dispersion can be ignored if the delay

∆t ≤ rq
c

rn

1 +
√

1 + r2n
(6.21)

between the shortest path and the length of a path from an arbitrary point on the
aperture is short compared with the rise time of the radiated signal. Using the
frequency domain far-field definition we get a delay of ∆t = 0.15rq/c. Particularly
for fast transient signals and large-aperture cross-sections, this time delay is not
acceptable. For a distance-independent pulse shape of transient radiation it is
necessary that ∆t is small compared with the rise time of the radiated signal. For
practical applications the rise time should be six times larger than the longest time
delay (τr ≥ 6∆t). Based on this the transient far field is given by

rp ≥ 3r2q
cτr

=
rq
c

· 3rq
τr

(6.22)

Unlike the frequency domain equation in this time domain equation the time
rp/c which the wave needs to cross the aperture is weighted with the rise time as
a measure of the shortest change in the shape of the signal. By comparing the
phase shift with the phase of one oscillation of a continuous wave signal we can
get a similar relation in the frequency domain.
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6.3 SUITABILITY OF CONVENTIONAL ANTENNAS FOR THE UWB

SYSTEM

Antennas can be classified as either resonant or nonresonant, depending on their
design. In a resonant antenna, if the antenna works at its resonance frequency,
almost all of the radio signal fed to the antenna is radiated. However, if the antenna
is fed with a frequency other than a resonant one, a large portion of the signal
will not be radiated. In case of a resonant antenna, if the frequency range is very
wide, a separate antenna must be made for each frequency. On the other hand,
a nonresonant antenna can cover a wide range of frequencies. However, special
care must be taken when designing the antenna to make it efficient. Moreover,
the physical size of currently available nonresonant antennas is not appropriate for
portable UWB devices.

It is very difficult to compare a UWB antenna with a conventional antenna,
because the traditional performance considerations are based upon continuous
wave or narrowband theory. Basic concepts should be kept in mind when a
conventional approach is used for UWB technology.

The goal of the UWB antenna designer is to design an antenna with a small
size and a simple structure that can produce low distortions, but can provide large
bandwidth and omni-directional patterns [71].

6.3.1 Resonant antennas

The most common and easiest antennas for communications are wire antennas.
They are some of the cheapest, simplest, and most flexible antennas for many
applications. They can be made of a very thin wire, thicker wire, or a cylinder.

One of the simplest practical antennas is the dipole antenna shown in Figure 6.3.
A Hertzian electric dipole is shown in Figure 6.4 as a pair of electric charges that
vary sinusoidally with time in such a way that at any instant the two charges have
equal magnitude but opposite sign.

Source I l

Fig. 6.3 A dipole antenna connected to a source.



174 ULTRA WIDEBAND ANTENNAS AND ARRAYS

+q

−q

l I

Fig. 6.4 A Hertzian electric dipole.

The Hertzian dipole is an inefficient radiator due to its need of a high voltage
to produce a large current. However, this high voltage does not contribute to
the radiated power. The resonant dipole (Figure 6.3) was the solution to the
inefficiency of the Hertzian dipole (Figure 6.4).

Propagation time is an important parameter in radiating elements. Thus, if an
alternating current is flowing in the radiating element as shown in Figure 6.5, the
effect of the current is not immediately noticeable at point P , but only after the
period of time necessary to propagate over the distance r.

P

r

Il

θ

Fig. 6.5 Radiating element.

Current I is the time-varying current and at a distance of r = 0 is equal to

I = I0 sin(ωt) (6.23)

where ω is the radian frequency and t is time. From the Lorentz equations we can
introduce the time of propagation. Therefore, Eqn. (6.23) can be rewritten as

Ip = I0 sin
[
ω
(
t− r

c

)]
(6.24)

where c is the speed of light. With respect to Figure 6.5, Eqn. (6.24) shows that
current Ip at point P with distance r from the radiating element at time t occurs
at the earlier time of (t− r/c).
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C

R

IR

L

IL

Fig. 6.6 RLC circuit of resonant antenna.

To get a clear understanding of resonant antennas, let us apply a sinusoidal
current to the RLC circuit as shown in Figure 6.6. At resonance we will have
ω2LC = 1, which gives the resonant frequency ω0 as follows

ω0 =
1√
LC

(6.25)

where L is the inductance and C is the capacitance. At this frequency the current
in the inductance IL can be written as

IL = I0
Z

R

(
cosω0t− R

Z
sinω0t

)
(6.26)

where R is the resistance and Z is the impedance equal to

Z =

√
L

C
=

1
Cω0

(6.27)

Thus, Eqn. (6.26) can be rewritten as

IL = I

(
cosω0t− R

Z
sinω0t

)
(6.28)

where

I = I0
Z

R
=

I0
RCω0

(6.29)

If R is sufficiently small that it can be neglected the term (R/Z) sinω0t will be
zero. Therefore, Eqn. (6.28) can be rewritten as

IL = I cosω0t (6.30)

Current IL shows the behavior of a resonant antenna. The principle of resonance
in a resonant antenna has been used to increase the current. If an ultra wideband
impulse is fed to this kind of antenna a ringing effect will occur. This severely
distorts the pulse, spreading it out in time.

Another reason that dipole antennas are not suitable for the UWB system is
due to the standing wave produced by the reflection from the end points of the
antenna. This is shown graphically in Figure 6.7.
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Source

Fig. 6.7 Electromagnetic field and standing wave generated by a dipole antenna.

6.3.2 Nonresonant antennas

An antenna designed to have approximately constant input impedance and radi-
ation characteristics over a wide range of frequencies is called a nonresonant
antenna, or a frequency-independent antenna.

In a nonresonant antenna the maximum dimension (size) will be set by the
limit of the lowest frequency to be radiated. The higher frequency limit will be
decided by how precisely the input terminal region can be constructed. In fact,
a true frequency-independent antenna is only a theoretical construct. In practice,
frequency independence is only over a limited frequency bandwidth.

If the impedance and radiation characteristics of the antenna do not change
significantly over about an octave or more, the antenna is called a wideband
antenna.

From sinusoidal wave antenna theory we find that there are many types of
antennas which can propagate nonsinusoidal waves. The log-periodic antenna and
spiral antenna are examples of wideband antennas. However, these antennas are
likely to be dispersive and inappropriate for very short pulses such as UWB signals.
They radiate different frequency components from different parts of the antenna.
Therefore, the radiated waveform will be both extended and distorted.

In essence, a trade-off is necessary to obtain an efficient, electrically small
antenna which is suitable for the required application.

6.3.3 Difficulties with UWB antenna design

In UWB systems, antennas are significant pulse-shaping filters. Any distortion of
the signal in the frequency domain (which is a filtering operation) causes distortion
of the transmitted pulse shape, therefore increases the complexity of the detection
mechanism at the receiver.

UWB antennas require the phase center and the VSWR to be constant across
the whole bandwidth of operation. A change in phase center may cause distortion
of the transmitted pulse and worse performance at the receiver. Therefore, the
design of antennas for UWB signal radiation is one of the main challenges for
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the UWB system, especially when low-cost, geometrically small and radio-efficient
structures are required for typical consumer communication applications.

Conventional antennas are designed to radiate only over the relatively narrow
range of frequencies used in conventional narrowband systems. If an impulse is fed
to such an antenna, it tends to ring, which severely distorts the pulse and spreads
it out in time. We have shown that resonant antennas are unsuitable for the UWB
system, as they can only radiate sinusoidal waves at the resonance frequency.

On the other hand, to make an effective nonresonant antenna is not an easy
task. One way to make a UWB antenna is to put the antenna resonating frequency
above the UWB band. However, as the physical dimensions of antennas decrease,
antennas will lose efficiency. Another way is to build an antenna with a lower
quality factor, which results in a wider bandwidth but with lower efficiency.

The challenge of wide bandwidth antennas is well understood in other applica-
tions; however, work on wide bandwidth antennas for UWB applications is ongoing
and far from complete.

6.4 IMPULSE ANTENNAS

A few high-quality, lab-grade, nondispersive UWB antennas are commercially
available, though targeted at laboratory usage rather than commercial consumer
products. One example is Farr Research, Inc. [72] which offers several antennas
that operate across several decades of bandwidth. However, the high price range
of these antennas make them less suitable for most commercial applications and
infeasible for portable or handheld applications. There is a great need for a low-
cost, easy-to-manufacture antenna that is omni-directional, radiation-efficient and
has a stable UWB response.

6.4.1 Conical antenna

The conical antenna (Figure 6.8) suspended over a large metal ground plane is the
preferred antenna for transmitting known transient electromagnetic waves. This
type of antenna is used as a reference transient transmitting antenna. It radiates an
electromagnetic field that is a perfect replica of the driving point voltage waveform.

The conical antenna can be analyzed as one-half of the bi-conical transmission
line [73] with uniform characteristic impedance given by

Zcone =
( η

2π

)
ln
[
cot
(
θ0
2

)]
(6.31)

where η is the free space impedance (377 Ω), θ0 is the solid 1
2 angle of the cone.

A 4◦ cone has an impedance of 200 Ω, while a 47◦ cone is required to achieve an
impedance of 50 Ω.
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View A-A

A A

Fig. 6.8 Conical antenna.

The electric field generated at radius r and angle θ is given by

Eθ(r, t) =
Vbase(t− r/c)

r sin(θ) ln[cot(θ0/2)]
(6.32)

for t < l/c, where l is the length of the antenna.
The driving point voltage at the base of the conical antenna is given by

Vbase(t) = Vgen(t)
Rcone

Rcone +Rgen
(6.33)

where Vgen(t) is the source voltage, Rcone is the cone antenna resistance, and Rgen

is the source resistance.
Equation (6.32) is only valid for the time window up to Tw < l/c. For t > Tw

the original incident wave launched on the antenna has reached the end of the
antenna and is reflected, thus setting up a series of multiple reflections on the
antenna’s radiating element. The radiated E field is thus no longer a replica of the
driving point voltage, but is corrupted by multiple reflections. If a conical antenna
is used as a receiving antenna, its output is the integral of the incident E field.

6.4.2 Monopole antenna

The monopole antenna is sometimes used as a simpler version of the conical
antenna for transmitting UWB signals that are similar in wave shape to the driving
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point voltage. However, its radiated fields are not as uniform as those of the conical
antenna. Its driving point impedance is not constant, but increases as a function
of time. This leads to distortion of radiated electromagnetic (E-M) fields.

Time domain studies of a monopole antenna confirm this statement. When a
monopole is used for receiving transient E-M fields, its output is the integral of
the incident E field. The integration effect can be explained simply. Assume an
impulsive E field is incident upon the monopole at a 90◦ angle to its axis. Thus, a
current is induced simultaneously in each differential element dx of the antenna.
These current elements di thus start to flow toward the output connector of the
antenna. They do not arrive at the output simultaneously but in sequence. Thus,
the output appears as a step function, which is the integral of the incident impulse.
The integrating effect of this antenna only lasts for t < l/c.

6.4.3 D-dot probe antenna

The D-dot antenna is basically an extremely short, monopole antenna. The
equivalent antenna circuit consists of a series capacitance and a voltage generator
Va(t) as follows

Va(t) = haEi(t) (6.34)

where ha is the height of the antenna and Ei(t) is the electrical field. For a very
short monopole, antenna capacitance is very small and the capacitor thus acts like
a differentiator to transient E-M fields. Therefore, the output from a D-dot probe
antenna is the derivative of the incident E field.

To determine the actual wave shape of the incident E field we must integrate
the output from the D-dot probe. When the frequencies become too high, the
D-dot probe loses its derivative properties and it becomes a monopole antenna.
This happens when the length of the D-dot probe approaches a quarter wavelength
of the incident wave.

6.4.4 TEM horn antenna

Transient electromagnetic (TEM) horns are the most effective receiving antennas
for making direct measurement of transient E-M fields (Figure 6.9). The TEM
horn antenna is basically an open-ended, parallel plate transmission line. It is
typically built using a taper from a large aperture at the receiving input down to
a small aperture at the coax connector output. The height-to-width ratio of the
parallel plate is maintained constant along the length of the antenna to maintain
a uniform characteristic impedance. The output from a TEM antenna is

Vout(t) =
heffEi(t)Rload

Rant +Rload
(6.35)
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Fig. 6.9 Typical TEM horn antenna with length L.

where heff is the effective height at the aperture of the antenna, and Rload and
Rant are load and antenna resistances, respectively.

Ideally, to suppress multiple reflections, antenna impedance should match the
50-Ω output cable. However, to optimize sensitivity most TEM antennas are
designed with an antenna impedance of 100 Ω. If a TEM antenna is used as a
transmit antenna the radiated E field is the derivative of the input driving point
voltage. We can see that the TEM horn antenna is capable of radiating and
receiving very fast, but still clean pulses, which is of course important for many
applications. The cleaner the pulse the cleaner the backscattered signal and the
easier it will be to post-process and interpret the data.

6.4.5 Conclusion

Most practical UWB systems in fact will not use the antennas discussed above. To
meet FCC spectrum requirements, considerable band-pass filtering will be needed
to be done.

As a conclusion we can say that, although the classical antennas have proven
their use in different applications, none of them can be used for UWB applications
and there is a need to look for new types of antennas. To do so we can summarize
the following technical and practical design goals for the UWB antenna:

• The antenna must be able to radiate or receive fast electromagnetic transients
with frequencies between 3.1 and 10.6 GHz.

• We want an antenna which can be used off ground, not only for safety reasons
but also to improve the mobility of the sensor.

• Another criterion to guarantee high mobility is the dimensions and weight
of the antenna. Small antennas are also better for handheld applications.

• The antennas must be cheap to produce.
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6.5 BEAMFORMING FOR UWB SIGNALS

Array signal processing or beamforming involves the manipulation of signals induc-
ed on the elements of an array system or transmitted from the elements and
received at a distant point from the array. In a conventional narrowband beam-
former the signals corresponding to each sensor element are multiplied by a com-
plex weight to form the array output. As the signal bandwidth increases, the
performance of the narrowband beamformer starts to deteriorate because the phase
provided for each element and the desired angle is not a function of frequency and,
hence, will change for the different frequency components of the communication
wave.

For processing broadband signals a tapped delay line (TDL) can normally be
used on each branch of the array. The TDL allows each element to have a phase
response that varies with frequency, compensating for the fact that lower frequency
signal components have less phase shift for a given propagation distance, whereas
higher frequency signal components have greater phase shift as they travel the
same length. This structure can be considered to be an equalizer that makes
the response of the array the same across different frequencies. In addition to
UWB signals, inherent baseband signals, such as audio and seismic signals, are
examples of wideband signals. In sensor array processing applications, such as
spread spectrum communications and passive sonar, there is also growing interest
in the analysis of broadband sources and data.

6.5.1 Basic concepts

Most of the smart antennas proposed in the literature are narrowband beamform-
ers. The antenna spacing of narrowband arrays is usually half of the wavelength
of the incoming signal which is assumed to have a fractional bandwidth (FB) of
less than 1%.

By definition the FB of a signal is the ratio of the bandwidth to the center
frequency (Eqn. 6.11). Wideband arrays are designed for an FB of up to 25% and
UWB arrays are proposed for an FB of 25 to 200%. Wideband and UWB arrays
use the same antenna spacing for all frequency components of the arriving signals.
Usually, the inter-element distance d is determined by the highest frequency of the
input wave. In a uniform, one-dimensional linear array we can write

d =
c

2fh
(6.36)

Wideband and UWB antenna arrays use a combination of spatial filtering and
temporal filtering. On each branch of the array a filter allows each element to have
a phase response that varies with frequency. As a result, the phase shifts due to
higher and lower frequencies are equalized by temporal signal processing.
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Fig. 6.10 General structure of a TDL wideband array antenna using N antenna elements
and M taps.

Figure 6.10 shows the general structure of a wideband array antenna system in
receiving mode. The TDL network permits adjustment of gain and phase as desired
at a number of frequencies over the band of interest. The far-field wideband signal
is received by N antenna elements. Each element is connected to M − 1 delay
lines, with the time delay of T seconds. The delayed input signal of each element
is then multiplied by a real weight Cnm, where 1 ≤ n ≤ N and 1 ≤ m ≤ M . If
the input signals are denoted by x1(t), x2(t), . . . , xN (t) the output signal which is



BEAMFORMING FOR UWB SIGNALS 183

the sum of all intermediate signals can be written as

y(t) =
N∑

n=1

M∑
m=1

Cnmxn (t− (m− 1)T ) (6.37)

In a linear array, such as Figure 6.10 [74], the signals xn(t) are related according
to the angle of arrival and the distance between elements. Figure 6.11 shows that
a time delay τn exists between the signal received at element n and at reference
element n = 1. This amount of delay can be found as follows

τn = (n− 1)
d

c
sin θ (6.38)

where d is inter-element spacing and c is propagation speed. It is assumed that
the incoming signal is spatially concentrated around the angle θ. Using the time
delays corresponding to the antenna elements we can now write xn(t) with respect
to x1(t) as follows

xn(t) = x1(t− τn)

= x1

(
t− (n− 1)

d

c
sin θ

)
(6.39)
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Fig. 6.11 The incoming signal arrives at the antenna array with angle θ.
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Fig. 6.12 Beam formation using adjustable delay lines.

Different methods and structures can be utilized for computation of the adjust-
able weights of a wideband beamforming network. In the following section we will
explain some of them.

6.5.2 A simple delay-line transmitter wideband array

The problem of designing a uniformly spaced array of sensors for operation at
a narrowband frequency domain is well understood. However, when a single
frequency design is used over a wide bandwidth the array performance degrades
significantly. At lower frequencies the beamwidth increases, resulting in reduced
spatial resolution; at frequencies above the narrowband frequency the beamwidth
decreases and grating lobes may be introduced into the array beam pattern.

Figure 6.12 shows the basic structure of a delay-line wideband transmitter array
system. The adjustable delays Tn, n = 1, 2, . . . , N where N is the number of
antenna, are controlled by the desired angle of the main lobe of the directional
beam pattern θ0 as follows
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Tn = T0 + (n− 1)
d

c
sin θ0 (6.40)

where d is the inter-element spacing. The constant delay T0 ≥ (N − 1)d/c is
required because without T0 a negative delay will be obtained for negative values
of θ0 and cannot be implemented. The signal received at the far field in the
direction of θ (−90◦ < θ < +90◦) is equal to

y(t) = A(θ)
N∑

n=1

xn(t− τn)

= A(θ)
N∑

n=1

x(t− Tn − τn) (6.41)

where xn(t) indicates the transmitted signal from transducer n, τn is the delay due
to the different distances between the elements and the receiver, and A(θ) is the
overall gain of the elements and the path. The time delay τn regarding Figure 6.12
is equal to

τn = τ0 − (n− 1)
d

c
sin θ (6.42)

where τ0 is the constant transmission delay of the first element and is independent
of θ. The gain A(θ) can be decomposed into two components as follows

A(θ) = A1(θ)A2 (6.43)

where A1(θ) is the angle-dependent gain of the elements and A2 is attenuation
due to the distance. Substituting Eqns. (6.42) and (6.43) into Eqn. (6.41) yields

y(t) = A1(θ)A2

N∑
n=1

x

(
t− α0 − (n− 1)

d

c
(sin θ0 − sin θ)

)
(6.44)

where α0 = T0 + τ0. In the frequency domain we may write

H(f, θ) =
Y (f, θ)
X(f)

= A1(θ)A2e
−j2πfα0

N∑
n=1

e−j2πf(n−1)(d/c)(sin θ0−sin θ)

= A1(θ)A2e
−j2πfα0e−jπf(N−1)(d/c)(sin θ0−sin θ)

× sin[πfN(d/c)(sin θ0 − sin θ)]
sin[πf(d/c)(sin θ0 − sin θ)]

(6.45)

From this equation we can derive several properties of a wideband delay beam-
former. An important characteristic of the beamformer is the directional patterns
for different frequencies.
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Example 6.1

Consider a UWB signal with a center frequency of 6 GHz and a bandwidth
of 2 GHz. Calculate and sketch the normalized amplitude of Eqn. (6.45)
for θ0 = 10◦, −90◦ < θ < +90◦, N = 10, d = 2.14 cm, c = 3 × 108 m/s,
and perfect antennas (i.e., A(θ) = A2).

Solution

The result is plotted in Figure 6.13. We observe that at θ = θ0

frequency independence is perfect, but as we move away from this angle
the dependence increases. Nevertheless, the beamformer is considered
wideband with a fractional bandwidth of 2

6
or 33%.
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Fig. 6.13 Directional patterns of a delay beamformer for 11 frequencies uniformly dis-
tributed from 5 GHz to 7 GHz.

Increasing the inter-element spacing has positive and negative conse-
quences. As we will shortly see, it will produce a sharper beam and it is
clearly more practical. On the other hand, this increase will result in some
extra main lobes in the same region of interest (i.e., −90◦ < θ < +90◦).

6.5.2.1 Angles of grating lobes We now derive the angles of grating lobes and
conditions for their existence. Assuming perfect antennas (i.e., A(θ) = A2) we can
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write from Eqn. (6.45) for θ = θ0 as follows

|y(f, θ0)| = A2N (6.46)

This situation can happen for some other angles, denoted by θg. To calculate θg,
it follows from Eqn. (6.45) that

|y(f, θg)| = A2N = A2
sin [πfN(d/c)(sin θ0 − sin θg)]
sin [πf(d/c)(sin θ0 − sin θg)]

(6.47)

Now, Eqn. (6.47) should be solved for θg:

sin
[
πf

d

c
(sin θ0 − sin θg)

]
= 0

or

πf
d

c
(sin θ0 − sin θg) = mπ (6.48)

where m = ±1,±2, . . . . The result is

θg = sin−1

(
sin θ0 −m

c

fd

)
(6.49)

The first grating lobes are given for m = ±1. The necessary condition for
having no grating lobe for a beamformer is that θg does not exist for any values
of −90◦ < θ0 < +90◦. The worst case happens for θ0 = ±90◦ and the condition
of no grating lobe can be inferred from Equation (6.49) as

c

fd
≥ 2, or d ≤ c

2f
=
λ

2
(6.50)

where λ indicates the wavelength. It is interesting to note that θg is not a function
of N , but is very dependent on d. To show this more adequately, Figure 6.13 is
replotted for d = 8.57 cm in Figure 6.14. We observe that the nearest grating lobes
for f = 6 GHz are at 49.2 and −24.2 degrees and are inconsistent with Eqn. (6.49).
The frequency dependence of the beam patterns increases as we move away from
the desired angle.

6.5.2.2 Inter-null beamwidth Comparing Figures 6.13 and 6.14 reveals that the
main beamwidth of Figure 6.14 is less than that of Figure 6.13. The corresponding
equation can be derived easily. The inter-null beamwidth (INBW) is defined as
the difference between the nearest two nulls around the desired angle. Starting
from Eqn. (6.45) and equating it to zero gives the following

πfN
d

c
(sin θ0 − sin θ) = mπ (6.51)
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Fig. 6.14 Grating lobes appear as a result of the increase of spacing between antennas.

where m = ±1,±2, . . . . The first two angles around θ0 are denoted by θ1 and θ2
and are computed from Eqn. (6.51) for m = +1 and m = −1, respectively

θ1 = sin−1

(
sin θ0 − c

fdN

)
(6.52)

θ2 = sin−1

(
sin θ0 +

c

fdN

)
(6.53)

Hence, the INBW, ∆θ = θ2 − θ1, is written as

INBW = sin−1

(
sin θ0 +

c

fdN

)
− sin−1

(
sin θ0 − c

fdN

)
(6.54)

It is clear that for |sin θ0± c/fdN | > 1 there exists no null on the left or right side
of the main angle θ0. As a special case, for θ0 = 0 we have

INBW0 = 2 sin−1

(
c

fdN

)
(6.55)

that is, increasing d lowers the INBW and produces sharper beams. It is easy to
test Eqn. (6.54) for values of the first and second cases, which are illustrated in
Figures 6.13 and 6.14.

As is obvious from Eqns. (6.54) or (6.55), INBW is a function of frequency f .
To observe the effect of frequency variations on the beam pattern of the delay-line
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beamforming network we repeat Example 6.1 for a wide frequency range from
4 GHz to 8 GHz and inter-element spacing of 1.87 cm. The results are shown
in Figure 6.15 for frequencies of 4, 5, 6, 7, and 8 GHz. The computed values of
INBW for these frequencies are 47.3, 37.4, 31, 26.5, and 23.1 degrees, respectively.

−80 −60 −40 −20 0 20 40 60 80
−60

−50

−40

−30

−20

−10

0

10

20

30

Angle [deg]

M
ag

ni
tu

de
 [

dB
]

f = 4 GHz
f = 5 GHz
f = 6 GHz
f = 7 GHz
f = 8 GHz

Fig. 6.15 Directional patterns of the delay beamformer for five different frequencies show
that the beamwidth is very sensitive to frequency.

From the forgoing discussion we can conclude that pure delay-line wideband
antenna arrays have the following properties:

• A relatively simple structure using only a variable delay element.

• No multiplier in the form of amplification or attenuation.

• A perfect frequency independence characteristic only for the desired angle of
the array.

• Their INBW and side lobe characteristics vary considerably with frequency
of operation.

Because of the existence of some distinctive differences between conventional
and UWB antenna arrays the well-known conventional concepts of phased array
antennas have to be modified appropriately to accommodate UWB signals. One
significant difference from narrowband theory is that frequency domain analysis
alone is insufficient to treat UWB arrays. In fact, the time domain may be a more
natural setting for understanding and analyzing the radiation of UWB signals.
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6.6 RADAR UWB ARRAY SYSTEMS

Advanced radar systems employ array antennas in their passive or active forms to
achieve the required total power, high-resolution directive beam pattern, electronic
and automatic beam steering, and interference suppression through side lobe
nulling [75]. The conventional method of beamforming based on periodic sinusoidal
waves results in a beam pattern, or array factor F (θ), of the form

F (θ) =
sin(Lπθ/λ)
Lπθ/λ

=
sin(Lfπθ/c)
Lfπθ/c

(6.56)

where L is the array size and θ is a function of the angle of incidence or radiation.
The array factor in Eqn. (6.56) results in the well-known equation for resolution
angle

ε =
kλ

L
=

kc

Lf
(6.57)

where k is a constant usually set equal to one.
Array beamforming based on Gaussian pulses yields the array factor as follows

[76]

A(θ) =
erf[

√
πL(∆f)θ/2c]√
πL(∆f)θ/2c

(6.58)

where erf[·] is the well-known error function and ∆f is the approximate bandwidth
of the pulses. If we define the parameter ρ as

ρ =
L(∆f)
c

(6.59)

the variation of the array factor as a function of θ and ρ can be demonstrated as
in Figure 6.16.

As an example, for ∆f = 4 GHz, c = 3×108 m/s, and L = 0.3 m we have ρ = 5,
and from Figure 6.16 the array factor is equal to 1.128 and 0.141 for θ = 0◦ and
θ = 2◦, respectively. An increase in frequency bandwidth and in the array length
(e.g., the number of antenna elements) will increase the parameter ρ. An increase
in ρ decreases the array factor at all angles other than zero degrees. In contrast to
the beam patterns of Eqn. (6.56), which include distinguishable side lobes, A(θ)
is a monotonically decreasing function of angle θ.

The resolution angle from the array factor A(θ) is given by

ε =
Kc

(∆f)L
=
K(∆T )c

L
(6.60)

where K is a constant usually set equal to one. The resolution angle for nonsinu-
soidal signals in Eqn. (6.60) is a function of the array size L and the bandwidth ∆f .
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Fig. 6.16 Array factor for beamforming based on Gaussian pulses as a function of angle θ
and ρ.

An increase in bandwidth results in simultaneous improvement in range resolution
and angular resolution. This feature is of interest for UWB high-resolution imaging
radar.

6.7 SUMMARY

In this chapter the basic knowledge regarding UWB antennas and arrays was
presented. First, the fundamental equations governing antenna theory were men-
tioned and important parameters involved in antenna analysis were explained. We
understood that the radiation of short-duration UWB signals from an antenna
is significantly different from long-duration narrowband signals. By studying
resonant and non-resonant antennas we showed that conventional antennas are
not suitable for the UWB system.

Different antenna elements applicable to UWB systems, such as the conical
antennas, monopole antennas, D-dot probe antennas, and TEM horn antennas
were introduced. We concluded that, although the classical antennas have proven
their use, none of them are exactly suitable for UWB applications, and, therefore,
there is a need to look for new types of antennas.

As a conventional and straightforward method for UWB beamforming we stud-
ied the delay-line beamformer. Several parameters of this array, such as the
beamwidth and angles of grating lobes, were derived and discussed. Finally, we
introduced radar UWB array systems and several factors affecting their perfor-
mance.
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Problems

Problem 1. Derive the radiation distance as given in Eqn. (6.14).

Problem 2. Using the RLC model for resonance antenna given in Figure 6.6
verify the validity of Eqn. (6.26).

Problem 3. Discuss the difficulties of UWB antennas that are appropriate for
communication systems with respect to the following:

(i) size;

(ii) cost;

(iii) VSWR;

(iv) frequency response; and

(v) on chip design.

Problem 4. You can find several algorithms for wideband smart antennas in the
recent literature. Investigate one of them and discuss the possible applications
of that technique for UWB systems.

Problem 5. In Example 6.1 consider

d =
4c
fh

(6.61)

(i) Find d.

(ii) Calculate and sketch the inter-null beamwidth as a function of frequency
f , fl < f < fh.

(iii) Compute the first two grating lobes at each sides of the main lobe for
f = 5, 6, 7 GHz.

(iv) Sketch the beam patterns of the array for 21 frequencies equally distanced
from 5 to 7 GHz.

Problem 6. Derive Eqn. (6.56).

Problem 7. Referring to [76], derive the formula for the array factor used in
array beamforming based on the Gaussian pulses given in Eqn. (6.58).



7
Position and location with

ultra wideband signals

Wireless UWB positioning techniques can provide real time indoor and outdoor
precision tracking for many applications. Some potential uses include locator
beacons for emergency services and mobile inventory, personnel and asset tracking
for increased safety and security, and precision navigation capabilities for vehicles
and industrial and agricultural equipment. The characteristics of UWB signals
provide the potential of highly accurate position and location estimation.

In this chapter we explain the fundamentals of positioning and location using
UWB signals and systems. Aspects of this topic, such as resolution and timing
issues in a practical environment, are considered.

7.1 WIRELESS POSITIONING AND LOCATION

Positioning is defined as the “determination of the location of somebody or some-
thing”. Use of electronic distance measurement techniques to position humans
or objects derived from hyperbolic aircraft navigation systems was first devel-
oped during World War II. A variety of systems have been used since that time,
most of which became quickly obsolete when the global positioning system (GPS)
became fully operational. However, basic operating concepts have not changed
significantly.

This section describes wireless distance measurement and positioning principles.
Land-based or terrestrial positioning systems are distinguished from satellite or
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extraterrestrial positioning systems. All these systems use time difference and
trilateration techniques to estimate the position.

7.1.1 Types of wireless positioning systems

A good method of classifying wireless positioning systems is by their operating
frequencies. The frequency generally determines the operating range and accuracy
and, in turn, a system’s suitability for a particular application. In general, the
higher the frequency of the electronic positioning system the more accurate the
resultant position becomes. Systems in the medium frequency range and below are
typically hyperbolic phase/pulse differencing and can reach far beyond the visible
or microwave horizons. These systems are more suited for long-range navigation
purposes. Wireless indoor tracking systems that locate people and objects use
high frequency and bandwidth radio signals.

7.1.1.1 Low-frequency positioning systems Low-frequency time-differencing posi-
tioning systems are suitable only for long-range navigation problems. Daily cali-
bration is critical if absolute accuracy is to be maintained.

7.1.1.2 Medium-frequency positioning systems The first medium-frequency posi-
tioning systems were deployed in the mid-1950s and were used up to the early
1970s (they are no longer used today). Systems in this frequency range operated
by time or phase-differentiating methods and required repeated calibration and
continual monitoring.

7.1.1.3 Super high-frequency positioning systems Microwave and UWB systems
in the super high frequency (SHF) range are most commonly used over relatively
limited distances up to 100 meters and can provide the highest distance accuracy
measurements.

7.1.2 Wireless distance measurement

Most wireless distance measurement systems operate either by resolving two-way
phase delays of a modulated electromagnetic carrier mono-pulse signal between
the object and the reference transmitter or by measuring the two-way propagation
time of a coded electromagnetic pulse between these points. On the other hand,
GPS operates in a similar manner to conventional systems, except that propagation
distances from the satellites are one-way. Microwave pulsing systems measure the
round trip propagation delay of a pulse.

For a pulsing system the round trip distance is computed by multiplying the
measured elapsed delay, taking account of the internal system time delays, by the
assumed velocity of propagation of electromagnetic energy. The distance, or range,
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is computed by the equation

d = c
tm − td

2
(7.1)

where c is the assumed velocity of propagation (m/sec), tm is the measured round
trip time delay (sec), and td is the summation of internal system delays (sec). The
resultant distance d will be in meters.

7.1.2.1 Distance determination Under ideal circumstances and with repeated
measurements the time delay tm can be measured fairly accurately and far more
accurately when modulated phase comparison techniques are employed, such as
with infrared and some microwave and UWB systems. However, at least two
factors on the right side of Eqn. (7.1) are subject to both random and system-
atic errors. The only way to minimize these errors is by external and internal
calibration of the equipment.

The whole internal system delay td can be controlled effectively on some mod-
ern pulsing systems. Such control is often termed self-calibrating. Other local
anomalies, or inherent system measurement instabilities, cannot be controlled or
corrected by the measurement system. Thus, an independent, on-site calibration
must be performed if errors due to these sources become significant, which is
normally the case. As a result a calibrated microwave positioning system can
measure range to an accuracy between ±3 m and ±10 m (with 95% rms).

7.1.2.2 Velocity of propagation Variations in the velocity of propagation in air are
caused by changes in air density due to temperature, humidity, and air pressure.
The effect on land-based microwave positioning systems is more pronounced than
on light waves. Assumed stability in the pulsing system time (tm − td) or phase
measurement process cannot be guaranteed. Periodic, independent calibration is
essential to check this stability.

7.1.2.3 Antenna considerations Electromagnetic wave propagation and refraction
problems may exist in some areas. Weather, especially humidity and temperature,
affects propagation through the air. Unwanted reflections of the signals can be
received at the antenna. Directional antennas may be used to boost a signal into
an antenna. This is possible by, for example, using a set of antenna elements
and a beamforming algorithm. Circular polarization is a technique used to reduce
multipath effects. Another technique used is antenna diversity, which switches
from one antenna to another to reduce multipath fading effects.

7.1.2.4 Multipath propagation effects Multipath propagation is a major cause of
systematic errors. Errors due to this effect are difficult to detect. Consideration of
multipath during antenna placement, antenna design, and other internal electronic
techniques and filters is required to identify and minimize multipath propagation
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effects. Antenna spacing or systems with circular polarization are recommended
to minimize the possibility of degrading effects.

7.1.3 Microwave positioning systems

These systems were first used in the early 1970s. They effectively replaced medium
frequency positioning methods that had been used since the 1950s. Up until the
mid-1990s, microwave positioning systems were the primary positioning systems
nearly everywhere. After 1992, when full-coverage differential GPS became avail-
able, the use of microwave systems rapidly declined.

Positioning by microwave systems is accomplished by determining the coor-
dinates of the intersection of two or more measured ranges from known control
points. This process is termed trilateration. When two circular ranges are mea-
sured, two intersection points result, one on each side of the fixed baseline con-
necting the reference stations. The ambiguity is usually obvious and is controlled
by either initializing the computing system with a coordinate on the desired side
of the baseline or referencing the point relative to the baseline azimuth.

7.1.3.1 Automated tracking When automated positioning systems were used the
range intersection coordinates were automatically computed and transformed rel-
ative to the project alignment coordinate system. These data were then applied
to an analog or digital course indicator, allowing any particular cross-section or
offset range to be tracked.

7.1.3.2 Positioning accuracy The positional accuracy of an intersection position
(Figure 7.1) is a function of the range accuracy and angle of intersection of the
ranges. The angle of intersection varies relative to the baseline. Assuming both
ranges have equal value, positional accuracy can be estimated from

Positional accuracy = 2.447σ csc(A) (7.2)

where σ is the estimated standard error of measured range distance and A is the
angle of intersection of two ranges at the destination.

Since A has a major effect on positional accuracy, quality control criteria will
restrict surveys within intersection tolerances (e.g., A must be between 45◦ and
135◦). The accuracy of microwave positioning systems is difficult to estimate since
it is not constant with distance from a transceiver.

7.1.3.3 Multiple-range positioning technique This method is an expansion of the
two-range method described above and was developed in 1979. In this case, three
or more ranges are simultaneously observed and positional redundancy results.
The position is determined from the computed coordinates of the intersections of
three or more range circles. Since each range contains observational errors, all the
circles will not intersect at the same point. In the case of three observed ranges,
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Range 1
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Transceiver 1

Transceiver 2

Intersection
of two ranges

Fig. 7.1 Fundamentals of the range intersection method.

three different coordinates result. Four ranges result in six separate coordinates.
The final position is derived by adjustment of these redundant coordinates, usually
by a least squares minimization technique. Some automated microwave positioning
systems simply use the strongest angle of intersection as the “adjusted” position,
and others take the unweighted average of all the intersecting coordinates.

Using multiple ranging can minimize positional uncertainties. The coordinated
position contains redundancy and can be adjusted. Such a process reduces geomet-
rical constraints and provides an opportunity to evaluate the resultant positional
accuracy. This is accomplished by evaluating the best estimate inside the so-
called triangle of error which occurs when three or more position lines containing
errors intersect. A plot of the simple case of three intersecting ranges is shown in
Figure 7.2. The position of the target is obtained by adjusting the three ranges to
a best fit.

Assessment of the range measurement accuracy may be obtained by computing
the residual range errors v1, v2, and v3 for each position (Figure 7.2). These
are the corrections added to each range so that all ranges intersect at the same
point. When a least squares type of adjustment is performed the sum of the
squares of the residual errors vi is minimal. The magnitudes of these residual
range corrections provide the statistics for an accuracy estimate of the observed
distances or, more practically, an approximate quality control indicator. When a
least squares adjustment is performed, it is possible to obtain an accuracy estimate
of the positional rms error. Automated software can provide such data at each
position update. If known, different weights may be assigned to individual range
observations. This proves useful when different types of positioning systems are
mixed.
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Fig. 7.2 Fundamentals of the multiple range intersection method.

The residual range errors vi which result from comparing observed distances
with the distances between the adjusted position and remote transmitters could
be used to evaluate the accuracy of range measurements. A variety of methods
have been used to compute these residual errors. An approximate estimate of
range accuracy is obtained from the following:

Estimated range error = σ =

√∑n
i=1 v

2
i

n− 1
(7.3)

where n is the number of observed ranges and
∑n

i=1 v
2
i is the sum of the squared

residuals.
Adding redundant ranges will not necessarily make a significant improvement

in the positional accuracy because inherent random and systematic errors are still
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present. It will, however, help detect the existence of large systematic errors that
might have otherwise gone undetected using a nonredundant range-range system.

7.2 GLOBAL POSITIONING SYSTEM TECHNIQUES

The global positioning system or GPS (Figure 7.3) has rapidly become the stan-
dard surveying and navigation mode, replacing microwave and other types of
ranging systems. Real time GPS positional accuracies now exceed those of any
other positioning system. Most significantly, GPS does not require the time-
consuming calibration that microwave equipment does. Numerous public and
private differential GPS systems now exist which give a broad coverage with an
accuracy in excess of standard nondifferential GPSs.

Fig. 7.3 Global positioning system (GPS) with satellite navigation.

Actually, GPS is a real time, all-weather, 24-hour, worldwide, 3-dimensional
absolute satellite-based positioning system. This system consists of two positioning
services:
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• The precise positioning service (PPS) was developed for the military
and other authorized users and provides an accuracy of 5-10 meters in
absolute positioning mode.

• The standard positioning service (SPS) is available to civilian users
and provides accuracy of 10-20 meters in absolute positioning mode.

7.2.1 Differential GPS (DGPS)

For many applications, absolute positioning does not provide sufficient accuracy.
Differential GPS is a technique which can provide relative positioning with an
accuracy from a few meters to a few millimeters, depending on the DGPS method
used. Such a scheme utilizes an additional reference signal, transmitted from
a known location, which is used to reduce the inherent error of standard GPS.
Normally, DGPS utilizing code phase measurements can provide a relative accu-
racy of a few meters. However, DGPS utilizing carrier phase measurements can
provide a relative accuracy of a few centimeters. Differential GPS requires two
or more GPS receivers to be recording measurements simultaneously. With two
stations recording observations at the same time, GPS processing software can
reduce or eliminate common-mode errors. Both code and carrier-phase DGPS can
be performed in real time, making it applicable for moving platforms.

7.2.2 GPS tracking modes

There are basically two general modes which are used to determine the distance
between a GPS satellite and a ground-based receiver antenna. These measure-
ments are made by signal-phase comparison techniques:

• Carrier-phase tracking.

• Code-phase tracking.

Either the satellite’s carrier frequency phase or the phase of a digital code modu-
lated on the carrier phase may be used, or tracked, to resolve the distance between
the satellite and the receiver. The resulting positional accuracy is dependent upon
the tracking method used.

GPS satellites actually broadcast on two carrier frequencies: L1 at 1575.42 MHz
(19-cm wavelength) and L2 at 1227.60 MHz (24-cm wavelength). Modulated on
these frequencies are the coarse acquisition (C/A) (300-m wavelength) and the
precise (P) (30-m wavelength) codes. In addition, a 50-bps satellite navigation
message containing the ephemeris and health status of each satellite is transmitted.
The C/A and P codes are both present on the L1 frequency. Only the P code is
present on the L2 frequency.

The higher frequencies of the carrier signal (L-band) have wavelengths of 19 and
24 cm, from which a distance can be resolved through post-processing software to
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approximately 2 mm. The modulating code has a wavelength of 300 m and will
only yield distances accurate to about 1 m.

7.2.3 GPS error sources

The accuracy of GPS is a function of the error and interference on the GPS signal
and the processing technique used to reduce and remove these errors. The same
types of phenomena as found in range-range microwave systems affect GPS signals.
Both types of systems are highly affected by humidity and multipath.

7.2.3.1 Tropospheric error Humidity is included in this type of error. Humidity
can delay a time signal up to approximately 3 m. Satellites low on the horizon
will be sending signals across the face of the earth through the troposphere.
Satellites directly overhead will transmit through much less troposphere. Masking
the horizon angle to 15 degrees can minimize tropospheric error.

7.2.3.2 Ionospheric error Sunspots and other electromagnetic phenomena cause
errors in GPS range measurements of up to 30 m during the day and as high as
6 m at night. The errors are not predictable, but can be estimated.

7.2.3.3 Multipath Multipath is the reception of reflected, refracted, or diffracted
signals in lieu of a direct signal. Multipath signals can occur below or above the
antenna. Multipath magnitude is less over water than over land, but it is still
present and always changing. If possible the placement of the GPS receiver antenna
should avoid areas where multipath is more likely to occur (e.g., rock outcrops,
metal roofs, commercial roof-mounted heating and air conditioning, buildings,
cars, ships, etc.). Increasing the height of the antenna is one method of reducing
multipath at a reference station. Multipath occurrence on a satellite transmission
can last several minutes while the satellite passes overhead. Masking out satellite
signals from the horizon up to 15 degrees will also reduce multipath effects.

7.3 POSITIONING TECHNIQUES

In this section we will consider positioning techniques that are based on a different
classification.

7.3.1 Introduction

According to the place where measurements and their evaluation take place, posi-
tioning systems can be classified as network-based, handset-based, or hybrid [77,
78, 79].
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7.3.1.1 Network-based Systems In network-based systems, calculation of the posi-
tion is computed in a control station which is located in a remote position from
the object to be positioned. More specifically, a set of stationary receivers make
appropriate measurements of a signal originating from or reflecting off the object
to be positioned. These measurements are then used in the control station where
the object’s location is computed. Such systems involve lower mobile terminal
costs than the self-positioning technique, but they are usually less accurate than
handset-based systems.

7.3.1.2 Handset-based systems Handset-based systems involve the calculation of
the position of the object to be positioned itself. More specifically, the positioning
receiver uses appropriate measurements made from signals sent by location-known
transmitters in order to determine its own position. The main advantage of
handset-based systems is that this technology can better address privacy issues
as the location is computed and stored in the receiver. However, mobile terminal
costs will increase as additional signal processing is integrated in the receiver.

7.3.1.3 Hybrid systems Finally, hybrid systems incorporate a combination of
handset and network-based technologies. Usually, the object to be positioned
takes the measurements and transmits the results to the stationary network where
the object’s location is estimated. The main aim of this method is to produce a
more robust estimate of location in a single process.

7.3.2 Network-based techniques

7.3.2.1 Received Signal Strength (RSS) With this technique the signal strength of
the object to be positioned is measured at several stationary receivers. Ideally, each
measurement will provide a circle of radius representing the distance between the
object and the receiver that made this measurement, centered at the corresponding
receiver. The object position is then given by the intersection of these circles. In
two-dimensional positioning and assuming that no measurement error occurs, at
least three circles are required in order to resolve the ambiguities arising from
multiple crossings of the circles.

The accuracy of the position can be improved by increasing the number of
measurements and then averaging the results. However, this approach requires
an exact knowledge of the path loss in order to get an accurate estimation of the
signal strength at the receivers. In a multipath fading environment, it is difficult
to relate the distance with the received signal strength. Figure 7.4 shows an
example of RSS positioning. Obviously, it is rare that all three distorted circles
coincide exactly, and ambiguity in the coincidence point determines the systematic
positioning error.
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Fig. 7.4 In RSS positioning the intersections of the distorted circles determine the position
of the object.

7.3.2.2 Angle of arrival (AOA)/Direction of arrival (DOA) In this method the
angle of arrival of the signal sent by the object to be positioned is measured at
several stationary receivers by steering the main lobe of a directional antenna or an
adaptive antenna array. Each measurement forms a radial line from the receiver
to the object to be positioned. In two-dimensional positioning the position of the
object is defined at the intersection of two directional lines of bearing. In practice,
more than two receivers may be employed to combat inaccuracies introduced by
multipath propagation effects.

This method has the advantage of not requiring synchronization of the receivers
nor an accurate timing reference. On the other hand, receivers require regular
calibration in order to compensate for temperature variations and antenna mis-
matches. This can be done automatically.

Assuming that we know the coordinates of two receivers the derivation of the
position is straightforward. Without loss of generality, we can assume that these
coordinates are (0, 0) for receiver 1 and (0, y2) for receiver 2. Given α and β,
respectively, as the angles of arrival of the signal from the object at receiver 1 and
receiver 2 we can define two straight lines by

y = tan(α)x (7.4)
y = tan(β)x + y2 (7.5)
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Substituting Eqn. (7.4) into Eqn. (7.5) yields

x = x0 =
y2

tan(α) − tan(β)
(7.6)

Substituting x0 into Eqn. (7.4) gives us a unique y0, and thus the point defined
by the coordinates (x0, y0) is the desired position. Figure 7.5 demonstrates an
example of AOA positioning.
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ß

),( 00 yx

Fig. 7.5 AOA positioning principle.

7.3.2.3 Time of arrival (TOA) With this approach the time that the signal sent
by the object to be positioned is measured at each receiver. Given that the
propagation time of the signal is known and directly proportional to its traversed
distance the measured time can provide a circle of radius representing the distance
between the object and the receiver, centered at the latter. In two-dimensional
positioning, at least three circles are required. This technique is easy to implement;
however, it requires knowledge of the transmission time of the emitted signal as
well as synchronization of the transmitter and receivers clocks. Otherwise, huge
position errors can occur. For example, a clock inaccuracy of just 1 µs will lead to
a position error of 300 m. Furthermore, this technique can suffer from multipath
propagation effects.

Assuming that we know the coordinates of three receivers the derivation of the
position is simple. Without loss of generality, we can assume that these coordinates
are as follows

Receiver 1 : (0, 0)
Receiver 2 : (0, y2)
Receiver 3 : (x3, y3)
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Given that t1, t2, and t3 denote the time it takes the signal to travel from the
object to be positioned to the respective receivers and that c denotes the signal’s
speed of propagation the distance between the object and each of the receivers is
given by

d1 = c.t1 =
√
x2 + y2 (7.7)

d2 = c.t2 =
√
x2 + (y − y2)2 (7.8)

d3 = c.t3 =
√

(x− x3)2 + (y − y3)2 (7.9)

Each of these equations defines a circle whose x and y are unknowns. Squaring
both sides of the above equations and some basic manipulation yields

y =
y2
2 + d2

1 − d2
2

2y2
(7.10)

Substituting Eqn. (7.10) into Eqn. (7.7) gives two values for x. Only one of these
values which is positive is correct, and this way we have calculated the desired
position. Figure 7.6 demonstrates an example of TOA positioning.
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Fig. 7.6 TOA positioning principle.

7.3.2.4 Time difference of arrival (TDOA) In this technique [80] the difference in
time at which the signal from the object to be positioned arrives at two different
receivers is measured. Each time difference is then converted into a hyperboloid
with a constant distance difference between the two receivers. In two-dimensional
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positioning, at least two pairs of receivers are required; the position is the inter-
section of the two corresponding hyperboloids.

This technique requires synchronization of the receivers’ clocks; however, knowl-
edge of the absolute transmission time of the emitted signal is no longer required.
Here again, multipath propagation effects can influence the accuracy of the position
and the location of the receivers. It is important to note that the wider the
bandwidth of the signal the lower the measurement error becomes.

The derivation of the position is straightforward if we assume that we know the
coordinates of three receivers. Without loss of generality, it can be assumed again
that these coordinates are

Receiver 1 : (0, 0)
Receiver 2 : (0, y2)
Receiver 3 : (x3, y3)

Given that t1, t2, and t3 denote the time it takes the signal to travel from the
object to be positioned to the corresponding receivers the distance between the
object and each of the receivers is given by

d1 = c.t1 (7.11)
d2 = c.t2 (7.12)
d3 = c.t3 (7.13)

We can now define two hyperboloids using the TDOA algorithm, that is

d1,2 = d2 − d1 = c.(t2 − t1)

=
√
x2 + (y − y2)2 −

√
x2 + y2 (7.14)

and

d1,3 = d3 − d1 = c.(t3 − t1)

=
√

(x− x3)2 + (y − y3)2 −
√
x2 + y2 (7.15)

where x and y are unknowns. Taking the square in Eqns. (7.14) and (7.15) yields

2d1,2

√
x2 + y2 = y2

2 − d2
1,2 − (2y2)y (7.16)

2d1,3

√
x2 + y2 = x2

3 + y2
3 − d2

1,3 − (2x3)x− (2y3)y (7.17)

Knowing that x2 + y2 is not equal to zero, Eqns. (7.16) and (7.17) lead to

x = by + a (7.18)

where

b =
2y2d1,3 − 2y3d1,2

2x3d1,2
(7.19)



POSITIONING TECHNIQUES 207

and

a =
x2

3d1,2 + y2
3d1,2 − y2

2d1,3 + d2
1,2d1,3 − d1,2d

2
1,3

2x3d1,2
(7.20)

Substituting Eqn. (7.18) into Eqn. (7.16) gives

2d1,2

√
(b2 + 1)y2 + (2ba)y + a2 = y2

2 − d2
1,2 − (2y2)y (7.21)

which results in

[4d2
1,2(b

2 + 1) − 4y2
2]y

2 + [8bad2
1,2 + 4(y2

2 − d2
1,2)y2]y

+ [4a2d2
1,2 − (y2

2 − d2
1,2)

2] = 0 (7.22)

Eqn. (7.22) is a quadratic equation with two roots that are the y-coordinates
of the intersection points of the hyperboloids. Using Eqn. (7.18) provides the
corresponding x-coordinates. To remove the ambiguity we can define another
hyperboloid by

d2,3 = d3 − d2 = c.(t3 − t2)

=
√

(x− x3)2 + (y − y3)2 −
√
x2 + (y − y2)2 (7.23)

Substitution of d1,3 by d2,3 in Eqns. (7.16) to (7.22) yields two points. One of these
points matches the previous ones. This point is the required position. Figure 7.7
demonstrates an example of TDOA positioning.

+

+

+

Receiver 1

Receiver 2

Receiver 3

Hyperbola d1,2

Hyperbola d 1,3

Hyperbola d 2,3

Position

Fig. 7.7 TDOA positioning principle.
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7.3.2.5 Multipath fingerprinting This positioning technique is based on matching
the received signal fingerprint to a reference fingerprint previously measured for
a known location in the network and stored in a central database. Each spot
in a network would have a unique signature in terms of TOA, AOA, and RSS,
observed from at least one receiver. Therefore, to build the database we have to
divide the service area into nonoverlapping zones and record the received signal
pattern corresponding to each zone in the database. This technique performs
better than other techniques in multipath-rich environments, but the size of the
database increases considerably when the service area becomes large.

7.3.3 Handset-based techniques

These are satellite-based positioning techniques, such as GPS, Galileo, or the global
navigation satellite system (GLONASS). Currently, there are three potential global
satellite navigation systems:

• The U.S. made GPS which is relatively accurate and reliable (described in
Section 7.2).

• The European Galileo is still in development, but promises to be more
accurate than the GPS system.

• The Russian GLONASS.

A receiver using such systems requires a clear view of the sky and signals from
at least four satellites that are part of a constellation. For three-dimensional
positioning, three time measurements (just like the TOA method) are used to
define a sphere in space centered at the corresponding satellite and a fourth
measurement is required to solve receiver clock bias caused by the unsynchronized
clocks of the satellite and the receiver. Furthermore, each satellite sends its
almanac to the GPS receiver to describe its position in the sky.

Such systems are most unreliable in buildings or urban environments, as the
receiver might not be able to get four satellites in its line of sight or receive
any satellite at all. Furthermore, without knowledge of the state of the satellite
constellation a receiver may take several minutes to obtain a measured position.

As described before, differential GPS (DGPS) is used to improve the accuracy of
a conventional GPS receiver. Along with the mobile receiver a stationary receiver
is used to receive signals from all satellites that are visible from the station.
A position measurement is made for each received signal, and correction data
for each satellite are processed as the station’s location is known. The data are
then sent to the mobile GPS receiver which can improve the accuracy of the
measured position by picking up information from those satellites it uses for the
measurement. This method corrects errors due to atmosphere or clock bias, but
cannot remove errors due to multipath-rich environments as the station cannot
predict the mobile’s nearby surroundings.
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The usual way to calculate correction data is to measure the pseudo-range error
of each satellite. This technique is based on the principle that the received signal
from a satellite at two different receivers on earth located a few kilometers apart
will suffer almost the same errors and delays due to the atmosphere. As the exact
position of the stationary receiver is known as well as the true distance to the
satellite from the stored almanac, it is possible to theoretically calculate how long
it takes for the signal to reach the receiver. Compared with the measured time,
the difference gives an error correction time factor which can be used to correct
the pseudo-range given by

Corrected pseudorange = c · (tmeasured − tcorrection) (7.24)

where tmeasured denotes the measured time for the signal to arrive and tcorrection
represents the time correction factor. This corrected pseudo-range is then sent to
the mobile GPS receiver which can then correct its own measurements.

The final technique discussed here uses the enhanced observed time difference
(E-OTD) technique, which is similar to the TDOA method. The mobile object
to be positioned listens to bursts sent from neighboring stationary transmitters
with accurate timing sources and measures the time difference of arrival from
these transmitters. The object to be positioned then uses these measurements
to determine its own location through a trilateration scheme, as in the TDOA
method. This technique requires at least two pairs of synchronized transmitters
in order to remove the ambiguity in position.

7.3.4 Hybrid techniques

7.3.4.1 Assisted GPS (A-GPS) In this technique a reference GPS receiver, which
sees the same satellites as the object to be positioned, is used. With this reference
GPS receiver the network can predict the GPS signal that the object will receive
and, thus, assist the object to be positioned by sending information about the
position of the GPS satellites. The object can then make quick GPS measurements
(the acquisition delays of a conventional GPS are eliminated) and send them
back to the network where the exact position is estimated. Furthermore, the
performance of conventional GPS receivers in low SNR conditions is improved
with A-GPS technology.

7.3.4.2 Advanced forward link trilateration (AFLT) This technique is similar to
the TDOA method. The object to be positioned measures the time of arrival of
signals from the transmitters and reports them back to the network where the
calculation of the object’s position is processed. Here, at least three transmitters
are required to get an optimal position fix. The accuracy of this method is usually
better than using the TDOA technique as all the computations are made in the
network.
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7.3.5 Other techniques

As each technique has its own advantages and disadvantages, it is possible to
combine several of these techniques in order to improve the accuracy or the
cost of the positioning process. Some examples of combination are AOA+RSS,
AOA+TDOA, E-OTD+A-GPS, and A-GPS+AFLT.

7.4 TIME RESOLUTION ISSUES

As time-based techniques are frequently used in geolocation, one of the main
sources of error is due to the time resolution of the signal used to make the
appropriate measurements. These signals can be classified in four main systems:
narrowband, wideband, super-resolution, or ultra wideband ranging.

7.4.1 Narrowband systems

Usually, in the narrowband ranging technique the time-based approach is used and
the distance between two points is determined by measuring the phase difference
between transmitted and received signals. The relation between the phase of a
received signal φ and the time of arrival of this signal t is given by

t =
φ

w0
(7.25)

where w0 denotes the frequency of the signal in radians per second. Narrowband
ranging techniques can reach accuracies of the order of 1 m, like the DGPS system,
but a direct line-of-sight path is required in order to obtain accurate results. In
multipath-rich environments, such as urban or indoor propagation scenarios where
a direct line-of-sight path is often not available, substantial measurement errors
occur. In fact, the received signal is the sum of all the signals arriving from different
paths with different amplitudes and delays. Thus, if a direct line-of-sight path is
not present, then the received signal arriving from a non-line-of-sight scenario
takes more time to reach the receiver than expected in a line-of-sight scenario.
The delay thus observed is the source of error in narrowband ranging techniques.

7.4.2 Wideband systems

Another widely used technique is the wideband signal approach where the direct
sequence spread spectrum (DSSS) method is the most commonly used form, as
this technique performs better than competing systems at suppressing interfer-
ence. In such a system a known pseudo-noise (PN) signal, which is modulated
using a modulation technique (such as BPSK, QPSK, etc), is multiplied by the
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carrier signal, which is thus replaced by a wide bandwidth signal with a spectrum
equivalent to that of the noise signal.

Without loss of information, this technique allows the signal power to be less
than or equal to the noise power. Usually, in order to measure the time of arrival
of the signal a sliding correlator or a matched filter is used at the receiver which
cross-correlates the received signal with a stored reference PN sequence. The
arrival time of the first correlation peak is used as the time measurement.

In the time-based approach the resolution of the estimation is related to the
bandwidth of the spread signal by

d =
c

BW
(7.26)

where d denotes the absolute resolution and BW is the bandwidth of the spread
signal. For example, a signal of 300-MHz bandwidth allows an absolute resolution
of 1 m to be obtained. This is true when a direct line-of-sight path is visible.
However, when multipath propagation occurs, wideband ranging techniques can-
not maintain this range of accuracy; however, it is still better than the narrowband
technique.

7.4.3 Super-resolution techniques

This method has been introduced in order to get higher ranging accuracy for
a given bandwidth. The time of arrival of a signal can be determined with
high resolution using a frequency domain super-resolution technique [81]. This
technique uses the frequency response of the channel.

The impulse response of the channel can be modeled as

h(t) =
Lp−1∑
k=0

αkδ(t− τk) (7.27)

where Lp denotes the total number of multipath components and αk and τk are
the complex attenuation and propagation delay of path number k, respectively.
Furthermore

αk = |αk|ejθk (7.28)

where θk represents the phase of complex attenuation. In the model, as propaga-
tion delays τk, 0 ≤ k ≤ Lp − 1, are in ascending order the parameter τ0 represents
the propagation delay of the shortest path, which is the path of the direct line of
sight. This delay has to be estimated as it is required for computing the time of
arrival. Then, taking the Fourier transform of Eqn. (7.27) the frequency domain
channel response can be obtained as

H(f) =
Lp−1∑
k=0

αke
−j2πfτk (7.29)
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In the model, parameters αk and τk are time-invariant random variables since the
motion of the obstacles (people, objects, etc.) is very slow compared with the
measurement time interval. The phase of complex attenuation θk is assumed to
be a random variable uniformly distributed in [0, 2π].

Practically, the frequency domain channel response can be obtained by decon-
volution of the received signal of a DSSS system over the frequency band of high
SNR, by sweeping the channel at different frequencies or by using a multi-carrier
modulation technique. TOA estimation is then performed by first interchanging
the role of time and frequency in Eqn. (7.29). The result is the harmonic signal
model as follows

H(τ) =
Lp−1∑
k=0

αke
−j2πfkτ (7.30)

Actually, a spectral estimation technique, such as the multiple signal classification
(MUSIC) algorithm, can compute a time domain analysis from the frequency
response of the channel. Hence, by sampling the channel frequency response H(f)
at L equally spaced frequencies we can get some measurement data. Taking into
account the additive white Gaussian noise w(l) with zero mean and variance σ2

w

the sampled frequency response of the channel can be rewritten as

x(l) = Ĥ(fl)
= H(fl) + w(l)

=
Lp−1∑
k=0

αke
−j2π(f0+l∆f)τk + w(l) (7.31)

where l = 0, 1, . . . , L− 1. Let us now rewrite Eqn. (7.31) in vector form as

x = H + w

= Vα + w (7.32)

where

x = [x(0) x(1) . . . x(L − 1)]T (7.33)

H = [H(0) H(1) . . . H(L− 1)]T (7.34)

w = [w(0) w(1) . . . w(L − 1)]T (7.35)
V = [v(τ0) v(τ1) . . . v(τLp−1)] (7.36)

α = [α′
0 α

′
1 . . . α′

Lp−1]
T (7.37)

and

v(τk) = [1 e−j2π∆fτk . . . e−j2π(L−1)∆fτk ]T (7.38)

α′
k = αke

−j2πf0τk (7.39)
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where the superscript T denotes the matrix transpose operation. The MUSIC algo-
rithm detects frequencies by performing an eigen-decomposition on the covariance
matrix of the data vector described in Eqn. (7.32)

Rxx = E{xxH} (7.40)

= VAVH + σ2
wI (7.41)

where E{·} is the expectation

A = E{ααH} (7.42)

I is the identity matrix, and superscript H denotes the conjugate transpose opera-
tion. Since propagation delays τk in Eqn. (7.27) are all different the column vectors
of V are linearly independent.

Given that the magnitude of αk is constant and phase θk is a uniform random
variable in [0, 2π] the Lp×Lp covariance matrix A is nonsingular. Hence, assuming
L > Lp the rank of the matrix VAVH is Lp. This means that the L−Lp smallest
eigenvalues of Rxx are all equal to σ2

w and are thus called noise eigenvectors, while
the Lp largest eigenvalues are called signal eigenvectors. The signal vector x is
contained in an L-dimensional subspace that can therefore be split into a signal
subspace and a noise subspace. These subspaces are orthogonal and are defined
by signal eigenvectors and noise eigenvectors, respectively.

Assuming that the eigenvectors are normalized we can write

QH
w Qw = I (7.43)

where

Qw = [qLp
qLp+1 . . . qL−1] (7.44)

qk, Lp ≤ k ≤ L− 1, are the noise eigenvectors. The projection matrix of the noise
subspace is then given by

Pw = Qw(QH
w Qw)−1QH

w (7.45)

= QwQH
w (7.46)

Since the signal subspace is orthogonal to the noise subspace and the vector vτk
,

0 ≤ k ≤ Lp − 1, belongs to the signal subspace we have

Pwvτk
= 0 (7.47)

The above equation means that the vector vτk
, 0 ≤ k ≤ Lp − 1, is orthogonal to

the noise subspace. Then, given that the projection matrix is idempotent, that is

PH
w Pw = QwQH

w QwQH
w = QwIQH

w (7.48)

= QwQH
w (7.49)

= Pw (7.50)
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the multipath delays τk, 0 ≤ k ≤ Lp − 1, correspond to the delays when the time
domain MUSIC pseudo-spectrum, defined as

SMUSIC(τ) =
1

‖Pwv(τ)‖2
=

1
v(τ)HPH

w Pwv(τ)

=
1

v(τ)HPwv(τ)
=

1
‖QH

w v(τ)‖2

=
1∑L−1

k=Lp
|qH

k v(τ)|2 (7.51)

is maximum.
In practice, the channel frequency response is estimated using the received

signal and the super-resolution algorithm then performs the time domain pseudo-
spectrum transformation as in Eqn. (7.51). The time of arrival is finally estimated
by detecting the first peak of the obtained pseudo-spectrum. However, in a
high multipath environment, where non-line-of-sight conditions occur between the
transmitter and the receiver, this technique cannot eliminate ranging errors at
some locations.

It should be noted that the MUSIC algorithm is only an example and other
techniques can be applied to the super-resolution algorithm.

7.4.4 Ultra wideband systems

Finally, the most recent, accurate, and promising technique is the UWB approach.
We should note that ranging accuracy depends upon signal bandwidth. The larger
the bandwidth the better the accuracy of the estimation of the time of arrival. In
fact, as the bandwidth of UWB systems is usually in excess of 2–3 GHz the ranging
accuracy is of the order of 1 cm. This fact is clear from Eqn. (7.26).

The large bandwidth of UWB systems means that they are able to resolve
multiple paths and combat multipath fading and interference. However, such
systems have a limited range and building penetration, due to the high attenuation
associated with the high-frequency content of the signal. It was shown by Fontana
in [82] and [83] that a set of fixed UWB beacons can provide a subcentimeter
ranging accuracy in a multipath scenario.

Another method uses a subsampled version of the received signal as in [84].
A realistic UWB channel can be modeled as

h(t) =
L−1∑
l=0

alpl(t− tl) (7.52)

where tl denotes a signal delay along the lth path, al is a complex propagation
coefficient corresponding to this path, and pl(t) are different pulse shapes that
correspond to different paths. Hence, if a signal s(t) is transmitted over this



TIME RESOLUTION ISSUES 215

channel the spectral coefficients of the received signal y(t) are given by

Y [n] = S[n]
L−1∑
l=0

Pl[n]ale
−jωntl +N [n] (7.53)

where N [n] represents the spectral coefficients of the noise and Pl[n] are now the
unknown parameters. These parameters can be approximated with polynomials
of degree D ≤ R− 1, that is

Pl[n] =
R−1∑
r=0

pl,rn
r (7.54)

Therefore, Eqn. (7.53) can be rewritten

Y [n] = S[n]
L−1∑
l=0

al

R−1∑
r=0

pl,rn
re−jωntl +N [n] (7.55)

Then, if we define

cl,r = alpl,r (7.56)

and

Ys[n] =
Y [n]
S[n]

(7.57)

we get

Ys[n] =
L−1∑
l=0

R−1∑
r=0

cl,rn
re−jωntl +N [n] (7.58)

Now, an annihilating filter for Ys[n] is

H(z) =
L−1∏
l=0

(1 − e−jω0tlz−1)R

=
RL∑
k=0

H [k]z−k (7.59)

with multiple roots at

zl = e−jω0tl (7.60)

where ω0 denotes the sampling frequency. Then, noting that received signal y(t)
can be modeled as a convolution of L impulses with a known data sequence g(t)
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we obtain

y(t) =
L−1∑
l=0

alpl(t− tl) ∗ g(t) (7.61)

and

Y [n] =
L−1∑
l=0

alPl[n]G[n]e−jnωctl (7.62)

where

ωc =
2π
Tc

(7.63)

In the above equation Tc denotes the cycle time. If we use the polynomial
approximation of coefficients Pl[n] as defined in Eqn. (7.54) the minimum sampling
rate corresponds to the total number of degrees of freedom per cycle (i.e., 2RL).
Therefore, accurate delay estimation can be performed by increasing the sampling
rate over the entire cycle.

7.5 UWB POSITIONING AND COMMUNICATIONS

Due to the fine time resolution associated with UWB signals and, therefore, the
possibility to have simultaneous timing, location, ranging, and communications
integrated in a single UWB system it is an attractive candidate for combined future
wireless communication and location positioning systems [85, 86]. Indeed, by
transferring information for both location and control, such systems could extend
the senses of people or machines into their own environment.

7.5.1 Potential user scenarios

7.5.1.1 Intelligent wireless area network (IWAN) As the current generation of nar-
rowband networks does not enable context-aware services, such as asset tracking,
alarm zones, etc., UWB positioning devices in a master-slave topology could be
used in an IWAN to enable such context-aware services. A high density of devices
(at least five per room) communicating at a medium to low data rate combined
with positioning capability is used in an IWAN, which can cover medium to long
distances. To be reliable in a smart home or office, such devices have to be very low
cost and have very low power consumption as they have to be integrated into all the
objects and assets that need to be intelligently controlled. Furthermore, a wireless
bridge with the outside world could be implemented providing the capability to
remotely control the sensors.
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7.5.1.2 Sensor, Positioning, and Identification Network (SPIN) This scenario is
more suitable for industrial factories or warehouses because of the very specific
interference and propagation environment attributed to these buildings. As this
environment continuously changes, adaptive systems and numerous links of relia-
bility are required. Therefore, a SPIN uses a very high density of devices (hundreds
per floor) communicating at a low data rate combined with positioning capability.
These devices cover medium to long distances to a master station in the usual
master-slave topology. However, an ad hoc topology is also possible.

7.5.2 Potential applications

Nowadays, as wireless communications depart from a centralized server system the
position location technology associated with communication devices is becoming
a requirement for many applications.

7.5.2.1 Personal location Positioning devices could be used in personal location
systems when the user needs to precisely locate someone or something. For exam-
ple, police officers or firefighters in action could know the position of colleagues or
drivers could easily locate their cars in a large car park. There exist many other
personal location applications where precise positioning would be required.

7.5.2.2 Inventory control In such applications, positioning devices could act as
bar code identification tags and could give the precise location of the inventory
item at the same time. Therefore, as an object is being moved out of stock,
inventory control is instantly notified and, thus, real time information on the
stock is possible.

7.5.2.3 Machine control Another application for positioning devices is to com-
bine them with small robotic vehicles which could be used for difficult access
infrastructure inspection, such as bridges or sewers, or in a harmful environment,
such as nuclear plants. Indeed, due to its accurate location capability a robot could
be monitored at a safe, remote location. Another possibility is to use reliable small
robots in a house or office environment in order to perform some tasks without
the need for supervision.

7.5.2.4 Smart highways Positioning devices could be used to assist autopilots
in automobiles. Indeed, vehicles could be guided along a highway by integrated
UWB sensors along the road. Furthermore, such sensors placed inside the vehicles
might enable them to communicate and, thus, provide real time local intelligence
in order to avoid accidents.

7.5.2.5 Smart homes and offices Integrating UWB sensors into home or office
appliances, such as televisions, lamps, computers, etc., might enable technologies
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that turn the desired appliances on or off by knowing the location of people in the
home or the office as well as the location of the appliances.

7.5.2.6 Ad hoc networking An ad hoc network has no infrastructure and consists
of several mobile terminals that can communicate with each other without fixed
routers, even at the base stations. Each mobile node can act as a terminal and
as a router. So, it can find and maintain a suitable route to other nodes in the
network dynamically. Such a feature provides a remarkable increase in the level
of autonomy compared with the traditional fixed communication infrastructure.
However, the location of the mobile, the strict constraints for power consumption
of battery-powered terminals, and multipath interferences are the main concerns
in ad hoc networks.

When using UWB radio technology, two mobile terminals inside the network
can determine their distance within 10 cm and arrival time delays at the receiver as
small as a fraction of a nanosecond. Ad hoc networking using UWB technology is a
novel application that is able to overcome the main limitations of traditional multi-
hop solutions, such as power constraints, multipath propagation, and location of
the mobile terminal.

7.6 SUMMARY

In this chapter the fundamentals of UWB positioning and location were described.
The application of various wireless positioning techniques in terms of the oper-
ating frequency of the system was explained. Practical considerations, such as
antenna and multipath effects, were briefly considered. The standard surveying
and navigation system, GPS and differential GPS and their major error sources
were addressed.

We also classified positioning systems according to the place where measure-
ments and their evaluation take place, such as network-based, handset-based, or
hybrid. Time resolution issues for narrowband and wideband systems as well as
super-resolution techniques were discussed.

Finally, the most recent and accurate technique, the UWB approach, was
explained. The combination of UWB positioning and communication as well as
some potential applications concluded the chapter.

Problems

Problem 1. What are the effects of the following parameters on the perfor-
mance of a positioning system?

(i) frequency;
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(ii) bandwidth; and

(iii) multipath.

Problem 2. How are the following network-based techniques of location finding
compared?

(i) received signal strength;

(ii) angle of arrival;

(iii) time of arrival;

(iv) time difference of arrival; or

(v) multipath fingerprinting.

Problem 3. Can you suggest some other possible applications of personal
location using UWB systems?

Problem 4. How do UWB positioning systems differ from conventional location
systems?





8
Applications using ultra

wideband systems

There have been many ultra wideband applications in both the military and gov-
ernment area that have already been developed and shown to be viable products.
Although this chapter will only provide an overview of a select few applications,
it should give the reader an idea of what has already been accomplished and what
applications are planned for the future in the commercial sector. In particular,
we want to point out that, following the plan of this book, we do not examine
radar applications, which are perhaps the most developed of all UWB applica-
tions. Rather, we wish to focus on communications, looking ahead to their use in
consumer products. Unfortunately, here we are in a dilemma as the field has only
now begun to bear fruit in the form of chipsets and prototype devices.

As test cases for both military and commercial use we examine the precision
asset-based location for the military as developed by Multispectral Solutions [83].
For chipsets we look at well-known UWB startups, such as Time Domain and
XtremeSpectrum, which have developed functional chipsets.

8.1 MILITARY APPLICATIONS

As with many wireless communication technologies the military has been the major
driving force behind the development of UWB. In particular, radar applications
have been developed by the military for many years. See, for example, [1] for a
large number of UWB radar examples.

221
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8.1.1 Precision asset location system

Using the location and communications aspects of UWB, one extremely interesting
military application is the asset location system developed by Multispectral Solu-
tions and the U.S. Navy [83]. This system, while military in design, has immediate
commercial applications, since it is neither an offensive nor a defensive device, but
rather a wireless system to improve logistics by knowing the location of containers
and other large objects within a Navy ship at all times.

The major reason behind the development of the UWB precision asset location
(PAL) system was the massive mobilization of military forces and goods in Desert
Storm. It was reported that 40,000 containers were shipped; however, more than
half, approximately 25,000 containers, had to be opened to check the contents due
to inaccurate or lost paper invoices.

In Navy ships, narrowband radio frequency identification (RFID) tags have
not worked well due to excessive multipath (i.e., large delay spreads) and limited
accuracy. To overcome these obstacles a UWB PAL system was developed.

The system consisted of UWB tags which were placed on the devices whose
location was to be measured and receivers which were placed at fixed locations
in the cargo hold where the object locations were to be measured. The UWB
tags consisted of a short-pulse transmitter with a measured peak output power of
approximately 250 mW. Each burst of information consisted of 40 bits and was
repeated at 5-s intervals. The instantaneous bandwidth of the transmitted pulses
was approximately 400 MHz.

In this system the short-pulse width property was used to make fine time-of-
arrival measurements of the signals from each of the uniquely identified tags.

Tests were conducted on this system in a military ship’s cargo hold, which
measured approximately 25 m by 30 m and was 9 m high. Tests were performed
both with no cargo and with cargo. The cargo consisted of 20-ft ISO containers
stacked singly and doubly and HMMWV(High Mobility Multipurpose Wheeled
Vehicle) trucks. Tags were located on the top of the containers and HMMWVs.

The accuracy of the system was between 1–2 m rms for single-stacked containers
and approximately 4 m for double-stacked ones. Depending on the particular tag
and test, accuracy of less than 1 m was possible.

Further tests to determine the multipath environment showed that the typical
delay spread was 3 µs, which is typically an order of magnitude greater than other
indoor environments, such as offices. Frequency domain multipath nulls between
30 and 40 dB were also measured.

The PAL system shows the promise of UWB communications and ranging
applications because short pulses can give extremely accurate results, even in
extreme multipath environments. It was concluded for this particular application
that UWB tags outperformed the current narrowband RF identification tags.
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Example 8.1

For the PAL system described in this chapter, calculate the average
transmitter power of the system (in nW). Assume that transmitting one
bit requires 2.5 ns. Describe the output power of the system in W/MHz
and dBm/MHz. Is this system above or below FCC Part 15 limits?

Solution

The peak power of the transmitter is 0.25 W, and the 40 bits of information
are retransmitted after a 5-s break. The total time T required for 40 bits
of information is

T = 40 bits × 2.5 ns = 100 ns (8.1)

The amount of time required for transmission Tt is only 100 ns/5 s (i.e.,
0.000002%). The average transmit power Pav is calculated as

Pav [W] = PpeakTt = 0.25 × 20.0 × 10−9 = 5.0 × 10−9 = 5 [nW] (8.2)

Since the system has a bandwidth of approximately 400 MHz the output
power of the system can be described as

Pav [W/MHz] =
Pav

400
= 12.5 × 10−12 [W/MHz] (8.3)

When converted to decibels

Pav [dBm/MHz] = 10 × log (Pav) + 30

= −109.03 + 30

= −79.03 [dBm/MHz] (8.4)

Note here that the 30 dB added was to convert from dB to dBm. Since
FCC regulations for Part 15 emissions are set at −41 dBm/MHz the power
output of the precision location system is approximately 38 dB below FCC
limits.

8.2 COMMERCIAL APPLICATIONS

At the time of writing this book the number of applications using UWB technology
which have passed beyond the prototype stage to commercialization are limited.
Consumer devices are even further ahead. Most UWB devices in actual use are
confined to the government or military, and many are UWB radar devices, which in
this book have taken a minor role. However, many consumer electronic companies
are actively developing chipsets and wireless applications which will use a UWB
physical layer.
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In this section we list some of these companies and introduce their vision for
commercial UWB applications.

8.2.1 Time Domain PulsON 200

Time Domain [4] has developed a UWB chipset commercialized under the PulsON
brand. The first generation PulsON 100, the current PulsON 200 and future
chipsets form their product range. Time Domain is the first company to pass the
FCC certification procedure for a communications product. The product is known
as the PulsON 200 Evaluation Kit. It is a general platform to help end developers
make consumer products, including wireless communications, tracking, and radar.
A photograph of the wireless radios developed for the PulsON 200 Evaluation Kit
are shown in Figure 8.1.

Fig. 8.1 PulsON 200 Evaluation Kit UWB radios. [Photograph courtesy of Time Domain.]

The PulsON 200 Evaluation Kit has a maximum raw data rate of 9.6 Mbps
over greater than 10 m in an environment free of obstacles and approximately 7 m
in a residential or office environment. The detailed specifications of the PulsON
200 are shown in Table 8.1.

Future versions of PulsON are under development specifically for very high-
bandwidth and low-power consumption devices with the primary application of
wireless multimedia.

8.2.2 Time Domain UWB signal generator

Time Domain has also developed a signal generator which functions as a UWB
transmitter. It can be used in conjunction with a digital oscilloscope to charac-
terize the UWB channel. It can also be used with other UWB devices to examine
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Table 8.1 Time Domain’s PulsON 200 Evaluation Kit specifications.

Parameter Value

Pulse repetition frequency 9.6 MHz
Data rates 9.6, 4.8, 2.4, 1.2, 0.6, 0.3, 0.15, 0.075 Mbps
Center frequency 4.7 GHz
Bandwidth 3.2 GHz (10 dB radiated)
Effective isotropic

Radiated power (EIRP) −11.5 dBm
Power consumption 12.2 W (transmit)

11.9 W (receive)
FCC compliance Parts 15.517, 15.209
modulation bi-phase, quadrature flip-time modulation

the effects of interference and coexistence. A photograph of the PulsON 200 signal
generator is shown in Figure 8.2.

8.2.3 XtremeSpectrum

XtremeSpectrum [5] has developed a four-chip lineup for UWB applications. The
chipset is named XS100 TRINITY. The four chips are the RF front end (XSI102),
RF transceiver (XSI112), digital baseband (XSI122), and media access control
(MAC) (XSI141). The chips were developed using low-cost 0.18 µm CMOS and
SiGe technology.

The RF front end consists mainly of a low-noise amplifier to boost the received
UWB signal. High-gain (20 dB) and low-gain (0 dB) modes are provided. The
noise figure is 5.6 dB. The RF transceiver consists of transmitter and receiver
circuitry and timing and bias/control circuitry. The digital baseband chip consists
of an analog-to-digital converter (ADC), baseband circuitry, and the interface to
the MAC chip. A flat, planar design omni-directional antenna 2.5 cm square has
also been developed.

The detailed specification of the TRINITY chipset is shown in Table 8.2.

8.2.4 Intel corporation

The Intel Corporation [87] has been involved in UWB both in the standards and
research areas. Intel’s contributions to technical advancement and general industry
knowledge have established Intel research and development (R&D) as a leader in
UWB technology. In the company it is believed that UWB is well suited for high-
speed, short-range, wireless personal area connectivity for PC and mobile devices.
Intel’s current efforts focus on the three key hurdles: increased knowledge of UWB
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Fig. 8.2 PulsON 200 UWB signal generator. [Photograph courtesy of Time Domain.]

for the target usage models; creation of open standards for high-speed, short-
range communications; and the need for worldwide regulatory approval. Intel’s
researchers are applying their expertise in CMOS radio design to understand the
optimum requirements for low-power, low-cost UWB radios. Intel expects initial
market deployment of standards-based UWB solutions to be sometime in the 2005-
2006 time frame.

8.2.5 Motorola

Motorola’s Semiconductor Product Sector [88] has recently announced that it
will use the company’s UWB technology in its own products. It also backed
XtremeSpectrum’s UWB proposal at the IEEE 802.15 Working Group.

The two companies have signed a memorandum of understanding to work
together to bring UWB technology to market and, eventually, deliver joint prod-
ucts to the marketplace.
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Table 8.2 XtremeSpectrum TRINITY chipset specifications.

Parameter Value

Frequency band 3.1-10.6 [GHz]
MAC protocol IEEE 802.15.3
Range 10 m
Modulation Bi-phase
Pulse type Monocycle
Data rates 25, 50, 75, 100 [Mbps]
Power consumption 200 mW
Output power <1 mW
Bit error rate 10−9

Coding rates 1, 3/4, 1/2
Network Peer-to-peer, ad hoc, piconet

Motorola is looking at various alternatives in the UWB market, but has decided
to partner with XtremeSpectrum in part because they already have a working
silicon solution.

8.2.6 Communication Research Laboratory

In Japan the Communication Research Laboratory (CRL) has recently established
a Project Group devoted to UWB in order to promote the R&D of UWB tech-
nologies. It has been investigating appropriate specifications for radio regulation
on UWB systems [89]. The project focuses on the R&D of UWB systems in
microwave and millimeter wavebands as a result of industrial demands and for
academic novelty in research.

The Project Group consists of a collaboration among industry, academia, and
government. The CRL then established a UWB Consortium together with indus-
trial companies and universities with the support of the Yokosuka Research Park
(YRP) in September 2002. The aims of this UWB Consortium are described as
follows:

• R&D of all technologies for UWB wireless access systems.

• Implementation and experimental investigation of a test bed using a micro-
wave and submillimeter waveband system (i.e., 960 MHz, 3.1–10.6 GHz, and
22–29 GHz).

• R&D of UWB systems in unused high-frequency bands, such as the millime-
ter waveband over 60 GHz.
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• Establishment of transmission systems based on UWB, with low-cost and
high-speed transmission over 100 Mb/s.

• Contribution to the standardization of UWB systems both in Japan and
overseas.

8.2.7 General atomics

Although at the time of writing no commercial chipset has been rolled out, General
Atomics [90] announced that a UWB chipset would be available at the end of 2003.
General Atomics is pursing a communication product based on UWB multi-band
technologies. The data rate is expected to be 120 Mbps. The target products are
wireless transmission of multiple video streams and high-speed cable replacement.

8.2.8 Wisair

Wisair [91] is a startup company based in Israel which has developed a UWB
chipset aimed at wireless indoor communications. Simultaneous multi-streaming
of audio and video, broadband multimedia, and quality of service are targeted,
to support a wide range of entertainment and communications applications. The
name of the chipset is UBLink.

The most interesting technical feature of the Wisair chipset is that it uses
the multi-band approach, dividing the ultra wideband wireless channel spectrum
into several narrower bands. In this chipset, there are 30 possible sub-bands, of
which 1–15 can be used. This approach provides flexibility of channels to use in a
particular environment. To combat noise at a particular frequency, only a select
subset of sub-bands can be used, rejecting low-quality sub-bands. For low bit rate
applications, again a lower number of sub-bands can be used to save power or
reliability increased by changing the coding rate. However, the disadvantage of
this approach is complexity and cost. It will be interesting to see which UWB
technologies provide the most benefit at the lowest cost.

Since the focus for this chipset is the consumer product market, low power
consumption is a primary target. Thus, a power-saving standby mode has been
developed as well. Details of the UBLink chipset are shown in Table 8.3.

Table 8.3 Parameters of the Wisair UBLink chipset.

Parameter Value

Bit rates 20, 62.5, 83.3, 125 [Mbps]
Range 10–30 [m]
Power consumption 60–200 [mW]
Multi-band 1–15 [sub-bands]
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8.2.9 Home networking and home electronics

One of the most promising commercial application areas for UWB technology is the
wireless connectivity of different home electronic systems. It is thought that many
electronics manufacturers are investigating UWB as the wireless means to connect
devices, such as televisions, DVD players, camcorders, and audio systems, together
to remove some of the wiring clutter in the living room. This is particularly
important when we consider the bit rate needed for high-definition television that
is in excess of 30 Mbps over a distance of at least a few meters. An example of a
possible home-networking setup using high-speed wireless data transfer of UWB
is shown in Figure 8.3.

Of course, UWB wireless connections to and from personal computers are also
another possible consumer market area, with products expected in the next few
years.

In [92] a proposal is made to use UWB as the wireless link in a ubiquitous
“homelink”, which consists of an amalgamation of wired and wireless technolo-
gies. The wired technology proposed by the authors is based on the IEEE 1394
standard. This is an attempt to effectively integrate entertainment, consumer
communications, and computing within the home environment. The reason for
the choice of IEEE 1394 is that it provides an isochronous mode, in which data
are guaranteed to be delivered within a certain time frame after transmission has
started. Bandwidth is reserved in advance, which gives a constant transmission
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Desktop PC and 
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as printer
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phone
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Fig. 8.3 An example of a possible home-networking setup using UWB.
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speed. This is important for real time applications, such as video broadcasts, to
ensure that there is no break in the movie or television program for the viewer.
Some possible services and required data rates are shown in Table 8.4.

Table 8.4 Some possible contents for a home entertainment and computing network, the
necessary data rates, and the possible need for real time features.

Service Data rate [Mbps] Real time feature

Digital video 32 Yes
DVD, TV 2–15 Yes
Audio 1.5 Yes
Internet access >10 No
PC 32 No
Other <1 No

Furthermore, IEEE 1394 has an asynchronous mode, in which data are guar-
anteed to be delivered, but bandwidth is not reserved and no guarantee is made
about the time of arrival of the data.

IEEE 1394 provides scalable performance with 100, 200, and 400 Mbps, which
is comparable with the target for UWB transmission speeds. IEEE 1394b is
under consideration and will support 800 to 1,600 Mbps and may be extended
to 3,200 Mbps.

The considerations for home appliances can be described as economy, easy
operation, flexibility, and high reliability. Particularly in the area of economy (that
is cheap devices) and reliability, UWB can be expected to perform well. However,
there are various other wireless systems that are targeting this application. In
particular, the established IEEE 802.11a standard [93], which has data rates of up
to 54 Mbps, is a strong contender. IEEE 802.11a chipsets have been reported to
have speeds of greater than 70 Mbps and are expected to increase past 100 Mbps in
the near future. Alternatively, wireless transceivers based on the 802.11g standard
may also provide an economical, if slightly lower data rate.

Bluetooth [94], HomeRF [95], and 802.11b standards are not strong contenders,
because their maximum data rates are approximately 720 kbps, 1.6 Mbps, and
11 Mbps, respectively. Another possible alternative is Wireless 1394, a wireless
extension to the wired 1394 system.

8.2.10 Precision asset location system

In the previous section we looked at the military use of the precision asset location
(PAL) system based on UWB devices, developed by Multispectral Solutions, Inc.
In [96] the further commercialization and testing of the PAL system was reported.
In particular, the PAL system was extended from military ships to use in hospitals
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and factories. The product was named PAL650 and was certified according to the
current (2003) FCC rules.

It was delivered as a commercial product at the time of writing to such clients
as the Washington National Medical Center. The UWB precision asset location
system enables hospital administrators to track the utilization of assets and patient
flow accurately within the hospital. Tracking of patients and equipment is expected
to increase hospital efficiency, particularly in the case of a terrorist attack or mass
disasters, where hospitals see four to five times the normal load of patients.

Another client is the National Institute of Standards and Technology (NIST) in
the U.S. for precision tracking of robotic vehicles for search and rescue. The system
will initially be used to evaluate robotic vehicle performance during international
search and rescue tournaments. Future use will involve the tracking of rapidly
deployable search and rescue vehicles as they enter buildings, following a disaster.

One technical item of interest for PAL systems is that they do not require a
high data rate and, thus, may use significantly higher peak powers than is allowed
for high data rate communication systems. The peak measured emission of the
PAL650 system was 58.13 dBµV/m with an average emission of 39.01 dBµV/m.
All measurements were performed with a 1-MHz resolution bandwidth (RBW)
and referenced to a 3-m range. It is interesting to note that average emission
measurements were limited by the testing equipment noise floor and the true
average effective isotropic radiated power (EIRP) for PAL650 can be calculated
to be 16.1 dBµV/m. This value is approximately 37 dB below the FCC limit and
over 22 dB below the noise floor. For reference the current (2004) FCC limits are
61.2 dBµV/m peak and 53.9 dBµV/m average.

The commercialization of PAL650 leads to the requirement of long battery life.
Operation lifetimes in excess of 3.8 years are expected for these tags using a single
lithium cell CR2477 (3.0 V 1A-hr). The tag operates at 3.0 V with a current
consumption of approximately 30 µA.

As with the previously described PAL system, PAL650 consists of a set of active
tags, UWB receivers, and a central processing hub that processes the received
signals from the active tags.

A photograph of an active tag with the polyethylene radome cover is shown in
Figure 8.4. The size of the tag is approximately 4.75 cm in diameter and 2.25 cm
high when not covered in the housing. With the radome housing the size expands
to 5.1 cm and 2.85 cm. The UWB active tag has a center frequency of 6.191 GHz
and an instantaneous −10 dB bandwidth of 1.25 GHz.

A photograph of the receiver is shown in Figure 8.5. The size of the receiver
boards are approximately 5.5 cm by 9.0 cm and 2.5 cm height. When the housing
for the receiver unit is included the total size becomes 5 cm by 8.25 cm by 15.25 cm.
The low-noise receiver front end is housed in the gray box in the top left of
Figure 8.5.

Receivers obtain power via the central processing unit, and data are transferred
by a wired system. The wireless part is between the receivers and the active tags.
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Fig. 8.4 PAL650 UWB active tag with radome. c©IEEE 2003.

The system described in [96] is a daisy-chained one; however, a hub-and-spoke
system is under development to eliminate the potential for a single point of failure
in the serial communications and power distribution to render the system unusable.
The hub-and-spoke system will increase the reliability of the system as a whole.

Fig. 8.5 PAL650 receiver RF board (left) and digital board (right). c©IEEE 2003.
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A photograph of the central processing hub is shown in Figure 8.6. The central
processing unit receives signal from the receivers and calculates the position of the
active tags.

Fig. 8.6 PAL650 central processing hub. c©IEEE 2003.

Calibration is performed at startup using a reference tag, whose location is
known in advance. The current system receives updates from tags once per
second in a burst of 72 pulse (bits) at a 1-Mbps burst rate. These data include
synchronization preamble, tag identification, data field, forward error correction,
and control bits. Update rates of up to 5,200 per second can be accommodated
without exceeding present FCC limits.

8.3 SUMMARY

In this chapter we have investigated a brief selection of current UWB applications,
focused on consumer communications. We have presented material about current
wireless UWB chipsets, by such companies as Time Domain, XtremeSpectrum, and
Wisair. As a test case we examined the precision asset location for the military
as developed by Multispectral Solutions. We noted that consumer products are
expected to appear within the next few years.
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Problems

Problem 1. Survey three current UWB products. Compare and contrast the
specifications of each.

Problem 2. Design an original UWB product. What features does it possess
to make it a success in the marketplace? Why must your product use UWB, as
opposed to other wireless technologies?

Problem 3. Investigate how the ADC in the XtremeSpectrum chip achieves
its very high sampling rate.

Problem 4. Investigate the specifications of PAL650. Is it a pulse-based UWB
system?
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