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The twentieth century saw the birth of physical organic chemistry—the study of the inter-
relationships between structure and reactivity in organic molecules—and the discipline ma-
tured to a brilliant and vibrant field. Some would argue that the last century also saw the
near death of the field. Undeniably, physical organic chemistry has had some difficult times.
There is a perception by some that chemists thoroughly understand organic reactivity and
that there are no important problems left. This view ignores the fact that while the rigorous
treatment of structure and reactivity in organic structures that is the field’s hallmark contin-
ues, physical organic chemistry has expanded to encompass other disciplines.

In our opinion, physical organic chemistry is alive and well in the early twenty-first
century. New life has been breathed into the field because it has embraced newer chemical
disciplines, such as bioorganic, organometallic, materials, and supramolecular chemistries.
Bioorganic chemistry is, to a considerable extent, physical organic chemistry on proteins,
nucleicacids, oligosaccharides, and other biomolecules. Organometallic chemistry traces its
intellectual roots directly to physical organic chemistry, and the tools and conceptual frame-
work of physical organic chemistry continue to permeate the field. Similarly, studies of poly-
mers and other materials challenge chemists with problems that benefit directly from the
techniques of physical organic chemistry. Finally, advances in supramolecular chemistry
result from a deeper understanding of the physical organic chemistry of intermolecular in-
teractions. These newer disciplines have given physical organic chemists fertile ground in
which to study the interrelationships of structure and reactivity. Yet, even while these new
fields have been developing, remarkable advances in our understanding of basic organic
chemical reactivity have continued to appear, exploiting classical physical organic tools and
developing newer experimental and computational techniques. These new techniques have
allowed the investigation of reaction mechanisms with amazing time resolution, the direct
characterization of classically elusive molecules such as cyclobutadiene, and highly detailed
and accurate computational evaluation of problems in reactivity. Importantly, the tech-
niques of physical organic chemistry and the intellectual approach to problems embodied
by the discipline remain as relevant as ever to organic chemistry. Therefore, a course in phys-
ical organic chemistry will be essential for students for the foreseeable future.

This book is meant to capture the state of the art of physical organic chemistry in the
early twenty-first century, and, within the best of our ability, to present material that will re-
main relevant as the field evolves in the future. For some time ithas been true that if a student
opens a physical organic chemistry textbook to a random page, the odds are good that he or
she will see very interesting chemistry, but chemistry that does not represent an area of sig-
nificant current research activity. We seek to rectify that situation with this text. A student
must know the fundamentals, such as the essence of structure and bonding in organic mol-
ecules, the nature of the basic reactive intermediates, and organic reaction mechanisms.
However, students should also have an appreciation of the current issues and challenges in
the field, so that when they inspect the modern literature they will have the necessary back-
ground to read and understand current research efforts. Therefore, while treating the funda-
mentals, we have wherever possible chosen examples and highlights from modern research
areas. Further, we have incorporated chapters focused upon several of the modern disci-
plines that benefit from a physical organic approach. From our perspective, a protein, elec-
trically conductive polymer, or organometallic complex should be as relevant to a course in
physical organic chemistry as are small rings, annulenes, or non-classical ions.

We recognize that this is a delicate balancing act. A course in physical organic chemistry
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cannot also be a course in bioorganic or materials chemistry. However, a physical organic
chemistry class should notbe a history course, either. We envision this textas appropriate for
many different kinds of courses, depending on which topics the instructor chooses to em-
phasize. Inaddition, we hope the book will be the first source a researcher approaches when
confronted with a new term or concept in the primary literature, and that the text will pro-
vide a valuable introduction to the topic. Ultimately, we hope to have produced a text that
will provide the fundamental principles and techniques of physical organic chemistry,
while also instilling a sense of excitement about the varied research areas impacted by this
brilliant and vibrant field.

Eric V. Anslyn

Norman Hackerman Professor
University Distinguished Teaching Professor
University of Texas, Austin

Dennis A. Dougherty

George Grant Hoag Professor of Chemistry
California Institute of Technology
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A Note to the Instructor

Our intent has been to produce a textbook that could be covered in a one-year course in
physical organic chemistry. The order of chapters reflects what we feel is a sensible order of
material for a one-year course, although other sequences would also be quite viable. In addi-
tion, we recognize that at many institutions only one semester, or one to two quarters, is
devoted to this topic. In these cases, the instructor will need to pick and choose among the
chapters and even sections within chapters. There are many possible variations, and each in-
structor will likely have a different preferred sequence, but we make a few suggestions here.

In our experience, covering Chapters 1-2,5-8, selected portions of 9-11, and then 14-16
creates a course that is doable in one extremely fast-moving semester. Alternatively, if organic
reaction mechanisms are covered in another class, dropping Chapters 10 and 11 from this or-
der makes a very manageable one-semester course. Either alternative gives a fairly classical
approach to the field, butinstills the excitement of modern research areas through our use of
“highlights” (see below). We have designed Chapters 9, 10, 11, 12, and 15 for an exhaustive,
one-semester course on thermal chemical reaction mechanisms. In any sequence, mixing in
Chapters 3, 4,12, 13, and 17 whenever possible, based upon the interest and expertise of the
instructor, should enhance the course considerably. A course that emphasizes structure and
theory more than reactivity could involve Chapters 1-6, 13, 14, and 17 (presumably not in
that order). Finally, several opportunities for special topics courses or parts of courses are
available: computational chemistry, Chapters 2 and 14; supramolecular chemistry, Chapters
3, 4, and parts of 6; materials chemistry, Chapters 13, 17, and perhaps parts of 4; theoretical
organic chemistry, Chapters 1, 14-17; and so on.

One of the ways we bring modern topics to the forefront in this book is through provid-
ing two kinds of highlights: “Going Deeper” and “Connections.” These are integral parts of the
textbook that the students should not skip when reading the chapters (it is probably important to
tell the students this). The Going Deeper highlights often expand upon an area, or point out
what we feel is a particularly interesting sidelight on the topic at hand. The Connections
highlights are used to tie the topic at hand to a modern discipline, or to show how the topic
being discussed can be put into practice. We also note that many of the highlights make ex-
cellent starting points for a five- to ten-page paper for the student to write.

Asnoted in the Preface, one goal of this text is to serve as a reference when a student or
professor is reading the primary literature and comes across unfamiliar terms, such as “den-
drimer” or “photoresist.” However, given the breadth of topics addressed, we fully recog-
nize that at some points the book reads like a “topics” book, without a truly in-depth analy-
sis of a given subject. Further, many topics in a more classical physical organic texthave been
given less coverage herein. Therefore, many instructors may want to consult the primary lit-
erature and go into more detail on selected topics of special interest to them. We believe we
have given enough references at the end of each chapter to enable the instructor to expand
any topic. Given the remarkable literature-searching capabilities now available to most stu-
dents, we have chosen to emphasize review articles in the references, rather than exhaus-
tively citing the primary literature.

We view this book as a “living” text, since we know that physical organic chemistry will
continue to evolve and extend into new disciplines as chemistry tackles new and varied
problems. We intend to keep the text current by adding new highlights as appropriate, and
perhaps additional chapters as new fields come to benefit from physical organic chemistry.
We would appreciate instructors sending us suggestions for future topics to cover, along
with particularly informative examples we can use as highlights. We cannot promise that
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they will all be incorporated, but this literature will help us to keep a broad perspective on
where the field is moving.

Given the magnitude and scope of this project, we are sure that some unclear presenta-
tions, misrepresentations, and even outright errors have crept in. We welcome corrections
and comments on these issues from our colleagues around the world. Many difficult choices
had to be made over the six years it took to create this text, and no doubt the selection of top-
ics isbiased by our own perceptions and interests. We apologize in advance to any of our col-
leagues who feel their work is not properly represented, and again welcome suggestions.

We wish you the best of luck in using this textbook.
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CHAPTER 1

Introduction to Structure and Models of Bonding

Intent and Purpose

There are three goals for Chapter 1. The first is to review simple notions of chemical bonding
and structure. This review is meant for readers who have a knowledge of atomic and molec-
ular structure equivalent to that given in introductory chemistry and organic chemistry text-
books. In this review, concepts such as quantum numbers, electron configurations, valence-
shell electron-pair repulsion (VSEPR) theory, hybridization, electronegativity, polar cova-
lent bonding, and ¢ and w bonds, are covered in an introductory manner. A large fraction of
organic chemistry can be understood and predicted based upon these very simple concepts
in structure and bonding. However, the second goal of the chapter is to present a more ad-
vanced view of bonding. Thisis known as qualitative molecular orbital theory (QMOT), and
it will lay the foundation for Chapter 14, where computational methods are discussed. This
more advanced approach to bonding includes the notion of group orbitals for recurring
functional groups, and an extension of molecular orbital theory called perturbational mo-
lecular orbital theory that will allow us to make rational predictions as to how bonding
schemes arise from orbital mixing. We show these bonding models first with stable mole-
cules, and then apply the lessons to reactive intermediates. By covering stable structures
alongside reactive intermediates, it should be clear that our standard models of bonding
predict the reactivity and structure of all types of organic structures, stable and otherwise.
Showing such a correlation is the third goal of the chapter.

A recurrent theme of this chapter is that organic functional groups—olefins, carbonyls,
amides, and even simple alkyl groups such as methylene and methyl—can be viewed as
having transferable orbitals, nearly equivalent from one organic structure to another. We
will describe several of these molecular orbitals for many common organic functional
groups. In all the discussions there is a single unifying theme, that of developing models of
bonding that can be used to explain reactivity, structure, and stability, as a preparation for fu-
ture chapters.

You may be aware that modern computational methods can be used to describe the
bonding in organic molecules. Why, then, should we develop simple descriptive theories of
bonding? With the advent of universally available, very powerful computers, why not just
use quantum mechanics and computers to describe the bonding of any molecule of interest?
In the early twenty-first century, it is true that any desktop computer can perform sophisti-
cated calculations on molecules of interest to organic chemists. We will discuss the method-
ology of these calculations in detail in Chapter 14, and we will often refer to their results
during our discussions in this and other chapters. However, for all their power, such calcula-
tions do not necessarily produce insight into the nature of molecules. A string of computer-
generated numbers is just no substitute for a well-developed feeling for the nature of bond-
ing in organic molecules. Furthermore, in a typical working scenario at the bench or in a
scientific discussion, we mustbe able to rapidly assess the probability of a reaction occurring
without constantly referring to the results of a quantum mechanical calculation. Moreover,
practically speaking, we do not need high level calculations and full molecular orbital the-
ory to understand most common reactions, molecular conformations and structures, or ki-
netics and thermodynamics. Hence, we defer detailed discussions of sophisticated calcula-
tions and full molecular orbital theory until just before the chapters where these methods are
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essential. Also, as powerful as they are, calculations are still severely limited in their ability
to address large systems such as proteins, nucleic acids, or conducting polymers. This limi-
tation is even more severe when solvation or solid state issues become critical. Therefore, it
is still true—and will be true for some time—that descriptive models of bonding that are
readily applicable to a wide range of situations are the best way to attack complex problems.
The models must be firmly rooted in rigorous theory, and must stand up to quantitative
computational tests. Two such models are developed in this chapter.

1.1 A Review of Basic Bonding Concepts

In this section we presenta number of basic concepts associated with chemical bonding and
organic structure. Most of this material should be quite familiar to you. We use this section to
collect the terminology all in one place, and to be sure you recall the essentials we will need
for the more advanced model of bonding given in Sections 1.2 and 1.3. For most students, a
quick read of this first section will provide an adequate refresher.

1.1.1 Quantum Numbers and Atomic Orbitals

Every molecule is made up from the nuclei and electrons of two or more atoms via
bonds that result from the overlap of atomic orbitals. Hence, the shapes and properties of
atomic orbitals are of paramount importance in dictating the bonding in and properties of
molecules. The Bohr model of atoms had electrons moving in specific orbits (hence the term
orbitals) around the nucleus. We now view the shapes and properties of atomic orbitals as
they are obtained from basic quantum mechanics via solution of the Schrodinger equation.
The solutions to the Schrodinger equation are termed wavefunctions, and in their most
common implementation these wavefunctions correspond to atomic or molecular orbitals.

The atomic orbital wavefunctions come in sets that are associated with four different
quantum numbers. The firstis the principal quantum number, which takes on positive inte-
ger values starting with 1(n=1,2,3,...). Anatom’s highest principal quantum number de-
termines the valence shell of the atom, and it is typically only the electrons and orbitals of
the valence shell that are involved in bonding. Each row in the periodic table indicates a dif-
ferent principal quantum number (with the exception of 4 and f orbitals, which are displaced
down one row from their respective principal shells). In addition, each row is turther split
into azimuthal quantum numbers (m =0,1,2,3,.. .; alternatively described ass, p, d, f, .. .).
This number indicates the angular momentum of the orbital, and it defines the spatial dis-
t Hution of the orbital with respect to the nucleus. These orbitals are shown in Figure 1.1 for
n = 2 (as with carbon) as a function of one of the three Cartesian coordinates.

The shapes givenin Figure 1.1 are a schematic representation of the orbitals in regions of
space around the nucleus. For 1 = 1, only a 1s atomic orbital is allowed. The highest electron
density is at the atomic nucleus, with decreasing density in all directions in space at increas-

Py P, P,
s Orbital representations p Orbital representations

Figure 1.1

The general shape of s and p atomic orbitals for carbon. These cartoons are the schematics that chemists
typically sketch. Shown also is a more realistic representation for the p orbital produced by quantum
mechanical calculations.
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ing distances from the nucleus. We pictorially represent such a population density as a
sphere.

The principal quantum number 2 has s and p orbitals. The 2s orbital is similar to the 1s or-
bital, but has a spherical surface in three-dimensional space where the electron density goes
to zero, called a node. A node is a surface (a sphere for s orbitals, a plane for p orbitals) that
separates the positive and negative regions of a wavefunction. There is zero probability of
finding an electron at an orbital node. The spherical node of a 2s orbital cannot be seen in the
representation of Figure 1.1. In reality, this nodal surface in the 2s orbital has little impact on
bonding models, and again, we pictorially represent this orbital as a sphere, just as with a
15 orbital.

A p orbital can orient along three perpendicular directions in space, defined to be the x,
1, and z axes. The 2p orbitals have a nodal plane that contains the nucleus and is perpendic-
ular to the orbital axis. As such, the electron density is zero at the nucleus. The popula-
tion density of a p orbital reaches a maximum along its axis in both the negative and positive
spatial directions, and then drops off. This population density is shown as a dumbbell-like
shape.

The directionality of an orbital in space is associated with a third set of quantum num-
bers called magnetic or the porbitals the magnetic quantum numbers are 1,0, and 1, each
representing one of the three different orthogonal directions in space (see the three 2p orbit-
als in Figure 1.1). The 2s and 2p orbitals make up the valence shell for carbon. Later in this
chapter, we will examine metals, which contain d orbitals. The magnetic quantum numbers
ford orbitalsare =2, —1,0, 1, and 2.

The phasing of the atomic orbitals shown in Figure 1.1 (color and gray/ clear) is solely a
result of the mathematical functions describing the orbitals. One color indicates that the
function is positive in this region of space, and the other color indicates that the function is
negative. It does not matter which color is defined as positive or negative, only that the two
regions are opposite. There is no other meaning to be given to these phases. For instance, the
probability of finding an electron in the differently phased regions is the same. The probabil-
ity is defined as the electron density or electron distribution. It is specifically related to the
square of the mathematical function that represents the orbitals.

The fourth and final quantum number, m, is associated with the spin of an electron. Its
value can be +2 or — /5. An orbital can only contain two electrons, and their spin quantum
numbers must be oppositely signed (termed spin paired) if the electrons reside in the same
orbital. Because electrons have wave-like properties, these waves are overlapping in space
when the electrons are in the same orbital. However, because the electrons are negatively
charged and have particle character also, they tend to repel each other. As a result, their
movements are actually correlated, so as to keep the like charges apart. Correlation is the
ability of an electron to feel the trajectory of another electron and therefore alter its own
course s0 as to minimize Coulombic repulsions and keep the energy of the system to a
minimum.

1.1.2 Electron Configurations and Electronic Diagrams

The electron configuration of an atom describes all the atomic orbitals that are popu-
lated with electrons, with the number of electrons in each orbital designated by a super-
script. For example, carbon has its 1s, 25, and 2p orbitals each populated with two electrons.
Hence, the electron configuration of carbon is 1s* 2s* 2p. This is the ground state of carbon,
the most stable form. Promotion of an electron from an atomic orbital to a higher-lying
atomic orbital produces a higher energy excited state, such as 157 2s' 2p°.

In an electronic diagram the atomic orbitals are represented by horizontal lines at differ-
ent energy levels, where the higher the line on the page the higher the energy. Symbols are
placed near the lines to indicate which orbitals the lines are meant to represent. The arrows
representelectrons, and their direction indicates the relative spin of the individual electrons.
Several rules are used to decide how these lines (orbitals) are populated (filled) with elec-
trons. The aufbau principle (from German for “building-up”) states that one populates the
lower energy orbitals with electrons first. Furthermore, only two electrons can be in each or-



2p

2y

CHAPTER 1: INTRODUCTION TO STRUCTURE AND MODELS OF BONDING

P4
H

Carbon electron configuration

bital, and when they are in the same orbital they must be spin paired (a result of the Pauli
principle). Hund’s rule tells us how to handle the population of degenerate orbitals, which
are orbitals that have the same energy. We singly populate such orbitals sequentially, and all
electrons in singly-occupied orbitals have their spins aligned.

Carbon has six electrons, two in the ls orbital, and four valence electrons that occupy the
2s and 2p valence orbitals. Based on the rules briefly reviewed here, the lowest energy elec-
tronic diagram of the valence shell of carbon is as shown in the margin.

The familiar octet rule, which states that atoms are most stable when their valence shell
is full, suggests that carbon in a molecule will take on four more electrons from other atoms
so as to possess an octet of electrons and thereby attain a noble gas configuration. The num-
ber of bonds that an atom can make is called its valence number. If each bond that carbon
makes is created by the donation of a single electron from an adjacentatom’s atomic orbitals,
carbon will make four bonds. Carbon is said to have a valence of four. This valence is by far
the most common bonding arrangement for C. When carbon has fewer than four bonds it
is in a reactive form, namely a carbocation, radical, carbanion, or carbene. When a similar
analysis is done for N, O, and F, it is found that these atoms prefer three, two, and one
bond(s), respectively.

1.1.3 Lewis Structures

G. N. Lewis developed a notation that allows us to use the valence electrons of atoms in
a molecule to predict the bonding in that molecule. In this method, the electrons in the va-
lence shell of each atom are drawn as dots for all atoms in the molecule (see examples be-
low). Bonds are formed by sharing of one or more pairs of electrons between the atoms, such
that each atom achieves an octet of electrons. In an alternative to the electron dot symbolism,
we can draw a line to represent a bond. A single bond is the sharing of two electrons, while
double and triple bonds involve the sharing of four and six electrons, respectively. Despite
itssimy  city, this notation can be used to accurately predict e number of lone pairs that an
atom will have and whether that atom will use single, double, or triple bonds when incorpo-
rated into specific molecules.

iH H::C:):H H:é:H H:C:::N:

A few examples of Lewis structures

The problem with Lewis dot structures is that they provide no insight into molecular
shapes, orbitals, or distributions of electrons within molecules. Instead, they are only useful
for predicting the number of bonds an atom forms; whether the atom has lone pairs; and
whether single, double, or triple bonds are used. Once an atom is found to have an octet us-
ing a Lewis analysis, no further insight into the structure or reactivity can be obtained from
the Lewis structure. We have to turn to more sophisticated molecular structure and bonding
concepts to understand structure and reactivity.

1.1.4 Formal Charge

Often it is convenient to associate full charges with certain atoms, even though the
charges are in fact delocalized among the atoms in the molecule, and the overall molecule
may be neutral. Such charges derive from the Lewis structure, and these full charges on
atoms are called formal charges, denoting they are more of a formality than a reality.

The formula generally given in introductory chemistry textbooks for calculating the for-
mal charge is formal charge = number of valence electrons — number of unshared electrons
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— Y5 the number of shared electrons. In organic chemistry, it is easier to just remember a few
simple structures. For example, the oxygen in water has two bonds to hydrogen and is neu-
tral. In contrast, the oxygen in the hydronium ion (H;0*) bonds to three hydrogens and is
positive; and the oxygen of hydroxide (OH") has only one bond and has a formal negative
charge. This series can be generalized. Whenever oxygen has an octet of electrons and has
one, two, or three bonds it is negative, neutral, or positive, respectively. More generally,
whenever an atom has an octet and has one bond more than its neutral state it is positive;
when it has one bond fewer it is negative. Hence, a nitrogen atom having two, three, or four
bonds is negative, neutral, or positive, respectively; similarly, a carbon having an octet and
three, four, or five bonds is negative, neutral, or positive, respectively. Although formal
charge can be rapidly evaluated in this manner, you should not take the charge on a particu-
lar atom too literally, as demonstrated in the following Going Deeper highlight.

Going Deeper

How Realistic are Formal Charges? charge on the N. On going from trimethylamine to tetra-
methylammonium the N does become more positive than
in a neutral molecule. It is just that it goes from partial neg-
ative to essentially neutral, rather than from neutral to pos-
itive, as implied by the formal charge symbolism. Beyond
bookkeeping, formal charge is really only useful for indi-
cating the charge on the molecule, not on individual atoms.

|
Formal charge is more or less a bookkeeping tool. For \
the tetramethylammonium ion, for example, we draw a |
positive charge on the nitrogen because it is tetravalent. j
However, it is now possible to develop very accurate ‘
descriptions of the electron distributions in molecules |
using sophisticated computational techniques (Chapter |
14). Such calculations indicate that a much more reason- '
|
|
|
|
|
J
|
|

able model for the tetramethylammonium jon describes ?Ha
the N as essentially neutral. The positive charge resides on HaC — N®— CH,4 HyC — N— CHs
the methyls, each carrying one-fourth of a charge. What is / |

CH, CHg

going on here? Looking ahead to Section 1.1.8, we know
that N is more electronegative than C, so it should have
more negative charge (less positive charge) than C.
Indeed, in trimethylamine there is a substantial negative

Formal charge on
quaternary ammonium

1.1.5 VSEPR

Once we have a basicidea of the bonds to expect for organic structures, the next key is-
sue is the three-dimensional shape of such structures. We now introduce two important con-
cepts for rationalizing the diverse possibilities for shapes of organic molecules: VSEPR and
hybridization.

The valence-shell electron-pair repulsion (VSEPR) rule states that all groups emanat-
ing from an atom—whether single, double, or triple bonds, or lone pairs—will be in spatial
positions that are as far apart from one another as possible. The VSEPR method does not
consider singly occupied orbitals to be groups (see below for the reason). VSEPR is purely a
theory based upon the notion that the electrostatic repulsions between entities consisting of
two or more electrons dictate molecular geometries.

This rule can be applied to carbon when it is bonding to either four, three, or two other
atoms. Acetylene has a linear arrangement of the C-C triple bond and the C-H bond, be-
cause a 180° angle places these two groups as far apart as possible. When three groups are
attached to an atom, such as the three hydrogens of CH;", the geometry is trigonal planar

180° 180° H o H
" N % I~109-5°
IC=0: H—C=C—H ®C—H .Cd
/ H\\\‘ H
H H

Geometries based upon VSEPR
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with 120° H-C-H bond angles. Finally, in a molecule such as methane, a tetrahedral ar-
rangement of the four bonds places them as far apart in space as possible (H-C-H angles of
109.5°).

The geometries for acetylene, methyl cation, and methane correspond to the bond
angles for idealized linear, trigonal, and tetrahedral systems. While these geometrically per-
fectangles do appear in simple molecules like these, in most organic molecules where differ-
ent groups are attached to the various atoms, measurable deviations from these ideals are
observed. However, we will still loosely refer to the carbons as tetrahedral or trigonal, even
though we don’texpect angles of exactly 109.5° or 120°, respectively.

The VSEPR model provides a simple way to understand such deviations from perfec-
tion. Since the geometries derived from VSEPR are based solely upon maximizing the dis-
tance between electron pairs, it makes sense that the geometries would also depend upon
the “sizes” of the electron pairs. A central tenant of VSEPR is that lone pairs behave as if they
are larger than bonded pairs. Always keep in mind that VSEPR is not based on any first
princi s analysis of electronic structure theory. It is a simple way to rationalize observed
trends. Itis debatable whether alone pair of electrons actually is larger than abonded pair of
electrons plus the associated atoms. In fact, it is noteven clear that size is a well defined con-
cept for a lone pair. The pointis, in VSEPR we consider lone pairs to be larger than bonded
pairs because that approach leads to the right conclusions. This view allows us to rationalize
the fact that the H-X-H angles in ammonia and water are smaller than 109.5°. Both systems
are considered to have four groups attached to the central atom because, as stated earlier,
lone pairs count as groups in VSEPR. Since a lone pair is larger than a bonding pair, the N-H
bonds of ammonia want to get away from the lone pair, causing contractions of the H-N-H
angles. The effectis larger in water, wi  two lone pairs.

The VSEPR rule uses a common principle in organic chemistry to predict geometry, that
of sterics, a notion associated with the through-space repulsion between two groups. Steric
repulsion arises from the buttressing of filled orbitals that cannot participate in bonding,
where the negative electrostatic field of the electrons in the orbitals is repulsive. The reason
that singly occupied orbitals are not considered to be groups in VSEPR is that they can par-
ticipate in bonding with doubly occupied orbitals. Intuitively, we expect larger groups to be
more repulsive than smaller groups, and this is the reasoning applied to the lone pairs in am-
monia and water. Likewise, due to sterics, we may expect the central carbon in 2-methylpro-
pane to have an angle larger than 109.5°, and indeed the angle is larger than this value (see
margin).

1.1.6 Hybridization

It was stated earlier that CH," prefers bond aneles of 120°, and methane prefers bond
angles of 109.5°. How do we achieve such bond ang ‘s when the s and p atomic orbitals are
not oriented at these angles? The s orbitals are spherical and so have no directionality in
space, and the p orbitals are oriented at 90° angles with respect to each other. We need a con-
ceptual approach to understand how s and p atomic orbitals can accommodate these experi-
mentally determined molecular bond angles. The most common approach is the idea of hy-
bridization, first introduced by Pauling.

Pauling’s assumption was that bonds arise from the overlap of atomic orbitals on adja-
cent atoms, and that the better the overlap the stronger the bond. Orbital overlap has a
quantitative quantum mechanical definition (given in Chapter 14). In a qualitative sense,
overlap can be thought of as the extent to which the orbitals occupy the same space. How-
ever, if there are regions of overlap with matched and mismatched phasing, the contribu-
tions to the overlap have opposite signs and will cancel. The more space occupied where the
phasing reinforces, the larger the overlap. When the opposite phasing in the various areas
completely cancels, there is no overlap. For example, consider the arrangements of the s and
p orbitals shown in the margin. The top shows how the s and p occupy some of the same
space, but the phasing completely cancels: zero overlap is the result. Any movement of the s
orbital to the side increases overlap, until the greatest overlap, shown for the bottom ar-
rangement, takes advantage of the directionality of a p orbital.
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Forming hybrid orbitals. Combining an s orbital with one, two, or three p orbitals
produces the familiar A. sp, B. sp7, and C. sp™ hybrid orbitals.

Pauling also argued that orbitals with directionality would give stronger bonds because
the overlap would be higher. Pauling suggested that to achieve orbitals with directionality,
mixtures of atomic orbitals on the same atom are formed in a process known as hybridiza-
tion. Hybridization is the method of adding and subtracting atomic orbitals on the same
atom. Remember that orbitals are mathematical solutions to the Schrodinger equation, and
that the addition and subtraction of mathematical equations is just an exercise in algebra. It
is a perfectly valid operation to add orbitals as long as one also does the corresponding
subtraction. Qualitatively, we use the positive and negative phasing along with the three-
dimensional shapes of the orbitals to visualize what the result of adding and subtracting the
orbitals would be. For example, Figure 1.2 A shows the result of combining a 2s and one of
the 2p orbitals, in this case the 2p, orbital. Each of the resultant orbitals has a large lobe on one
side of the atom and a small Jobe on the other side, and therefore has greater directionality
than the original orbitals. The addition leads to an orbital with directionality along the nega-
tive y axis, and the subtraction leads to an orbital with directionality along the positive y axis.
The two lobes have different phasing. The combination of an s orbital with a single p orbital
creates what are called sp hybrid orbitals. Note that these two new orbitals point 180° apart,
as is found in acetylene. Hence, the carbons in acetylene are considered to be sp hybridized
in order to accommodate the experimentally determined geometry. This leaves two pure p
orbitals: p, and p..

This addition and subtraction can be carried further to give sp” and sp” orbitals. Figure
1.2 B shows this addition and subtraction for sp*. Note that the new orbitals are now all 120°
apart. The remaining p orbital is perpendicular to the sp* hybrid orbitals. It makes good
sense that the mixing of this last p orbital with the sp* hvbrids would lead to new hybrids that
are above and below the plane formed by the sp? hybrids. In this case four identical orbitals
called sp* hybrids are the result (Figure 1.2 C). Each points toward the corners of a tetra-
hedron. In organic molecules one of these hybridization states—sp, sp?, or sp*—is invoked
as appropriate when explaining the linear, trigonal planar, or tetrahedral geometry of an
atom, respectively.
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The geometries for acetylene, methyl cation, and methane correspond to the bond
angles for the different hybridization states sp, sp?, and sp”, respectively. Again, most organic
molecules display measurable deviations from these ideals, but we still loosely refer to the
atoms as sp, sp?, or sp* hybridized, even though we don’t expect angles of exactly 180°, 120°
or 109.5°.

Hybridization provides an alternative “explanation” to VSEPR for such deviations
from ideal angles. In going from pure sp to sp? sp’, and pure p, the angles go from 180° to 120°,
109.5°, and 90°. Thus, decreasing s character leads to decreasing bond angles. We could say
thatin ammoniathe N-H bonds have lost s character from N relative to a pure sp* N, because
the angle is smaller than the perfect tetrahedral angle. In fact, we can quantify this analvsis
with a simple relationship. We define a hybridization index, i (Eq. 1.1). Here, the observed
bond angle 8is used in the equation to solve for i.

1+icos8=0 (Eq. 1.1)
We then define the hybridization as sp'. For example, since by definition the tetrahedral
angle is the arc cos(—/4) (~109.5°), perfect tetrahedral angles imply i = 3. For ammonia, we
conclude that the N hybrids that bond to H are sp*#, and in water the bonds to H are formed
by sp* hybrids. Thatis, in water the orbitals that make up the O-H bonds are 80% p in charac-
ter and 20% s, versus the 75:25 mixture nplied by sp®. The lone pairs must compensate, and
they take onextras character in NH; and H,O. We will see that this notion of non-integral hy-
bridizations is more thanjust an after-the-fact rationalization, and has experimental support
(see the following Connections highlight). It can have predictive power. However, we must
first introduce another important bonding concept: electronegativity.

NMR Coupling Constants

The view of variable hybridization has some experimental
support. The magnitude of "*C-"H NMR coupling con-
stants is expected to be proportional to the amount of car-
bon s character in the bond, because only s orbitals have
density at the carbon nucleus and can affect neighboring
nuclear spin states. In several systems, a clear correlation
has been observed between NMR coupling constants and
percents character, as pre  cted from the geometry and
the associated hybridization index.

For example, in cyclic alkanes, the smaller the ring,
the larger the p character that would be expected in the
hybrid orbitals used to form the C-C bonds, because p
orbitals better accommodate smaller bond angles. Corre-
spondingly, the C-H bonds would have higher s character.

This correspondence is indecd seen from an analysis of
the C—~H coupling constants given below. The smaller
rings have the larger coupling constants.

Ring system e

Cyclopropane 161
Cyclobutance 134
Cyclopentane 128
Cyclohexane 124
Cycloheptane 123
Cyclooctane 122

| Ferguson, LN (1973). Highlights of Alicychic Chemistry, Part 1, TFranklin

PPublishing Company, Inc., Palisade, M1

1.1.7 A Hybrid Valence Bond/Molecular Orbital Model of Bonding

There are two dominant models for considering bonding in organic molecules: valence
bond theory (VBT) and molecular orbital theory (MOT). While often viewed as competing
theories, VBT and MOT actually complement each other well, and our ultimate model for
bon g will borrow from both theories. VBT was developed first. The idea, as originally
put forth by Heitler and London and expanded by Pauling, was that the binding energy be-
tween two atoms arises primarily from exchange (resonance) of electrons between the two
atoms in a bond. The starting point for VBT has one electron on each atom that contributes
to an electron pairbond. Itis this assignment of electrons primarily to individual atoms—or,
more precisely, to individual orbitals on atoms—that is the hallmark of VBT. Bonding is, in
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effect, viewed as a perturbation of this arrangement. That is, when two atoms are brought to-
gether, each electron is permitted to interact with either nucleus, and this produces bond en-
ergies in adequate agreement with the experimental values. Hence, the conclusion was that
bonds consist of two electrons in the region between two nuclei.

In VBT a molecule is formed by adjacent atoms sharing electrons. As suggested by the
name, the electrons that are involved in bonding are those from the atoms’ valence shells.
Each atom donates one electron to the bond, and the resulting electron pair is considered to
be mostly localized between the two adjacent atoms. This localization of the electrons is ex-
actly the impression of bonding that is given by a Lewis structure. Furthermore, localization
of the electrons between the atoms would require orbitals that pointin the appropriate direc-
tions in space. It is this kind of reasoning that led Pauling to develop hybrid orbitals, an es-
sentially valence bond concept. In essence, VBT nicely encompasses the topics discussed to
this point in the chapter. However, one other notion is required by VBT—that of resonance.
As discussed in Section 1.1.10, if more than one Lewis dot structure can be drawn for a mole-
cule, then VBT states that the actual molecule is a hybrid of these “canonical forms”.

Creating Localized o and = Bonds

The most common model for bonding in organic compounds derives from VBT and the
hybridization procedure given previously. Sigma bonds (o bonds) are created by the over-
lap of a hybrid orbital on one atom with a hybrid orbital on another atom or an s orbital on
hyvdrogen (Figures 1.3 A and B, respectively). Pi bonds (m bonds) are created by the overlap
of two p orbitals on adjacent atoms (Figure 1.3 C). Specifically, ¢ bonds are defined as having
their electron density along the bond axis, while 7 bonds have their electron density above
and below the bond axis. The combination of the two orbitals on adjacent atoms that creates
in-phase interactions (signs of the orbitals are the same) between the two atoms is called the
bonding orbital. The combination that results in out-of-phase interactions (signs of the or-
bitals are opposite) is called the antibonding orbital. The bonding orbital is lower in energy
than the antibonding orbital. There are also orbitals that contain lone pairs of electrons,
which are not bonding or antibonding. These are called nonbonding orbitals. In standard
neutral organic structures, only the bonding orbitals and nonbonding orbitals are occupied
with electrons. Recall that an alkene functional group has a single o and a single 7 bond be-
tween the adjacent carbons, whereas an alkyne has a single o and two  bonds between the
carbons. The number of bonds between two atoms is called the bond order.

The creation of bonding and antibonding orbitals is actually a molecular orbital theory
notion. Therefore, the orbitals of Figure 1.3 are in effect molecular orbitals. We will have
much more to say in Section 1.2 about how to linearly mix orbitals to create bonding and
antibonding molecular orbitals. However, you may recall molecular orbital mixing dia-
grams from introductory organic chemistry, such as that shown in the margin for the m bond
in ethylene. These diagrams give a picture of how chemists visually create bonding and anti-
bonding orbitals via mixing. The mixing to derive the molecular orbitals gives both a plus

Nodal plane

Orbital mixing aragram

A.
Bonding Antibonding
orbital orbital
B Figure1.3
: A. Combination of two hybrid orbitals on adjacent atoms gives bonding
Bonding Antibonding and antibonding orbitals. Population of the bonding orbital with two
orbital orbital electrons creates a ¢ bond. B. Combination of a hybrid and a 1s orbital

on hydrogen gives a bonding and antibonding pair. Population of the

bonding orbital with two electrons creates a o bond. C. Combination of
C. two p orbitals on adjacent atoms also gives a bonding and antibonding

set. Population of the bonding orbital with two electrons creates a 7 bond.

Bonding Antibonding
orbital orbital
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and minus combination of the starting atomic orbitals. Note, therefore, that the orbitals
givenin Figure 1.3 are actually derived from ahybrid VBT/MOT approach to bonding. One
creates discrete, localized bonds between adjacent atoms as pictured with VBT, but it is done
using the linear combination ideas of MOT.

The simple molecular orbital mixing diagram given above serves to illustrate many con-
cepts and terms used with molecular orbital theory. The bonding molecular orbit: ' MO) is
symmetric with respect to a mirror plane that resides between the two carbons making the
bond, while the antibonding MO is antisymmetric. Furthermore, a nodal plane exists in the
antibonding MO between the two atoms making the 7 bond, which means that populating
this orbital with electrons leads to a repulsive interaction between the atoms.

The picture of o and 7w bonds that consist of bonding and antibonding molecular orbitals
that reside primarily between adjacent atoms is the standard that organic chemists most
commonly use. The reactivity of the vast majority of organic compounds can be nicely mod-
eled using this picture, and it forms the starting point for the electron pushing method of
presenting organic reaction mechanisms (see Appendix 5). Hence, this theory of bonding is
extremely important in organic chemistry.

1.1.8 Polar Covalent Bonding

Once the geometry of a molecule has been established, the next crucial feature for pre-
dicting the reactivity is its charge distribution. Notions such as VSEPR and hybridization
control shape and structure. Here we discuss how electronegativity is the primary determi-
nant of the charge distribution in a molecule, with hybridization playing a secondary but
still important role.

Covalentbonds predominate in organic chemistry. In our simple theory of bonding, the
two electrons in the bond are shared between the two adjacent atoms, as implied by a Lewis
dot structure and the o and bonds discussed previously. Very few, if any, organic structures
can be considered to have ionic bonds. However, whenever a carbon forms a bond to any
atom or group not identical to itself, the bond develops some polar character; there is a pos-
itive end and a negative end to the bond. This charge separation means the sharing of
electrons is unequal. A covalent bond that has an unequal sharing of the bonding pair of
electrons is called polar covalent. Pauling argued that introducing polarity into a bond
strengthens it, and we will see in Chapter 2 that trends in bond strengths generally support
this view.

Electronegativity

To predict the charge distribution in an organic molecule, we need to examine the elec-
tronegativity of the atoms in the molecule. Pauling originally developed thisimportant con-
cept and described it as “the power of an atom in a molecule to attract electrons to itself”.
Pauling assigned values to various atom types by examining bond dissociation energies of
molecules. As such, the Pauling electronegativity scale depends upon molecular properties,
and is not an intrinsic property of the atoms. The Pauling scale is most commonly used, and
is givenin all introductory chemistry textbooks.

Mulliken defined an electronegativity scale that is derived from the average of the ion-
ization potential and electron affinity of an atom, and therefore is solely an afoniic property.
The ionization potential is the energy required to remove an electron from an atom or mole-
cule. Hence, this number reflects the affinity of an atom for the electrons it already has. The
electron affinity is the amount of energy released or required to attach another electron to
an atom or molecule. Hence, this number reflects the affinity of the atom for an additional
electron. Using these values is a logical basis for determining the ability of an atom to at-
tract electrons toward itself. Along with the electronegativity scales of Pauling and Mulli-
ken, comparable scales have been developed by Nagle, Allen, Sanderson, Allred-Rochow,
Gordy, Yuan, and Parr. Suffice it to say that the electronegativity of an atom is a difficult con-
cept to put a precise number on, and that the use of different scales is appropriate for dif-
ferent applications. Table 1.1 compares the Pauling and Mulliken electronegativity scales,
showing that the two are similar. We should always remember that the key issue is the rela-
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Table 1.1

Electronegativities of Atoms According to
the Sralec nf Panlino and Mulliken*

Atom rauling Mulliken
H 2.1 3.01
B 2.0 1.83
C 25 2.67
N 3.0 3.08
o) 35 322
F 10 414
Cl 3.0 3.54
Br 28 3.24
I 25 2.88
Li 1.0 1.28
Na 0.9 1.21
K 0.8 1.03
Mg 1.2 1.63
Ca 1.0 1.30
Al 1.5 1.37
Si 1.8 2.03
P 21 2.39
g 25 2 65

“Pauling, L. (1960). The Nuture of the Chemical Bond and the
Stricture oj'Mu[m wlesaned Crystals; an hitroduction o Modern
Structural Chemistry, 3d ed., Cornell University Press, [thaca,
NY, and Allen, L. C. “Licctronegativity is the Average One-
Electron Encrgy of the Valence-Shell Electrons in Ground-
State Free Atoms.” [ A Clhenr. Soc., 111, 9003 {1989),

tive electronegativities of two moietics—we mainly want to know which is the more electro-
negative of the two, and whether the difference is relatively large or small. In most situa-
tions, all the various electronegativity scales lead to the same predictions.

The major factor influencing electronegativity is the energy of the orbitals that the atom
uses to accept electrons. As one moves left-to-right across the periodic table, the valence or-
bitals become lower in energy within the same row. Going down a column, the atoms get
biggerand the valence orbitals are higher in energy. This would mean that He has the lowest
energy valence orbitals, but He cannot accept any more electrons because it is a noble gas.
The atom with the lowestenergy valence orbitals that is nota noble gasis F, which is the most
electronegative element. In fact, a useful way to estimate electronegativitiesif Table 1.1 isun-
available is simply to recall that F is the most electronegative element, and moving left or
down in the periodic table progressively diminishes electronegativity.

When an atom with a higher electronegativity than carbon forms a bond to carbon, the
electrons in the bond will reside more toward the electronegative atom, producing a partial
negative charge on this atom and a partial positive charge on carbon. Conversely, when the
atom has a lower electronegativity, the carbon will possess a partial negative charge. These
partial charges are denoted 6+ and §— (see a few examples below). The larger the difference
between the electronegativities for atoms in a bond, the more the bond is polarized. The
magnitude of the polarization can be gauged using the values of Table 1.1. For example, us-

CIO‘O Od@ 5® 5O
| 50 I H;C—C=N
N C
H\“/ “H HSC/5®\CH3

H
Partial charges
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ing the Pauling scale, a C-F bond is more polar than a C-Cl bond, because the electronega-
tivity differences for the atoms in these bonds are 1.43 and 0.61, respectively. A bond whose
electronegativity difference is 1.7 is considered to be 50% ionic and 50% covalent, and so
bonds with differences greater than this are considered to be ionic. In this view, bonds of L,
Na, or Kto F, Cl, Br, or L are all ionic.

Some conclusions that can be drawn from the data of Table 1.1 may seem a bit counterin-
tuitive. For example, the electronegativity difference between C and I in both scales is actu-
ally smaller than the difference between C and H. Therefore, a C-1 bond is predicted to have
a smaller charge polarization than a C—H bond, based solely upon electronegativities. This
polarization may come as a surprise, since iodide is a good leaving group in S\2 reactions.
Often the electronegativity of iodine is erroneously invoked to explain such reactions. As we
will see below, electronegativity is not the whole story. Polarizability is also important, espe-
cially whenrationalizing reactivity trends. Also note that the electronegativity difference be-
tween C and O is smaller than between P and S, or I and O, on the Mulliken scale. Hence,
S-0 and P-O bonds are more polarized than C-O bonds.

Electrostatic Potential Surfaces

In a polar bond, one end is designated as §+ and the other as 6—, and this designation is
often adequate for discussing simple molecules such as methyl chloride. However, in more
complex molecules there will be many different types of bonds with differing degrees of po-
larity, and the overall molecule will reflect the sum of these and any interactions they experi-
ence. The simple §+ / 5~ symbolism is no longer adequate, so we need an alternative way to
view the charge distribution in complex organic molecules. In recent years, many scientists
have found that plots of electrostatic potential surfaces are quite useful in this regard. Such
plots are given in Appendix 2, which containsaga ry of representative electrostatic poten-
tial surfaces for prototype organic structures. In these pictures, red represents negative elec-
trostatic potential whereas blue represents positive electrostatic potential. A green colorisa
region that is essentially neutral.

Let’s examine for a moment the electrostatic potential surface for methyl acetate (see
Appendix 2). In our §+ /§— method, we would denote methyl acetate as shown in the mar-
gin. The carbonyl carbon is partially positive, and so is the methyl group. However, both ox-
ygens would be denoted as negative. This notation is less than optimum, however, because
we havenoideav ich oxygen is more negative. Yet, a quick glance at the electrostatic sur-
face shows that the carbonyl oxygen is more negative (you may predict this fact from reso-
nance; see Section 1.1.10). Thus, an electrostaticp  :ntial surface can provide deeper insight
into the electronic distribution in a molecule than a simple 6+ /8- picture.

Whatexactly are these surfaces? First, they result from a full quantum mechanical calcu-
lation of the electronic structure of the molecule. Note that we do not use electronegativities
or hybridizations or bond dipoles or any of the descriptive features of our bonding model in
such calculations. These are a priori quantum mechanical calculations, and their output en-
ables the charge distribution in a molecule to be computed.

Whatare we actually showing in such plots? First, we give asurface to the molecule. The
surface is very similar to a van der Waals surface, thes  face that would be obtained by con-
sidering each atom to be a sphere with a radius equal to its van der Waal radius (Table 1.5).
For technical reasons, though, the surfaceismore typically anisodensity surface, meaninga
surface with a constant electron density, such as 0.002 electrons/ A2 The distinction is small.
Next, we color the surface according to electrostatic potential (i.e., red for negative and blue
for positive).

What is electrostatic potential and how is it determined? Imagine taking a very small
sphere withacharge of +1and rolling itaround the isodensity surface. Ateach point, we ask
whether the sphere is attracted to or repulsed by the surface and what the energetic magni-
tude of the interaction is. The magnitude of the interaction is the electrostatic potential.
Thus, the plots have units not of charge but of energy (we will use kcal /mol). We are not
plotting partial charge; we are plotting electrostatic potential, although the two will track
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each other. As a result, these plots are extremely useful for visualizing the charge distribu-
tion in organic molecules. We encourage the student to consult Appendix 2 frequently while
reading this text.

There are definitely some caveats to the interpretation of electrostatic surface potentials,
and some are given in the next Going Deeper highlight. An important caveat is to appreciate
that these are electrostatic potential surfaces for the ground states of the molecules. They
show the charge distribution absent any external perturbation. When a chemical reaction oc-
curs, we expect a substantial reorganization of charge. For example, when an anionic nu-
cleophile adds to the carbonyl of acetone, we expect a very different electrostatic potential
surface for the transition state than in the picture of acetone shown in Appendix 2. Since
transition states control reactivity, it is risky to use these electrostatic potential surfaces to
predict or rationalize reactivity. They can be helpful in this regard, but caution is in order.

Scaling Electrostatic Surface Potentials

Electrostatic potential surfaces are very useful guides to
charge distributions, and they are now commonly shown
inintroductory organic texts. However, some caution is
warranted when interpreting them. Most important is to
pay attention to the energy scale associated with any par-
ticular structure. That is, what value of positive electro-
static potential does it take to achieve the maximum in
blue, and what negative electrostatic potential will maxi-
mize the red? Realize that in the analysis of any electro-
static potential surface, positive or negative potentials
larger in magnitude than the arbitrarily set range will
simply be the most intense blue or red, and will not be
distinguished from any other value over the limit.

There are two ways to scale these plots. Some elec-
trostatic potential surface presentations take the direct
results of the calculation and use as the maxima the maxi-
mum values for plus and minus electrostatic potential
in the molecule. This appears to be the most common
approach inintroductory texts. In this approach, we could
end up with a range such as +57.29 kcal/ mol to —36.43

kcal/ mol. A potential problem with this approach is that
the color scale is “linear” from plus to minus, so the zero
electrostatic potential color—an important benchmark—
will be different for this structure than for some other
structure with a range such as +27.22 to —49.83. For this
reason, we avoid such presentations in Appendix 2 and
present electrostatic potential surfaces with a symmetrical
range of electrostatic potentials, such as +25 kcal/ mol or
*+50 kcal / mol. In this way, zero electrostatic potential is
always the same green color. However, it is also very impor-
tant to be aware of the range of electrostatic potentials being plot-
ted. A plot of the benzene electrostatic potential surface
with a 25 kcal/ mol range will look different from a plot
with a =50 kcal / mol range. It is especially risky to com-
pare two structures with different ranges plotted. When-
ever possible, we will provide comparisons with the same
range, and we will always make it clear what range of elec-
trostatic potentials is used for any figure. The student
always needs to be aware of electrostatic potential range
when interpreting and comparing such plots.

Inductive Effects

We have seen that when carbon bonds to an electronegative element like O, N, Cl, or F a

bond polarization develops, making the C §+ and the heteroatom or halogen 6-. We might
expect a functional group containing electronegative atoms to also be electron withdrawing
(see examples in the margin). The phenomenon of withdrawing electrons through o bonds
to the more electronegative atom or group is called an inductive effect. It is an effect that we
will often cite to explain trends in thermodynamics or reactivity throughout this book (an in-
teresting twist to induction is given in the next Going Deeper highlight). The inductive effect
is what gives rise to bond polarizations, polarizations within molecules, and bond and mo-
lecular dipole moments.

A similar but separate phenomenon is a field effect. This is a polarization in a molecule
that results from charges thatinteract rough space, rather than through o bonds, and it can
influence the structure and reactivity of other parts of the molecule. We will see systems later
in which both field and inductive effects seem to be operative.

50 50 8@ 5O
CH;-NO,  CHg-CF,4

Partial charges due to induction
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Going Des

1-Fluorobutane

Consider the specific case of 1-fluorobutane. We expect a
large bond dipole, with C1 positive, and the F negative.
Moving along the o chain we would expect the magnitude
of the charges to progressively diminish, with some polar- |
ization at C2, and less at C3, etc. \
Inductive effects have been extensively investigated
experimentally, and some conflicting trends are seen.
Advanced quantum mechanical calculations of the sort
described in Chapter 14 are able to assign partial charges
to atoms or groups of atoms, and while there is some
debate as to the best way to do this, all methods produce
similar trends. In the case of 1-fluorobutane the F atom car-
ries a large partial negative charge, on the order of —0.44.
As expected, the CH, group at C1, as a unit, carries a com-
parable positive charge, creating a very large C—F bond
dipole. What about the CH, at C2? Instead of being just
part of a simple C—C bond, it is paired to a carbon with a
substantial positive charge. At the same time, it is two
atoms away from a very electronegative element—
fluorine. |
Perhaps surprisingly, the C2 CH, shows a small |

negative charge, on the order of —0.03. Rather than a pro-
gressively diminishing positive charge as we move down
the chain, a charge alternation is seen. At some levels of
theory, this charge alternation continues down the chain,
but the magnitude of the charges at C3 and C4 are so small
as to be inconsequential.

This result s fairly general in computational studies,
butitis not in line with experimental observations of
inductive effects. As we will see in Chapter 5 and other
places, inductive effects on thermodynamics and kinetics
do not usually show an alternation pattern. For example,
for a linear alkanoic acid, adding a strongly electronega-
tive element like F to the alkyl chain always increases the
acidity of the carboxylic acid functional group, and the
effectis always stronger the closer the F is to the incipient
carboxylate. This trend is an example of the danger of
directly extrapolating ground state electronic structure
features to reactivity patterns.

Magnitude of the delta charges
diminishes but alternates
—

09 50
F

IS

Group Electronegativities

It is often convenient to consider groups that make up particular portions of a molecule
as having their own electronegativity. For example, we would expect a CF; group to affect
the charge distribution in a molecule via induction much more than a CH; group, but if we
consider only carbon electronegativities, the two are the same. Table 1.2 lists some group
electronegativity values that were derived to be comparable to the Pauling scale for atoms.

We find thata methyl groupis essen

tially the same as a C, whereas the CF; group has an elec-

tronegativity similar to that for O. Alkenyl and alkynyl groups are quite electronegative, as
are nitro and cyano groups. Finally, a full positive charge, such as that associated with a pro-
tonated amine, has the highest group electronegativity.

Table 1.2

Group Electronegativities, Scaled to be

Comnatihle with the Paulino Scale*
Group Electronegativity
CH, 2.3
CH,Cl 2.8
CHClL, 3.0
CCl, 3.0
CF; 3.4
Ph 3.0
CH=CH, 3.0
C=CH 3.3
C=N 3.3
NH, 34
NH;' 3.8
NO. 3.4
M a7

*Wells, P.R. “Group Electronegativities.” Prog. Phys.

Org. Chent, 6,

111 (1968).
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Hybridization Effects

The relative electronegativities of C and H, a critical issue in organic chemistry, has in
fact been the topic of some debate. In Table 1.1 we see that the Pauling scale describes C as
more electronegative than H, while the Mulliken scale gives the opposite ordering. It is now
believed that the cause of this discrepancy is a hybridization effect. Since s orbitals have sub-
stantial density at the nucleus while p orbitals have a node at the nucleus, the more s charac-
ter in a hybrid orbital, the closer to the nucleus the electrons in that hybrid tend to be. Be-
cause electronegativity describes an atom’s ability to attract electrons to itself, sp? hybrids
should be more electronegative than sp® hybrids, and this is indeed the case. The data in
Table 1.2 are completely consistent with this view. The electronegativities are C=CH >
CH=CH, > CH,; sp > sp? > sp°.

What does this mean, then, about the relative electronegativities of C and H? A good
deal of evidence, including molecular quadrupole moments discussed below, points to the
conclusion thatan sp? C is more electronegative than H, while an sp® C and H have very simi-
lar electronegativities. In a sense, both Pauling and Mulliken were right. A great many ob-
servations, especially those involving noncovalent interactions (Chapters 3 and 4), can be
understood from this simple statement.

Taken together, electronegativity and hybridization provide an appealing rationaliza-
tion of many structural trends. For example, the smaller bond angles in ammonia and water
vs. methane discussed previously are nicely explained. There is a competition as to whether
the central atom (O or N) should place more s character in the hybrid orbital that contains the
lone pair(s) or the hybrid orbital used to make bonds to the hydrogen atoms. Since the lone
pair electrons are not shared with another atom, an electronegative element prefers greaters
character in its own lone pair orbitals, because it can better keep these electrons to itself. This
effect places more p orbital character in the bonds to hydrogen, which in turn reduces the
H-N-H or H-O-H bond angles relative to methane. The effectis more pronounced for O be-
cause it is more electronegative.

As another example, let’s consider methyl fluoride. The H-C-F angle is contracted, and
as aresult the H-C-Hbonds are slightly expanded. The H-C-F contraction is due to the fact
that F is the more electronegative substituent. The F prefers to bond to a carbon hybrid that
has more p character, because it is easier to withdraw electrons from a p orbital on carbon
than an s orbital on carbon. 1t is often said that s orbitals have better electron penetration to
the nucleus than p orbitals, suggesting again that itis harder to withdraw electrons froms or-
bitals. If the carbon uses more p character in a hybrid to bond to F, more s character will be de-
voted to the hybrids that comprise the H-C-H bonds. It is difficult to imagine a rationaliza-
tion of this result using VSEPR, because Fislarger than H, and may be expected by VSEPR to
open up the H-C-F angle. For the most part, organic structures are better rationalized using
hybridization and electronegativity arguments than VSEPR.

1.1.9 Bond Dipoles, Molecular Dipoles, and Quadrupoles

One goal of our discussion of electronegativity was to delineate the relative electron
withdrawing nature of an atom, group, or orbital. The term “relative” is important, because
the exact numbers associated with atom and group electronegativities are not used on a day
to day basis when practicing organic chemistry. Instead, the trends and relative electron do-
nating and accepting abilities are of paramount importance. Now, however, we will be con-
sidering bond dipoles, and we need to get more quantitative. The exact charges on the atoms
inthe bonds need to be known, or the electronegativity numbers associated with atoms need
tobe used.

Bond Dipoles

When two atoms of differing electronegativites are bonded, one end of the bond will be
5+ and the other will be §—. This analysis leads to the notion of a bond dipole as the local
moment that is associated with a polar covalent bond. A moment reflects the electrostatic
force that would be exerted by a charge on a neighboring charge. The dipole moment pro-

1.38 A

N\F 10820
1.09 A o
.G
H\\\‘/ H
110.2°

Geometry of CH5F
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vides a means of comparing which bonds are more polar and evaluating the relative force
that a dipole exerts on neighboring charges or dipoles. Certainly, examination of the electro-
static potential surfaces of Appendix 2 reveals bond dipoles. If we know the partial charges
on the atoms of the bond, we can calculate a bond dipole.

A dipole moment (x) is given in units of electrical charge times distance (Eq. 1.2), where
gischarge and ris distance. It is usually expressed in units of Debye (D, where 1D = 10"® esu
cm). “Esu” stands for “electrostatic unit”, and the charge of an electron or proton is negative
or positive 4.80 X 107'? esu, respectively.

H=gX¥ (Eq.1.2)

For example, a bond that has a 0.2 positive and negative charge on the opposite ends with a
separation of 1.54 A (1 A = 107 cm) would have an associated bond dipole of (0.2)(4.80 X
1079 esu)(1.54 X 10* cm) = 1.47 X 10" esu cm = 1.47 D. Chemists consistently use a sym-
bolism in which the positive end of the dipole is represented by a cross, along with an arrow
that points in the direction of the negative end of the dipole.

Recognizing polar covalent bonds and bond dipoles in organic molecules is a great aid
to predicting chemical reactivity. Species with partial or full negative charges should be at-
tracted to the §+ region in a molecule or the positive end of the bond dip: . Conversely,
positively charged species would be attracted to the 6— region of the molecule or the nega-
tive end of the bond dipole (see Chapter 10 for the use of these guidelines in predicting re-
activity). Such attractions are crucial in controlling weak, noncovalent interactions such as
solvation and molecular recognition (see Chapters 3 and 4). Just like electrostatic potential
surfaces, molecular and bond dipoles reflect ground states. While the polarization patterns
described here can provide valuable clues to reactivity, it is also crucial to consider how bond
polarity affects transition states when discussing reactivity.

Molecular Dipole Moments

While the bond dipoles we have just described are, in a sense, conceptualizations, re-
lated to our notions of electronegativity, the molecular dipole is a well-defined, intrinsic
property of a molecule. A molecule has a dipole moment whenever the center of positive
charge in the molecule is not coincident with the center of negative charge. This separation
of charged centers feeds into Eq. 1.2 also, making it possible to calculate the molecular di-
pole moment.

Table 1.3 lists experimentally determined dipole moments for select molecules. The
numbers tell the relative separation of charges within the molecules, thereby giving an idea
of the intensity of the electric field around the molecule. They also give a sense as to how

Table 1.3

Molecular Dinale Values*

Lompounda violecular aipole () compound Iviolecular aipoie (L)
CCly 0.0 CH,COCHj; 2.9
CHCl, 1.0 CH,COOH 1.7
CH-Cl, 1.6 CH,COCI 2.7
CH,(Cl 1.9 CH,COOCH; 1.7
CH,F 1.8 C.H:Cl 1.8
CH;Br 1.8 CHNO, 4.0
CH,I 1.6 1-Butene 0.34
CH-OH 1.7 1-Propyne 0.80
CH;OCH; 1.3 cis-2-Butene 0.25
CH,CN 4.0 cis-1,2-Dichloroethene 1.9
CH;NO, 34 Tetrahydrofuran 1.6
CH-NH- 13 Water 18

*Handbook of Chemistry and Physics, CRC Press, Inc., Boca Raton, FL (1979).
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strongly an approaching molecule or charge can differentiate one end of the molecule from
the other or, alternatively, how favorable a potential electrostatic interaction can be. For ex-
ample, all approaches to a molecule with a molecular dipole of zero, such as tetrachloro-
methane, encounter essentially the same electric field. This argument ignores both polariza-
tion effects and higher moments such as quadrupoles. In contrast, the electric field felt by a
molecule approaching a structure with a dipole of 4.0, such as acetonitrile, is quite different,
depending upon the direction of approach. Note that the electrostatic potential surfaces
of several small molecules in Appendix 2 provide a clear way to visualize molecular dipole
moments.

An often informative exercise is to analyze a molecular dipole as a vector sum of bond
dipoles. Examples of this analysis are shown in Figure 1.4. Note thatin high symmetry cases
all the local bond dipoles cancel and the overall molecule has no molecular dipole. Thus, the
absence of a molecular dipole does not rule out the existence of bond dipoles, and the pres-
ence of bond dipoles does not guarantee the existence of a molecular dipole.

Several trends emerge from examining Table 1.3, The more chlorines attached to meth-
ane, from CH;ClI to CCl,, the lower the dipole. This trend might at first seem counterintu-
itive, because we are progressively adding polar bonds to the system. However, it can be
understood as a consequence of vector mathematics, in which the individual bond dipoles
increasingly cancel as the number of chlorines increases. The incorporation of nitro or cyano
groups into molecules results in very large molecular dipoles when there are no other bond
dipoles to cancel them. Animportant feature of dipole moments is illustrated by the fact that
the dipole moments of CH;Br and CH-F are the same. We would expect a much larger charge
polarization in the C-F bond compared to the C-Br bond, and this is so. However, the C-Br
bond is longer than the C—F bond, and even though the charge separation is smaller, the dis-
tance is larger. The two phenomena both affect the molecular dipole, and coincidentally lead
to the same dipole moment for the two compounds.

Molecular Quadrupole Moments

In a complete description of a molecule’s charge distribution, the dipole moment is just
one term in a series: monopole, dipole, quadrupole, octupole, hexadecapole, etc. A mono-
poleisjust a point charge—the dominant term forions. For neutral molecules organic chem-
ists usually truncate the series after the dipole. However, the quadrupole moment of a mole-
cule can often be quite important. Assuch, we take a moment here to remind you about some
basic electrostatics.

A quadrupole is simply two dipoles aligned in such a way that there is no net dipole
(if there was a dipole, we’'d have a dipole, not a quadrupole). Interestingly, the multipole
expansion follows a familiar topological pattern. Monopoles look like s orbitals (spheres);
dipoles look like p orbitals (a + end and a — end); quadrupoles look like d orbitals; octupoles
like f orbitals, etc. The analogy between multipoles and orbitals is given just to illustrate
phasing properties; orbitals do not have polar character.

Figure 1.5 1strates this point. The most common quadrupole has the two dipoles side-
by-side pointing in opposite directions, giving four charge regions (two + and two —) and
the topology of a d,, orbital. This topology is also the arrangement in a quadrupole mass
spectrometer. However, there is an alternative arrangement—two end-to-end dipoles point-

[ 1]
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like p orbitals like d orbitals

Monopoles look
like s orbitals

Figure 1.5
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Kekulé structures

Acceptable resonance structures

ing in opposite directions—the topology of a d.:orbital. Actually, this arrangement is more
important in organic chemistry, because it is present in benzene (see below). The multipole
expansion series—monopole, dipole, quadrupole, etc.—is 1ot a perturbation series. It is not
true that quadrupoles are somehow intrinsically weaker than dipoles in electrostatic inter-
actions. In fact, in some important organic molecular recognition phenomena, quadrupoles
prove to be stronger  an dipoles (see Chapter 3).

The most common and important quadrupole moment in organic chemistry is that of
benzene. Experimental measurements have determined that benzene has a large quadru-
pole moment, with a charge distribution as in Figure 1.5 (see Appendix 2). Just as with mo-
lecular dipole moments, we can rationalize a molecular quadrupole moment as a sum ot
bond dipoles. In this case, we add six C*—=H?~ dipoles to get the molecular quadrupole. The
existence of a large, permanent quadrupole moment in benzene is wnmnbiguous proof that an
sp? C is more electronegative than H. We must have six C*™—H"" dipoles to explain the etfect.
Note that cyclohexane has anegligi > quadrupole moment, indicating thatansp®Cand H
have similar electronegativities.

1.1.10 Resonance

The bonding model we have developed thus far is quite “classical”, relying on fairly
simple notions, such as Lewis structures. Some structures, however, cannot be adequately
described by a single Lewis structure. In these cases, two or more Lewis structures are
drawn, and the actual moleculeis a hybrid or mixture of these resonance structures. The su-
perposition of two or more Lewis structures to describe the bonding in a molecule is called
resonance (also known as mesomerism in very old literature).

A classicexample  resonance occurs for acetate. Two structures showing different po-
sitions for the double bond and the negative charge are possible. In this case the two struc-
tures are identical, and the charge on each oxygen is — /. Another familiar case is benzene,
which also involves two equivalent structures, so that the C-C bond length is appropriate
for a bond order of 1.5. All six bonds are equivalent and are represented by two equivalent
resonance structures (called Kekulé structures).
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Acetate resonance structures

© ‘0.

Resonance structures are not separate molecules that are interconverting. There is really
only one structure, whichis best thouy  t of as a hybrid of the various resonance structures.
The two C-Obonds of acetate are equivalent and the negative charge is distributed equally
between the two oxygens. Often, one symbolizes a combination of the resonance structures
by a single structure meant to describe the hybrid.

Although the examples of acetate and benzene are ones in which the resonance struc-
tures are equivalent, this is not usually the case. For example, p-nitrophenol and methylvi-
nylketone also have reasonable resonance structures, but thev are significantly different in
the arrangement of the bonds, lone pairs, and charges.

The picture of resonance implies that the electrons are covering a larger number of
atoms than given by any one resonance structure, and this is defined as delocalization. Gen-
erally speaking, the more resonance structures that a molecule has and the more reasonable
these structures are, the more stable the molecule. The energy of stabilization imparted by
resonance is called the resonance energy or delocalization energy. The reason that a mole-
cule with resonance structuresis considered moresta  :is the effect of delocalization. As we
will seein Chapter 14, 2 morespread out the orbital that electrons occupy, the lower the en-
ergy of those electrons. This is related to a calculation often covered in physical chemistry
classes, called the “particle-in-a-box” calculation, which we briefly review in the following

Going Deeper highlight.
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Particlein a Box

The manner in which one finds the energy of electrons is
to solve the Schrodinger equation (HY = EW¥). Asa very
simple example, imagine an electron in a one-dimensional
“box”. Here, the potential energy of the clectron is zero if
the electron is within the box, but is infinite at the edges
and beyond the edges of the box. The potential energy
cannot be infinite, so the electron is confined to the region
within the box. The solutions (E,) to the Schrodinger equa-
tion for this scenario are very simple, and take the form
shown (consult any undergraduate physical chemistry
textbook to see how the solutions are derived). The possi-
ble encrgies are quantized (1 is aninteger, 1,2, 3, . . .), with
the length of the box (L) in the denominator (i is the mass
of the electron and /i is Planck’s constant). As the box gets
bigger, the energy decreases.

The “box” is an analogy to an orbital. With an orbital
the electrons have their greatest probability in certain

1.1 A REVIEW OF BASIC BONDING CONCEPTS

regions of space. The lesson is that if the electrons are
allowed to occupy a larger amount of space, their energy
decreases. Specifically, the kinetic energy of the electrons
drops, which will be a key issue we discuss in Chapter
14. Because resonance yields a picture of bonding that
spreads the electrons out in space, itis a stabilizing
concept.

PE. E, = n*h%8mL?

0

Parameters for the particle in a box

In order to consider what are appropriate resonance structures for a molecule, we first
draw all the possible Lewis structures. In these structures only clectrons are allowed to
“move around”. The positions of the nuclei never change. The Lewis structures can have the
maximum number of electrons appropriate for each atom (for example, eight for second-
row atoms) or fewer electrons. Next, judgment must be made about which resonance struc-
tures are reasonable, and Figure 1.6 gives some guidance. Factors that contribute to making
a particular resonance structure acceptable include having a noble gas configuration for the

atoms, a maximum number of covalent bonds, a minimum number of like charges, close
proximity of unlike charges, and placement of negative charges on electronegative atoms.

Not all these guidelines need to be met to make a reasonable resonance structure. Many rea-

sonable structures may contribute only a little to the true electronic structure of the mole-

cule, depending upon just how reasonable they are. Yet, the identification of all reasonable
resonance structures impartsinformation about polarity and polarizationsinamolecule. As
already mentioned, it is generally true that the larger the number of reasonable resonance
structures associated with a molecule, the more stable it is. In addition, resonance is espe-

cially favorable when it involves two or more equivalent resonance structures (as, for exam-

ple, with acetate and benzene), and when all second-row atoms have a full complement of

eight valence electrons.
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Resonance structures of pyrrole

Often we will see an atom adopt a nonstandard hybridization in order to maximize reso-
nance. This most commonly arises when an atom has a lone pair of electrons that is in conju-
gation with (directly bonded to) a 7 system. For example, consider pyrrole, shown above.
The nitrogen atom would seem at first glance to best be described as an sp® hybrid, because
four groups are attached to it: two N-C bonds, an N-H bond, and a lone pair. However, in
order to accommodate the resonance structures shown, four of which have a double bond
between N and a C, the lone pair must be inap orbital, not an sp® hybrid orbital. This require-
ment makes the nitrogen atom sp? hybridized, which is experimentally supported by the fact
that the N is trigonal planar. Such resonance effects on hybridization are common and
should be routinelv looked for when assigning hybridization to various atoms. Another ex-
ample is the hybri  zation of N in an amide, which should be classified as sp*. However, as
shown in the following Connections highlight, the validity of resonance in an amide has re-
cently comeinto question.

1.1.11 Bond Lengths

The simple bonding model we have developed thus far can rationalize many geometri-
cal features. We have already discussed bond angles, and most organic chemists know what
standard angles are for organic structures. It is generally true that it is more difficult to dis-
tort bond lengths from standard values than it is to bend angles. Nevertheless, it is worth-
while to know some standard bond lengths, as a significant deviation from these valuesisa
clear indication of substantial strain in a molecule or some non-standard bonding situation
(see Chapter 2). In addition, we need to know bonc ngthstoev 1ate bond and molecu-
lar dipoles.

Several trends can be gleaned from the series of average bond lengthslisted in Table 1.4.

Table 1.4

Tvnical Rond T encoths of Same Cavalent Randg*

pona Lengtn (A} pona Lengun \A)

Single bonds Double bonds

C(sp®)-Clsp?) 1.53-1.55 C(sp)-Clsp?) alkenes 1.31-1.34

C(sp*)-C(sp?) 1.49-1.52 C(sp?)-Clsp?) arenes 1.38-1.40

C(sp)-C(sp*)  conjugated 1.45-1.46 C(sp)-O(sp?) aldehydes and ketones 1.19-1.22
nonconjugated 1.47-1.48 C(sp*)-O(sp?) esters 1.19-1.20

Clsp)-Clsp) 1.37-1.38 Csp?)-Olsp?) amides 1.225-1.24

C(sp®)-O(sp®)  ethers 1.42-1.44 C(sp»)-N(sp?) imines 1.35

C(sp?)-N(sp®)  amines 1.46-1.48 Triple bonds

C-F 1.39-1.43 ]

Cc_Cl 178-1.85 C(sp)-Clsp) alkynes 1.17-1.20

C-Br 1.95-1.98

C-1 2.15-2.18

C(sp*-H 1.09-1.10

C(spH)-H 1.075-1.085

C(sp)-H 1.06

N-H 1.00-1.02

Ol naa_nav

*Allen, F. H., et al. “Tables of Bond Lengths Determined by X-ray and Neutron Diffraction. Part 1. Bond Lengths in Organic Compounds.” |. Chem. Soc.,
Perkin Trans. 1, $1-519 (1987).
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Connections

Resonance in the Peptide Amide Bond?

A foundation of structural biology and bioorganic chem-
istry is the peptide bond, the link between consecutive
amino acids in a protein. Interestingly, the modern view
of this prototype structure is evolving, and as such it pro-
vides an excellent example of various rationalizations of
structure and bonding,.

The peptide bond is an amide formed between a pri-
mary amine and a carboxylic acid. The most important
structural features are (a) the amide group is planar, with
a substantial barrier to rotation (typically in the range of
AG* = 15-20kcal/ mol); and (b) there is a significant prefer-
ence for the Z conformer (termed “trans” in the protein lit-
erature), which places the N-H and C=0 bonds trans to
each other. Another key feature of amides is their strong
propensity toward hydrogen bonding. Two key protein
secondary structural elements—the a-helix and the
B-sheet—depend on the amide group to act asboth a
hydrogenbond donor and a hydrogen bond acceptor.

Q Q
.C. R AG* = 15-20 kcal/mol __C. _H
R N cal/mo N
H R
z E
(trans) (cis)
R
A N-H
R! N-H--0=C
N-H--0=C, R
0=C R

Features of amides

In the traditional model of an amide, resonance is the
key concept. As shown below, one can write a reasonable
resonance structure for an amide that places a double
bond between the C and the N (structure B). This “double-
bond character” leads to a planar structure, and hindered
rotation about the C—N bond. To the extent that electro-
static interactions control hydrogen bond strengths (see
Chapter 3), the charges implied by resonance structure B
suggest strong hydrogen bonding in amides, as is
observed.

O LO
(”) Q :0:
LClo R Cs R - R’
r-C N <« R NG - R)@N
H H H
A B. C

Amide resonance structures

More recent work, however, has suggested a refine-
ment of the traditional model. Modern computational
methods allow detailed analyses of molecular and elec-
tronic structure. These tools were used to look in detail
at amide rotation. The classical resonance model predicts
C-N double-bond character and C-O single-bond char-
acter in a planar amide. Since resonance is destroyed on
rotating 90° about the C-N bond, we would expect the
C-N bond to lengthen and the C—O bond to shorten in the
perpendicular form. Calculations do show that the C-N
bond lengthens upon rotation, but the C-Obond length is
essentially unchanged. Also, examination of the charges
calculated on the atoms of a typical amide do not support
structure B. The N of an amide is not significantly more
positive than the N of an amine, for which such resonance
is not possible. Also, the O of an amide is not significantly
more negative than the O of a ketone. Finally, the C of an
amide is quite positive, just like the C of a ketone.

These observations suggested that the simple two-
structure resonance model was inadequate. Instead three
structures seem necessary, as shown. Both resonance struc-
tures B and C are considered to be of major importance for
the rotation barrier. In this view, the role of the oxygen is
to polarize the C-O bond, introducing a large §+ on car-
bon (resonance structure C). The N does not develop a
significant §+, despite the implications of resonance
structure B. Instead, this model emphasizes dipole inter-
actions—the C-O dipole is aligned for a favorable inter-
action with the N-H bond dipole. Note thata §+ on N
would not be consistent with this picture.

Amide bond dipoles

This refined resonance model was inspired by high-
level calculations, and it reflects changing views on the
importance of bond dipoles (i.e., C**-O%) in structure and
reactivity. Bond dipoles are also important in rationalizing
the Z—~E preference. There are two strong bond dipoles in a
secondary amide: C°*—O% and H**-N*". As shown, the Z
form aligns these two dipoles favorably (the positive end
near the negative end), but the E form would produce an
unfavorable  gnment. Finally, the strong propensity of
the peptide bond toward hydrogen bonding is readily
understood based on the charge distribution implied
by the resonance and bond dipole arguments.

Wiberg, K. B. “The Interaction of Carbony| Groups with Substituents.”
Acc. Chem. Res., 32, 922-929 (1999).
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Butadiene resonance structures

One obvious trend is that multiple bonds tend to be shorter than single bonds. The bond
lengths in arenes are between C-C and C=C bond lengths, just as predicted by resonance
theory. Bonds involving atoms with larger atomic radii (further down in a column and/ or to
the left within a row in the periodic table) are longer.

The state of hybridization affects bond lengths; more s character in the hybrid decreases
the bond length. This effect is another manifestation of the fact that s orbitals lie closer to the
nucleus than p orbitals. This last effect is sometimes under appreciated. For example, the fact
that the C2-C3bond of 1,3-butadiene is much shorter than a ty pical single bond in an alkane,
148 A vs. 1.54 A, might lead to the conclusion that there is some double-bond character in
C2-C3 (see the resonance structure in the margin, which is sometimes taught in introduc-
tory organic chemistry). However, Table 1.4 shows that this is primarily a hybridization ef-
fect, as systems that are not planar (nonconjugated and hence have no double-bond charac-
ter) but are sp>-sp” single bonds, show comparably short bond lengths. Further support that
the conjugation in butadiene has only a small effect on the C2-C3 bond length comes from
the rotation barrier about this bond, which is only on the order of 4-5 kcal /mol (see Chapter
2 for an expanded discussion of rotational barriers).

Bond lengths can also be understood with reference to the radii of the constituent atoms.
There are actually three different kinds of radii that we use to understand molecular dimen-
sions: covalent, ionic, and van der Waals. The covalent radius is half the distance between
two identical atoms bonded together. For example, the C~Cbond length in ethane is 1.54 A,
and therefore the covalent radius of Cis 0.77 A. The ionic radius of an atom is its size as deter-
mined in the crystal lattice of various salts. The radius depends upon the charge on the ion,
and is smaller as the positive charge increases and larger as the negative charge increases. Fi-
nally, the van der Waals radius of an atom is the effective size of the electron cloud around an
atom when in a covalent bond, as perceived by an atom to which it is ot attached. The mea-
surement comes from an analysis of crystal packing, and effectively sets the steric size of an
atom or a group. Table 1.5 shows just a few covalent, ionic, and van der Waals radii. There is
some debate as to the exact values of some of these, especially the van der Waals radii, but
the basic trends are clear. Using these values molecular surface areas and molecular volumes
can be calculated.

Table1.5
Cavalont Tanic and van darWaalc Radii af Qalast A bnmc (AVF
Atom Covalent vDw lon Lonic
C 0.77 1.68
H 0.30 1.11 H 2.08
N 0.70 1.53
O 0.66 1.50
F 0.64 1.51 F 1.36
Cl 0.99 1.84 Cl 1.81
Br 1.14 1.96 Br- 1.95
I 1.33 213 I 216
*Pauling, L. (1960). The Nature of the Chemical Borud and the Structire of Molecules
and Crystals; an Introduction to Modern Structural Chemistry, 3d ed., Cornell Univer-

sity Press, Ithaca, NY.

1.1.12 Polarizability

An important property of molecules that we have yet to discuss is polarizability. Since
electrons are charged particles they respond to electric fields. In particular, electrons in mole-
cules are mobile to varying degrees, and so their positions can shift to differing extents in re-
sponse toanapplied electric field. The electron cloud is said to become polarized in response
to the electric field. The ability of the electron cloud to distort in response to an external field
isknown asits polarizability. Upon distortion, a dipole s typically induced in the molecule,
adding to any permanent dipole already present.
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Table 1.6

Atomic and Malecular Polarizahilities (a. em3/10721)*

Atomic polarlzabllltles

H 0.6668 He  0.205
C 1.76 N 1.10 O 0.802 F 0.557
r 3.13 S 2.90 Cl 2.18
Br 3.05
I 4.7 (or 5.35)

Selected molecular polarizabilities

CH, 2.6 NH; 2.21 H-O 1.45 H.S 3.8
CO, 2.91 CS, 8.8 CF, 3.84 CCl, 11.2
C.H, 3.6 C,H, 4.25 C.H, 4.45 CH,0OH 3.23
Benzene 1032 Cvclohexene 107 Cvclohexane 1.0

*CRC Handbook of Chemistry and Physics, D.R. Lide (ed.), CRC Press, Inc., Boca Raton, F'L (1990-1), pp. 10-193-10-209.

We define the polarizability of a molecule as the magnitude of the dipole induced by one
unit of field gradient, which works out to be in units of volume. Often, the larger the volume
occupied by the electrons, the more polarizable those electrons. Since an electric field gradi-
ent is directional, it can encounter a molecule or bond in different ways depending upon the
relative orientation between the field and the molecule or bond. Hence, polarizabilities are
often broken down into one longitudinal (along the bond or molecular axis) and two trans-
verse (perpendicular to the axis) values. Table 1.6 lists some atomic and molecular polariz-
abilities, for which the directional components have been averaged. Just as with permanent
dipoles, the induced dipoles that arise from such polarizations can be analyzed as molecular
dipoles or as bond dipoles. We can thus speak of molecular/atomic polarizabilities, as well
as of bond polarizabilities.

Several trends are evident in Table 1.6. First, as we move lett to right across a row of the
periodic table, polarizability decreases. This trend is clear in atomic polarizabilities (C > N
> O > F) and molecular polarizabilities (CH, > NH; > H,O). Electronegativity plays an im-
portant role. Atoms that hold on to their electrons tightly are not polarizable.

Polarizability has profound consequences. Water is a very polar molecule—ithasa large
dipole moment. However, methane is much more polarizable than water, and alkanes in
general are among the most polarizable of molecules. Thus, while aqueous media provide a
very polar environment, alkanes and other hydrophobic environments are more polarizable.

The second clear trend in Table 1.6 is that as we move down a column in the periodic ta-
ble, polarizability increases substantially (S > O, P > N, and H,5 > H.O). This observation
explains an earlier apparent contradiction. According to Table 1.1, 1is not significantly more
electronegative than C, yet C-I bonds are much more reactive than C—Cl bonds in reactions
like 52 and E2. In such instances, C*"=X*" polar bonds are often invoked, but C-Ibonds are
not very polar. However, dramatic changes in molecular and electronic structure occur in
the course of a reaction. A model for just the ground state of the reactant is often inadequate.
When an anionic nucleophile approaches a C-X bond for an 552 reaction, it can induce a
large bond dipole, especially if X is highly polarizable. Thus, the large polarizability of 1
makes up for the lower electronegativity, and the C-I bond is more reactive than C-Cl.

Another perhaps surprising point is revealed when considering the polarizabilities of
the simple hydrocarbons given in Table 1.6. Because of their greater reactivity, most chemists
might assume that alkenes are more polarizable than alkanes, but the opposite is true. Once
again, alkanes are among the most polarizable of molecules. In particular, ethane is signifi-
cantly more polarizable than ethylene. Perhaps even more surprisingly, cyclohexane is more
polarizable than benzene. While perhaps counterintuitive, these trends are consistent with
electronegativity arguments. Alkenes and arenes, with the more electronegative sp* carbons,
are less polarizable than alkanes with only sp” carbons.
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1.1.13 Summary of Concepts Used for the Simplest Model
of Bonding in Organic Structures

The material presented to this point has been mostly a review of concepts presented in
introductory organic chemistry classes. Only in a few cases was the discussion extended fur-
ther. This review sets the stage for us to go deeper into bonding and its effects on structure,
and a deeper analysis is what we present in the remainder of this chapter. First, however, it
is instructive » summarize the concepts used in the simplest picture of bonding in organic
structures; many of these concepts extend nicely into our second approach to bonding,.

Hybridization. Atoms contribute consistent sets of hybrid atomic orbitals to the
bonding in a molecule. A carbon with four ligands is sp* hybridized, a C with three ligands is
sp? hybridized, and a C with two ligands is sp hybridized.

o and n Bonds. Hybrid orbitals on two separate atoms overlap in the region between
the adjacent atoms to create ¢ bonds. The overlap of p orbitals on adjace  atoms creates
bonds. The localized bonds consist of bonding and antibonding molecular orbitals, of which
only the bonding orbitals are populated with electrons. This arrangement of bonds isa VBT
notion, with discrete and localized bonds between adjacent atoms, but the orbitals are cre-
ated using MOT mixing notions.

Resonance. For certain molecules, a single valence bond structure cannot properly
describe the bonding, so resonance is involved. Resonance structures show various arrange-
ments of electrons within a structure, where each contributes to the bonding arrangement in
that molecule. Resonance structures can also be used to suggest subtle features of the clec-
tronic structure of functional groups.

Electronegativity and bond polarization. Electronegative clements pull electron den-
sity toward themselves. This introduces polarity into bonds, resulting in bond dipoles and
molecular dipoles.

Induction. Electronegativity and polarization effects can be felt a few bonds away
through an inductive effect.

Polarizability. Polarizability reflects the extent to which electrons can be perturbed
from the standard bonding arrangement in response to the approach of another molecule.
This effect is important in understanding solvent properties and many reactivity patterns.

Sterics. Two or more groups tend to stay away trom each other due to adverse clectro-
static repulsion between filled orbitals.

We draw upon each of these notions as necessary to explain various aspects of bonding,
reactivity, and structure. We will add solvation effects later in the book. For particular reac-
tions or structures, we may have to refine and/ or combine these notions to get the optimal
model for the molecule. In some cases we may even need to completely re-think and modify
these foundations. However, there is often a tendency in physical organic chemistry to be-
come quite focused on the “exceptions to the rule”. We should keep in mind that the vast ma-
jority of organic structures are well described by this simple model.

1.2 A More Modern Theory of Organic Bonding

In Section 1.1 we described the basic bonding patterns of organic molecules and the proper-
ties of different types of localized bonds. The concepts introduced were mostly fairly classi-
cal valence bond concepts. They have definite predictive power, and that is an important
measure of the value of any model. However, the picture we are about to presentalso has the
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same predictive power, but can better explain certain structural issues and experimental ob-
servations. In addition, understanding chemical reactivity poses a serious challenge, and
this second approach to bonding is very good at predicting the reactivity patterns of organic
molecules.

The highest extent of rigor that can be given for bonding is presented in the advanced
quantum mechanical analysis that was developed in the first half of the 20th century. Mod-
ern calculational methods now provide accurate representations of the molecular orbitals
not only of stable molecules, but also of reactive intermediates and even transition states.
These powerful computational methods will be described in detail in Chapter 14. Our goal
in this chapter is to develop an understanding of chemical bonding, and the detailed numeri-
cal output of a quantum mechanical calculation is not enough. Here, we will show that cer-
tain key concepts and trends that result from the output of such calculations lead to a more
rigorous descriptive model of organic bonding than given in the first part of this chapter.
Molecular orbital theory (MOT) forms the core of this second model. However, we will see
that certain key concepts from the valence bond theory based model for bonding will still be
very useful (e.g., sterics, induction, and polarizability), and in fact the distinctions between
the two theories are often blurred. Therefore, we again will present a hybrid VBT/MOT
model, but now more tilted toward MOT.

Although the starting points for VBT and MOT are different, and the initial mathematics
used to explain them are different, both theories can be shown to give similar results when
correction factors are added and their respective mathematics are solved completely in a
manner consistent with quantum mechanical rules. In addition, straightforward and theo-
retically justifiable mathematical operations can, in most cases, transform the fully or par-
tially delocalized molecular orbitals we are about to examine into localized orbitals that
clearly resemble our VBT notions of discrete and localized bonds. MOT and VBT are not as
far apart as they may seem. Hence, one theory is not necessarily more correct than the other.
Also, there isnothing wrong with a hybrid approach tobonding. Both MOT and VBT are ap-
proximations to the “true” answer—a full solution to the Schrédinger equation. A combina-
tion of the two is no less approximate, as long as it is thoughtfully applied.

1.2.1 Molecular Orbital Theory

In contrast to VBT, “full-blown” MOT considers the electrons in molecules to occupy
molccular orbitals that are formed by linear combinations (addition and subtraction) of all
the atomic orbitals on all the atoms in the structure. In MOT, electrons are not confined to an
individual atom plus the bonding region with another atom. Instead, electrons are con-
tained in MOs that are highly delocalized—spread across the entire molecule. MOT does not
create discrete and localized bonds between neighboring atoms. An immediate benefit of
MOT over VBT is its treatment of conjugated 7 systems. We don’t need a “patch” like reso-
nance to explain the structure of a carboxylate anion or of benzene; it falls naturally out of the
delocalized nature of the MOs. The MO models of simple molecules like ethylene or formal-
dehyde also lead to bonding concepts that are pervasive in organic chemistry.

On the other hand, the fully delocalized view of MOT that is so useful for certain mole-
cules like benzene is not so useful in other organic molecules. For example, if we want to an-
ticipate the reactivity of 3-heptanone, we really don’t need to consider orbitals that span all
seven carbons plus the oxygen. Chemical experience tells us that the action is at the car-
bonyl, and we want to be able to focus on the 7 system and lone pairs. In order to do so, we
will use an MO approach to establish certain fundamental bonding principles by studying
small prototype molecules—ethylene for learning about C=C bonds, formaldehyde for
C=0, aceticacid for carboxylic acids, etc. This analysis gives us the MOs for these functional
groups. Fortunately, analysis of the computed MOs of complex systems shows that the MOs
of the smaller model molecules appear with only minor modifications in the larger mole-
cules. In other words, we can concentrate our analysis on the molecular orbitals of functional
groups to understand structure and reactivity. Thus, a key concept we present below is that
of group orbitals—orbitals that are delocalized only over a defined group of atoms. If we
need to understand the molecular orbitals of the entire molecule, we combine these group
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orbitals to create molecular orbitals for the entire molecule, and the rules for this orbital mix-
ing procedure are presented in the following discussions.

To create group orbitals or delocalized molecular orbitals, we need to understand how
to combine atomic orbitals properly. Therefore, the starting point in developing our second
mod: Hforganicbonding isasetof rules thatlead by inspection to group orbitals and molec-
ular orbitals. This procedure is called qualitative molecular orbital theory (QMOT).

1.2.2 A Method for QMOT

The protocol we will follow was developed by many workers, including Hoffmann and
Salem. An especially succinct statement of the procedure embodied in a series of rules was
provided by Gimarc, and is presented in Table 1.7. Below we give several examples of using
rules 1-13, where rules 14 and 15 become more important in future chapters. Several MOT
and quantum mechanical concepts go into the origin of these rules. For example, the orbital
mixing follows the well-developed rules of perturbation theory, which we will often discuss
(glance back to Section 1.1.7 for our first quick look at mixing). Furthermore, the symmetry
of the molecule (see the next Connections highlight) guides the creation of the MOs, a notion

that has a quantum mechanical origin discussed in Chapters 14 and 15.

Table 1.7

ThaDulac ~f MRANT®

B W N e

10.
11.
12.
13.

14.
15.

. Consider valence orbitals only.
. Form completely delocalized MOs as lincar combinations of s and p AOs.
. MOs must be either symmetric or antisymmetric with respect to the symmetry operations of the molecule.

. Compose I s for structures of high svmmetry and then produce orbitals for related but less symmetric

structures by systematic distortions of the orbitals for higher symmetry.

. Molecules with similar molecular structures, such as CH; and NH;, have qualitatively similar MOs, the

major difference being the number of valence  ctrons that occupy the common MO system.

. The total energy is the sum of the molecular orbital energies of individual valence electrons.

. It the two highest energy MOs of a given symmetry derive primarily from different kinds of AOs, then mix

the two MOs to form hybrid orbitals.

. When two orbitals interact, the lower energy orbital is stabilized and the higher energy orbital is

destabilized. The out-of-phase or antibonding interaction between the two starting orbitals always raises
the energy more than the corresponding in-phase or bonding interaction lowers the energy.

. When two orbitals interact, the lower energy orbital mixes into itself the higher energy one in abonding

way, while the higher energy orbital mixes into itself the lower energy one in an antibonding way.

The smaller the initial energy gap between two interacting orbitals, the stronger the mixing interaction.
The larger the overlap between interacting orbitals, the larger the interaction.

The more electronegative elements have lower energy AOs.

A change in the geometry of a molecule will produce a large change in the energy of a particular MO if the
geometry change results in changes in AQ overlap that are large.

The AO coefficients are large in high energy MOs with many nodes or complicated nodal surfaces.

Energies of orbitals of the same symmetry classification cannot cross each other. Instead, such orbitals mix
and diverge.

*Adapted, with modifications, from Gimare, B. M. (1979). Moleculdar Structire and Bonding: The Qualitative Molecular Orbital Approach,
Academic Press, New York.



A Brief Look at Symmetry and Symmetry Operations

[tis clear from Table 1.7 that symmetry plays an important
role in QMOT because the conceptis used in rules 3,4, 7,
and 15. A full explanation of symmetry operations, point
groups, and their relationships to orbitals is beyond the
scope of this book (see the reference at the end of this high-
light for an excellent discussion). However, we will look
at proper and improper rotations in Chapter 6. To under-
stand the QMOT examples discussed below, you should
be aware of the symmetries inherent in only two geome-
tries: trigonal planar with all three groups the same, and
tetrahedral where one group is different than the other
three (also called pyramidal). Hence, we discuss these
two systems briefly.

A trigonal planar structure with three equivalent
ligands belongs to the point group called Ds, The struc-
ture possesses a C; axis perpendicular to the plane of the
molecule that passes through the central atom. It also pos-
sesses three C, axes perpendicular to the central C; axis,
one along each M-H bond vector (only one is shown to
theright). To possess a C; axis and a C; axis means that the
molecule can be rotated along this axis by 120° and 180°,
respectively, returning exactly the same structure with
atoms returned to identical positions in space. A Dy, struc-
ture also possesses three internal mirror planes, called o
planes. They contain the C; axis and lie along each M-H
bond (only one is shown), where reflection of the atoms
through these mirror planes likewise gives back the same
structure.

The MH,Y structure belongs to the point group
called C;,.. This structure possesses one C; axis, no C;
axes, but does have three o planes (one defined by each
H-M-Y plane; only one is shown).

Rules 3 and 7 address the symmetry properties of
the orbitals. With respect to each symmetry operation,
an orbital must be symmetric or antisymmetric. For an
orbital to be symmetric, it must be unchanged by the sym-

1.2 A MORE MODERN THEORY OF ORGANIC BONDING

metry operation. To be antisymmetric, all signs (phases) of
the orbital must be reversed by the symmetry operation.
Rule 4 speaks of “high symmetry” and “less symmetric
structures”. While these are not precisely defined terms,
their meaning in context is usually clear. Certainly, the Dj,
structure is of higher symmetry than the C,,. Rule 15 is not
one we are going to need until Chapter 15, so it will be
addressed at that time. The use of these rules and the
notions of symmetry will hopefully become evident

with the examples given below, and with the practice
given in the end-of-chapter Exercises.

Y

Him pg—
‘ H (M H M

R Vs
o H

Trigonal planar Dy, Pyramidal C,,

Cs Cs
H .. _
H(M H T
Hiw p—H ECZ, H\\\‘;M\
HY H H

c . (&)
v
HII/,
.______,_",M_H,__
R Hig M,
H RN

Symmetry operations

Cotton, F. A.(1971). Chemical Applications of Group Theory, 2nd ed., Wiley
Interscience, New York.

1.2.3 Methyl in Detail

To illustrate the procedures of QMOT, we will “build” the MOs of planar CH; from

scratch. We are choosing a reactive species such as this, because we want a simple structure
as an easy starting point. To begin with, we will not worry as to whether we have methyl cat-
ion, anion, or radical, for, as we will describe later, the orbital diagram is not overly sensitive
to such distinctions. For now, let’s just make the MOs of planar CH;; we'll put the electrons
in later. The starting point is planar CH,, because pyramidal CHj; is of lower symmetry
(rule 4).

Planar Methyl

Because of rule 1, the orbitals we have to work with for methyl are simple: three hydro-
gen 1s orbitals, a carbon 2s orbital, and three carbon 2p orbitals. Next, we form the delocal-
ized MOs using the other rules, and those are shown in Figure 1.7. How this is done may at
first seem mysterious, but with a little practice it should become clear. For example, using
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Figure 1.7 C -
The orbitals of a planar methyl group, £
created using  >rules of Table 1.7. H H
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rules 2 and 3, we mix the carbon 2s orbital with the three hydrogen atomic orbitals (AOs) in-
phase to produce orbital A. Mixing just means adding and subtracting, and we do this visu-
ally. Orbital A is symmetric with respect to the C; axis in the molecule. Our goal here is to fo-
cus on the low-lying, bonding MOs, so we mix these s orbitals in phase, in a bonding manner.
1f we mix out of phase, we create a high energy, antibonding orbital, shown as Ein Figure 1.7.
Next come the carbon p orbitals. The p, AO cannot mix with any of the hydrogens, as they all
lie on the node of this orbital. We thus have a molecular orbital that is just an atomic p orbital,
called a nonbonding orbital, and labeled as D in Figure 1.7. The p,an 7, AOs can mix with
the hydrogens to give favorable interaction patterns, as shown in B and C in the figure. We
would call orbitals A, B, C, and D the group orbitals for planar methyl.

To create the group orbitals for planar methyl we used a total of seven atomic orbitals.
There must be a conservation of the number of orbitals, meaning that the number of molecu-
lar orbitals created must equal the number of atomic orbitals we start with. Yet, in Figure 1.7
we only show five orbitals. Orbital E and the two MOs that we do not show are called virtual
orbitals, meaning that they exist but are not typically populated with electrons (see the dis-
cussion of adding electrons below). We do not draw two of them because they are not in-
volved in bonding schemes, except with excited electronic states.

We also show the relative energies of these MOs in Figure 1.7, with energy increasing as
we go from the bottom of the diagram to the top. Orbitals A-C are stabilized by mixing with
the H AOs, but D is not. The reason A lies below B and C is that carbon 25 AOs are lower in
energy than 2p AOs, and this carries over to the MOs. MOs B and C are of equal energy—
they are degenerate. In this high symmetry system, the x and y axes are equivalent, and so p,
and p, are degenerate, as are the MOs derived from them. If you are uncomfortable with this
symmetry argument, please simply accept this degeneracy as fact for now.
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energy lowering will occur because the hydrogens are closer to each other and can interact
favorably. The B/C pair will rise in energy on pyramidalization significantly more than A is
lowered because of the greater directionality of the bonding. In the planar form the p orbitals
can point more directly at the hydrogens, maximizing overlap. This overlap diminishes as
the system distorts, and this destabilizes the orbitals. Even with distortion, the B/C pair of
orbitals remains degenerate.

The biggest effect by far of pyramidalization is on orbital D. A formerly nonbonding or-
bital becomessignificantly bonding. The hydrogens have moved off the node of the p orbital,
allowing favorable bonding interactions to develop. Thus, the energy of D is considerably
lower in pyramidal vs. planar methane.

Let’s look at the bonding in the planar and pyramidal forms. Orbitals A-C are strongly
C-H bonding, whether in the planar or pyramidal forms. They can contain six electrons. Ina
VB model, we would want three C—H bonds, each with two electrons, for a total of six C—H
bonding electrons. The two models agree. With QMOT, we still have three C-H bonds, de-
scribed by three occupied MOs that are strongly C-H bonding.

We are not done with the QMOT analysis, because we have not yet considered rule 7.
MOs D and E have the same symmetry, but one is based on a carbon 2p orbital and the other
on a 2s orbital. Thus, rule 7 tells us to mix these two orbitals, and Figure 1.8 shows the result
as D" and E'. Now D’ looks more like a lone pair orbital, but contrary to simple Lewis dia-
grams, there is still significant C-H bonding in this lone pair orbit:  Note also that D" is very
much like an sp” hybrid at carbon; it contains contributions from both the 2s and the 2p,
atomic orbitals. Orbital E’ also looks like a hybrid, but points in the opposite direction from
D', just as is expected when one creates sp hybrids (they point in opposite directions on the
same atom).

“Group Orbitals” for Pyramidal Methyl

One of the most important concepts in organic chemistry is that of the functional group,
a collection of atoms and bonds that shows a consistent reactivity pattern in a wide range of
molecular environments. This same notion carries over to electronic structure. Certain col-
lections of atoms contribute a consistent set of orbitals to any molecule in which they are
present. To a considerable extent these groups will correspond to the familiar functional
groups, but there will be some differences. We will refer to these as group orbitals, a collec-
tion of partially delocalized orbitals that is consistently associated with a functional group
or similar collection of atoms in molecules.

You are already familiar with a few orbitals that can be considered as group orbitals
from our first VBT /MOT model of bonding. The localized bonding and antibonding C-C o
and 7 orbitals given in Section 1.1.7 are group orbitals. We call them group orbitals because
we can use these orbitals to describe any o and w bond, hence describing any alkane C-C
bond and any C=C tunctional group.

As mentioned earlier, one of the goals of introducing a second model of bonding is to de-
fine the group orbitals of many types of functional groups, and many will be examined as we
go along. However, the analysis just presented actually defined group orbitals also, but for
a group not normally considered a functional group—methyl. We are used to thinking of a
carbonvl or an olefin as a functional group, but not a methyl or methylene group. However,
there are group orbitals for these groups, and we will find they play an important role in un-
derstanding many aspects of organic structure and reactivity. We will use these group orbit-
als to model the bonding in any molecules that contain methyl groups (see Section 1.3).

For convenience, the group orbitals for methyl are given specific descriptive names, as
shown in Figure 1.8. We begin with a low-lying, C-H bonding orbital derived from the car-
bon 2s orbital. It is of o symmetry, possessing no nodes along the z axis (the axis that would
bond CH; to anything else) and is called o(CH;). Next comes the C—H bonding orbitals that
are derived from carbon 2p orbitals. There is a nodal plane that passes through the carbon
and contains the z axis in each group orbital of this type, so itis sensible to consider them to
be of w symmetry. They are called w(CHj;) (a degenerate pair). Next comes another orbital of
o-type symmetry. It points away from the hydrogens, and so it is called o(out).
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Putting the Electrons In—The MH; System

As stated in rule 5 of Table 1.7, the Walsh diagram we just developed applies not just to
CH;, but to any MH;, where M is a main group element. It is thus the Walsh diagram for BH;
and NH;, too. The only difference is the number of valence electrons. Since B, C, and N have
three, four, and five valence electrons, respectively, and the three H's contribute a total of
three electrons, we must deposit into Figure 1.8 six, seven, or eight electrons, depending on
whether we are considering BH,, CH, or NH, respectively. Because neutral CH,is aradical,
we'll discuss the ramifications of Figure 1.8 on methyl when we look at the geometries of re-
active intermediates (see Section 1.4).

Let’s focus first on the even electron systems, BH; and NH;. The six valence electrons of
BH; occupy MOs A-C of either the planar or pyramidal form. Now, consider which geome-
try, planar or pyramidal, the molecule will prefer. For BH,, converting the planar form to the
pyramidal form will be destabilizing. MO A is slightly stabilized, but B and C will be signifi-
cantly destabilized. Rule 6 states that we will model the energy as the sum of the one-elec-
tron energies—that is, as the sum of the orbital energies for occupied orbitals, including a
factor of two if the MO is doubly occupied, but only a factor of one for singly occupied MOs.
The net effect of pyramidalization is thus destabilizing, and so BHs is predicted to be planar.
Note that since D or D' is empty in BH,, it has no influence on the geometry.

In contrast, with eight valence electrons, NH; is predicted to be pyramidal. Now orbital
D is occupied in the planar form and D’ in the pyramidal form, and the substantial stabiliza-
tion of D’ associated with pyramidalization outweighs all other considerations. Our simple
model has thus made a clear prediction: BH; should be planar, while NH; should be pyra-
midal. Moreover, the prediction is correct and is identical to the prediction from VSEPR.
However, the MOT model is rooted in the most modern theories of bonding.

1.2.4 The CH, Group in Detail

The methyl group was just a start. Let’s now use the same procedure for the CH, group.
Our goals are the same as they were with CH;: define the group orbitals and examine how
clectron population leads to differing structures. Figure 1.9 shows the Walsh diagram for
methylene, where we consider the relationship between the linear and bent forms.

The Walsh Diagram and Group Orbitals

Beginning with the linear structure, we have a low-lying, CH bonding orbital (A) de-
rived from the carbon 2s orbital. Now, only one p orbital can bond to the hydrogens in the lin-
ear form, leaving a degenerate pair of nonbonding p orbitals. On going from linear to bent,
orbital A is slightly stabilized due to the He e e H overlap. B is destabilized more, as C-H
overlap drops, just as in the case with CH,. However, the dominant change is the drop in C,
as it goes from nonbonding to bonding. Orbital D remains an isolated p orbital, so it is non-
bonding. As in the CH; diagram, we expect a secondary mixing, this time between C and E,
resulting in an important hybrid orbital, C'.

The actual MOs of the bent form are also shownin Figure 1.9. These constitute the group
orbitals tor CH.. Similar descriptors for the group orbitals are used as with methyl. We find
au(CH,), now asingle w(CH,), a 5,,(CH,), and alone p orbital. Together, the o(CH,) and the
m(CH.) define the C-Hbonding orbitals. The ,,,(CH,) and the p orbital can be used to make
bonds to other groups (see Section 1.3).

Putting the Electrons In—The MH, Systeimn

The diagram given in Figure 1.9 applies to all MH, molecules, the most prominent of
which is water. Because neutral CH, is a carbene, we'll discuss the ramifications of Figure 1.9
on the geometry of CH- as a discrete molecule when we analyze reactive intermediates (see
Section 1.4). Here, let’s briefly consider only H.O. Water has eight valence electrons, and so
both C" and D are doubly occupied. Thus, water will prefer a bent structure, in order to take
advantage of the large stabilization of C' that occurs.
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cule approaches a water molecule, it lowers the symmetry of the system. Now the C" and D
orbitals can mix in MOT and two sp™-like lone pair orbitals are obtained (as in Figure 1.10).
This would happen in bulk water.

In summary, with QMOT and the Walsh diagrams for CH; and CH,, we made use of
simple notions: s orbitals are lower in energy than p orbitals; strong overlap stabilizes an or-
bital, and weakening that overlap raises the orbital energy. In the end, though, we mixed
atomic orbitals to create delocalized molecular orbitals on the groups. Mixing orbitals is a
common tool, and it follows a precise protocol. As mentioned earlier, the QMOT rules were
devised in part on a mixing protocol. It is now time to describe that procedure in detail. This
will allow us to further develop our repertoire of group orbitals, and to begin the analysis of
more standard functional groups, namely alkenes and carbonyls.

1.3 Orbital Mixing—Building Larger Molecules

The essence of orbital mixing is stated in rules 8 and 9 of Table 1.7. The rules are depicted pic-
torially in Figure 1.11, where we schematically mix orbitals of two separate molecules. You
should already be familiar with the idea that mixing two orbitals produces an in-phase,
bonding combination, and an out-of-phase, antibonding combination (Figure 1.3 and Sec-
tion 1.1.7). The former is stabilized (lowered in energy), whereas the latter is destabilized
(raised in energy). Figure 1.11 includes some further detail. The figure shows two mixings:
Figure 1.11 A describes the mixing of degenerate orbitals, and Figure 1.11 B shows the mix-
ing of two orbitals that start at different energies. The essential features of the two are the
same.

Af' > Arf

A OO " 5. ol

Figure 1.11
Orbital mixing. Simple spherical orbitals are shown to illustrate the concept. A. The first-order, degenerate
mixing. B. The second-order, nondegenerate mixing.
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A key aspect of orbital mixing is that the antibonding combination is raised in energy
more than the bonding combination is lowered in energy. This difference in energy is true for
both mixings in Figure 1.11. If both original orbitals are doubly occupied, the resulting two
orbitals will also be doubly occupied, and because two electrons are raised in energy more
than the other two are lowered, the net interaction is destabilizing. The mixing of filled orbitals
on two separate molecules is always destabilizing. This four-electron interaction is referred to as
closed shell repulsion. A different outcome arises if we have only two electrons in the sys-
tem. The two electrons can come from one in each starting orbital or two in one starting or-
bital with the other empty. Now the two electrons end up in the lower orbital, and the mixing
is stabilizing. It is always favorable to mix a filled orbital with an empty orbital or to mix two singly
occupied orbitals. These two aspects of orbital mixing are universal, and they will be used
throughout this text.

Figure 1.11 B illustrates an additional feature of the nondegenerate mixing, which is
summarized in rule 9. In this situation, the lower energy, bonding orbital will have a larger
contribution from the original orbital that started out lower in energy. The high energy, anti-
bonding orbital will have a larger contribution from the higher-lying original orbital. As
shown in Figure 1.11 B, mixing produces a polarization of the resulting orbitals. This will be
a very important feature in subsequent orbital mixings.

We will see in Chapter 14 that the mixings just described can be treated quantitatively
using perturbation theory. The mixing of Figure 1.11 A, involving degenerate orbitals,
is called a first-order perturbation, while the nondegenerate mixing of Figure 1.11 Bis a
second-order perturbation. With the quantitative tools of perturbation theory, we can pro-
vide more detailed analyses of some of the issues addressed here, including, for example,
why the orbitals B and C of Figure 1.7 are degenerate.

In reality, for most situations encountered in organic chemistry, the qualitative descrip-
tions of orbital mixing presented here are adequate. We do need, however, one aspect of per-
turbation theory that is not evident from the simple analysis given so far. It is generally true
that the first-order, degenerate mixing is stronger than the second-order mixing. Also, when
comparing second-order mixings, the larger the energy gap between the initial pair of orbit-
als, the smaller the mixing interaction. This statement is known as the energy gap law, and it
is given as rule 10 in Table 1.7. Note that the terms “extent of mixing”, or “mixing interac-
tions”, refer to the energy changes that occur with mixing. The statement that first-order
mixings are stronger than second-order is really just an aspect of the energy gap law, since
first-order systems have the smallest possiblee gy gap: zero. Finally, rule 11 states that the
more the interacting fragments overlap, the stronger the mixing interaction. Hence, overlap
and energy gap both determine the extent of mixing.

1.3.1 Using Group Orbitals to Make Ethane

In Section 1.2.3 we built the orbitals of CH; (actually MH;) using simple reasoning and
symmetry. This construction gets more difficult to do as the molecules get bigger. It is not at
all obvious what the orbitals of methylcyclohexane or acrolein should look ke. However,
there is a way to gain considerable insight into the bonding of larger molecules. The strategy
is to build up larger molecules by combining small fragments whose MOs we understand,
using the orbital mixing rules we have just developed. We are now in a position to illustrate
this strategy by combining two methyl fragments to make ethane.

We want to create an orbital mixing diagram that combines the orbitals of two CH,
groups to make ethane. We should use the MOs of pyramidal methyl, as this is the geometry
appropriate to ethane. The diagram is set up as in Figure 1.12. We need consider only the de-
generate (first-order) mixings, because they will be the strongest. The o(CH,) and w(CH,) or-
bitals are primarily C-H bonding; they do not point out into the C-C bonding region. As
such. the overlap in each case should be small, and the mixing interaction energy should be
sma rule11). Thus, these are shown as not especially strong mixings in Figure 1.12.
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m{CHy) + m(CHy)

6(CH3) + o(CHy)

Figure 1.12
The orbital mixing diagram tor the formation of ethane from two pyramidal CH, groups.
The computed MOs are shown in Figure 1.13.

The interesting mixing is of the pair of o(out) orbitals. Because of the hybridization that
resulted from rule 7 (Table 1.7) discussed previously, the a(out) orbitals point out into the
C-Cbonding region. They overlap very we  and so the mixing interaction is quite strong,
as shown in the figure. The mixing is strong enough that the  y(out) + o(out)] MO drops be-
low the out-of-phase combination of the w(CHj) orbitals. It is difficult to predict how far this
orbital will drop and its relative placement with respect to the other orbitals with only the
rules of Table 1.7, so this result must just be accepted at this stage of the discussion.

Now we add electrons. As noted above, CH; has seven valence electrons. Ethane thus
has 14 valence electrons, and as we place them into Figure 1.12, we see that the highest occu-
pied molecular orbital (HOMO) of ethane is a degenerate pair of orbitals that can best be
described as C-H bonding, but slightly C—C antibonding,.

All the combinations derived from ¢(CH,;) and w(CHj;) orbitals are occupied. There are
six such orbitals with 12 electrons, and ethane has six C-H bonds. Again, the accounting im-
plied by the MO treatment is completely consistent with our simpler views of bonding, con-
sisting of localized C-C and C-H ¢ bonds. It may at first seem odd that the out-of-phase
combinations of the 0(CH3) and w(CHS,) orbitals are occupied. Shouldn’t these be antibond-
ing MOs? They are C-C antibonding, but they are still C-H bonding, and this is enough to
make them overall bonding. The [o(out) + g(out)] MO is the major C-C bonding orbital,
and it has two electrons in it.

s ‘;ZP—}_ )
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(CHg) — m(CHy)
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o(out) + o(out)

Figure 1.13
The computed MOs of ethane. i

n(CHy) + n(CHy)

For comparison, we show the calculated MOs of ethane in Figure 1.13. Prior to our
analysis these might have seemed to be fairly strange orbitals, but now we can see they
match up quite nicely with the orbitals we have derived. This highlights the power of group
orbitals; their combinations nicely rationalize the origins of orbitals derived from sophisti-
cated calculations. Moreover, experience has shown that the C-C o bonding orbital of eth-
ane r(out) + o{out n Figures 1.12 and 1.13, transfers consistently to all alkane fragments
in organic molecules. Thus, whenever we see a C-C single bond in a molecule, we can antic-
ipate an orbital of this type. Likewise, we can anticipate orbitals of w-like character for the
C-H bondinginter :ions.

1.3.2 Using Group Orbitals to Make Ethylene

The standard bonding picture for ethylene is viewed as being made from two sp* hybrid-
ized carbons, and it contains a C—C double bond comprised of a ¢ bond and a 7 bond. In
MOT, however, we don’t hybridize, and we don’t presume bonding arrangements. Instead,
we build ethylene with no assumptions by just combining two CH, groups. Let’s see how
well this construction turns out.
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. o(out)+o(out)'\_T+./’

6(CH,) + 6(CH,)

Figure 1.14
Orbital mixing diagram for the formation of ethylene by mixing two CH. groups. The computed MOs are
shown in Figure 1.15.

The creation of ethylene from two CH, groups is shown in Figure 1.14. The actual MOs
are shown in Figure 1.15. Hopefully by now the origins of all the MOs are clear. As with eth-
ane, the MOs derived from o(CH,) and w(CH,) make four MOs that are primarily C-H
bonding, just as we need for ethylene. The interesting interactions involve o(out) and p.

The hybrid o(out) orbital is strongly directional, pointing along the C-C bond. We ex-
pect a strong interaction. The p orbital does not point across the C—C bond. As such, the (p +
p) interaction should be weaker thar  r(out) + o(out)], because of poorer overlap. The com-
bination of these interactions produces the C-C double bond of ethylene. Thus, [o(out) +
o(out)] is the major o bond component of the double bond. The (p + p) mixing produces the
w bond of ethylene.

A CHj, group has six valence electrons, so ethylene has 12. When we place 12 electrons
into Figure 1.14, we see that the HOMO is the  orbital. The lowest unoccupied molecular
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Figure 1.16

The orbital mixing diagram of CH,=0O from CH, plus an oxygen atom. The final MOs are given in
Figure 1.17.

Since the building blocks for w and 7* are isolated p orbitals, there is no ambiguity about
the relative energies of the two initial orbitals: the oxygen orbital lies below the carbon or-
bital. As such, there is also no ambiguity about the expected polarizations. The lower energy
MO, the m orbital, must be polarized toward the oxygen. Similarly, the higher energy MO,
m*, must be polarized toward carbon. The actual MOs show that this is indeed the case.
When you examine the m MO of formaldehyde in Figure 1.17, the expected polarization may
notbe evident. However, you must remember that the atomic orbitals of electronegative ele-
ments are smaller; both the covalent and the van der Waals radii of oxygen are smaller than
those of carbon (see above). So, the m MO of formaldehyde does have a larger contribution
from the oxygen (numerical rather than graphical descriptions of the MO make this clear).
The expected polarization toward carbon is very clear in the 7 MO.
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The group orbitals of an olefin would be those we derived for ethylene in Figure 1.14.
The most important ones will be the and 7* MOs, designated as the HOMO and LUMO in
Figures 1.14 and 1.15. Similarly, the group orbitals of a simple carbonyl compound, an alde-
hyde or ketone, are those we developed for formaldehyde (Figures 1.16 and 1.17). Now we
should consider at least four different MOs:  and 7* along with the two lone pairs.

1.3.4 Making More Complex Alkanes

In alkanes, CH, and CH; groups will contribute orbitals such as in Figures 1.8 and 1.9. If
we consider a linear alkane, CH3(CH,),CH;, we would describe the bonding as follows. For
the terminal methyl groups, the o(CH,) and two w(CHs) orbitals would be used for C-H
bonding. The methyl o(out) orbital would be used to make a C—C bond. The resulting orbital
would be the C—-C bonding orbital discussed for ethane.

The CH, group is more challenging to consider because it must make two C-C bonds. To
do this, we use the CH; a(out) and the p orbitals. You don’t have to, but it is convenient to
make linear combinations of these two, as we did for waterin Figure 1.10 (in fact, our discus-
sion of orbital mixing in water can be extended to any MH,). This linear combination creates
orbitals similar to the sp® hybrids available to bond to two other groups. We just mix o(out)
and p to give orbitals that point in the correct direction to make CH, a tetrahedral center. A
linear combination of group orbitals to give orbitals reminiscent of our standard hybridiza-
tion notions will always be possible. The important point is that the orbitals developed by the
QMOT approach predict the delocalized orbitals found by high level calculations, where
hybridization is not usually the result. We will show experimental evidence in Chapter 14
that supports the fact that hybridization does not actually occur in the standard sp®, sp?, and
Sp manner.

Once we see how the C—C bonds are made, we just assume them directly. So, in a linear
alkane, we have a backbone of C—C bonding orbitals. The terminal methyl groups make
C—C bonds with their respective o(out) orbitals. In addition, each CH; group contributes
three C-H bonding orbitals, one o(CH,) and two w(CH,), while each CH, contributes two
C-H bonding orbitals, one o(CH,) and one w(CH,).

This model of alkane bonding is useful, but admittedly, it really does not produce any
new insights compared to the more conventional model emphasizing sp® hybridized car-
bons and simple localized o bonds. Frankly, if we only ever considered alkanes, there would
be no need for CH, and CH; group orbitals. However, we will now show thatin more inter-
esting molecules, the use of group orbitals provides very valuable insights.

1.3.5 Three More Examples of Building Larger Molecules from Group Orbitals

All functional groups have a set of group orbitals associated with them. Appendix 3
shows the full MOs of a number of representative small molecules. These can be considered
to be the group orbitals of the analogous functional group in larger molecules. From the ba-
sic building blocks we have presented so far, the MOs for these essential functional groups
of organic chemistry can be understood. For example, the MOs of a carboxylic acid (Appen-
dix 3) can be developed from an orbital mixing diagram, combining the w MOs of formalde-
hyde with the appropriate AOs of an oxygen atom. Then, a methyl ester can be “prepared”
by mixing in a w(CH,) orbital. When considering the reactivity of a specific functional group,
it will be useful to look at its group orbitalsin Appendix 3 as a guideline. Let’s do such a mix-
ture for a few additional cases.

Propene

In most instances alkyl groups are spectators in organic reactivity, and the simple VBT
model based on hybridization is adequate. However, for a CH, or CHj that is adjacent to a
conventional 7 system, such as an alkene, a carbocation, or a carbonyl, important interac-
tions between the alkyl group and the m system may occur. In these instances the w(CH,) or
7(CH,) group orbitals are quite useful.
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Figure 1.18 “ O
An orbital mixing diagram for propene, A A

along with the computed MOs of the OU
molecule.

As an example, Figure 1.18 shows an orbital mixing diagram for propene. We are going
to focus only on the 7 system, so we start with the ethylene m MO of Figures 1.14and 1.15. In
conventional views of a methyl group, there really is no way for the CHj; to interact with the
m system of propene. However, it is notjust a coincidence that two of the C~Hbonding orbit-
als for CH, are called m(CHa). These groups orbitals are of the correct symmetry to interact
with conventional 7 orbitals of the sort seen in alkenes and carbonyls. In our orbital mixing
diagram, the two degenerate m{(CH.) group orbitals are low lying in energy; they are C-H &
bonding, and so are lower than a C—C w bond. In any particular conformation of propene, it
will always be true that one of the m(CH3) group orbitals will be able to mix with the ethylene
w MO. This mixture is a standard second-order mixing, producing two new propene MOs,
as in Figure 1.18. Let’s consider the consequences of this mixing.

Compared to ethylene, the m bond of propene is (a) slightly higher in energy, and (b)
slightly delocalized onto the methyl group. Note the clear prediction that the olefin 7 orbital
and the w(CH;) group orbital should be out of phase in the ”w” orbital, the HOMO of propene.
This prediction is confirmed by the actual MO (Figure 1.18). In addition, the mixing is con-
firmed by experiments. The predicted elevation in orbital energy is fully supported by the
fact that the ionization energy of propene (9.73 eV) is measurably lower than that of ethylene
(10.51 eV), meaning that the HOMO of propene is higher in energy. The w(CH-) group or-
bital has been lowered in energy, a factor not usually of importance in understanding reac-
tivity. An important lesson of this analysis is that there are orbitals of = symmetry in simple
alkyl groups such as CH; and CH,, and these can interact with the more conventional 7 sys-
tems of alkenes, carbonyls, and so on.

The mixing we have just discussed is 110t hyperconjugation, which is the mixing of C-H
and C-C bonding orbitals with adjacent empty or partially empty wand p orbitals (see Sec-
tion 1.4.1). However, asimilar mixture can be done with the w* orbital of the alkene that does
represent hyperconjugation, and you are asked to show this in an Exercise at the end of this
chapter.

Note that we have mixed filled orbitals in Figure 1.18, which may seemlike a violation of
the previous statement that such mixings are always destabilizing. Indeed, this interaction is
destabilizing because four electrons go into the resulting orbitals. However, it is enforced by
the close juxtaposition of the w(CH,) orbital with the w bond due to the presence of the C-C
bond between the methyl and the alkene of propene.

There is a distinction in mixing filled orbitals that must be kept straight. If we are consid-
ering a possible reaction between two species, and we want to know if favorable or unfavor-
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Figure 1.19

Orbital mixing diagram for CH;Cl, with computed
orbitals shown. o(out) + pis the bonding orbital.
alout) - p is the LUMO, o* antibonding orbital.

alouty + p

able orbital interactions develop during the reaction, we clearly want to maximize two-
electron mixings and minimize four-electron mixings. However, we are doing something
different in our analysis of propene. Really, we are performing an after-the-fact analysis of
the molecule, trying to understand the results of a full quantum mechanical calculation on
the system. The molecule was not really formed by mixing fragment orbitals; we have simply
found that such analyses lead to the true MOs. For a destabilizing mixing to occur within the
molecule, such as that shown in Figure 1.18 for propene, there must be other o and = bond
stabilizing interactions that more than compensate, thus stabilizing the molecule overall.

Methyl Chloride

As another example of the use of orbital mixing strategies for understanding structure
and reactivity, we consider methyl chloride as a prototype of an organic molecule singly
bonded to an electronegative element. We could construct a complete diagram, using all the
CHj, group orbitals and the AOs of chlorine, but we can also focus only on the C-Clbond as
the most interesting feature of the system.

The C-Clbond s formed by the mixing of o(out) of the CH; with a chlorine p orbital. The
mixing diagramis shown in Figure 1.19. Both electronegativity (Table 1.1) and orbital energy
arguments (Table 1.8) allow us to place the Cl orbitals below the carbon orbitals. This means
that the polarizations should have the bonding combination polarized toward Cl, and the
antibonding combination polarized toward C. Actual calculated MOs are shown in Figure
1.19. The most interesting MO is the LUMO. It is the prototype o* orbital. It is C-Cl anti-
bonding, in that there is a nodal surface that splits the C-Cl bond in two. A great deal of or-
bital character lies outside the region between the Cand the ¢  and is especially accentuated
at the carbon end of the molecule. There is considerable orbital density on the “backside” of
the carbon, and hence a cartoon of the o™ orbital is better represented as shown below rather
than as given for generic ¢ orbitals shown in Figure 1.3.

e S -

C o] C Cl

Better representation
of the ¢* C—-Cl orbital
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This o™ orbital leads to predictions about reactivity. In the Sx2 reaction, a nucleophile
will react with CH,Cl. As we will see, nucleophiles have high-lying filled orbitals that can
mix with low-lying empty orbitals. The o™ orbital is the appropriate empty orbital on CH,Cl,
and the fact thatitis substantially polarized toward the backside of the carbon atom is nicely
consistent with the observed inversion of configuration (backside attack) seen in Sy2 reac-
tions. We can view this as a group orbital for a C-Cl functional group that can be considered
present in any alkyl chloride.

Butadiene

If we are going to build up larger m systems than are present in simple alkenes and car-
bonyls, we again need to linearly combine the appropriate group orbitals. This is done for
the  system of butadiene in Figure 1.20, and calculated orbitals are given. The wand w* or-
bitals of ethylene are our starting point, and they mix in the manner shown to give four mo-
lecular orbitals. These resulting orbitals can be considered to be the m MOs of butadiene, but
also the four group orbitals for any diene. Note that the simple schematic mixing of the eth-
ylene m and 7* orbitals does not predict the relative contributions of each p orbital to a given
MO, and we will have to wait until Chapter 14 to see why. Yet, the simple mixture gets the
nodal properties perfectly correct.

1.3.6 Group Orbitals of Representative m Systems: Benzene, Benzyl, and Allyl

We have focused our discussion to this point on group orbitals for small alkyl fragments,
o systems, and a few simple m systems. Yet, as shown in Appendix 3, a significant fraction of
important functional groups in organic chemistry have complex m systems. To build many
complex w systems by combining small = systems, we need to know the group orbitals of
some representative small wsystems other than just ethylene. We now give the MOs of three
other essential building blocks of organic chemistry: benzene, benzyl, and allyl. In evaluat-
ing organic structure and reactivity, these units show up repeatedly, and so it is worthwhile
to present them here.

Figure 1.21 presents the MOs of benzene, both in symbolic form and as produced by an
accurate quantum mechanical calculation. Also shown is the "THOMO” of benzyl—that is,
the singly occupied orbital of benzyl radical, the empty orbital of benzyl cation, and the dou-
bly occupied HOMO of benzyl anion. To a good approximation, the MO has the same form
for all three structures. Here, we show the orbitals from the top, so that the p orbitals that
make up the molecular orbitals appear only as spheres.

Figure 1.22 shows the group MOs of allyl. The most distinctive feature is that the middle
MC asanode through the central carbon, and so is formed from only C1 and C3. This is the
MO that is empty in allyl cation, singly occupied in . yl radical, and doubly occupied
(HOMO) in allyl anion.

The HOMO:s of allyl and benzyl are completely consistent with resonance models for
the two (shownbelow). Allyl resonance places the charge (* = +, —, or *) onlyon Cl and C3,
where the orbital has finite coefficients. In benzyl, there is activity only at the benzylic carbon
and the ortho and para positions of the ring. Once again, we emphasize that the MOT ap-
proach does not require the “patch” fix of resonance to get the 7 properties correct.

* - > W =

O—0—Q—0

Resonance in allyl and benzyl
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Figure 1.20
The mixing diagram for creating the w MOs of butadiene from ethylene group
orbitals and the calculated orbitals for the 7 system of butadiene.
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1.3.8 The Three Center-Two Electron Bond

Starting from the classic picture of bonds between adjacent atoms, we often need other
concepts to fully explain the bonding in a given molecule. As explained, resonance is such a
concept, required to explain the bonding in molecules with delocalized 7 systems. Another
bonding situation that requires a special treatment for VBT, but not with MOT, is the three
center—two electron bond. As the name implies, the three center-two electron bond is asso-
ciated with electron-deficient systems, those for which there are not enough valence elec-
trons to make conventional two center-two electron bonds among all the atoms. The bo-
ranes and related structures use the three center-two electron bond extensively, creating
highly bridged structures. In organic chemistry, the most common electron-deficient species
are carbocations. The three center-two electron bond also figures prominently in carboca-
tion chemistry, so we describe it briefly here.

The starting point for understanding the three center-two electron bond is the chemis-
try of boron-containing compounds. Simple boron compounds are isoelectronic with car-
bocations: BH; has the same number of valence electrons and orbitals as CH,*. We already
noted thata QMOT treatment of the two structures produces qualitatively similar results, so
BH; has the same planar structure as CH;*. As you may recall from introductory chemistry,
though, BH; in the gas phase dimerizes to diborane, B,H,, and this molecule has the uncon-
ventional structure shown in Figure 1.24 A. The molecule has 12 valence electrons, eight of
which are used to make the four conventional B-H bonds. The remaining four valence elec-
trons are partitioned, two apiece, to the two B-H-B bridging systems, forming a pair of three
center—two electron bonds.

The stability of this well-established bonding pattern can be understood from simple
MO arguments. The B-H-B arrangement in diborane is another three-orbital mixing prob-
lem, like allyl. In fact, the mixing diagram we developed for allyl translates directly to the
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Figure 1.24

Three center—two electron bonds. A. Borane dimerizes to produce diborane. B. The calculated MOs
primarily responsible for the bonding of the bridging hydrogens in diborane. Since there are two B-H-B
bridges, there are two bonding orbitals. Shown are the in-phase (left) and out-of-phase (right) combinations
of the fully symmetric B-H-B orbital combinations. C. A qualitative picture for how a single three center—
two electron bond is constructed. Only the lowest of the three combinations, the fully in-phase MO, is
occupied. The two MOs of part B are in-phase and out-of-phase combinations of this MO, because
diborane has two three center—two electron bonds.
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three center—two electron bond. In Figure 1.23, the open and filled circles were meant to be
the “tops” of p orbitals, showing their phase relationships. However, they could just as
easily be s orbitals or sp? hybrids. A recurring theme of QMOT, which we have already seen
when discussing CH, and CH,, is that the distinction between o and 7 systems is not as
clear-cut as introductory texts would suggest, and so we should not be surprised that the
MO patterns in a g system such as we are developing here are topologically identical to
those of an analogous 7 system. Although formally o bonding is involved, the mixing for the
B-H-B system (Figure 1.24 C) still produces three molecular orbitals in a manner analogous
to Figure 1.23. Since only one of the three orbitals is highly stabilized, the optimal arrange-
ment involves only two electrons. It is a three-atom system involving only one occupied
MO, a three center—-two electron bond.

Note that it is generally better to make two, conventional, two center-two electron
bonds rather than a single three center-two electron bond. However, boranes are electron
deficient; there just are not enough valence electrons to make the requisite number of con-
ventional bonds. The system does the best it can by forming a pair of three ce: r—two elec-
tron bonds.

There is absolutely no doubt that three center-two electron bonding is an important
component of the electronic structures of a wide range of boron-containing compounds.
Given the isoelectronic relationship to CH,*, it should come as no surprise that similar
bonding should arise in carbocations, and indeed it does (see the next section). There was
initially considerable resistance to this notion; the tetravalent carbon was sacrosanct. How-
ever, itis now clear that three center-two electron bonds do contribute to many carbocation
structures. The three center-two electron bond allows a wide range of exotic looking,
highly-bridged structures, often referred to as non-classical carbocations (see Chapters 2, 11,
and 14 for discussions). While a detailed description of the bonding in some of the more
elaborate systems may seem complicated, at its core is the special stability of the three cen-
ter—two electron bond.

1.3.9 Summary of the Concepts Involved in Our Second Model of Bonding

The more modern theory of bonding extends the notion of bonding and antibonding or-
bitals that describe localized o and = bonds to increasingly delocalized orbitals. All organic
functional groups can be envisioned as consisting of a set of delocalized orbitals that are
combined to build up the whole molecule. These “group orbitals” will be very useful in fu-
ture analyses, and as described in this chapter, they nicely predict the structures of stable
molecules and reactive intermediates. The new concepts that were introduced in devel-
oping this second model of bonding are summarized as follows:

QOMOT. A setofrules for predicting how orbitals will mix to make delocalized molec-
ular orbitals for molecular groups or molecules.

Orbital mixing. MOs associated with particularbonds can be formed by mixing orbit-
als from the bonding partners according to the rules of QMOT. When such mixing occurs,
the destabilization of the higher orbital is greater than the stabilization of the lower orbital,
and in the case of the nondegenerate second-order mixing, predictable orbital polarizations
result. This mixing can be between atomic orbitals on adjacent atoms, or between group or-
bitals on adjacent groups.

Transferable, partially localized MOs—group orbitals. Functional groups such as
olefins, ketones, amides, aromatics, etc., contribute a set of transferable orbitals to a mole-
cule. For example, a simple olefin always has m and ©* orbitals. Even CH; and CH, groups
contribute partially delocalized molecular orbitals to molecules, and importantly, these
include w(CH;) and w(CH,) group orbitals that can interact strongly with conventional =
systems.
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This distinction between the two types of carbocations was championed by Olah, and is
consistent with other nomenclature. Just as hydronium and ammonium ions represent pro-
tonated forms of water and ammonia, carbonium ions can be considered to contain proton-
ated forms of methane and other typical, tetravalent carbon compounds. Likewise, carbe-
nium ions canbe thought of as protonated carbenes (:CH. + H' gives CH,"), consistent with
the nomenclature system. In the older literature, only the term carbonium ion is used in con-
nection with what is more precisely called a carbenium ion. We feel the more modern no-
menclature has value, so we use it in this book.

Carbenium Ions

The prototype carbenium ion is methyl cation, CH,". It has six valence electrons (one
from each of three H's and three from C, given the + charge). These six electrons will fill the
lowest three MOs of Figure 1.8, with the p. orbital remaining empty. Since pyramidalization
destabilizes the B/C pair in Figure 1.8 more than it stabilizes the single A MO, CH;™ will pre-
fer a planar structure. The lowering of the D orbital is inconsequential, because there are no
electrons init. The preference for planarity is therefore substantial. Calculations suggest that
aCHj;' thatis pyramidalized to have tetrahedral angles is less stable than the planar form by
about 30 kcal/ mol. We will see experimental evidence in support of this in Chapter 2. This is
completely consistent with the classic view of sp* hybridization and what we know about
the planar structure of CH;™.

This very simple analysis predicts the correct geometry, but as we now describe, there
are a lot of complications to carbenium structures that require more complex pictures of
bonding than is apparent from this simple analysis, and even just the substitution of an alkyl
group will start to perturb the analysis.

Alkyl substitution stabilizes carbocations, and we will see in Chapter 2 that the order of
stabilities for carbenium ions is 3° > 2° > 1° > methyl. Why should this be so? The reason is
an orbital mixing phenomenon. The difference between methyl and ethyl cations is the CH,
group, and as we have emphasized in this chapter, there are two orbitals on a methyl group
with m symmetry. Just as with propene (Figure 1.18), in any given conformation of the ethyl
cation one of these w{CHj) orbitals will be of the right symmetry to mix with thisempty p or-
bital. The difference between this situation and the mixing in propene is that the w(CH,) is
filled and the p orbital is empty, and it is always highly favorable to mix a filled orbital with
an empty orbital.

The orbital mixing diagram for ethyl carbenium is shown in Figure 1.25 A, along with
the resulting HOMO and LUMO. The empty orbital (LUMO) of ethyl carbenium is delocal-
ized onto the methyl group. As such, we expect a significant amount of the positive charge
on the CH; of ethyl cation, and high-level calculations suggest a charge of roughly +0.17 as-
sociated with the CHj. Also, there should be geometry changes. Examination of the filled or-
bital showsasortof “mbond” inethyl carbenium, and we might expect this tolead to a short-
ening of the C-C bond. Indeed, calculations predlct a bond length of 1.425 A, significantly
shorter than a typical bond between an sp* and an sp? carbon (1.51 A; Table 1.4). Support for
this bond shortening comes from the crystal structure of the -butyl cation [(CH;);C~], a re-
sult made possible by the development of stable ion media (see Chapter 2). The C-C bonds
in this cation are 1.442 A long, again shorter than a typical sp*-sp* bond. We would also ex-
pect a lengthening of the C—H bonds of the CH;, due to the removal of electrons from the
bonding m(CH;) molecular orbital, and this too is borne out by calculations. Another inter-
esting effect is the distortion of the methyl C-H bond that aligns with the empty orbital. As
shown in Figure 1.25 A, this bond "“leans” toward the empty orbital, reducing the C—-C-H
angle to 95°.

The orbital mixing interaction we have just described is simply the MOT version of
what in VBT terms would be called hyperconjugation. Hyperconjugation is often depicted
with structures such as that shown in the margin, where a neighboring bond formed from a
carbon sp” hybrid leans toward the carbocation center. Figure 1.25, on the other hand, gives
a more sophisticated picture. The essence of hyperconjugation can also be viewed with the
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Figure 1.25

C,H:*. A. The ethyl carbenium ion. Shown are a
structure for the ion and an orbital mixing diagram
between an empty p orbital and a w(CHa) orbital,
to produce the HOMO and LUMO of the ion.

B. The bridged ethyl carbonium ion. The structure
is shown, along with the HOMO and the LUMO.
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Bridged ethyl cation

no-bond resonance form shown in the margin, and it successfully recapitulates all the major
features of the MOT analysis.

Interplay with Carbonium Ions

The structure we have discussed for the ethyl cation is appealing and makes sense. In
addition, as shownin Eq. 1.3, itis well-established that there is a very rapid scrambling of the
five hydrogens of the ethyl cation both in solution and in the gas phase (we will discuss these
rearrangements in Chapter 11). The scrambling of hydrogens in ethyl cation suggests some
role for the bridged structure shown in the margin. The issue is whether this symmetrical,
bridged structure should be consi  red as a transition state or an intermediate. The bridged
species is now considered a carbonium ion, because it has a hypervalent hydrogen. The
bonding situation is directly analogous to that of diborane discussed previously. The C-H-C
unit involves a three center-two electron bond.

®‘\\\\H ., H’//,,@
HwY gy T HY \"iH (Eq.l.3)

H H

The structure of the bridged ion (be it transition state or intermediate) is intriguing, and
a calculated structure is shown in Figure 1.25 B. To a good approximation, it is simply ethyl-
ene that has been protonated directly in the middle of the w bond. As expected, the C-C
bond has elongated (1.37 Avs. 1.31-1.34 A fora typical olefin; see Table 1.4), and the bridg-
ing C-H bonds are quite long. 1e HOMO and LUMO of the cation look very much like the
HOMO and LUMO of ethylene. At the same time, they are not really very differ  t from the
corresponding orbitals of the “conventional” hyperconjugated ethyl cation in Figure 1.25 A.

Our discussion of ethyl cation illustrates many issues that are universal in carbocation
chemistry. As  eady mentioned, carbenium ions are especially prone to rearrangement.
Often, several different but similar structures can equilibrate rapidly via such rearrange-
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ments. This rapid equilibration is a manifestation of the fact that the potential energy sur-
faces of carbocations are often very flat, involving several related structures that are similar
in energy and that interconvert via processes with very small barriers. This is a challenging
situation. Many of the most contentious debates in physical organic chemistry have boiled
down to efforts to sort out very subtle structural and energetic differences on a given carbo-
cation potential energy surface. If we look at the structures and MOs of the two forms of
ethyl cation shown in Figure 1.25, the differences are certainly small. In addition, we might
expect that such situations would be strongly influenced by context effects, such as solvent,
counterion, temperature, exact substitution pattern, and so on.

In the specific case of ethyl cation, high-level theory actually favors the bridged struc-
ture as the lowest in energy by several kcal/ mol. In fact, many calculations indicate that the
classical non-bridged structure is best thought of as a transition state for the hydrogen
scrambling reaction. However, in other cases the balance may be tilted in the other direction
to favor the carbenium ion. For example, the t-butyl cation [(CH);C*] is a classical hyper-
conjugated carbenium ion. Itis planar at the cationic carbon with 120°bond angles. Our goal
at this pointis simply to alert you to the potential for such complications, and to keep the big
picture in mind; carbocation potential energy surfaces are often flat, with several possible
isomers that differ very little in structure and energy.

Allyl and benzyl cations are the prototype delocalized carbenium ions (look at Figures
1.21 Band 1.22). Conventional 7 delocalization does not convert a carbenium ion to a carbo-
nium ion in this case. No hypervalent atoms are involved in any of the resonance structures
for allyl or benzyl. The same orbitals that carry the negative charge in allyl and benzyl anion
carry the positive charge in allyl and benzyl cation.

Carbonium Ions

The prototype carbonium ion, CHy", is readily generated in a mass spectrometer. Also,
with very strong acids like FSO;H, protonated alkanes can be generated, making CH;" an
important model compound. MH; compounds are well known, the prototype being the tri-
gonal bipyramidal PHs. However, CHs* does not adopt such a highly symmetric geometry.
A representative structure is shown in the margin. The easiest way to think about this struc-
ture is as a pyramidal CH; " bonded to a molecule of H,. This makes a three center-two elec-
tron bond of the sort we have described for BH;. The CH, " contributes an empty g, orbital
that interacts with the filled o bonding orbital of H,, making the three center-two electron
system. The H, fragment has a slightly elongated H-H bond distance of 0.87 A (vs. 0.746 A
for the isolated molecule), while the C-H bonds involving these hydrogens are substantially
elongated. The positive charge is distributed around the entire structure. The molecular
structure given for CH; " is reasonable for discussion purposes, but as the next Going Deeper
highlight describes, it does not represent the true “nature of the beast”.

Going

CH;*—Not Really a Well-Defined Structure

We have just described the structure given for CHs* as
“representative” because the situation is actually fairly
complicated. The CHs* ion undergoes a rapid scrambling
process in which all five hydrogens become equivalent.
Estimates are that the barrier to this process is less than 1
kcal/ mol, making CHs* a highly fluxional molecule. The

rigid geometrical object is simply not applicable. Not
surprisingly, spectroscopic characterization of such a
structure is challenging. However, a very sophisticated
gas phase infrared (IR) spectroscopy study reported in
1999 found a complex collection of lines that have been
assigned to CHs". The complexity of the spectrum and
its dissimilarity to spectra of other simple molecules like

potential energy surface for this carbocation is extremely
flat. In fact, some very high-level calculations have led to
the conclusion that there is effectively no barrier to the flux-
ional process, in which case the notion of “molecular struc-
ture” is poorly defined. This small ion may be a quantum
mechanical species, for which the classical model of a

CH;™ or CH, seems consistent with the non-standard
description of CHs". However, full assignment of the
lines was not possible. Stay tuned.

White, E. T, Tang, J., and Oka, T. “CH;": The Infrared Spectrum.” Science,
284, 135(1999). Marx, D., and Parrinello, M. “Structural Quantum Effects
and 3-Center 2-Electron Bonding in CH: ™. Nature, 375, 216 (1995).
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Norbornyl cation

Cyclopropyl anion

Asdiscussed, an R;C" species can be considered to be a bridging structure with a hyper-
valent carbon. The bridged picture of ethyl cation has a hypervalent hydrogen. Many other
carbocations are also bridged species best defined as carbonium ions. Some of these com-
pounds are called non-classical cations. These are defined as containing bridged structures
with three center—two electronbonds and ahypervalent atom. Although ethyl cation fits this
description, the term is normally associated with structures where a C-C o bond bridges to
create a hypervalent carbon. Two classic examples are cyclopropylcarbinyl cation and nor-
bornyl cation, shown in the margin. We will discuss these structures much more in Chapters
2,11, and 14.

1.4.2 Carbanions

Now let’s consider the prototypical carbanion, CH, , with a total of eight valence elec-
trons. The D orbital of Figure 1.8 is now filled, and the stabilization it gains by pvramidaliza-
tion dominates the Walsh diagram. This stabilization is enhanced by further mixing to pro-
duce D'. Thus, simple carbanions should be pyramidal, again consistent with experimental
observations.

As noted previously, a basic tenet of the group orbital conceptis that the MOs of MH- are
essentially the same, regardless of the identity of M, the only difference being the number of
valence electrons. We have already noted the isoelectronic relationships between BH- and
CH,", and between NH;and CH;", and so, again, Figure 1.8 predicts that NH; should be py-
ramidal and BH; should be planar, as is observed experimentally.

The prototype structure of a simple, pyramidal carbanion hase ne pair of electrons in
the o, orbital of Figure 1.8. An equivalent way to think about the structure is as an sp* hy-
brid, placing the lone pair in an sp’-like orbital. In most cases the barrier to inversion at a
carbanion center is small, roughly 1-2 kcal/ mol for simple systems. Thus, on most reaction
time scales, carbanions behave as if they were effectively planar (Eq. 1.4).

Ry! ’ ' B (Eq. 1.4)

Several factors can significantly raise the inversion barrier at a carbanion cer . One is
incorporation into a small ring. Consider the inversion of the cyclopropvl anion. In the pyra-
midal ground state, the lone pair occupies a hybridized orbital and the carbanion center
would be roughly sp? hybridized. In the planar transition state for inversion, the lone pair is
in a p orbital, and the carbanion centerisessenti. v sp? hybridized. In both the ground and
transition states, the C—Cbonds must be bent to accommodate the 60° bond angles of the cy-
clopropanering. This is more difficult when a carbon is sp* hybridized (favoring 120" angles)
than when the carbon is sp’ hybridized (favoring 109.5° angles). This effect raises the energy
of the planar transition state for inversion in the small ring relative to an open system. As a
result, cyclopropyl anions often react as if they were stably pyramidal.

Electronegative substituents attached to the anionic center can also substantially raise
the inversion barrier. This electronegativity effect is general. While ammonia has an inver-
sion barrier of ~5 kcal/mol, NF; has a barrier of ~50 kcal/mol. This high barrier can be
understood by recalling that electronegative substituents prefer to bond to orbitals with
greater amounts of p character, because p orbitals in general are easier to withdraw electrons
from thans orbitals. Thus, electronegative substituents preferentially stabilize the sp® ground
state over the sp® transition state, raising the inversion barrier.

An alternative rationalization can be developed by referring to the CH; Walsh diagram.
On going from NH, to NF; we replace H by the highly electronegative F. As noted in the dis-
cussion of formaldehyde (Section 1.3.3), electronegative atoms lower the energies of all the
MOs to which they contribute. Returning to the Walsh diagram (Figure 1.8), the effect of
fluorine on the planar structure is to lower all the orbital energies except D, which has no
contribution from attached fluorines. However, with the pyramidal structure, all the orbitals
are lowered in energy, including D, because they all have contributions from the fluorines.
This stabilizes more electrons in the pyramidal structure of an anion because the D orbitals
are populated, and thus raises the inversion barrier.
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Connections

of any pyramidal tricoordinate molecule. As discussed
previously, NH, is pyramidal, but the barrier is so low

(~5kcal / mol) that amines act planar at room tempera-
ture. PHs, however, has a very high E;,.., on the order of

Pyramidal Inversion: NH; vs. PH, The magnitude of the stabilization increases as the initial
The pyramidal inversion barrier, E,,,, is a crucial property | ¢NeTgy 5ap between D and E decreases.. Two factors make
this gap smaller for PH; than for NH,. First, P is less electro-
negative than N, so D will be higher-lying in PH,, thus
diminishing the gap. Second, the 25 and 2p orbitals in

the first row of the periodic table have similar sizes, but

35 keal /mo), so phosphines are stable pyramids at con- beyond the first row the s orbitals are significantly more

ventional temperatures. contracted than the p orbitals. Consequently, at distances
To rationalize this difference between NH; and where the phosphorus 3p orbitals interact strongly with

PHS, we focus on the key interaction between D and E the H 1s orbitals, the P 3s orbitals interact relatively

to generate D’ and E’ (Figure 1.8). This greatly stabilizes weakly, making B 1.65{3 a.nti.bonding m PH; thanin

D’ and is a key factor favoring the pyramidal form. NH; and further diminishing the initial D/E gap.

Substituents that stabilize a carbanion by 7 delocalization will favor the planar struc-
ture. This preference is because the interaction with the 7 substituent will be greatest in this
form, where we have a pure p orbital rather than a o(out) orbital to participate in the delocal-
ization. Given the small intrinsic preference for a pyramidal structure, we would expect the
delocalization (resonance) effect to win out, making the anionic carbon planar. Examples of
such substituents that will lead to a planar neighboring anionic carbon are cyano, nitro, and
carbonyl. Resonance structures make this argument clear.

Allyl and benzyl anions are also planar. The HOMOs of these anions are shown in Fig-
ures 1.21 B and 1.22, respectively, and we expect significant negative charge only on those
atoms that have significant contribution in the HOMO.

1.4.3 Radicals

Methyl radical has seven valence electrons. The crucial orbital that is stabilized by pyra-
midalization, g, is only singly occupied (Figure 1.8), and the stabilization it provides is to
some extent offset by the destabilization of other, doubly occupied orbitals. It is difficult to
predict the geometry of this species based on the Walsh diagram, and it is best to say that no
obvious preference for planar or pyramidal geometry can be predicted. This, too, is “consis-
tent” with experiment, as simple radicals show only a very weak preference for the planar
structure, and simple substitution can produce pyramidal radicals. The net result is that the
parent methyl radical, CH;*, is planar, but the energy cost for distorting away from planar-
ity is small.

In fact, extensive study has revealed that the intrinsic preference for planarity in methyl
radical is so small that essentially all other localized radicals are not planar. Two factors fa-
vor pyramidalization in radicals. The first is an electronic effect of the sort discussed previ-
ously for anions. CF,* is very strongly pyramidal for the same reason as discussed above for
NF;. Electronegative substituents prefer bonding to an sp® hybrid rather than an sp?, and this
preference completely shifts the balance toward pyramidalization in the case of the radical
system. The second reason that radicals are pyramidal is a conformational effect, and this is
discussed in Chapter 2.

Just as with allyl and benzyl cations and anions, allyl and benzyl radicals are stabilized
by delocalization. The crucial molecular orbital, the singly occupied molecular orbital
(SOMO), is essentially the same as the MO thatis doubly occupied for the respective anions
(see Figures 1.21 B and 1.22).

There are also reactive intermediates known as radical cations. The geometries of such
species can also be understood using our notions of bonding. One example is the one-
electron oxidation of an alkene, where the electron is removed from the m orbital. For all al-
kenes besides ethylene (see Chapter 2 for a discussion of the radical cation of ethylene), oxi-
dation retains a planar structure in the alkene. However, the mixing of the alkyl group’s
7-like group orbitals with the now singly occupied 7 orbital becomes even more pro-

Stabilized carbanions
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nounced than we saw for propene (Figure 1.18). Therefore, the SOMO is even more delocal-
ized onto the neighboring R group, as shown in the margin for the propene radical cation,
where a bracket is used to denote one electron and a formal positive charge in the MO.

1.4.4 Carbenes

Lastly, let’s consider carbenes, neutral :CR, species, the prototype of which is the mole-
cule methylene, :CH,. For the reactive intermediates we have considered so far—cations,
anions, and radicals—the Walsh diagram for CHj; provides the starting point for the discus-
sion. For carbenes, the relevant electronic structure questions can be considered by referring
to the Walsh diagram for CH, in Figure 1.9. We begin with the linear form on the left side of
Figure 1.9. Methylene has six valence electrons, and we can place two electrons each in the A
and B MOs, leaving two valence electrons to occupy the degenerate C/D pair. This leads to
a unique feature of carbenes vs. the other reactive intermediates we have studied. Each car-
bene s in fact two reactive intermediates, differentiated by the spin state of the system. If the
spins are aligned, then the spin state of the systemis S = /2 + 4 = 1, and the multiplicity is
m, =25 + 1 = 3. Thisis a triplet state. If we have opposing spins, $ = /4 + (/%) = 0 and 11, =
1. This is a singlet state. These two states are expected to have substantially different molec-
ular and electronic structures and to show distinct reactivities. The Walsh diagram of Figure
1.9 provides an excellent starting point for considering these issues.

Hund'’s rule predicts the high-spin, triplet state should be preferred at the linear geome-
try, and indeed it is. As the H-C-H angle contracts, a gap opens up between C and D. If we
keep one electron in each MO, this distortion should be mildly stabilizing. With small bend-
ing, there is no large benefit tc  airing two electrons into C, and the triplet is still preferred.
However, when the angle becomes small enough, the lower energy of orbital C will over-
come the electron repulsion energy, and a singlet with both electrons in C will become the
ground state.

It is impossible to unambiguously predict the absolute ground state of methylene with
simple models such as Walsh diagrams. As we will see in Chapter 14, understanding and
predicting spin preferences requires more advanced treatments of electronic structure than
we are providing here. However, some predictions are still possible. For example, the triplet
state should have a wider H-C-H angle than the singlet. This is indeed the case; the angle is
136° for the triplet and 105° for the singlet. Experimentally it turns out that the triplet is the
global ground state in methylene, by approximately 9 kcal/ mol. All simple dialkyl carbenes
have triplet ground states.

The Walsh diagram provides a satisfying analysis of the electronic structure of carbenes,
and the essential features of the system can be summarized by the simple representations
shown in the margin. The triplet has two electrons in two very different orbitals, what we
have called p and o(out). We might expect its reactivity to be similar to that of radicals, and
indeed this is the case. The singlet state is quite different. It contains a lone pair of electrons
in an MO [o(out)] that is reminiscent of an sp? hybrid. It also contains an empty p orbital, just
like a simple carbenium ion. Its reactivity patterns should be quite different from radicals,
and we will see that they are (Chapter 10).

While simple carbenes have a triplet ground state, appropriate substituents can reverse
this preference, such that some substituted carbenes show a large energetic preference for
the singlet. The bonding and structural model we have developed provides excellent guid-
ance as to how we might create a carbene that has a singlet ground state. The most effective
way is to interact with the empty D orbital of the singlet, as shown in the margin. Carbenes
with lone-pair donating substituents such as N, O, and halogens can have singlet ground
states because of such an interaction (see the next Going Deeper highlight for an example).
The effect can be quite large; in difluorocarbene the singlet lies below the triplet by ~50kcal /
mol! Detailed theoretical studies reveal a linear correlation between the singlet-triplet
gap and the electron pair donating ability of the attached substituent(s). As is typical, a
resonance model also nicely rationalizes the stabilizing effect of donating substituents on
carbenes.
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Stable Carbenes

We generally think of carbenes as extremely reactive spe-
cies, and for the most part they are. In recent years, how-
ever, clever application of the concepts described here has
led to some remarkable new carbenes. The breakthrough
occurred in 1991 when Arduengo and co-workers at
DuPont reported the synthesis and isolation of carbene i.
Two factors contribute to the stability of this type of car-

tives have been made, and extensive physical characteriza-
tion has provided detailed insights into carbene electronic
structure. These stable carbenes are not solely theoretical
curiosities. They have recently found use as ligands for an
important class of ruthenium-based olefin metathesis cata-
lysts that have profoundly influenced synthetic organic
chemistry (see Chapter 12). Thus, research into basic reac-
tive intermediates can lead to fundamental insights and

bene. First is the steric bulk of the R group. The first exam- useful new materials.
plehad R = adamantyl, a large, aliphatic ring system.

and indeed these types of carbenes have a singlet ground
state. Remarkably, these molecules can be crystallized, i
and an x-ray structure reveals an N-C-N angle of 102° at
the carbene center, in excellent agreement with the expec-
tation for a singlet carbene. Samples of i are stable for
years, as long as they are protected from air. Many deriva- | 913-921(1999).

Later examples included heavily substituted aromatics as A R
the R group. The second effect is electronic. Two potent N N
electron donors are attached to the carbenic center. As just [ />7 H E’ [> :
discussed, these should greatly stabilize the singlet state, N\S N\R

A stable carbene

Arduengo, A.J., Ill. “Looking for Stable Carbenes.” Acc. Chem. Res., 32,

1.5 A Very Quick Look at Organometallic and Inorganic Bonding

One theme of this textbook is to consistently tie organic chemistry to organometallic chemis-
try, which is just one of the current chemical subdisciplines where the tools of physical or-
ganic chemistry are often applied. In this regard, itis useful in this chapter to develop a sim-
ple bonding model for organometallic and inorganic complexes, and notjust look at organic
bonding. Here we examine a model analogous to the first VBT /MOT model of organic
bonding given in Section 1.1. We will leave an examination of structure in organometallic
systems to Chapter 12, and we will examine more complex MOT ideas about bonding in
metal-containing systems in Chapter 14.

The same kind of localized and discrete o and 7 bonds often associated with organic
compounds can be assigned to the bonding in organometallic compounds. One simple con-
cept for visualizing bonding in metal-containing systems is to make direct analogies to such
bonding in organic systems. For example, let’s examine the shapes and nodal properties of
the d orbitals shown in Figure 1.26. First, notice that the d,. orbital is directional along the z
axis, as is a hybrid orbital along an axis, and is therefore “sigma-like”. In fact, we refer to it as
having sigma symmetry along the z axis. Likewise, the d.._,- orbital is aligned along the x
and y axes, and is therefore considered to have sigma symmetry when viewed down these
axes. Hence, when forming discrete localized bonds to ligands, the . orbital and the d,2_
orbital can make sigma bonds that are placed along the z or the x and y axes, respectively. We
essentially use these orbitals just as we use hybrid or o(out) orbitals on carbon.

Now let’s examine the analogies that can be drawn between the rest of the 4 orbitals and
p orbitals. When citing down the x axis, the d,. and d,, orbitals look like two orthogonal p or-
bitals. Likewise, citing down the y axis, both the d,; and d,, look like p orbitals. Therefore,
these orbitals are considered to have m symmetry. When creating double bonds to ligands,
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< Uy 3 sp2 Hybrid orbitals pd Hybrids Remains

€y, a = Apical positions; pd hybrid orbitals
e = Equatorial positions; sp2 hybrid orbitals

Figure 1.28

Hvbridization for trigonal bipvramidal geometries starts with the central atom sp*
hvbridized. The orbitals aligned along the equatorial positions remain as sp* hybrids.
However, the orbitals along apical positions are pd hybrids.

The mixing of an s, three p’s, and the .. and d,- - orbitals leads to d*sp™ hybridization,
which is appropriate for octahedral complexes. For almost all bonding geometries in inor-
ganic and organometallic chemistry, hybrid orbitals are useful, and this very brief introduc-
tion to bonding using metals will be enough to take us a long way in understanding struc-
ture and reactivity.

This chapter represents just a beginning. It is only a first look into bonding, with hints at
structure and reactivity. We presented two models for bonding, a classical one and a more
modern approach, and showed that they can be used to understand stable organic structures
and reactive intermediates. Hopefully this chapter has refreshed your memory, and has
sparked an interest in vou to learn how these notions of bonding can be put to use. We do ex-
actlv that in the next several chapters where the focus is more upon structure. Furthermore,
after analvzing structure, we can take the bonding concepts and look at reactivity. Structure
and reactivity actually take up approximately two-thirds of this book, and not until we have
to look at some very specialized reactions (pericyclic and photochemical) will we need to de-
velop a more sophisticated theory of bonding. With our current qualitative models we can
go a long way in our analysis of topics in organic chemistry.

For many students and professors, this chapter may completely suffice as a review of
bonding, because it is sufficient for almost all organic transformations. For other students
and professors, however, it may be desirable to now go directly to Chapter 14, where the
concepts introduced herein are discussed more quantitatively and modern methods in com-
putational electronic structure theory are covered. This is a decision to be made on an indi-
vidual basis. However, it should be appreciated that to the best of the authors” abilities, we
took the topics of this chapter only to a depth that is routinely used when thinking about or-
ganic structure and bonding by a non-expert in quantitative methods. Our intention is for
Chapter 14 to stand alone, so it can be covered at any point during the course to learn more
advanced concepts and quantitative methods.
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Exercises

1.

2.

10.

11.

12.
13.

14.

State the hybridization of the non-hydrogen atoms in the following structures.

H
0] (o)

H
N
A B. c. TNy o. ) E. &

Assuming that each atom in the following structures has an octet of electrons, identify which compounds have an atom
that has a formal charge. Identify what and where that charge is. In the compounds without formal charges, identify any
significant bond polarizations by writing §+ and - near the appropriate atorns.

CH, S
|

e~ N 2 @v ©
AL H B. )J\o/\ c. mr D. E.

For the bond polarizations in Exercise 2, draw a dipole arrow for the polarized bonds.

. Draw the o and o* moleci  r orbitals for discrete and localized bonds formed between hybridized carbons and hetero-

atoms (a heteroatom is any atom besides C and H), as well as heteroatoms and hydrogen, in the following structures.
Indicate any polarization these bonds may have in your diagram by drawing the shapes of the discrete bonding and
antibonding orbitals in a manner indicative of this polarization.

H
o~ (o}

A N B. \-c ¢

. Draw the 7 and 7" molecular orbitals for the discrete and localized « bonds in the following structures. Indicate any polar-

ization these bonds may have in your diagram through the shapes of the discrete bonding and antibonding orbitals.

- @O/H

A.)oj\ B.)J\ C.J\ D. A

. Show any plausible resonance structures for the molecules given in Exercises 1 and 5. If there are no plausible resonance

structures, indicate this (note that the molecule corresponding to letter A is the same in each problem).

. Discuss the hybridization in the C-C and C-H bonds of cyclopropane, given that the H-C-H bond angle is 118°.

Carbon tetrachloride has neither a dipole moment nor a quadrupole moment, but it does have an octopole moment.
Provide a simple description of this moment.

. Formaldehyde has a fairly large dipole moment of 2.33 D, but CO has a small dipole moment of 0.11 D. Use resonance and

electronegativity arguments to explain these results.

Consider bond dipoles to predict which conformer of formic acid should have the higher dipole moment, A or B.

o] O H
>0 >0
H H B. H

A.

Pauling proposed the following correlation between electronegativity difference and percent ionic character in a bond:
loniccharacter = 100 X —e 4% ] where X, is the electronegativity of A. Calculate the percent ionic character in HF,
HCI, HBr, and HI. The most polar bond for the elements in Table 1.1 would be in KE. What is its percent ionic character?

Which should have a larger dipole moment, formic acid (the higher dipole conformer of Exercise 10) or formamide?

The electronegativities of the -C=CH and —C=N groups are the same (Table 1.1), but the dipole moments of CH,C=CH
and CH,C=Nare 0.78 D and 3.92 D, respectively. Explain why the dipole moments are so different.

Draw a molecule that has no dipole moment, but has a quadrupole moment with the topology of a d,, orbital, rather than
the d.2topology.



15.

16.

17.

18.

19.

20.

21.

22.

23.

24.
25.

26.

27.

28.
-29.
30.
31,
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Predict the hybridization state, sp”, for the carbon hybrid orbitals used for the C-H bonds of CH,Cl (H-C-H angle of
110.5%), and the C-H bonds of ethylene (H-C-H angle of 117.3°).

Rationalize the differences between the following dipole moments for water, dimethyl ether, and ethylene oxide (oxirane):

o) o. Q
HH  HyC” CHy VAN

1.85 1.30 1.89

Convinee vourself that the C-H bonds of cyclohexane would add up to give a quadrupole moment, as they do in benzene,
if carbon were significantly more electronegative than hydrogen. Contrast this quadrupole moment to that in benzene.

Geometries for small molecules such as methyl fluoride can be determined from microwave spectroscopy, whereas vari-
ous forms of diffraction—x-ray, electron, or neutron diffraction—can be applied to larger molecules. Shown below are
bond lengths and angles for various methyl halides determined by various methods. Rationalize the trend in the C-X bond
lengths (angstroms). Also rationalize the H-C-H and H-C-X bond angles using VSEPR. Does an argument based upon
clectronegativities also explain the trends in bond angles?

Volecule C-H bond length C-X bond length H-(-H bond angle H-_—X bond angle
CH4F 1.09 1.385 110.2 108.2

CH.Cl 1.096 1.781 110.52 108.0

CH-Br 1.11 1.939 111.12 107.14

CH-I 1.006 2139 115 106.58

The calculated H-C-H bond angle in methy! radical is 120°, the calculated H-C-F angle in CH.F radical is 115°, and the
calculated F-C-F angle in CHF, is 112°. Rationalize why the structures become more pyramidal with increasing fluorine
substitution.

Describe and draw (using cartoons) how the three group orbitals for a pyramidal methyl group (Figure 1.8) can be linearly
combined to give orbitals similar to the individual o bonds formed from sp” hybridized carbon atoms and hydrogen 15
orbitals.

Draw mixing diagrams using a(out) orbitals that compare the formation of the C-C o bond in ethane, created by the
approach of two pyramidal methyl groups, to the formation of the C-F o bond in CH;F. Use the same energy axis for both
plots. Highlight the differences and explain how this diagram would rationalize reactivity differences in alkanes and alkyl
fluorides with nucleophiles.

Rationalize the differences between the m orbitals of butadiene and acrolein (the MOs are shown in Appendix 3).
The results of Figure 1.20 should be a useful starting point.

Sketch the highest occupied MO of propene and compare and contrast this MO with the analogous MO of acetaldehyde
(CH,CH=0). Consider the methyl C-H bonding in your answer.

Sketch the w* MO of propene. Consider the methyl C-H bonding in your answer.

The H-P~H bond angle in PH, is nearly 90°, whereas that for NH, is only slightly contracted from the idealized 109.5°.
Explain this difference using a VSEPR argument, and then use a hybridization/ electronegativity argument.

Draw an orbital mixing diagram for a metal-methyl single bond using the d,: orbital on the metal and a o(out) orbital on
the methyl group.

Sketch the and lone pair group orbitals for the following organometallic group, called a Fischer carbene. (Hint: Use the
group orbitals of formic acid as your guide.)

O-R
M=
R

Use an orbital mixing diagram to rationalize the nature of the HOMO of methylamine shown in Appendix 3.
Starting with two allvl groups, use orbital mixing to predict all the orbitals for the w system of hexatriene.
Create the group orbitals for an MH system, where M is a second row element such as C or N.

Use the appropriate group orbitals and the QMOT rules in Table 1.7 to create the molecular orbitals of protonated formal-
dehvde (CH,=0H "), starting with methylene and OH.
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32. Sketch the  orbitals for allyl anion and for an enolate anion, and discuss the differences.
33. Combine the lone pair orbitals on formaldehyde to achieve what resemble the classic sp* hybrid lone pairs.

34. Draw the virtual orbitals that were not shown in Figure 1.8 for the planar and pyramidal forms of CH; and in Figure 1.9 for
the linear and bent forms of CH,.

35. If there are two types of ligands bound to a trigonal bipyramidal metal atom, will the more electronegative ligands prefer
the apical or equatorial positions? Explain your answer.

Further Reading

Much of the material in this chapter is review, and if you are not familiar with the material in Section
1.1, you should consult your introductory texts in general chemistry, organic chemistry, and/or physi-
cal chemistry. Selected references to more advanced topics are given below.

Qualitative Molecular Orbital Theory, Perturbation Theory, and Group Orbitals

Albright, T. A, Burdett, ). K., and Whangbo, M.-H. (1985). Orbital Interactions in Chemistry, John Wiley
& Sons, New York.

Borden, W. T. (1975). Modern Molecular Orbital Theory for Organic Chemists, Prentice—Hall, Englewood
Cliffs, NJ.

Gimare B. M. (1979). Molecular Structure and Bonding: The Qualitative Molecular Orbital Approach,
Ace mic Press, New York.

Jorgensen, W. L., and Salem, L. (1973). The Organic Chemist's Book of Orbitals, Academic Press,
New York. (A classic book that is unfortunately out of print—get one if you can!)

Valence Bond Theory, Hybridization, Electronegativity, and Resonance

Pauling, L. (1960). The Nature of the Chemical Bond and the Structure of Molecules and Crystals; an Introduc-
tion to Modern Structural Chenistry, 3d ed., Cornell University Press, Ithaca, NY.

Wheland, G. W. (1995). Resonance Theory in Organic Chemistry, John Wiley & Sons, New York.

Epiotis, N. D. (1983). Unificd Valence Bond Theory of Electronic Structure, Springer—Verlag, Berlin.

Bodrowicz, F.W.,, and Goddard, W. A, 111 in Modern Theoretical Chemistry, Methods of Electronic Struc-
ture Theory, H. F. Schaefer [11 (ed.), Plenum Press, New York, 1977, Vol. 3, Chapter 4.

A Useful Compilation of Standard Bond Lengths

Allen, F. H., Kennard, O., Watson, D. G., Brammer, L., Orpen, A. G., and Taylor, R. “Tables of Bond
Lengths Determined by X-ray and Neutron Diffraction. Part 1. Bond Lengths in Organic Com-
pounds.” [. Chem. Soc., Perkin Trans. 11, S1-519 (1997).



Strain and Stability

Intent and Purpose

When organic chemists consider the reactivity of a new molecule, or propose a potential syn-
thesis of a new target, or attempt to predict the lowest energy conformation of a new struc-
ture, a rapid evaluation of strains and stabilizing effects, in part, leads to the answer. The
main goal of this chapter is to bring the student “up-to-speed” in this thought process. The
focusison the energetics associated with structure. In that regard, a major goal of the chapter
is to explore the energetic consequences of deviations from the standard geometrical param-
eters described in Chapter 1.

To start off, we review some basic concepts of thermochemistry (i.e., strain and stabil-
ity), and the quantities used to measure them (i.e., Gibbs free energy, enthalpy, and entropy).
Since strain and stability canbe tied to bond strengths, alogical first topicis various trendsin
bond dissociation energies. In this discussion, we link stretching vibrational modes to bond
homolysis, and discuss the fact that all internal motions of molecules are dictated by internal
forces that are represented by potential surfaces. Next, the overall stability of a compound is
defined; chemists routinely use the heat of formation as a number that can be compared
from structure to structure. We then show that the energetics of basic organic molecules can
be estimated using a surprisingly simple model called thermochemical group increments.
We end our discussion of thermochemistry by considering basic reactive intermediates—
radicals, carbocations, and carbanions. As in Chapter 1, we combine our discussion of sta-
ble molecules and reactive intermediates in order to emphasize the similarities and the
differences.

Next, we extend the discussion of internal motions and consider more subtle variations
from standard structural parameters, such as eclipsed vs. staggered ethane, and the varia-
tions that occur with ring puckering. This is a field known as conformational analysis. In ad-
dition, dramatic deviations from standard bonding parameters, such asin cyclopropane, are
covered. This leads to the idea of strain energy, a very important concept in physical organic
chemistry. We also consider molecules in which special bonding arrangements lead to novel
structural and energetic consequences, often associated with increased stability. These in-
clude topics such as aromaticity, the anomeric affect, and others that can be rationalized by
orbital interactions. We also explore the structures of some of the “exotic” molecules that
chemists have made in an attempt to push the limits of structure and bonding. Strain, stabil-
ity, and conformational effects all have ramifications on reactivity. However, except for a few
Connections highlights that emphasize our current discussions, the effects on reactivity are
left to the chapters in Part Il of this book.

Finally, we will show that the relationship between deviation from standard bonding
parameters and energy can be put on a quantitative basis using the molecular mechanics
method. While this simple method has limited theoretical justification, it is remarkably use-
fulin predicting the structures and energies of a wide range of organic structures. Almost all
practicing organic chemists now avail themselves of this method, making it a must topic for
organic chemistry in the early 21st century. Too often this method is used as a “black box”
computational tool, and the goal of this section of the chapter is to present the basic tenets
and the strengths, but also the weaknesses, of the method.

CHAPTER 2
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2.1 Thermochemistry of Stable Molecules

Structure and energy are intimately related. Associated with any structure is a “total en-
ergy” or “internal energy”—numbers that are of minimal value in isolation, but are quite
telling when compared to the same number for another molecule. For organic molecules, a
large number of experimental energies of different kinds are known, and systematic varia-
tions are seen that clearly relate structure to energy. In this chapter we discuss the types of
energies involved, and we present correlations that show how useful the energies are in
comparing similar structures. Importantly, we are leading up to a precise definition of a key
concept in organic chemistry—strain energy (see Section 2.1.7). Furthermore, certain bond-
ing arrangements lead to a stabilization of a chemical structure, and these should be consid-
ered, along with strain, when analyzing a molecule’s structure and reactivity.

2.1.1 The Concepts of Internal Strain and Relative Stability

What do chemists mean by strain? We are referring to a structural stress within a mole-
cule that is not present in some reference compound. This results in more internal energy
within the strained molecule relative to the reference. It is important to always know what
the reference is, in order to fully understand the strain thatis being discussed. All thermody-
namic values, strain energy being only one example, are relative; there must always be a refer-
ence state. In organic chemistry, strain is typically associated with a conformational distor-
tion or nonoptimal bonding situation relative to stan rd organic structures. The reference
structure may be a completely different chemical compound that lacks the particular strain,
or a different conformation where the strain is relieved.

Whatis internal energy? Itis the energy held or stored within a molecule. Part of this en-
ergy canbe released when given an outlet such as a chemical reaction. In that sense, it is anal-
ogous to potential energy within a compressed spring, or a brick raised above the ground.
Hence, examining a common everyday structure, such as a spring, as an analogy to internal
energy can be quite informative.

The introduction of strain into an organic molecule is perfectly analogous to the stretch-
ing or compressing of a spring. If the relaxed state of the spring is the reference (the most sta-
ble arrangement), then stretching or compressing leads to a strained form of the spring,
where the spring now has stored potential energy (PE) (increased internal energy; see Figure
2 A)thatcanbereleased by returning to the relaxed form. Fundamentally, all energy is related
to the ability of a system to do work. A stretched spring has more internal energy because it can
do work by returning to the reference state, perhaps pulling a block in the process. Chemi-
cals can do work via chemical reactions, such as the force created by an explosion of TNT.

Because of this analogy to potential energy, chemists often write reaction coordinate di-
agrams and conformational analysis plots with the energy axis labeled as PE or just E (Fig-
ure 2.1). We refer to the diagrams as potential energy diagrams (or surfaces), which implies
some function that constrains the different internal motions of the molecule or any possible
chemical reactions. This concept nicely conveys the notion of higher internal energy for one
structure on the diagram relative to another, where that energy is capable of being released.
Very often, however, we are more explicitin defining the energy, using Gibbs free energy or
enthalpy (see below).

Molecules can also occupy different quantized energy states associated with variousin-
ternal vibrational and electronic states. For example, absorption of a photon of infrared radi-
ation can lead to a higher energy molecule that has an excited vibrational mode (see a brief
discussion below), or absorption of UV light can lead to a higher energy electronic state (see
Chapter 16). These phenomena also add potential energy to the molecules. Chemists do not
typically associate these higher energy states with strain, but there are many ties between the
two concepts, and we comment upon them in this chapter where appropriate.

To obtain a strained chemical structure or higher quantized energy state, energy needs
to be added, just as with a spring. The energy can come from a collision, from a photon, or
can be placed in the molecule during a synthetic procedure. However, there is also thermal
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A. Compressing a spring leads to increased potential energy
(internal energy) in the spring. B. Analogous diagram for a
Strained transition chemical transformation between A and B. C. A reaction

Structure B

Reaction or conformational
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energy in the solution, which is measured by temperature. Various quantized energy states,
or strained chemical structures, can be populated depending upon the temperature. The
Boltzmann distribution (covered in Chapter 7) tells us how to predict this based upon the
temperature. We compare the energy required to get to the higher energy state, on a per mole
basis, to RT (where R is the gas constant and T is the temperature in kelvin). If the energy re-
quired to obtain the higher energy state or strained form of a molecule is lower than or com-
parable to RT, then this state will be significantly populated at that temperature without the
addition of more energy. This will be important when we examine small barriers to confor-
mational changes, such as rotation of the methyl groups in ethane.

In summary, when we place a molecule higher on a potential energy diagram, we are
implying that it has more internal energy than the more stable reference compounds placed
lower on tha  lot. Chemists use several terms to describe this situation, stating that these
structures are higher in energy, less stable, and / or strained. Before looking at some types of
strain or stabilizing factors, let’s recall a few of the basics of thermodynamics. The goal here
is to gain an understanding of the forms of potential energy that chemists use to discuss
chemical stability and strain.

>
o smte coordinate diagram for A 2 B, analogous to the picture of
g . a spring, except now B is more stable than A.
4 St R o
§ AGI'XH
4]
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2.1.2 Types of Energy

When we compare the internal energy of one molecule to another as a means of un-
derstanding stability and strain, the analysis focuses upon a chemical reaction, a conforma-
tional difference, or a difference in population of quantized energy states. In this regard, we
always examine the relationship between two or more states. Our experiments tell us the ex-
tent to which one state is preferred over the other.

Gibbs Free Energy

It is the change in Gibbs free energy between two different chemical states (compounds
or conformations) that determines the position of the equilibrium between these states. We
denote the Gibbs free energy change for any process as AG°. Here, the AG® of a transforma-
tion is best thought of as the difference in stability of two different compositions of an ensem-
ble molecules at standard states and at constant pressure. A more precise definition is
given in Section 3.1.5, where we show that Gibbs free energy is akin to a driving force (or a
potential energy) for a spontaneous change in composition.

Eq. 2.1 presents the relationship between the equilibrium constant, K., and the free en-
ergy change for any chemical process, AG® (the ° symbolizes we are considering standard
states; see Section 3.1.5 for a discussion of standard states and insight into the origin of Eq.
2.1). Eq. 2.2 gives the ratio of species A and B at equilibrium for a simple transformation that
interconverts A and B (A 2 B). The same equations are used to describe a full-fledged reac-
tion or a simple interconversion of two conformations. Figure 2.1 C shows a reaction coordi-
nate agram for the interconversion of A and B, where B has less internal energy. In this
chapter we consider only thermodynamics, so we are concerned with the relative energies of
A and B—the AG®. In Chapter 7 we will discuss the pathway interconverting A and B and the
mea 1gof AG".

K ‘AGO . 2.
InKeq= "Ry (Eq.2.1)
o= [B] (Eq.2.2)

Recall that the square brackets in the equilibrium relationship given in Eq. 2.2 designate
concentration, measured in mol/L. We are using kcal / mol as the standard unit of energy in
this text. The unit kJ / mol is also commonly used, and the conversion is 1 kcal/mol = 4.184
kJ/mol.

When the Gibbs free energy of B is lower than A, the transformation of A to B is exer-
gonic. If we start with excess A, a spontaneous change in the composition of the solution will
occur to create B. Conversely, when the free energy of B is higher than A, the reaction is end-
ergonic. Use these terms when examining a Gibbs free energy diagram. Different terms
(“exothermic” and “endothermic”; see below) are used when the energy axis is enthalpy. It
is ;o important to remember that when we say “a spontaneous change will occur” we are
implying nothing about how long it will take for that change to occur. Thermodynamics
only tells us the direction inwhich the change will occur; we need kinetics (Chapter 7) to pro-
vide a time scale for the transformation.

A useful relationship to remember is that every 1.36 kcal / mol in AG® is worth a factor of
10 in an equilibrium constantat 298 K (see Table 2.1). Eq. 2.1 tells us that temperature effects
are importantalso. A transformation thathas a AG® of 1.0 kcal/ mol at 298 K has a 85:15 ratio
of Band A, but at -78 °C we will see a 93:7 ratio.

The free energy has two components, the enthalpy (AH®) and the entropy (AS°), related
by the Gibbs—Helmholtz equation (Eq. 2.3). Typically, enthalpy is measured in kcal/mol,
and entropy in entropy units (eu), which are equivalent to cal/ moleK. Therefore, for en-
tropy tobe an energy value, it must be multiplied by the temperature. This has an important
consequence. Changes in temperature affect the free energy between A and B, and therefore
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Table 2.1

Composition of an A/B Mixture as a Function of
Gibhc Free Fnerov Difference and Temneratiire

AGT K Yo I Yo A
At298 K

0 1 50 50
—1.36 10 90.9 9.1
-2.72 100 99 1
—4.08 1000 99.9 0.1
—-0.5 2.33 70 30
—-1.0 5.44 85 15
At195.15K (—78°C)
-1.0 132 93 7

the equilibrium constant. Combining Eq. 2.1 and Eq. 2.3, we obtain Eq. 2.4, showing how an
equilibrium constant is influenced by temperature.

AG® = AH® - TAS® (Eq.2.3)
_ _AH° | AS° (Eq.2.4)
InK T "R q

Enthalpy

The change in enthalpy is defined as the change in heat between two different composi-
tions of an ensemble of molecules at constant pressure if no work is done. We have already
stated that the energy of any system is defined as its capacity to do work. The energy be-
tween a starting and final state changes as work is done. However, the energy of a system
also changes due to variations in temperature, where now the energy difference between
two states has been transferred in the form of heat. This is what is most relevant to chemistry.
Chemical reactions often perform work, such as combustion reactions of gasoline that drive
the pistons in car motors. But, in the laboratory, most chemical transformations are not set up
to do work, so instead the reactions release or absorb energy by changing the temperature of
the reaction vessel. In relatively rare but interesting cases, the energy is released in the form
of a photon, and a few examples of this will be given in Chapter 16.

In chemistry, a change in heat is accompanied by a change in bonding between two
states (both intramolecular and intermolecular bonding). Hence, the easiest way to view a
change in enthalpy is to associate it with changes in bond strengths, and we will explore
bond strengths extensively in this chapter. In fact, all kinds of strains and issues of stability
can be related to bond strengths. In this chapter we will explicitly define several forms of
strain: bond angle strain, torsional strain, steric strain, etc. Each of these strains results from
the weakening of the bonds in the molecule, which makes the molecule less stable. That is
why this chapter is primarily focused upon enthalpy considerations.

For any reaction or change in conformation we define a heat of reaction (designated
AH,.,’, but normally just written as AH®). This value reflects the difference in heat between
two compositions of a solution. We will look at several heats of reaction in this book (such as
heats of formation, combustion, hydrogenation, etc.).

When the conversion of A to B releases energy, most often in the form of heat, we say the
reaction is exothermic (AH® is negative). If the conversion requires an uptake of energy,
which can cool the solution, we say the reaction is endothermic (AH® is positive). For exo-
thermic and endothermic reactions we place the energy of B lower or higher than the energy
of A, respectively, on a reaction coordinate diagram (or conformational analysis plot) with
enthalpy as the energy axis.
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Entropy

The entropy of a system is a measure of the disorder of that system. Increased heat al-
ways leads to more molecular disorder. The easiest way to consider entropy in chemistry is
to associate it with all the kinds of molecular and atomic movements, referred to as degrees
of freedom. The more degrees of freedom, and the more “loose” these are, the greater (and
more favorable) the entropy. There are three different kinds of degrees of freedom: transla-
tional, rotational, and vibrational. Translational and rotational refer to the translation of the
molecule throughout space and the tumbling of the molecule, respectively. Vibrational en-
tropy is much more complex. Here we refer to every kind of internal motion of the molecule,
such as bond stretches, bond rotations, and various forms of bond angle vibrations. The
more freely that abond rotates, abond angle bends, or a bond stretch occurs, the more favor-
able the entropy. In general, the more kinds of motions and the more unconstrained those
motions are, the more favorable the entropy.

There is also a statistical viewpoint from which to examine the entropy of a system. The
more configurations that a system can exist in, the more favorable the entropy. By configu-
rations, we mean in part different geometries—for example, conformations (see the discus-
sion of conformational analysis given below). The more conformations a molecule can have,
the more disordered it is. For conformations of the same energy, the entropy increases as
RIn(n) where 1 is the number of identical conformations. The relationship is more complex
for configurations that are not at the same energy.

There are approximate values that we can give to the entropies of certain degrees of free-
dom. These are convenient numbers to remember, because they can give quick insight into
entropy changes that occur between two states. The translational entropy of a small mole-
cule at 1 M concentration is aroun 30 eu. The more concentrated the solution, the wer the
entropy because the movement of the molecule is more restricted (see Section 3.1.5 for fur-
ther discussion). This means that the loss of translation of a molecule during a reaction will
cost around 30 eu. The rotational entropy is also high, around 30 eu for a common organic
molecule. It is independent of concentration. Lastly, high frequency vibrations (as found
with strong covalent bonds) make no significant contributions to the entropy of the mole-
cule, but low frequency vibrations can contribute a few entropy units (see Section 2.3.2 on
ring vibration. nodes). Internal bond rotations contribute on average around 3 to 5 eu. This
means that the restriction of a freely rotating bond during a chemical transformation will
cost around 3 to 5 eu. Examples of this are given in the following Going Deeper highlight,
which gives the entropy differences between linear and cyclic alkanes.

While entropy is certainly important for significant changes in chemical structure (such
as a cyclization), often when comparing two similar structures, the difference in entropies,
AS°, will be fairly small. For this reason, the majority of the discussions of thermochemistry
focus on AH°. Often, convincing arguments about the relative stabilities of two or more
structures can be made by considering AH® values alone, because they can display large
variations among closely related structures. However, we must. vays remember that it is
AG? that sets the equilibrium constant. Especially when difterences in AH°aresm: . wemay
have to consider entropy. In addition, as we will see in Chapters 3 and 4, entropy effects are
oftenvery importantinmolecular recognition and solvation phenomena, and so we will dis-
cuss entropy much more in those chapters.

2.1.3 Bond Dissociation Energies

We have already stated that enthalpy is best considered in chemistry as being manifest
in bond strengths. A valuable ermodynamic quantity that has been extensively studied is
the bond dissociation energy (BDE). Recall from introductory organic chemistry that BDE
is defined as AH® for the process shown in Eq. 2.5, and a wide variety of techniques has been
developed to determine BDEs directly or indirectly. This is a gas phase reaction, all species
arein their standard states, and the bond cleavage is always homolytic (producing two radi-
cals). The BDE provides a rigorous definition of a bond strength.

R-R—R*+R* AH°=BDE (Eq.2.5)
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Going Deeper

Entropy Changes During Cyclization Reactions

In this chapter we will examine the enthalpy changes for
bond rotations in linear chemical structures, and the pref-
erences for particular conformations of single bonds. We
will also examine the relative enthalpies of conformations N T A
of cyclic systems. However, it is the comparison of the
entropies of these two kinds of systems, linear and cyclic,
that leads to the conclusion that there is on average a3 to 5
eu change for the freezing of a bond rotation. At right are
shown a series of differences in entropies between linear o~~~ — O
and cyclic alkanes. Note that the entropy difference
becomes less favorable as the ring gets bigger, with the
exception of cyclohexane, whichis the least favorable rela-

tive to the open chain form. As the rings become bigger, O
more bond rotations must be frozen to form the ring. As

we'll show later, cyclohexane is an exception to the gen-

eral trends in cycloalkanes. If you want to just remember AN, T O
one number when considering how much entropy is lost

when a bond rotation is frozen, most chemists use 4.5 eu.

/\/—’D

Entropies of cyclization

Page, M. [, and Jencks, W. P. “Entropic Contributions to Rate Accelera-
tions in Enzymic and Intramolecular Reactions and the Chelate Effect.”
Proc. Natl. Acad. Sci, USA, 68, 1678-1683 (1971).

AS® (eu)

=77

-10.9

-13.3

-21.2

-19.8

Since BDE is a meaningful representation of the strength of a particular bond, compar-
ing the BDEs of various bonds allows us to consider which are the strong and weak bonds in
amolecule. The sum of all the BDEs in one molecule relative to the sum in another molecule
with the same number and types of bonds will tell us which molecule is more stable, assum-
ing there are no large entropy changes. Although we must always keep in mind the distinc-
tion between thermodynamic and kinetic stability, in many instances the thermodynamic
BDE can be used to predict the reactivity of a molecule. This is especially true of thermal and
photochemical reactions, in which bond homolysis is often a key initial step. In addition,
BDEs are reflective of the nature of the chemical bond, so our models of chemical bonding
should be able to rationalize variations in bond dissociation energies.

Table 2.2 lists a number of prototypical BDEs, and several trends are evident. As with all
thermochemical data, the values are temperature dependent, and depend upon whether
they are measured in the gas phase or solution (Table 2.2 gives gas phase values for room
temperature). For CH3-X bonding, there are clear trends, the first being F > OH > NH,.
Electronegativity is the major influence operating here. We noted in Chapter 1 that introduc-
ing some polarity into a covalent bond can strengthen the bond. The CH;~X BDE trend sup-
ports this, in that the larger the electronegativity difference, the stronger the bond. This is the
main effect in the first-row series involving F, O, N, and C. Recall also from Table 1.4 that
bond lengths follow the inverse trend: C-F < C-O < C-N < C-C. Data such as these lead to
the general view that shorter bonds are stronger bonds. Similar trends are seen in H-X bond
strengths: O-H > N-H > C-H.

In considering the methyl-halogen bonds, CH;X, the trend is F > Cl > Br > I. The same
electronegativity effect discussed above contributes to this trend. In addition, as we move
down the periodic table, the valence orbitals of X get progressively larger. The larger orbital
size leads to a size mismatch with the carbon valence orbitals, and this weakens the bond by
decreasing orbital overlap. We noted in Chapter 1 that orbital mixing decreases with smaller
overlap and larger energy gaps. Hence, the C-I bond is much weaker than the C-C bond,
even though C and I have comparable electronegativities.

Hybridization and resonance also contribute significantly to bond strengths. A C(sp)—H
bond is stronger than a C(sp?)-H bond, which is stronger than the analogous C(sp®)-H bond.
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Morse potentials for bonds of varying strength. The rungs represent the quantized vibrational states.

A to B to C represents increasingly weaker bonds, with correspondingly lower frequency ZPE vibrations.
As the bond becomes weaker, the Morse potential becomes more shallow and the ditference between the
energics of the vibrational states decreases.

static, but are dynamic, instead. Each fundamental frequency is described by a potential
function, a mathematical function that describes how the potential energy changes along
the coordinate for the internal motion. These functions all derive from the bonding forces
that hold the atoms together in the molecule. We do not show many of these mathematical
functions, but instead we simply draw graphs of the functions, called potential surfaces.
The goal is to give a qualitative insight into how potential functions describe each and every
molecular motion, such as bond stretches, bends, and conformational changes. Let’s start
with one of the simplest potential functions, the Morse potential, which describes bond-
stretching vibrations.

Chemists pictorially tie the strength of a bond to its length using a Morse potential. A
Morse potential is a plot of energy (specifically enthalpy) as a function of distance between
the atoms. Figure 2.2 shows several such plots. Chapter 14 discusses the origin of the shape
of these curves, noting that they arise from intern.  ‘orces that cause bonds to form (see Sec-
tion 14.1.5). The energy minimum represents a balance between the overlap of atomic orbit-
als, which is stab  zing, and nuclear repulsions, which are destabilizing. At very short dis-
tances between the atoms (small r on this curve), the nuclear repulsions dominate, and the
atoms are repelled apart. At very long atomic distances (long r) the atoms move freely with
respect to each other. The shape of this curve is indicative of an anharmonic oscillator.

Bonds vibrate in a manner constrained by the Morse potential. The bonds stretch and
contract. The energies of the vibrations are not continuous, but are instead quantized as
given by Eq. 2.7, where v is the frequency of the bond vibration (this equation is actually for
¢ armonic oscillator; see the next Going Deeper highlight). The energies are drawn on the
Morse potential as rungs. The lowest energy vibration (1 = 0) is defined as the zero pointen-
ergy (ZPE), which will be a very important notion that we will return to when isotope effects
are discussed in Chapter 8. One result of the vibrational energies being quantized is that the
bond never actually has the energy represented by the lowest point on the Morse potential
surface, butinstead has the ZPE. Higher energy vibrations are the other rungs drawn on the
Morse potential. As with any series of quantized energy states, absorption of a photon of
light corresponding to the energy difference between the states can form the basis of a spec-
troscopic method (see the discussion of IR spectroscopy given below). Population of a
higher energy vibration leads to what is called an excited vibrational state of the molecule.
For most compounds at ambient temperature the vibrational states for bond stretching
above the ZPE state are not significantly populated, and we show this in a Going Deeper
highlight on page 76 after having defined force constants. Because the atoms vibrate, their



The Probability of Finding Atoms
at Particular Separations

As already stated, the Morse potential is our firstexample
of a potential surface that describes a particular motion.
The bond vibrates within the constraints imposed by this
potential. One may ask, “ At any given moment, what is
the probability of having a particular bond length?” This
is similar to questions related to the probability of finding
electrons at particular coordinates in space, which we will
show in Chapter 14 is related to the square of the wave-
function that describes the electron motion. The exact
same procedure is used for bond vibrations. We square
the wavefunction that describes the wave-like nature of
the bond vibration. Let’s explore this using the potential
surface for a harmonic oscillator (such as with a normal
spring), instead of an anharmonic oscillator (Morse poten-
tial). For the low energy vibrational states, the harmonic
oscillator nicely mimics the anharmonic oscillator.
Shown below is a potential surface for the vibrations
of a harmonic oscillator. We are using this potential to
model bonds, and we draw the quantized energy states
again as rungs. For both bonds in low energy vibrational
states and for springs in the macroscopic world, the fre-
quencices of the vibrations do not change. Every spring
possesses its own fundamental frequency. The energy of
the vibration changes due to increases in the amplitude
of the wave that describes each vibrational state. On the
rungs are drawn the wavefunctions that describe these
vibrations. Just as with electron wavefunctions (Section
1.1), as energy increases the number of nodes (zeroes in
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the function) increases. The second diagram shows the
same picture except with the square of the wavefunctions,
thus indicating probabilities. Let’s look at the probability
of bond lengths for three different vibrational states, the
ZPE, the next highest, and a very high energy state.

The lowest energy vibration has the highest probable
bond length centered right at the traditional bond length
(r,). These are the bond lengths reported in Table 1.4. The
probability function decreases toward the shortand long
bond lengths confined by the potential surface. The sec-
ond vibrational state is quite interesting. The probability
is high at short and long bond lengths relative to r,,. This
means that there are actually two bond lengths with high
probabilities in the second quantized state. However, the
average distance between the atoms is still r,. With an
anharmonic oscillator that describes real bonds, the aver-
age bond lengths actually increase with each increasing
energy level (see Figure 2.2).

Lastly, the high energy state shown starts to approach
what is observed in our macroscopic world for springs.
The square of the wavefunction finds distances between
the atoms that are most probable at short and long bond
lengths. This is exactly what s found for two balls con-
nected by a spring. During a vibration, the two balls
spend most of their time at the short distance and long
distance, because the balls slow down when they are
changing direction at the extreme compression and exten-
sion of the spring. The balls are moving most rapidly at
the average distance between them, and hence the prob-
ability of finding them at this distance is low.
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positions move with time relative to each other, meaning that the bond length varies with
time. The manner in which one predicts the probability of finding a particular bond length
requires quantum mechanics, and is discussed qualitatively in another Going Deeper high-
light on page 75.

ey = (n+3) v (Eq.2.7)

It makes good sense that the bond stretching vibration is the internal motion within the
molecule that leads to homolysis. Imagine the extreme of a bond stretch—if it is large
enough the bond just breaks. The energy axis is relative to the free dissociated atoms, where
enthalpy is defined as zero, just asimplied in Eq. 2.5 for the reaction that defines BDE. Hence,
the energy that needs to be put into the bond to fully break it (the BDE) is shown as an arrow
that starts at the bottom rung (ZPE) of the curve and ends at the reference state with the
atoms at an infinite distance.

1e shape of the Morse potential is indicative of the strength of the bond, and the loose-
ness of the associated vibration (hence, its entropy). A deeper potential represents a stronger
bond because the BDE is larger. For otherwise similar bonds, the stronger bonds have higher
vibrational frequencies, meaning that the potential surfaces are more narrow (Figure 2.2 A).
A narrow potential surface indicates a stiff vibration. As a bond gets weaker, the Morse po-
tential is more shallow and the width becomes greater. Now the frequency of vibration is
lower, and the vibration is considered to be a loose vibration (Figures 2.2 B and C). As noted
earlier, the concept of describing a vibration as stiff or loose has consequences for the en-
tropy of the compound, and the entropy of reaction, which we will return to in Chapters 7
and 8.

As described in the above Going Deeper highlight, the trends in vibrational states can be
easily rationalized by modeling abond as a spring that connects the two atoms. Eq. 2.8 gives
the vibrational frequency of a spring with two masses (i, and m1,) at the ends, where i, is the
reduced mass of 1, and 11, [im, = (n1m12) [ (m) + my)]. A very similar equation is used to model
angle bending motions. This equation gives the frequency, v, for a harmonic oscillator. The
force constant (k) for the spring reflects the strength of the bond, where stronger bonds have
larger force constants. Note that a larger k gives a larger frequency to the vibration. Recall
from your everyday experience that the fundamental frequency of a stiff spring is large,
whereas a loose spring vibrates slowly. Bonds behave in much the same way for the lower
energy vibrations. The value of v from this equation is used in Eq. 2.7 to calculate the energy
of the stretching vibration.

1k
V= oo VT (Eq.2.8)

How do We Know That n = 0is Most Relevant
for Bond Stretchesat T = 298 K?

Previously we commented that vibrational states higher
than 17 = 0 are not important for examining bond dissocia-
tion energies at ambient temperatures. We know this by

the low energy state of 233 to 1 at 298 K, meaning that only
a small fraction of the molecules existin the 1 = 1 energy
level.

Force Constants for

calculating the encrgy difference between the states with Type of Bond a Stretch (mdyne/A)
n=0and n = 1. Below we list a table of force constants for C-Hina typical methyl 4.7

bond stretches. Let's focus on the force constant for a C-C C_Cin andalkanc ’ 45

?ond. Using]this force cons(tjant.in E}g. 2.287t0 calclu]?te thﬁ C=Cin an alkene 11
undamental trequency, and using Eq. 2.7 to calculate the C=Cinanalkyne 16

energy difference between the n = 0and n = 1 vibrations,
we obtain 3.22 kcal/ mol. That gap gives a preference for
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Infrared Spectroscopy

The trends discussed above can all be observed ininfrared (IR) spectra. For example, the
typical frequencies for C-C, C=C, and C=C bond stretches are 450-500 cm™, 1617-1640
cm™!, and 2260-2100 cm™, respectively. This comparison shows that the stronger bond has
the higher frequency vibration. Because the reduced masses are all the same, the force con-
stants must increase in this series (as shown by the table in the previous Going Deeper
highlight).

Bond stretches are not the only vibrations that are quantized. Bond angle bends, molec-
ular wags, and scissoring motions are also quantized. There are separate potential functions
and surfaces that describe each of these vibrational modes. Just as with stretching vibra-
tions, there are only certain energies that these other vibrations can have, and hence excita-
tion from one energy level to another also gives absorption bands in the IR spectrum. These
vibrations typically are at lower frequency, and are found at smaller cm™ in IR spectra. For
example, Figure 2.3 shows all the normal modes (vibrational degrees of freedom) of formal-
dehyde, along with the IR absorption values. For the purposes of this textbook, it is simply
important to recognize that all vibrational degrees of freedom are quantized, and that each
motion is defined by a potential surface that describes it as stiff or loose, giving insight into
the relative entropy of one vibration to another.

(V] (0]

v
P I
T H H™ ~H
CH, symmetric stretch ~ CH, asymmetric stretch CO stretch
v=2783 cm~! v=2843 cm’ v=1746 cm™
( o} v
’ I
R " i TR
CH, scissor CH, rock CH, wag
v=1500 cm™! v=1249 cm-! v=1167 cm™'
Figure 2.3

IR frequencies for the degrees of freedom of formaldehyde.

2.1.5 Heats of Formation and Combustion

For any molecule, the total energy is the energy required to convert the molecule into
isolated atoms (breaking all bonds) and then remove all electrons from those atoms. This is
typically a very large number (tens of thousands of kcal / mol), and while it can be produced
by ab initio, quantum mechanical calculations, it is not of much value to practicing chemists.
Furthermore, as with all energies, total energy is relative to some standard state taken for the
isolated atoms. Hence, it is not known in an absolute sense.

A more useful energetic quantity associated with a particular molecule is its heat of for-
mation. Recall our discussion of enthalpy, where energy was related to the ability of a system
to perform work or release or absorb heat. To define the energy of a molecule, we therefore
need areaction that can release or absorb heat, and a reference state to which we can relate all
molecules. In theory, any reaction that all organic molecules can undergo could be used.
However, chemists have settled upon one particular reaction, the heat of formation.

The heat of formation of a hydrocarbon is defined as AH" for the process of Eq. 2.9—the
formation of the molecule from its constituent elements. If the elements are in their standard
states (graphite for C; H,at 1 atm for H), we have the standard heat of formation, symbolized
as AH{. All enthalpy values are typically expressed on a per mole basis. Furthermore, all
molecules are referenced to the elements, which are defined to have a heat of formation of
zero. If other elements are involved in the molecule, then we include the elements in their
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Going Deeper

Potential Surfaces for Bond Bending Motions

All internal degrees of freedom can be described by poten-
tial surfaces, which are considered to be loose or stiff. As
just one more example, let’s compare the out-of-plane
bending motions of a CH, group in ethylene and methane
(we do this in preparation for the discussion of secondary
isotope effects givenin Chapter 8). The out-of-plane bend
for ethylene sends the hydrogens toward the 7w bond,
while the same bend in methane sends the hydrogens

toward other C-H bonds. Itis less sterically demanding to
push the hydrogens toward a w bond, and hence this bend
in ethylene is easier (described by a looser potential sur-
face as shown). As with all degrees of freedom, the ener-
gies of the out-of-plane bending motions are quantized,
which could be written on these potential surfaces as
rungs in a manner analogous to the energies of the
stretching vibrations placed on a Morse potential.
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standard states on the left-hand side of Eq. 2.9. One must also designate a temperature, and
unless explicitly noted otherwise, all AH;® values will refer to 298 K. The correct designation
is then AH %, but typically we will assume 298 K and not write it.

nC (graphite) + (5)H,(latm) — C H, + heat (Eq.2.9)

rats of formation are typically not easy to measure directly. Certainly Eq. 2.9 repre-
sents a reaction that is difficult to perform and isolate a single product! However, for many
organic molecules—especially for hydrocarbons, thanks to the petroleum industry—the
heat of combustion has been determined accurately. This is defined as AH® for the reaction
of Eq. 2.10—the “burning” of the molecule. Since AH," for CO, and H,O are known (-94.05
and -57.80 kcal/ mol, respectively), it is easy to convert a heat of combustion to a heat of for-
mation, and thisis ow mostexperimental AH,” values are actually obtained.

CnHm + (n + % )OZ —n COZ + (%I)HZO + heat (Eq 210)

Students often confuse the trends in heats of formation and combustion. When compar-
ing two or more structures that are isomers, a larger negative heat of formation means that
the compound is more stable. The reaction that creates the more stable organic molecule
from the elements releases more energy, and so there must be less internal energy within that
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organic molecule (the molecule is less strained). In contrast, a large negative heat of combus-
tion means the compound is more unstable, more strained. In combustion, the compound is
releasing its internal energy in the form of heat. The more unstable the structure, the more
heat is released when it burns.

Many heats of formation values are available, and it is worthwhile to spend a few mo-
ments to consider some differences among them. For example, the heat of formation of cy-
clohexane is —29.9 kcal / mol. What is the meaning of this number? The fact that it is negative
means that Eq. 2.9 is exothermic. In other words, a mole of cyclohexane is more enthalpically
stable than the equivalent amount of graphite plus Ha. A further insight arises when we
compare cyclohexane’s heat of formation to another molecule with the same molecular for-
mula, such as methylcyclopentane (AH,° = -25.5 kcal/ mol). Clearly, methylcyclopentane is
less stable than cyclohexane.

The AH,° values become even more powerful when we compare molecules of different
molecular formulas. Keep in mind that this comparison must always be tied back to the ele-
ments. Let’s consider the heat of formation of benzene plus three H, (AH,® for H, = 0 kcal/
mol by definition), and compare it to cyclohexane. Benzene is an especially “stable” mole-
cule, so it may surprise some that AH” for benzene is +19.82 kcal/mol. That is, benzene is
thermodynamically unstable relative to its constituent elements (graphite plus H,). There-
fore, relative to the elements, cyclohexane is actually the more stable structure.

We must always keep clear in our minds the difference between thermodynamic stabil-
ity, kinetic stability, and reactivity. Thermodynamic stability involves the position of a par-
ticular equilibrium, and so it is set by AG®, as emphasized earlier in this chapter. Assuming
for the moment that entropy effects are small, we would conclude that the equilibrium in
Eq. 2.9 lies well to the right for cyclohexane and well to the left for benzene. Benzene does
not spontaneously convert to graphite and H,, however, because it is kinetically stable. Ki-
netic stability involves the rates of reactions, and so is controlled not by AG®, but by AG* (see
Figure 2.1 C and Chapter 7). A molecule is kinetically stable if there are substantial activa-
tion barriers to all available reaction paths. We know from experience that there must be a
very large kinetic barrier to the conversion of benzene to its elements; that is, AG* must
be very large (going from right to left) for the “reaction” of Eq. 2.9 when benzene is the or-
ganic molecule.

2.1.6 The Group Increment Method

As already stated, knowing the heat of formation of a molecule tells us the position of
the equilibrium of Eq. 2.9, not something that is of great value to most organic chemists.
Heats of formation become useful when we compare values for similar molecules. Then, our
reference state in effect becomes not the elements C and H, but rather some standard organic
molecule that we can compare other molecules to. When we start to compare heats of forma-
tion for a number of hydrocarbons, definite patterns arise. From these patterns we can de-
velop several notions that are very valuable in considering the thermodynamic stabilities of
organic molecules. It is best to see how this happens by just looking at the patterns.

Table 2.3 shows experimental AH,® values for a series of n-alkanes. After some initial

Table 2.3
Values for the Heats of Formation of

QimnloTinoar Allranoc fin Lraal/mald

Structure AH¢ AAH¢
CHs-CH, -20.24 —
CH--CH>-CH,; —24.84 4.60
CH--CHy-CH>-CH, -30.15 5.31
CH,-CH,-CH,-CH,-CH, -35.00 4.85
CH.\-CH,-CH,-CH.-CH,-CH, -39.96 4.96
CH+-CH-CH--CH>-CH-CH>-CH; -44.89 4.93

(H._(H _ (H_(H _(H._(CH. _CH.__(H. —-4Q R1 497
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variation, there is a clear pattern. Averaging over a large dataset reveals that every addi-
tional CH, group adds —4.93 kcal /mol to AH". This pattern continues, and suggests the no-
tion of a group increment—a consistent contribution to the AH¢* of a molecule by a particu-
lar grouping. The symbolism for the CH, group we have been discussing is C-(H),(C),—a
carbon attached to two hydrogens and two alkyl carbons. Only this kind of a CH, has a
group increment of —4.93 kcal / mol. The CH, of 2-butanone makes a different contribution to
AH¢ because itis attached to one alkyl carbon and one carbonyl carbon (although the devia-
tion from —4.93 kcal / mol is small; see below). This notion of a transferable energy increment
associated with a chemical group is nicely consistent with the bonding model discussed in
Chapter 1, in which a group such as CH, also contributes a transferable set of orbitals.

Once we have a CH, group increment, it is simple to determine the group increment for
a CH; group in an alkane. We take AH° for n-hexane, for example, subtract 4(—4.93 kcal/
mol) for the four CH,'s, and divide the remainder by 2, because there are two CH,'s. When
this is done and averaged over a number of alkanes, a value of -10.20 kcal/ mol is obtained
for the CH; group increment, designated as C—(H),(C). We can now calculate a priori AH® for
any linear alkane. For CH5(CH,), ,CH,, AH{ is predicted to be exactly (rn — 2)(—4.93 kcal /
mol) + 2(-10.20 kcal / mol).

There are enough experimental determinations of AH® for alkanes that group incre-
ments for an alkane CH and an alkane quaternary carbon (C) can be derived, and these are
given in Table 2.4. Similarly, AH;° values for a wide variety of organic molecules with a con-
siderable diversity of functionality have been determined. This allows group increment val-
ues to be established for many types of groups, and hence, AH,® values for a wide range of
molec es to be estimated. Table 2.4 lists a small subset of all available group increment val-
ues. References to more complete collections are given at the end of the chapter. These group
increments are sometimes referred to as Benson increments, after Sidney Benson, who was
the prime developer of the concept. Note the manner in which a group increment is desig-
nated—enough attached atoms must be given to unambiguously identify the type of group.
However, some bonding partners are implicit; for example, a C, (an olefinic C) must have a
C, partner, so that is not designated.

As anexample, Figure 2.4 shows how to calculate AH® for isobutylbenzene. The process
is straightforward, and it gives surprisingly good results. We will use the group increment
method sporadically in later chapters, and soon we will introduce some additional fea-
tures of the method. At this point, however, we state a few general observations, and a few
caveats.

First, the quality of a group increment is only as good as the quality of the experimental
thermodynamic data that were used to obtain it. For the basic hydrocarbon groups, vast
quantities of thermodynamic data are available, and so the group increments are quite reli-
able. On the other hand, there are published group increment values for some fairly obscure
functional groups, such as diazenes and oximes. Much less data are available for such com-
pounds, and so considerable caution is in order when using these group increments. Fur-
thermore, the Benson group method ignores interactions between groups, which sometimes
contribute to heats of formation. There are examples where the Benson group values fail, not

A

a
Figure24 5Cg—(H) =5(3.30)= 1650
Sample galFuAlatlon of AH‘ using gr’oup 1Ce—(C)=1(651)= 551
increments, shown for isobutylbenzene.
1 C—(Cg)(C){H), =1(-4.86) = -4.86

1 C—(H)C)3=1(-1.90)= -1.90
2 C—(H),(C) =2(-10.20) = —20.40
-5.15 kcal/mol

Experimental: —5.15 + 0.34 kcal/mol
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Table 2.4

Gronin Increments (in keal/maoal) far Fundamental Grouninos*

Lroup JAV » 3 Lroup QArig Lroup JAV S ¥3
C—(H)-(O) -10.20 C-(O)(Cy)(H), -6.5 C—H0),(C), -18.6
C—(H)AC)s -493 Cy—(0O) -0.9 C—O)(CYH) -16.3
C—(H)(C); -1.90 O—(C), -23.2 C—0),(H), -16.1
C—(C), 0.50 O-(C)(H) -37.9 C-(N)(H), -10.08
Cy—(H)» 6.26 O—(Cy)a -33.0 C-(NXC)(H), -6.6
Cy—(H)(C) 8.59 O-(CH(C) -30.5 C-(N)(C),(H) 5.2
Cy—(O)a 10.34 O—(Cy)a -21.1 C-(N)(C), -3.2
C—{C(H) 6.78 O—-(Cp)(C) -23.0 Cy—=(N) -0.5
C~CHO) 8.88 O—(Cp)(H) -379 N-(C)(H), 4.8
C—Cp)(H) 6.78 C-(CO)Q); 1.58 N-(C),(H) 154
C—(Cp)O) 8.64 CH(CO)QC),(H) -1.83 N-(C), 244
Cy=(Co)s 4.6 C~(CO)C)YH), 5.0 N—(Cg)(H), 48
Cy—(H) 3.30 C—~CO)(H), -10.08 N-(Cg)(O)(H) 14.9
Cu(C) 5.51 Ci—(CO) 9.7 N-(Cg)(C), 262
Ci(Cy) 5.68 CO-(Q), -31.4 N-(Cp)-(H 16.3
Ci—(Cy) 4.96 CO-(C)(H) -29.1 N—(H) 16.3
CHCHCONH), -4.76 CO-(H), -26.0 N—(C) 21.3
C—HC,):(H)- -1.29 CO—(Cy), -25.8 N—(Cg) 16.7
C~(CH(Cy)(H), -4.29 CO-(Cu)(Q) -30.9 CO-(N)(H) -29.6
CHCp)(C)Y(H), -4.86 CO—(Cy)(H) -29.1 CO-(N)(C) -328
C—(CHCO)(H) -1.48 CO-(OXC) -35.1 N-(CO)(H), -149
C—(C)(O)(H) -0.98 CO-(O)(H) -32.1 N-(CO)CO)(H) -44
C—(C )O3 1.68 CO-O)(Cy) -32.0 N—(CO)(C), —
C—HCp)(C)s 2.81 CO-(O)(Cyg) -36.6 N—(CO)}Cg)(H) 0.4
C—O)(C)5 -6.6 CO-(Cy)(H) -29.1 N—(CO),(H) -18.5
C—(O}C)-(H) -7.2 O-(COXC) -43.1 N—(CO),(C) 5.9
C—(ONC)(H), -8.1 O-(CO)(H) -58.1 N—(CO).(Cg) -0.5
C—(O)H), -10.08 C4(COXQ) 7.5

C—ONCHHY, —-R1 C—~(COYH) 50

Cy = doublebond; C; = benzene carbon; Ny — imine nitrogen.
*Data are trom Benson, 5. W.(1976). Thermochemical Kinetics: Methods for the Estimation of Thermocheniical Data and Rate Param-
eters, 2d ed., John \\'i]L‘_\' & Sons, New York,

because there is insufficient thermochemical data, but because we do not have enough data
regarding interactions between different substituents.

Along with group increments for AH®, there are analogous group increments for AS¢. In
our discussion of entropy above, we noted that bond rotations and other low energy molec-
ular motions contribute to the entropy of amolecule, and hence it may be expected that alkyl
and functional groups would contribute specific entropies. Since AG® determines the equi-
librium constant, AS° group increments are potentially useful. In practice, however, they are
much less frequently used, in part because the entropy differences between molecules are
often small, and in part because fewer AS;° group increments are available.

Group increments for heat capacity (AC,°) are also available. Recall that heat capacity
reflects the variation of AH® with temperature (see Section 4.1.1). Heat capacity group in-
crements are essential when considering temperatures that are considerably different from
298 K. This is a very important issue, for example, in chemical engineering, where it is often
crucial to know how much heat will be liberated by a particular process—especially if it is
being run on a 10,000-gallon scale! In more typical physical organic chemistry, however, heat
capacity group increments are not commonly used. Both the AS;° and heat capacity groupin-
crements are applied in the same manner as the AH;” group increments, and special texts on
the topic are available.
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2.1.7 Strain Energy

Now that we have established a definition of the stability of a compound—its heat of
formation—we can return to the notion of strain. We introduced strain at the very outset of
the chapter, defining it as an internal stress within a molecule due to some bonding or struc-
tural / conformational distortion. Now that we have a way to predict the stability of a mole-
cule without any bonding distortions, we can give a very precise definition of strain energy.

The group increments method suggests that we can predict AH¢ for any organic mole-
cule—a powerful tool, indeed. Let’s consider some more examples. Table 2.5 shows calcu-
lated and experimental AH,® values for simple cycloalkanes. The calculated AH¢ for cyclo[#]
isjust n(~4.93 kcal/m« . For cyclohexane the resultis quite good, but then things start to go
downhill. The error for cyclopentane is considerable, while cyclobutane and cyclopropane
are completely off.

Table 2.5
Calculated vs. Observed AH,° Values

(in kcal/mol) faor Selected Molecules

Ay calculatea by

group increments AH{ experimental
Cyclohexane -29.6 ~29.9
Cyclopentane -24.7 -18.3
Cyclobutane -19.7 +6.7
Cvclobrovane -14.8 +12.7

The problem here is that the smaller rings are strained—cyclopentane to some extent,
and cy Hbutane and cyclopropane to a much greater extent. The strain arises, at least in
part, from the significant distortion of C—C—C angles from the standard value. The group
increment method does not account for strain. It was parameterized on simple, acyclic al-
kanes, where no bonding distortions occur, so it fails for these molecules. In fact, the values
in Table 2.4 are often referred to as strain-free group increments. One significant result of the
grot  increments approach is that we can now unambiguously define strain energy. Strain
energy is the difference between the experimental AH,® for a molecule and the value of AH calcu-
lated using strain-free group increments.

It is tempting to dissect the total strain energy into components, such as angle strain, tor-
sion: strain, ring strain, etc., and we discuss all these in this chapter. In principle, this is a
dangerous practice. The quantum mechanics that defines bonding does not naturally lead to
such a partitioning, so often fairly arbitrary distinctions mustbe made. In practice, however,
this is a useful strategy, but one that should be used cautiously.

2.2 Thermochemistry of Reactive Intermediates

As we did with electronic structure in Chapter 1, in this chapter on molecular structure we
will consider reactive intermediates alongside stable molecules. There are many parallels
and interconnections, ut also some unique features for reactive intermediates. The same
notions of strain and stability can be applied to molecules even if they are reactive, because
structural issues are fundamentally the same regardless of whether an atom has an octet or
not. Before looking at thermochemi vy, however, we must consider a general issue for reac-
tive intermediates. We consider a reactive intermediate to be “unstable”, although for all
types of reactive intermediates there are special cases that are considered “stable”. These are
imprecise terms, and in the next section we will seek to clarify their meaning.

2.2.1 Stability vs. Persistence

A recurring theme in physical organic chemistry, and especially in the study of reactive
intermediates, is the notion of stability. We describe one structure as stable, but another as re-
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active. Chemists often describe a reactive intermediate as “stabilized”. What do we mean by
this? What does “stable” imply? To be stable, does a species have to live for minutes, hours,
or days? Furthermore, under what conditions are we considering stability? Are there any
other species present that could react with our “stable” species? An especially lucid discus-
sion of this point was provided by K. U. Ingold, leading him to invoke a quote from Humpty
Dumpty in Alice in Wonderland: “When I use a word it means just what I choose it to mean—
neither more nor less”. Actually, this is an appropriate description of the typical usage of the
term “stable” in physical organic chemistry. The term is used by chemists in any way that is
appropriate to the system under analysis, but it is always used to denote lower internal en-
ergy relative to a reference system.

Similarly, it is difficult to exactly define what it means to be unstable (reactive). A mole-
cule that spontaneously reacts all by itself at 0 degrees Kelvin in interstellar space is certainly
unstable. But in a more practical discussion, instability is again always arelative term, where
the compound under analysis is unstable relative to some reference system. Yet, the refer-
ence system must be studied under the same experimental conditions as the compound
whose stability is being questioned, because as we now describe, the experimental condi-
tions affect the reactivity of compounds.

Stability implies some sort of minimal lifetime, but for all reactive intermediates the life-
time will be extremely dependent on the conditions of observation. For example, a free radi-
cal that might be indefinitely long lived under an inert atmosphere could have a very short
lifetime in the presence of oxygen. Also, we will often encounter two related reactive inter-
mediates, both of which have transient existences, but only one of which is stabilized with
regard to the other. To clarify this situation, we follow the suggestion of Ingold and distin-
guish between stability and persistence. Persistent simply means long lived, and is a term
associated with kinetics. A persistent structure has relatively high activation barriers for any
reaction. Of course, we must agree upon the definition of “long”, and that will depend on the
circumstances. In some instances a lifetime of seconds will qualify as persistence, while in
others we will need a lifetime of days or more before we call the structure persistent. Persis-
tence is a notion thatis very context dependent. Whether areactive intermediate is long lived
or notwill depend crucially on whether there is anything around for the reactive intermedi-
ate to react with. Simple variables such as temperature and concentration will also affect the
persistence of a reactive intermediate. So, by definition, we can describe a reactive interme-
diate as persistent only with regard to a well-defined set of conditions.

In contrast, stability is an intrinsic property of a reactive intermediate. We define a struc-
ture as stable or stabilized if it is thermodynamically (Gibbs free energy) more stable than
some reference structure, as discussed above. Here, our focus is upon electronic stability
rather than sterics, because for most reactive intermediates their electronics dominates their
reactivity. For example, the benzyl cation is stabilized, because it is thermodynamically
more stable than its reference, the methyl cation. However, under typical conditions the ben-
zyl cation is not expected to be persistent. Fundamentally, stability is a thermodynamic no-
tion, while persistence is a kinetic one. Stability is intrinsic to a structure, while persistence is
very much context sensitive. We will do our best to keep these distinctions clear in the fol-
lowing sections. In the chemical literature, however, such precision in terminology is not al-
ways maintained.

2.2.2 Radicals

More so than any other area of reactive intermediate chemistry, thermodynamics is a
valuable predictor of radical reactivity. There will always be exceptions, and we can never
totally ignore kinetics, but as a first step, we will in most instances turn to the thermochemis-
try of a given situation to predict or rationalize radical reactivity patterns. In addition, there
is a vast collection of relevant thermodynamic data for radicals—the collection of BDEs dis-
cussed in Section 2.1.3.

BDEs as a Measure of Stability

Consider Eq. 2.11, a simple variant of Eq. 2.5. This defines the BDE for a generic R-H
bond. When comparing Eq. 2.11 for a variety of organic molecules, the contribution to AH{’
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from He cancels out. As such, the relative BDEs for a series of R-H bonds provide an excel-
lent collection of relative stabilities of the R*® radicals. We are indeed considering stability,
not persistence, here, as we are discussing the relative thermodynamics of a series of reac-
tive intermediates.

R-H—R*+H* AH°=BDE (Eq.2.11)

Returning to Table 2.2 and focusing on C-H BDEs, a good deal of information on radical
stabilities can be obtained. The clear trend in BDEs of methane > ethane > propane > isobu-
tane leads directly to the series of radical stabilities: 3° > 2° > 1° > methyl. The overall effect
is substantial, with over 10 kcal/mol in stabilization for t-butyl radical relative to methyl
radical. The reason for this trend is hyperconjugation, which we will explore in depth when
discussing carbocations (see below). Based upon BDEs, vinyl and phenyl radicals are sub-
stantially less stable thanalkylra :als.

Allyl and benzyl radical are substantially stabilized, as anticipated from the resonance
structures (see Section 1.3.6). Comparing the BDEs of propene and toluene to an appropriate
reference such as ethane suggests resonance stabilization energies of 12.4 and 14.1 kcal /mol,
respectively. An alternative way to estimate allyl stabilization is to consider allyl rotation
barriers (Eq. 2.12). Rotating a terminal CH, 90° out-of-plane completely destroys allyl reso-
nance, and so the transition state for rotation is a good model for an allylic structure lacking
resonance. For allyl radical the rotation barrier has been determined to be 15.7 kcal / mol, in
acceptable agreement with the direct thermochemical number.

RZ
R2| — —> RT' (EquZ)
R Ry R

The reasoning behind the above analysis is somewhat circular. BDEs are used to deter-
mine the stability of radicals, and the stability of a radical is used to rationalize trends in
BDEs. BDE isreally only the energy it takes to break a bond, which as with any other process,
depends solely on the properties of the initial and final states of the system. BDE values are
therefore a measure of the relative stability of the radical products compared to the organic
reactants, not just the stability of the radicals. We have to assume that other factors, such as
the stability of R-H (or R-X), are similar in the series for the BDE to reflect solely the radical
stability. This assumption actua -+ holds true reasonably well for C-H and C-C bonds.
However, the BDE values for the C—Cl bonds in methyl chloride, ethyl chloride, isopropyl
chloride, and t-butyl chloride are 84.1, 84.2, 85.0, and 83.0 kcal / mol, respectively. There is no
trend here. Clearly other factors are involved, and these BDE values are poor measures of
radical stability.

Radical Persistence

The issue of stability vs. persistence of free radicals is an important one that dates back
to the birth of the field. In 1900 Gomberg prepared the triphenylmethyl or trityl radical ac-
cording to Eq. 2.13. Under appropriate conditions, the free radical persists in solution in-
definitely at room temperature. This initially controversial result was arguably the birth of
reactive intermediate chemistry, and it spurred volumes of work. The trityl radical is in equi-
librium with a dimer that, for decades, was assumed to be hexaphenylethane. However, nu-
clear magnetic resonance (NMR) and ultraviolet (UV) studies in 1968 revealed that the ac-
tual dimer was the unsymmetrical structure shown in Eq. 2.13, in which one trityl center
added to the para position of a ring of another radical.

Ag or Hg
Ph,C-Cl ——— Ph,C- = = PhsC-CPhy

\ Ph
Ph,C 7<:>——-<
H Ph

(Eq.2.13)
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Galvinoxyl

O o
N— rQ@j%No2
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Diphenylpicrylhydrazyl (DPPH)

Some stable radicals

samples are indefinitely stable at room temperature. This is because diffusion is impossi-
ble, negating all possible bimolecular paths. Oxygen and any other reactive species cannot
come into contact with the radical, and the methyl radical has no available photochemical
reactions.

When steric effects are combined with stabilizing effects such as delocalization, radicals
that are very “stable” can be prepared. For example, both galvinoxyl and diphenylpicrylhy-
drazyl (DPPH) are commercially available free radicals that can be handled with no special
precautions (see margin).

Group Increments for Radicals

If we know AH,° for R-H, and the BDE, then we can derive AH,° for R® since AH,°for H*
is known. In addition, a number of spectroscopic techniques have directly produced values
of AH¢ for a wide variety of free radicals. Because we have a large collection of AH,” values
for radicals, we can derive group increment values for organic free radicals. Table 2.7 lists se-
lected results of this effort. The symbolism is as before, and all the caveats concerning group
increments for neutrals apply even more so for radicals. Nevertheless, a fairly broad range of
group increments for radicals is available. Again, comparable values for A5 are also avail-
able. To calculate the heat of formation of an organic radical, we will ty pically combine incre-
ments from Tables 2.7 and 2.4, as appropriate.

The major value of free radical group increments is in the prediction of stabilities of pro-
posed radical and biradical intermediates in various thermal and photochemical reactions.
For example, we might want to determine whether an observed thermal rearrangement oc-
curs homolytically, via biradical intermediates, or by a concerted, pericyclic process. One
valuable piece of information is AH;” of the proposed biradical intermediate. If it is too high
for the biradical to lie on the reaction path, then the biradical route can be rejected. We will
see examples of this type of analysis in Chapter 15.

Table 2.7

Mentin Incrramont Valuioe far Froo Radicale (Lral/mall*

Radical AH¢” Radical AH¢”
[*CH(CO)(H).] 35.82 [C—(O*)NC)(H)-] 6.1
[*C—(C)(H)] 37.45 [CO*)C).(H)] 7.8
[*C~C)) 38.00 [CHO*)C),] 8.6
[ C—(H)Cy)] 232 [C—(CO,*)(H),] -47.5
[ C—H)CUCY] 255 [C—(CO,*)(H),(O)] -419
[ C(O)(CY] 24.8 [CCO,*)(HNCO)A] -39.0
[* C(Cp)(H),] 23.0 [*N-(H)(O)] (55.3)
[ C(Cp)(C)(H)] 247 [*N—(Q).] (58.4)
[* C(Cp)(O)al 25.5 [C{*NYICOY(H, -6.6
[C(C*)(H)s] -10.08 [C-(*N)C),(H)] -5.2
[CHC*)O)(H).] -4.95 [C=(*N)(O)-] (=32)
[CHC*)O)(H)] -1.90 [*C(H):(CN)| (58.2)
[C—(C*)(O)s] 1.50 [* C~(H)CYCN (56.8)
[Co—(C*)(H)] 8.59 [ CHO)(CN)] (56.1)
[Ca—(C*)(CO)] 10.34 [* N=(H)}Cy)] 38.0
[Ce—C*] 5.51 [* N—(C)Cy)] 42.7
[C(*CO)(H),] 54 [Ce-N<*] -0.5
[C—(*CONC)-(HD)] 2.6

[ (oMY NN ] N2

C, = double bond: C, = benzene carbon; N, = imine nitrogen. Values in parentheses are
highly approximate.

*Data are from Benson, 5. W. (1976). Thermochemical Kinetics: Methods for the Estimation of
Thermochemical Data and Rate Parameters, 2d ed., John Wiley & Sons, New York.
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2.2.3 Carbocations

Thereis a wealth of information on gas phase ion thermodynamics because of the power
of mass spectrometry and ion cyclotron resonance techniques. Before we discuss carboca-
tion, and subsequently carbanion, stabilities, keep in mind that ionic structures are much
more sensitive to environmental influences than radicals. The polarity, nucleophilicity, and
hydrogen bonding ability of the solvent are important influences, as are the nature of the
counterion. As such, thermodynamic information is a less reliable predictor of reactivity for
carbocations and carbanions than it is for radicals. Nevertheless, gas phase thermodynamics
is an excellent starting point, defining the intrinsic stabilities of ions. Any deviation in trends
between gas phase and solution studies is likely a consequence of solvation effects, a theme
we will visit many times throughout this book.

Hydride Ion Affinities as a Measure of Stability

A common and very valuable measure of gas phase carbocation stability is the hydride
ion affinity (HIA), defined as AH" for the reaction in Eq. 2.15. This is simply the heterolytic
analogue of the homolytic cleavage associated with the bond dissociation energy (BDE) just
discussed. Just as a larger BDE implies a less stable radical, a larger HIA implies a less stable
carbocation. And, just as with the BDE, the usefulness of the HIA is that it provides a number
that can be compared directly for cations of dissimilar structure. This is less true of other
measures of cation stability.

RH— R®% H® AH°=HIA (Eq.2.15)

HIA values reflect differences in the energies of the initial and final systems under
analysis, not just carbocation stabilities (see Section 2.2.2 for similar reasoning related to rad-
icals). However, in the case of HIAs, factors other than cation stability are not as influential
as with radicals and carbanions (see below), and therefore the HIA values track very nicely
carbocation stability. This is in part because the differences between the HIA values for vari-
ous cations are much larger than the differences between BDEs for various bonds, and thus
the HIA trends are less sensitive to other factors.

Table 2.8 lists HIA values for representative carbocations as determined in the gas phase.
If we know AH,° for RH, we can obtain AH/° for the cation R, because H™ contributes a con-
stant AH;® value of 34.2 kcal / mol to all systems. Note also that not all the values in Table 2.8
were obtained using the same experimental techniques, and as such there is some uncer-
tainty in the numbers. However, the trends in the data are quite reliable.

The data of Table 2.8 present many familiar, and perhaps some not so familiar, trends.
All introductory courses describe a carbocation stability sequence based on reactivity pat-
terns that is 3° > 2° > 1° > methyl, and the data of Table 2.8 support that finding. Before
quantifying the trend, however, an additional effect must be considered. Consider the series
of 1° cations: ethyl, 1-propyl, and 1-butyl. The larger cations are more stable. The effect is
more pronounced in the series of 3° cations derived from t-buty] cation. Adding extra car-
bons increases stability at first, and then the effect levels off. This pattern is seen in other gas
phase ion data. This effect is observed because a naked ion in the gas phase is desperate for
solvation of any kind. A vacuum has the lowest possible dielectric constant, so anything is
an improvement. In effect, adding carbons to a small ion slightly ameliorates this situation.
Itis as if a small amount of solvation is being provided by the neighboring carbons. It is not
alarge effect, and itis pretty much saturated by the time we reach a seven-carbon system, but
any comparison between ions should take this effect into account. Thus, to compare a 2° ion
toa 3°ion in the gas phase, we should not compare isopropyl to t-butyl, as the latter has one
more carbon.

We did not have to worry greatly about this issue in our discussion of free radical stabili-
ties in the gas phase. A neutral free radical in the gas phase is not desperate for solvation like
an ion is. As such, adding “spectator” carbons to a free radical does not alter its stability
significantly.
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Taking the carbon number into effect, we find that 2° jons are indeed more stable than 1°
ions by 18-20 kcal /mol, and 3° ions are more stable than 2°ions by about 17 kcal /mol. These
are very large numbers—significantly larger than analogous comparisons for radicals. We
will see in Chapter 11 that experimental differences for reactions in solution that are consid-
ered to involve carbocations are nowhere near this large. For reasons discussed in Chapter 3,
solvation always attenuates ionic effects, so the gas phase data always represent the absolute
maximum any ionic effect can show.

The origin of the stabilization due to alkyl substitution was discussed in Section 1.4.1. It
can be described as a mixing of filled w(CH;) or w(CH,) orbitals with the empty p orbital as-
sociated with the cation, or equivalently as a hyperconjugative interaction. The former
model nicely rationalizes why the comparable trend seen in radical chemistry is of smaller
magnitude. With a free radical, the mixing is a filled orbital with a singly occupied orbital.
Such three-electron interactions are less stabilizing than the two-electron interaction seen
with carbocations.

Many other observations based on Table 2.8 are consistent with expectation and experi-
ence. Allyl cation is substantially more stable than 1-propyl. Perhaps surprisingly, though,
allylis less stable than 2-propyl. In the gas phase, therefore, the 2°/1° distinction is more im-
portant than allylic resonance. Substituting just one end of the allyl with a methylis enough
to make the delocalized system more stable than the localized 2° systems.

Increasing delocalization, as in the cyclohexadienyl cation, is further stabilizing. This
structure is simply protonated benzene, and itserves as a model for the intermediate in elec-
trophilic aromatic substitution (see Section 10.18). Similarly, benzyl ion is quite stable for a
formally 1°ion. Aromaticity effects are clear, as in the much greater stability of the six w elec-
tron tropyliumion vs. the four 7 electron cyclopentadienvl ion (see Section 2.4.1 for a discus-
sion of aromaticity).

Hybridization effects are quite evident. Cations derived from sp” carbons are much less
stable than those from sp” carbons (based on the instabilities of vinyl and phenyl cations). Re-
call from Chapter 1 that hybridization affects carbon electronegativity in the following or-
der: sp > sp* > sp’. The more electronegative the atom attached to the cationic center, the
higher the energy of the cation. As another example, the substantially diminished stabiliza-
tion of the propargyl cation (HC=C—CH,") relative to allyl can be explained as a hybrid-
ization effect arising from the electron withdrawing alkynyl group. Carbons with sp hy-
bridization are expected to be inductively electron withdrawing more so than sp?, and this
should destabilize propargyl vs. allyl.

Heteroatom effects are interesting. If we compare the X—-CH. " ions, using ethyl as a ref-
erence, we see that NH, is very strongly stabilizing, OH less so, while F is destabilizing. This
tracks with the expected  donating ability of the atoms. In the case of F, it is only weakly
donating, but is strongly ¢ withdrawing, and the net effect is destabilizing. It should not be
surprising that the highly electron withdrawing cyano group greatly destabilizes a cation, as
would other, similar groups.

We noted in Chapter 1 that carbocations prefer to be planar at the cationic center. From
HIA data, we can estimate the penalty for pyramidalization. In the 1-adamantyl cation, ring
constraints prevent the ion from achieving planarity. Consistent with this, we find that the
difference in HIAs between the 1-adamantyl cation and the isomeric 2-adamantyl cation is
only 9 kcal/mol. This relatively small gap between a 3° cation and a 2° cation is consistent
with the destabilization due to pyramidalization of the 3° ion. In support of this, the x-ray
crystal structure of the 3,5,7-trimethyl-1-adamantyl cation has been determined. As antici-
pated, the cationic center lies out of the plane formed by its three neighboring CH, carbons
by a full 0.212 A, asubstantial amount for an s.p2 center.

While the gas phase data just described are very informative, we also have a significant
amount of thermodynamic data on carbocations in solution. This is due to the collection of
data in stable ion media for carbocations developed so brilliantly by Olah and co-workers,
leading to the receipt of the Nobel Prize for Chemistry in 1994. In a stable ion medium the
ions have no possibilities for reactions that quench the ionic charge. While carbocations are
reactive, if we remove potential reaction partners we will generally not see dimerization or
other reactions in which two carbocations react with each other. The most common reaction

7

t-Adamantyl

£@ w

2-Adamantyl
<)

3,5,7-Trimethyl-1-adamantyl
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paths for a carbocation are capture by a nucleophile and reaction with a base to form an ole-
fin (see Chapter 11). If we can create an environment that is devoid of nucleophiles and
bases, carbocations can be long lived. We can thus envision a stable ion medium. Given our
discussion in Section 2.2.1, we are really not making the ion any more stable; we are instead
making it persistent. It would perhaps be more precise to refer to “persistent ion media”, but
the “stable ion media” moniker has stuck, and we will use it here.

For the most part the stable ion media developed by Olah are based on antimony penta-
fluoride, SbFs. This is a very powerful Lewis acid, and exposure of an alkyl halide to it pro-
duces a carbocation with the Sb,F (X" counterion, asin Eq. 2.16. The counterion to R" is very
large, and the negative charge is dispersed over a large number of atoms. As such, Sb,F, X~
is a very poor nucleophile and a very weak base. Inert solvents such as SO, or SO-CIF can be
added as diluents for the SbFs. In addition, powerful protonic acids such as HF-SbFs and
FSO,H-SbF; allow the generation of carbocations from alcohol and olefin precursors (see
Chapter 5). Another advantage of these systems is that they are often fluid to very low tem-
peratures. This enables spectroscopic studies, most especially NMR, to be performed at low
enough temperatures to suppress most carbocation rearrangements.

RX + SbF5 — R®+ Sb,F; X © (Eq.2.16)

In aremarkable achievement, Arnett was able to perform calorimetric measurements in
stable ion media, allowing the thermodynamics of carbocations to be studied. Arnett mea-
sured both AH® for the reaction in Eq. 2.16 and the solvation energy for a series of RX com-
pounds. This allowed a determination of AH¢ for R* plus Sb,F,,X™ in the stable ion medium
for a series of carbocations. When these were compared with comparable data from the gas
phase, an extraordinarily good correlation between the values in the two different environ-
ments was seen. Each kcal/ mol of relative stabilization in the gas phase was matched by a
kcal/ mol of relative stabilization in stable ion media. For example, the difference in stabili-
ties between 2-butyl and t-butyl cations was determined to be 14.5 + 0.5 kcal / mol in stable
ion media, in good agreement with the gas phase difference of 16 kcal/ mol. These data pro-
vide compelling support for the argument that what is being observed under stable ion me-
dia conditions truly is a carbocation that is essentially devoid of complications from solva-
tion or counterion effects. As such, direct comparisons of data from stable ion media to gas
phase data (be it experimental or computational) are valid.

An interesting analysis of HIAs can be made for the so-called non-classical carbocations.
We saw in Section 1.4.1 that these are compounds with a bridging C-C ¢ or 7 bond to a car-
bocation center, thereby creating a hypervalent C. A good deal of evidence indicates that
such bridged structures are more stable than classical carbocations in the gas phase and in
stable ion media. The gas phase HIA data support the view that bridging imparts stability.
As shown in Table 2.8, the 2-methyl-2-norbornyl cation has an HIA of 225 kcal /mol, a typi-
cal value for an eight-carbon 3° cation, and it is generally accepted that this is a conventional
carbenium ion. However, the HIA of 2-norbornyl is 231 kcal/ mol, only 6 kcal/mol higher
than the analogous 3° system. We discussed above that a typical 2°/3° energy differenceis 17
kcal/mol. The substantia 7 smaller value in this case indicates a special stabilization of the
2°ion, consistent with the notion that there is something unique about its structure.

Lifetimes of Carbocations

There are less data related to carbocation lifetimes as compared to radical lifetimes. Yet,
some extensive studies by Mayr, Richards, and others have provided much insight into sub-
stituent effects on their lifetimes. In general, the lifetimes are extremely short in water. For
example, Toteva found that the t-butyl carbocation has a lifetime of only 10 '* s in water.
Hence, although we consider tertiary carbocations stable, they are clearly not persistent in
this medium. Secondary carbocations are even more reactive toward addition of water, and
many secondary derivatives undergo concerted hydrolysis in water that avoids formation
of the carbocation reactive intermediate. The primary 4-methoxybenzyl carbocation inter-
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mediate of solvolysis of 4-methoxybenzyl chloride exists for several nanoseconds in water,
but relatively little is known about the lifetimes of more unstable primary benzyl carbo-
cations, because their neutral precursors show a strong preference for concerted hydrolysis
that avoids formation of the primary carbocation intermediate.

2.2.4 Carbanions

By analogy to the previous sections, we should consider Eq. 2.17 to evaluate the stabili-
ties of carbanions. Because of the universal importance of acid-base chemistry, Chapter 5 is
entirely devoted to this subject. There we will discuss both carbon acids (where the negative
charge on A~ is primarily associated with a carbon) and heteroatom acids. Here we briefly
mention trends associated with carbon acids with a goal of defining the essential nature of
carbanions. Selected AH" values for the reaction of Eq. 2.17 in the gas phase for carbon acids
are presented in Table 2.9.

HA—— A2+ H® (Eq.2.17)

A great number of acidities have also been measured in solution. In such cases, the com-
mon value reported is the pK,. Recall (or skip ahead to Chapter 5) that pK, is the negative log
of the acid dissociation constant in water. As such, a smaller pK., value implies a stronger
acid, and each pK, unitrepresentsa factor of 10 in equilibrium acidity. Table 2.10 lists a num-
ber of pK, values for carbon acids.

Our starting point for discussion is alkanes, with pK, values in the range of 45-70. Re-
member, a pK, of 50 implies an equilibrium constant of 107" for the dissociation of the acid!
Deprotonation at an sp* center (pK, 40-45), as in ethylene or benzene, is favored over an sp?
center, and the effect is even larger with an sp center (pK, 20-25). A negative charge is more
stable in a hybrid orbital with more s character, because s orbitals (unlike p) have finite den-
sity at the positively charged nucleus. Allyl anion and benzyl anion are greatly stabilized
due to a resonance effect. An anion that contains a cyclic array of six electrons is aromatic.
Four electrons is antiaromatic, hence the 46-unit difference in pK. values for cyclopentadi-
ene vs. cyclopropene (Eq. 2.18 vs. Eq. 2.19). Electron withdrawing and/ or delocalizing sub-
stituents such as carbonyl, cyano, and nitro produce an expected lowering of the carbon

acid pK,.
_y® e
@ K= 15-16 @ (Eq.2.18)
Cyclopentadiene
®
-H e
AN STTREVAN (Eq.2.19)

Cyclopropene

The analysis of pK, values to make comparisons of carbanion stability is a standard ap-
proach. Yet, as discussed earlier with regard to the use of BDEs and HIAs to analyze radical
and carbocation stabilities, other factors can affect the values. This is a more important ca-
veat when evaluating pK, values than with BDEs or HIAs. As will be discussed in Chapter
5, solvation effects can dramatically change pK, values, and sometimes in different solvents
some pK, values actually reverse in order. Hence, when using pK, values to compare carban-
ion stabilities, it is very important to compare the values under as similar a set of conditions
as possible.

Carbanion stable ion media exist. Carbanions are generally less reactive than carbo-
cations to begin with, and it is often quite straightforward to directly observe carbanions un-
der relatively conventional conditions. The major requirement for having a carbanion last
for a significant time period is for the pH of the medium to be above the pK, of the conjugate
acid of the carbanion. When working in an aprotic solvent, this means that the pK, of the sol-
vent must be significantly higher than the pK;, of the conjugate acid of the carbanion. Under
these conditions the carbanion will often be persistent. This acid—base chemistry notion is
discussed extensively in Chapter 5.
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Table 2.9
Gas Phase Values of AH®
for Ea.2.17 (in kcal/mol)
vicuialie +10.0
Ethane 420.1
Ethylene 407.5
Propene 390.8
Benzene 400.7
Fluoromethane 409
Chloromethane 396
Bromomethane 392
Iodomethane 386
Acetonitrile 373.5
Acetone 370.0
Toluene 377.0
Nitromethane 357.6
Table 2.10
pK, Values of Selected
Carbon Acidc*
cmnane ou
Cyclohexane 45
(CH,),CH 71
Ethylene 44
Benzene 43 or 37
Acetylene 24
Phenylacetylene 19.9
PhCH, 41.2
CH,=CHCH, 43
Ph,CH, 33.0
Ph,;CH 31.5
Cyclopentadiene 16.0
Cyclopropene 61
CH;COCH; 20.0
CH;COCH,COCH, 8.84
CH.NO, 10.2
CH,CN 25.0
CH-SOCH- 28.5

*The student should realize

that the very large values are

approximate.
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2.2.5 Summary

The thermochemistry of the three most common reactive intermediates—radicals, car-
bocations, and carbanions—is conveniently analyzed using heats of very similar reactions.
Homolysis of C-H bonds is used for radicals and then heterolysis of C—H bonds to create
hydride or proton is used to analyze carbocations or carbanions, respectively. Just as we
use heats of formation and combustion to analyze the stabilities of standard organic com-
pounds, these three simple reactions and their associated enthalpies are very good starting
points whenever you are considering the relative stabilities of reactive intermediates. Now
that we have covered measurements of stability and strain for both normal and reactive or-
ganic compounds, it is time to look at pathways for interconversion between structures, and
their impact on strain and stability. This next discussion will further tie structure and ener-
getics together.

2.3 Relationships Between Structure and Energetics—
Basic Conformational Analysis

We will now discuss at some length the many ways in which deviations from standard
bonding parameters lead to energetic destabilization of a molecule. We will focus on “sta-
ble” structures (i.e., not on reactive intermediates), but the notions we develop here also
apply to reactive intermediates. We first explore acy ¢ systems, wherein molecular mo-
tions directly lead to strained forms. Note that we are not yet considering conventional
chemical reactivity. We will be considering conformers, or conformational isomers. Recall
that conformers are stereoisomers that interconvert by rotation around single bonds (see
Chapter 6 for definitions of stereochemical concepts). These isomers are not to be confused
with constitutional isomers, where the molecular formula is the same, but the atoms are ar-
ranged differently.

In this section we discuss both stable conformers and the transition states that intercon-
vert them—a topic generally referred to as conformational analysis. While this is in some
ways an unconventional placement of this topic in a physical organic textbook, it follows
naturally from our discussion concerning strain and stability, and ties in well with the notion
of potential surfaces and molecular motions. For example, a conformer that is less stable
than the ground state is, by definition, strained. In addition, the paths that interconvert con-
formers derive from particular vibrational degrees of freedom. So, here we are discussing
strained organic molecules in general, and vibrational modes that interconvert them. After
considering the acyclic systems, we examine cyclic ones. There can be strains inherent to the
ring size (small and large), as well as strains introduced upon achieving differing conforma-
tions. Many of these topics are covered in all introductory organic chemistry texts, and so in
some places our discussion will be brief.

The terminology associated with conformational analysis is in many ways akin to the
terminology used to  scuss stereochemistry—namely, cis, trans, anti, syn, etc. In Chapter 6
there is a glossary of terms used in conformational analysis and stereochemistry, so if a term
is used below that you are unfamiliar with, look to the end of Chapter 6 for a definition.

2.3.1 Acyclic Systems—Torsional Potential Surfaces

In considering acyclic systems we  stinguish between two types of strain. The first is
distortion of the ground state, generally resulting from an accumulation of bulky substitu-
ents around a C—C bond. This leads to bond lengths and angles that deviate substantially
from the standard values (we examine some extremes in Section 2.5). The second type of
strain concerns conformers, in which the strained form is manifest in the transition state of a
rotation or in a less stable conformer. We begin with the latter type, where the focus is on ro-
tations around C—C bonds. In these discussions, the familiar term “sterics” is used. As de-
fined in Chapter 1, sterics, a steric relationship, or steric strain, are all terms that imply a
buttressing of chemical groups that is destabilizing to the molecule.
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Left: Torsional itinerary for ethane, showing the three-fold nature of the barrier and the eclipsed and
staggered forms. Right: Torsional itinerary for butane. The anti-gauche interconversion crosses a barrier
of ca. 3.4 keal/mol, while the direct gauche-gauche barrier is 5-6 kcal/ mol.

Ethane

Recall the use of Newman projections from introductory organic chemistry, in which
one sights directly down a C~Cbond and draws the back atom as a large circle and the front
atom as a point. The x axis of Figure 2.6 is the dihedral angle between two arbitrarily chosen
hydrogens, one on the front and one on the rear carbon. We usually think of these as the pro-
jection angles in a Newman projection. Alternatively, the A-B-C-D dihedral angle is de-
fined as the angle between the A-B-C plane and the B-C-D plane. This is, in fact, how com-
puter programs evaluate dihedral angles.

The staggered form of ethane is more stable than the eclipsed. The energy difference
between the two—the rotation barrier, E,,.—is 3 kcal/mol. Thus, rotation about even the
simplest C—C bond is not “free”. Instead, it is hindered by abarrier of 3 kcal /mol. However,
the barrier is so small that the rotations are very fast, as shown in the next Going Deeper
highlight.

Remember, the eclipsed form is a transition state; the staggered conformation is the only
stable form. Interconversion between one staggered form and another is a torsional mo-
tion, where the methyls twist relative to each other. When the torsional vibration achieves
enough energy to traverse the transition state, the staggered conformers interconvert.

What does it physically mean when we state that “the staggered form is 3 kcal/mol

How Big is 3 kcal/mol? The rate constant at 298 K for a 3 kcal /mol barrier is
6 X 10'°s7%. This corresponds to a half-life of 10 picosec-
onds. Rotation about simple C-C bonds is extremely
rapid!

As an activation barrier, 3 kcal/mol is quite small. Let’s
calculate how fast the bond in ethane is rotating. As in the
final Going Deeper highlight of Section 2.1.3, we use the
Arrhenius equation with an A value of 10",
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more stable than the eclipsed form”? As ethane molecules undergo the conversion of stag-
gered to eclipsed back to staggered conformations, on average 3 kcal per Avogadro’s num-
ber of molecules is absorbed from the ensemble and then released back to the ensemble. The
energy that it takes to undergo the rotation/distortion can come from a collision between
ethanes. Here, some of the kinetic energy of the ethanes involved in the collision is converted
to the potential energy stored in an ethane as it achieves the eclipsed transition state. How-
ever, the energy can also arise from a redistribution of the energy between various vibra-
tional modes within the ethanes, meaning that a collision is not required to achieve the tran-
sition state.

Where is this potential energy stored at the transition state? It is placed in the form of a
torsional strain. As the hydrogens become eclipsed, a distortion of the C—-H and C-C bonds
occurs (albeit small). As these bonds go back to their normal lengths and angles in the stag-
gered form, the energy required for the distortions is released to the ensemble of molecules
or into another vibrational mode of the same molecule.

The transfer of energy back and forth between vibrational modes (stretches, bends,
wags, etc.) and torsional modes implies that a torsion is a vibration, and we have already de-
fined it as such. Moreover, because the other vibrations are quantized, it makes sense that
torsional modes are quantized also, as we describe in the next Going Deeper highlight. The

Shouldn’t Torsional Motions be Quantized?

The bond stretching motions and bond bending motions
discussed in Section 2.1.4 only had certain energies. Bond
rotations are just another example of an internal degree of
freedom within molecules. Therefore, why are we not
explicitly discussing quantized energy states for bond
rotations?

Allinternal degrees of freedom are indeed quantized.
Below we show a schematic representation of this notion
in the context of torsions. We define a torsional motion as
one methyl group rotating relative to the other, but if the
energy of this motion is below 3 kcal/ mol, the barrier to
the next staggered conformation is not surpassed. Super-
imposed on a portion of the torsional potential surface for
ethane are energy states for this torsional motion. Only cer-
tain energies for this single torsion motion are actually
allowed.

As evidence of the fact that torsional motions are
quantized, excitations between the energy levels of a tor-
sion can be observed in the microwave spectra of organic
molecules. In fact, a large fraction of the lessons taught

PE

A
3 3
£ H
[}
Q
= H
w

o] »>
0 60 120

in this chapter about conformational preferences were
obtained from the microwave spectra of the compounds.

The low energy motions appear somewhat harmonic,
but the torsional motion quickly becomes anharmonic for
the higher energy states. A continuum of energy states
exists near and above the top of the barrier, meaning that
multiple energy levels are possible. If the continuum of
states is thermally populated, the rotations appear similar
to any rotation that occurs in the macroscopic world.

To see if enough energy is present to occupy the con-
tinuum of states for ethane, we compare the 3 kcal/ mol
barrier to RT, which is 0.6 keal / mol at 298 K. Although 0.6
isless than 3, it is certainly of the same order of magni-
tude. A significant fraction of the ethane molecules are in
energy states at or near the continuum. This is why we
view bond rotations as nearly “free rotors”, and quantized
effects on bond rotations are not relevant for conventional
organic chemistry at ambient temperatures.

Hansen, G. E., and Dennison, D. M. “The Potential Constants of Ethane.”
J. Chem. Phys., 20,313-326 (1952).

Torsional potential for ethane
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picture of atomic motion within a molecule that arises is quite complex, where stretches,
bends, wags, and torsions can exchange energy and be excited to various extents, depending
on collisions and the temperature.

Butane—The Gauche Interaction

Figure 2.6 also shows the torsional profile for rotation about the C2—-C3 bond of butane.
Now there are two types of staggered forms—the gauche and anti conformers—and two
types of eclipsed transition states. The anti conformer is more stable than the gauche by 0.9
kcal/mol. We could say that gauche butane has a strain energy of 0.9 kcal / mol. The conven-
tional explanation of this resultis to invoke a steric interaction between the methyl groups in
the gauche form, termed a vicinal repulsion because it is between groups attached to adja-
cent carbons. The gauche form is chiral, and there are two enantiomeric forms on the com-
plete torsional itinerary. This means there is a statistical factor of two favoring the gauche
torm when considering thermodynamic parameters. That s, if we want to know the relative
proportions of gauche and anti butane at equilibrium, we must take into account e fact
that there are two gauche forms but only one anti. The 0.9 kcal/mol number is an enthalpy.
The statistical factor in favor of the gauche shows up as RIn2 in the entropy (see the discus-
sion of entropy in Section 2.1.2). Thus, for butane we would calculate the Gibbs free energy
using Eq. 2.20. The result is that butane is roughly 70% anti and 30% gauche at 298 K.

AG°® =AH®~TAS° = 0.9 kcal/mol - T(R In2) (Eqg.2.20)

Just as with ethane, the differing forms of butane possess quantized torsional motions,
now of the methyl groups relative to each other, and of the methyl hydrogens relative to the
propyl group. Thermal population, collisions, or microwave excitation can lead to torsional
energy states possessing the proper energy to overcome the barriers and interconvert the
conformers. The transition state for interconverting gauche and anti forms is 3.4 kcal/mol
above the anti, while the direct gauche-to-gauche interconversion must cross a higher bar-
rier of 5—-6 kcal /mol. This is a general result of conformational analysis—the easier path for
interconverting two gauche forms is usually through the anti form, rather than crossing the
direct gauche-gauche barrier.

While gauche and anti are unambiguous terms for butane, for more complex structures
the more systematic Klyne-Prelog system is often used. Following the guidelines in Figure
2.7, gauche butane is synclinal (+ or —, depending on which enantiomer), anti butane is anti-
periplanar, and eclipsed butane is synperiplanar.

The notions of eclipsing and gauche interactions are applicable not only to stable or-
ganic structures, but also to reactive intermediates. In fact, as described in the next Going
Deeper highlight, the geometry of radicals is influenced by a conformational effect similar to
those discussed for standard alkanes.

A A CH,
D
s
. _
D
I .
Figure 2.7

Dihedral angles. Left: Definition of a dihedral angle, ¢, both in Newman projection and as the angle between
two planes. Right: The Klyne—Prelog system for describing conformations about a single bond. We view the
placement of the group on the front atom as being in regions of space called anti/ syn, and clinal/ periplanar
relative to a reference group (here a methyl) on the rear atom.
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/D

The Geometry of Radicals

In Chapter 1 we noted that radicals prefer planar struc-
tures, but the barrier to pyramidalization is very low. In
fact, there is a conformational effect that leads to pyrami-
dalization. Computational studies by Padden-Row and
Houk have shown thateven the simplest alkyl radicals
are pyramidalized, and methyl radical is really the only
totally planar radical. At right are shown three examples.
The interpretation of these structures invokes simple
conformational analysis. In each case, pyramidaliza-
tion occurs in the direction that minimizes eclipsing
interactions.

For ethvl and isopropyl the effect is not large. Theory
predicts, however, that the t-butyl is substantially pyrami-
dalized, with a C-C-C angle 0f 117.3°. For t-butyl and the

Pyramidalization of radical centers

treated as if they were planar. Nevertheless, when consid-
ering the reactions of radicals and the potential effects of
substituents, there really is no strong bias toward planar-
ity at the radical center, and in fact, the biasis toward
pyramidalization.

other alkyl radicals, the barrier to pyramidal inversion ‘
‘ is quite small. One measurement suggests a barrier of

roughly 0.45 keal / mol for t-butyl radical. So, under most

experimental conditions, simple alkyl radicals can be !

Padden-Row, M.N_, and Houk, K. N.“Origin of the Pyramidalization of
tert-Butvl Radical.” [. Am. Chem. Soc., 103, 5046 (1981).

Table 2.11

A Few Common
Corrections to
Standard Group

Tncrementc (leal/mal)

Gauche alkane 0.8
Cis alkene 1.0
Ortho correction 0.6
H
H CH,CH,
H,C CH,
H

2-Methylpentane

H
H CH,CH,

H,C H
CHg
3-Methylpentane

H
H CH,

H3CH,C CHgy
H
3-Methylpentane

The 0.9 kcal/mol destabilization of gauche butane relative to anti is not typically
thought of as a strain energy, but by our definition, that's exactly what it is. The group incre-
ments method, as developed above, ignores such interactions, and so is applicable to anti
butane, not gauche (in fact, there is a subtle ambiguity about how group increments handle
gauche interactions; sce Exercise 32 at the end of the chapter). However, the group incre-
ments method is not only used to define strain-free AH values. A number of correction fac-
tors have been developed to allow the method to predict accurate AH° values even for
strained molecules, and a few of the most common are given in Table 2.11. The first such cor-
rection is the gauche correction. On considering a large number of structures, a value of 0.8
kcal/mol has been settled on as the group increments correction for a gauche interaction.
Let’s see how this correction is used.

Consider calculating AH,” for 2-methylpentane and 3-methylpentane. Using the values
from Table 2.4, a “strain-free” estimate of —42.36 kcal/mol is obtained for both molecules.
However, the experimental fact is that 2-methylpentane is more stable than 3-methyl-
pentane by 0.66 kcal /mol. This is a gauche effect. Draw a Newman projection sighting down
the C2-C3 bond of 2-methylpentane. There is necessarily at least one gauche interaction. So,
the best estimate of AH,® for 2-methylpentane using group increments is —-42.36 + 0.8 =
-41.56 kcal/ mol. Now consider 3-methylpentane. There are two gauche interactions—one
along the C2-C3 bond and one along the C3—C4 bond (see margin). So, the best estimate of
AH? for 3-methylpentane using group increments is —42.36 + 2(0.8) = —40.76 kcal/mol.
Now the group increment method correctly “predicts” that the 2-methyl isomer is more sta-
ble. Table 2.12 lists the number of gauche interactions that occur across all bond types. When
using group increments to get the best possible estimate of AH° for a molecule, the appropri-
ate number of gauche corrections should be used.

Another common group increment correction is for cis double bonds. If an alkene is cis,
a 1.0 kcal/mol penalty is added to AH,", while no such increment is applied to the trans iso-
mer. This increment is a fairly crude estimate, so it does not apply to all alkenes. In particular,
if one of the olefin substituents is a f-butyl or similar group, the increment should become
considerably larger. Similarly, two substituents in an ortho arrangement on a benzene ring
would need a correction, called the ortho correction in Table 2.11. Once again, this increment
would be group dependent, and hence the value given here is a very crude estimate.
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Table 2.12

Number of Gauche Interactions in Variously
Suihctituted C—C Rande

For X-Y bond
Number of

X Y gauche
R.CH CH, 0

CH,R lor2

CHR, 2o0r3
R,C CH, 0

CH-R 2

CHR, 4

R a

Barrier Height

The barrier to conformational interconversion in butane is larger than ethane due to the
larger steric repulsions present in the transition states, which possess the eclipsing interac-
tions. Table 2.13 shows some other measured rotation barriers around C-C bonds. For sim-
ple alkyl substituents, the rotation barriers around CH;-X bonds generally increase as X gets
larger, as may be expected. The barriers to rotation along C-N and C-O bonds are lower
than analogous C-Cbonds, indicating thatlone pairs act smaller than C-Hbonds. In the hal-
ogen series, it may at first seem surprising that the larger halogens do not necessarily give
larger barriers. This is because the C—X bond length increases with higher atomic number,
and the longer the bond, the further the halogen is from the methyl group.

Table 2.13

A Few CH;-Y Rotation Barriers
fartho Randce Indicatad*

Barrier height
Compound (kcal/mol)
CH,-CH,4 29
CH;-CH,CH; 34
CH,~-CH(CH3), 3.9
CH,3—C(CHa), 4.7
CH;3~CH.F 3.3
CH,-CH,C1 37
CH;—CH,Br 37
CH,-CH.I 32
CH;-NH, 2.0
CH O 11

*Lowe, ]. P. “Barriers to Internal Rotation
About Single Bonds.” Prog. Phys. Org. Chem.,
6,1(1968).

Barrier Foldedness

The ethane and butane molecules both have a three-fold rotation profile. That is, on ro-
tating 360° about the C-C bond, the system goes through three maxima and three minima
(Figure 2.6). Not all single bond rotations are three-fold, however. For example, rotation
about the CH,—C¢Hs bond in toluene produces a six-fold barrier. Sketch out a rotational dia-
gram if this is not clear. Whenever a three-fold rotor (methyl) opposes a two-fold rotor (phe-
nyl), we'll see a six-fold barrier, because 3 X 2 = 6. The C-N bond in nitromethane also has a
six-fold barrier, and the Cp-Co—(CO); system (Cp = cyclopentadienyl) can be considered to
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H
H
1,1,2,2-Tetrakis(-butyl)ethane

have a fifteen-fold barrier (5 X 3). Generalizing, the foldedness (F) of a barrier involving an
n-fold rotor and an m--fold rotor is given by Eq. 2.21, where g is the number of bonds eclipsed
in the transition state. Thus, the ethane barrieris (3 X 3)/3 = 3.
F=(nem)/q (Eq.2.21)
A general attribute of n-fold barriers where n is large is that E,, tends to be small. For ex-
ample, E,,, for nitromethane is 0.006 kcal /mol, and for toluene it is < 0.1 kcal/mol. One way
to rationalize the low barriers is to appreciate that for toluene to have a 3 kcal/ mol barrier
like ethane but still be six-fold, the energy of the system would have to change very rapidly
in response to only small changes in torsional angle. * s rapid fluctuation in energy is an
unreasonable situation.

Tetraalkylethanes

Consider 2,3-dimethylbutane (tetramethylethane). As shown in Figure 2.8, there are
two conformers, anti and gauche (defined now by the H-C-C-H dihedral angle). The anti
form has two classical gauche-butane interactions, while the gauche form has three. So, in
direct analogy to butane, we would expect a 70:30 mixture of anti to gauche. The experimen-
tal result, however, is that2,3-dimethylbutane exists as a 1:2 mixture anti:gauche—a statisti-
cal mixture (the gauche form is still chiral) implying AH® = 0! What has gone wrong?

H u]
Amplified 4 H, € H fiffu.;.é'ns
g_aL_Jche ﬁ)\z do not lead
(vicinal) to amplified
interaction 3l Hy 5C CH
. . gauche
H Geminal C interactions
repulsion
Anti Gauche
Figure 2.8

In tetramethylethane, geminal repulsions between methyls cause
expansion of the C-C-C angle, leading to enhanced gauche butane-type
interactions in the anti form only. This repulsion counters the fact that
there are more gauche interactions in the gauche conformer (3) than in the
ar+ ™ The net effect is that the two conformers have very nearly equal
er ies.

One error in the above analysis is the assumption that the steric re  tionships present in
n-butane will carry over unchanged in 2,3-dimethylbutane. It is true that there are gauche
Mee o e Me relationships in 2,3-dimethylbutane, and these are expected to be destabilizing.
However, there are also other interactions, including a geminal repulsion, a steric interac-
tion between methyls attached to the same carbon (Figure 2.8). The geminal repulsion will
occur in addition to the vicinal repulsion.

The consequences of this geminal repulsion are different for gauche and anti-2,3-
dimethylbutane. As shown in Figure 2.8, the geminal repulsion in the anti form exacerbates
the vicinal repulsion, further destabilizing that form. No such effect exists for the gauche
form, where the geminal repulsion does not seriously influence the vicinal repulsion.  1us,
gen al repulsion preferentially destabilizes the anti form. The net effect is that the two
forms have essentially the same enthalpies, and a 1:2 mixture (anti:gauche) results from the
statistical arguments discussed above.

This geminal repulsion is a general result, and the preference for the gauche form of
R,CHCHR; molecules increases as the steric size of R increases. Thus, an important conclu-
sion of this analysis is that all tetraalkylethanes are expected to show a preference for the
gauche conformer. For amolecule with a very large R group, such as 1,1,2,2-tetrakis(t-butyl)-
ethane, the effect is so large that only the gauche form is viable.
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Cyclopropane

Differing Magnitudes of Energy Values that a 3 kcal/ mol kinetic barrier is extremely small,
in Thermodynamics and Kinetics resulting in bond rotations on ps time scales. This analysis
Conformational analysis is a good context in which to h.ighl.ights a stark difference between thermpdynamic V5.
point out the differences in thermodynamic and kinetic kinetic effects. A 3 kcal / mol thermodynamic difference
phenomena for the same energy value. We just stated represents overa 100-fold preferencg fqr Fhe.lovs'/e.zr energy
that 3kcal /mol is a “very significant effect”. However, conforr.natlon, yet a3 kcal/ mol barrier is insignificant
we also noted in a previous Going Deeper highlight atambient temperature.

Allylic (A'3) Strain

Closely related to the g+g— pentane interaction is allylic strain or A'? strain (also
known simply as A strain). As shown in Eq. 2.23, this interaction can develop in a simple ole-
fin between a substituent on one end of the olefin, and an allylic substituent on the other end.
Itis, in a sense, a more restricted version of the g +g- pentane interaction, and the energetic
penalty is comparable. The A'? interaction is more commonly invoked—especially in reac-
tion transition states—perhaps because only one C-C bond rotation needs to be constrained
to achieve the effect (vs. two for the g +g— pentane interaction). This has an effect on the con-
formations of cis alkenes, leading to a preference for the more linear structure.

R QY
R R)(R (Eq.2.23)
allylic strain

2.3.2 Basic Cyclic Systems

The cycloalkanes have long served as important prototypes for conformational analy-
sis. They are also building blocks for many important organic molecules, and so an under-
standing of their shape preferences is crucial for many studies. The essentials of cycloalkane
conformational analysis are covered in introductory organic chemistry, but we review and
expand upon them here.

Cyclopropane

Since any three points define a plane, we do not need an experiment to te  1s that the
carbon framework of cyclopropane is planar, the only saturated carbocycle for which this is
true. The defining feature of cyclopropane is the C-C-C angle of 60°. As discussed in some
detail in Chapter 14, the bonding in cyclopropane is unique, not really amenable to conven-
tional bonding models, and so here we simply summarize some important structural fea-
tures of the molecule.

The C—C bonds of cyclopropane are short—1.51 A vs. normal C-Cbonds of 1.54 A. Also,
the H-C-H angle is opened up quite a bit to 115° vs. a value of 106° for the H-C-H angle of
the CH, group of propane. In addition, the C—H bonds of cyclopropane are more acidic than
normal alkanes. All these observations are consistent with the rehybridization expected in
cyclopropane. To make the C—~C—Cbond angles smaller, we use more p character. This leaves
excess s character in the C-H bonds, and greater s character leads to greater acidity.

The strain energy of cyclopropane is 27.5 kcal/mol. The majority of the strain results
from the deviation of bond angles from their normal values, but there is also expected to be a
significant contribution from the eclipsing C—H interactions across C-Cbonds forced by the
planar structure.

Cyclobutane

If cyclobutane were planar, the C—-C-C angles would be 90°. However, the planar con-
formation produces perfect C-H eclipsing along the C—C bonds, an unfavorable situa-












104 CHAPTER 2: STRAIN AND STABILITY

Table 2.14

Selected Cvclahexane A Valnee (in keal/mal}*

Group Avalue Group Avalue
D 0.006 CH, 1.74

F 0.25-0.42 CHs 1.79

Cl 0.53-0.64 CH(CH,), 2.21

Br 0.48-0.67 C(CHs), 4.7-4.9
I 0.47-0.61 CF, 2.4-2.5
OH 0.60-1.04 CeHs 2.8
OCH, 0.55-0.75 CeHyy 2.2
OCHs5 0.65 CH,Br 1.79
OCOCH; 0.68-0.87 Si(CH,), 25
OSi(CH3), 0.74 CH=CH, 1.5-1.7
NH, 1.23-1.7 CHO 0.56-0.8
N(CH;), 1.5-2.1 COCH; 1.0-1.5
NO, 1.1 CO, 2.0

SH 1.21 CO,H 1.4
COLOCHL 7 RN COY.CHL 17112

*Eliel, E. L., Wilen, S. H., and Mander, L. N. (1994). Stereochemisty of Organic
Compounds, John Wiley & Sons, New York.

see the next Going Deeper highlight). For example, we have the trend CH; < C,Hs <
CH(CH,), < < C(CHa,);. However, it seems hard to understand the fact that A values of Cl,
Br, and I are essentially the same, when clearly there are large differences in their van der
Waals radii (Table 1.5). This is a good illustration of the fact that with all measurements of steric
size, context is crucial. Some substituents with large A values may, in another structural con-
text, appear to be relatively small. In the cyclohexane context, the longer bond length of C-I
compensates for the larger van der Waals radius of I, minimizing the adverse steric interac-
tionof - gauche form. However,inanc er context,  will appear to be larger than CHs.

Alternative Measurements of Steric Size Taft (see Section 8.4.1). However, given the strong context

A common alternative reference system for steric size is effects of steric interactions, the value of such terms is var-

the rotation barrier in substituted biphenyls, as shown iable. In addition, with the ready availability of molecu-
lar mechanics calculations (see Section 2.6) for a wide

to the right. Here, the substituents point toward each
other, and they must clash considerably during biphenyl rangg Of_ st.ructures, the usefulness of such parameters
rotation. For such a system, we see a perhaps more reason- has diminished.

able size sequence: Br > CH; > Cl > NO, > COOH >
OCHj; > F > H. Nevertheless, when considering the
apparent steric sizes of simple substituents such as CHj,
Cl, Br, and [, almost any sequence of sizes can be observed,
depending on the exact structural arrangement of the sys-

tem being used to probe size. As such, some caution is in X X
order when trying to anticipate the “size” of a substituent Twisted biphenyl
in a new context. -
Many other attempts have been made to develop ste- For an overview of efforts to evaluate steric size, see Forster, H., and Vog-

tle, F. ’Steric Interactions in Organic Chemistry: Spatial Requirements of

ric parameters, universal gauges of the steric demands of
p gaug Substituents.” Angew. Chem. Int. Ed. Eng., 16, 429-441 (1977).

substituents. Perhaps the best known of these are due to
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Before moving on further, let's review some nomenclature
from introductory organic chemistry that is often confusing. When
two or more groups are attached to a cyclohexane ring, they can
either be cis or trans to each other. The definitions can be seen from
a view of a flat cyclohexane ring where the groups are either on the
same side of the ring (cis) or on opposite sides (trans). This usage
is distinct from the axial/equatorial terminology. Hence, cis and
trans groups can occupy various axial and equatorial positions de-
pending upon the substitution pattern. A few examples are given

to the right.

A values are frequently additive when the axial substituents
are trans. The relative stabilities of various conformations can be
obtained by combining A values. When the A values are additive,
one can use the values as a tool to measure other energies, as de-
scribed in the next Connections highlight. Such additivity can
break down, however, for cis arrangements. A common example is
the 1,3-diaxial interaction. When two substituents are in a cis-1,3
relationship in a cyclohexane, they experience a strong interaction
if both are axial, as shown in Figure 2.11 D. This destabilizing inter-
action is, in fact, just a cyclic version of the g+g— interaction dis-
cussed above. The energetic consequence of this interaction can be
substantial. For the case of the two methyl groups shown, the 1,3-
interaction contributes 3.7 kcal/ mol of strain to the diaxial form.

o) <CH3

1,3-Diaxial interaction

%

OO D0 = O
T Ef RF

or

=
S

4

$

v

or

Dimethyl cyclohexanes

Connections

The Use of A Values in a Conformational Analysis
Study for the Determination of Intramolecular
Hydrogen Bond Strength

The formation of intramolecular hydrogen bonds can
stabilize particular conformations of cyclohexane rings.
The measurement of the strengths of intramolecular
hydrogen bonds can be performed by examining the

For example, the equilibrium shown to the right involves
conformations missing (/) and containing (if) an intramo-
lecular hydrogen bond. Form i is destabilized by two axial
hydroxyls while form ii is destabilized by an axial isopro-
pyl. The AG,,° of the interconversion can be broken down
into the A values and the Gibbs free energy of the hydro-
gen bond as written.

AGeqo = Aipr + AG” —2A0n

equilibria between different cyclohexane ring conformers.

The AG,,° was experimentally determined using IR
spectroscopy. Using the A values of Table 2.14, the AGy°
was determined to be —1.9 kcal / mol.

Evaluating an intramolecular hydrogen bond

Huang, C.-Y, Cabell, L. A, and Anslyn, E. V. "Molecular Recognition of
Cyclitols by Neutral Polyaza—Hydrogen Bonding Receptors: The Strength
and Influence of Intramolecular Hydrogen Bonds Between Vicinal Alco-
hols.” J. Am. Chem. Soc., 116, 27782792, (1994).
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Half-chair

Flagpole positions

Chair Chair

Figure 2.12

Conformational interconversions in cyclohexane. Relative energies are given in kcal/ mol. The 1-2 kcal /mol
barrier for interconversion of twist-boat forms is an estimate, as this process has never been directly observed.
Note that because of the small barrier, one can expect many twist-boat-twist-boat interconversions before
escape from this local minimum back to the chair manifold.

form is destabilized by, among other things, a long range steric interaction called the flag-
pole interaction. Eventually, the system escapes the twist boat regime via another half-chair
transition state to the “flipped” chair. At no time during the chair flip process are all six car-
bons in one plane, as this would be a very highly strained structure.

The value of cyclohexane as a workhorse of conformational analysisis undeniable. With
its relatively rigid structure, a structure that can be made more rigid by substitution or ring
fusion, cyclohexane has been a platform for innumerable studies of conformational effects
on reactivity. Cyclohexane is also an important component of many biological structures,
such as steroids and pyranose forms of sugars (see the next Connections highlight). Figures
2.11 C and D emphasize the shape of cyclohexane and simple derivatives, an important as-
pect when considering biological recognition processes.

Larger Rings—Transannular Effects

As soon as we progress beyond cyclohexane, we return to the more typical model of car-
bocycles. Several conformers are close in energy, and they often interconvert over relatively
small barriers. The situation rapidly becomes very complicated and a domain primarily for
the aficionado of conformational analysis. Here we describe a few general features of these
systems.

Thelarger rings—(CHy),, where n > 6—do not havelarge strain energies of the sort seen
in the small rings. Perhaps surprisingly, though, they are not strain free. Table 2.15 illustrates
this point. These observations make it possible to group cycloalkanes into small rings (n = 3
and 4), common rings (1 = 5, 6 and 7), medium rings (n = 8-12), and large rings (n = 13).
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Triangle is 2.2 A
on a side

Figure 2.13

A low energy conformation of cyclodecane shown in ball-and-stick and
space-filling (CPK) representations. Note the close He o ¢ H transannular
contact—a similar interaction occurs on the “back” side of the ring.

There is significant strain in the medium-ring compounds. The larger rings show diminish-
ing strain with increasing n, and for n = 17 the rings become so large that they are barely dis-
tinguishable from long chains.

What is the origin of the strain in medium-ring compounds? The strain primarily results
from anovel feature of these systems that is well illustrated by cyclodecane (Figure 2.13). It
is not obvious at first, but examination of models shows that in closing up (CH,),, into a
cycle, some carbons that lie across the ring from one another will end up being fairly close to
one another. This transannular strain cannot be avoided without substantial torsional and /
or bond angle distortion. As such, medium-sized rings are strained. Also, the transannular
carbons can react with one another in ways that would not normally be expected, because of
their proximity. Again, a number of interesting reaction mechanisms depend on this effect.

Group Increment Corrections for Ring Systems

Except for cyclohexane and the very large cyclic alkanes, all cyclic alkanes are strained
to some extent. Any strain that primarily arises from non-standard bond angles is called
angle strain (or Baeyer strain). The strain is often further broken down into small angle and
large angle strain. However, as discussed, the strainin cyclic systems also arises in part from
torsional strain. In the context of rings, this is often called Pitzer strain.

In the group increments method, we assumed that a CH, always makes a constant con-
tribution to AH¢ for a molecule. We also saw that a small ring such as cyclobutane leads to a
substantial failure for the group increment method, because of its strain energy. Just as we
assumed that a gauche butane interaction will make a consistent 0.8 kcal / mol contribution
to AH/, it is reasonable to assume that a cyclobutane will do the same. With this in mind,
a series of correction terms for common ring systems has been developed, with the goal of
obtaining accurate AH;® values for cyclic systems. Representative values are given in Table
2.15. Note that these are not identically equal to the accepted strain energies for the parent
ring system, although they are quite close. The group increment correction for a cyclobutane
is based on AH¢ values for a number of structures, and represents an average value that
gives the best agreement with the range of experimental data. In contrast, the strain energy
of cyclobutane is specific to the parent compound. With these new correction terms, it is
now possible to predict AH values for strained ring systems, by first adding up all the ba-
sic group increments [C—(H),(C),, etc.] and then adding appropriate ring strain correction
values.

Ring Torsional Modes

The internal motions that we have discussed for the interconversion of conformers of
cyclobutane, cyclopentane, cyclohexane, and those alluded to with the larger rings, all de-
rive from vibrational modes. Just as high energy bond torsions lead tobond rotations, the in-
terconversion between ring conformers is predicated on high energy ring torsional motions.
With rings, more than one bond torsion is required (if only one bond rotated the ring would
break). The concerted bond rotations lead to the interconverting ring conformers. For cyclo-
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>

Spiro[2.2]pentane

X0

Spiro[5.4]decane

20

Bicyclo[3.2.1]octane

D

Bicycio[4.3.0]Jnonane

A

Bicyclo[2.2.1]heptane
norbornane

Figure 2.14

Nomenclature of bicyclic
systems. Note that, if we define
m as the sum of the numbers
within the brackets, there are

m + 1 atoms in the ring system
for spiro compounds, and m + 2
atoms in the ring system for
bicyclic compounds.

butane and cyclopentane, as well as the larger ring systems, the barriers to interconversion
between conformers are very low, and little energy needs to be put into the concerted tor-
sional vibrational modes to interconvert the conformers. The barriers are all near RT. The po-
tential surfaces that describe the torsional motions of the atoms in these rings are very shal-
low and there is significant motion of the ring atoms. These low energy vibrational modes
therefore impart favorable entropy to the ring systems, causing the AS¢° for these systems to
be more positive than conformationally locked rings.

Cyclohexane is, as we have already alluded to, the exceptionto e norm. The potential
energy diagram in Figure 2.12 has substantial barriers, and the concerted torsional motions
that lead to the interchange between a chair and twist boat are relatively stiff. Therefore, cy-
clohexane has a significantly higher energy torsional motion than other rings, a motion that
involves the ring carbons moving toward and away from a half-chair conformation. Once
again, the energy of this motion would be quantized, but for practical purposes, this quan-
tum mechanical effect has little relevance.

Bicyclic Ring Systems

Complex, multi-ring systems figure prominently in many aspects of organic chemistry,
from exotic tests of theory to equally exotic natural products. We w  encounter such sys-
tems throughout the text. Here we mention some fundamental issues inherent to multi-ring
systems, beginning with a bit of nomenclature.

Whenamolect  hastworings an he two share only one carbon in common, the sys-
tem is termed spiro, and the nomenclature is fairly straightforward (Figure 2.14). More typi-
cally, the two rings have two carbons in common, and these are called the bridgehead car-
bons. There will be three different paths between the two common carbons, and the bicycle
isnamed by listing the lengths of these paths. Thus, decalin is bicyclo[4.4.0]decane. The sys-
tematic nomenclature of more complex multi-ring structures builds on this system, and
rapi y becomes unwieldy. We'll avoid it as much as possible here. See http:/ / www.chem
gmw.ac.uk/iupac/ fusedring/ for all the gory details.

igure 2.15 shows ring strains for a number of cyclic and polycyclic systems. Asmuch as
possible, the data are consistent with each other, but these are not all absolutely firm num-
bers. Care must be taken not to overinterpret the precise values, but the basic patterns can be
expected to hold.

Is the strainin¢ icyclic system simply the sum of the individual ring strains? Perhaps
surprisingly, thisis very often the case for simple systems. For example, the strain in bicyclo-
[3.1.0]hexane woulc e expected to e sum of the strains of cyclopentane (6.2 kcal / mol)
and cyclopropane (27.5 kcal/mol), v is 33.7 kcal / mol. The actual value is 33.9 kcal / mol,
in exc  :nt agreement. Significant exceptions occur for the smallest rings. Thus, for both
possible ways of combining two cyclopropanes the expected strain energies are 2 X 27.5 =
55 kcal/ mol. However, for spiro[2.2]pentane and bicyclo[1.1.0]butane, the ring strains are in
the 65-66 kcal/mol range, roughly 10 kcal/mol more than expected. For these systems,
there is extra strain induced by the ring fusionevent. The effect is significantly diminished in
bicycl .1.0]pentane, and with larger systems the additivity approa  is usually effective.
In an amazing example, the strain energy of cubane (Figure 2.15) is predicted to be 6 X 26.3
=158kc:  mol, and the experimental value is ~166 kcal/ mol! It is also true that polycyclic
ring systems (if they do not contain cyclopropane and cyclobutane rings) are often very well
treated by the molecular mechanics method (see below), making an analysis of ring strain
straightforward.

Cycloalkenes and Bredt’s Rule

Incorporating an olefin into a small ring increases the strain of the system; cyclopropene,
for example, is very highly strained  gure 2.15). The effect is consistent with expectation,
in th e smaller rings enforce compressed C-C-C angles, and olefins prefer larger angles
than alkanes. As such, it should be more destabilizing to have an olefin in a ring than an acy-
clic system.
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A potpourri of strained molecules and their associated strain energies (in kcal/ mol).

When discussing such systems we automatically put the olefin in a cis geometry—that
is, trans-cyclopropene seems like a pretty unreasonable structure. But what about trans-
cyclohexene or trans-cyclopentene? The smallest cycle into which a trans olefin can be
embedded has been a subject of considerable study. It has long been known that trans-
cyclooctene is relatively stable, with a strain energy of ~16 kcal / mol. trans-Cycloheptene
has been prepared and experimentally characterized at low temperatures, and it has an esti-
mated strain energy of 27 kcal/ mol. The olefin in this structure is substantially distorted, as
indicated in Figure 2.16.

A related issue is whether it is possible to incorporate an olefin at the bridgehead posi-
tion of a bicyclic system. Extensive investigations have shown that there are substantial lim-

Figure 2.16

Two views of a calculated structure for trans-cycloheptene. The view

on the left, sighting directly down the C=Cbond, shows the substantial
twisting in the carbon framework. Note, however, that the olefin is

not only twisted; a significant amount of pyramidalization occurs, as
indicated by the structure on the right. The extent of pyramidalization is
indicated by the three valence angles. At a planar center, these three will
sum to 360°, which is clearly not the case here.
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its to such efforts. Bredt’s rule was an attempt to rationalize which bicyclic systems could
tolerate a bridgehead olefin. Bredt’s rule considered bicyclo[a.b.clalkanes, and focused on
the minimal value of S = 4 + b + ¢ that allowed a bridgehead olefin. Early work suggested
S = 9 was thelimit, but this limit was then dropped to 8 and then to 7. However, it was even-
tually realized that better predictions could be made by simply considering the size of the
ring that contains the trans olefin. A series of bridgehead olefins is shown in Figure 2.15, and
it can be seen that a bridgehead olefin mustbe trans in one ring of a bicyclicsystem. To a good
approximation, the stability of the bridgehead olefin follows the pattern for the simpler
trans cyclic olefins. Systems in which the olefin can be trans in an eight-membered ring are
less strained than those in a seven-membered ring and so on. There is variation, but the ba-
sic trend holds. Although the analysis has changed somewhat, olefins that are especially
strained because they are at a bridgehead position are still referred to as anti-Bredt olefins.
Comparable studies of cycloalkynes  ave been made. The results are similar: cyclooctyne is
the smallest isolable system, but even cyclopentyne as been trapped as a transient inter-
mediate.

Summary of Conformational Analysis and Its Connection to Strain

Structural distortions give rise to strains within molecules, all of which are manifest in
weaker bonds. The strains arise from both static and dynamic processes. For example, the
ring strain of cyclopropane cannot be relieved by any dynamic motion, and is therefore
static. Similarly, strains such as are inherent in anti-Bredt olefins and fused small rings are
static, and are not relieved by any particular conformational change. Yet, for cyclobutane a
small pucker arises that alleviates some of the strain. In contrast, for linear butane, the all
staggered form has no strain, and strain is only introduced during a dynamic process, that of
bond rotation. Simila , cyclohexane is also not strained. Yet ring interconversion motions
have higher barriers in cyclohexane because significant strain is introduced during the cou-
pled torsions that lead to ring flipping. All these examples show that some strains are in-
herent in a structure, and cannot be relieved by a molecular motion, v  ile others are only
partially relieved by a conformational change. On the other hand, some molecules are not
strained, and strain 01 - arises during a conformational change. These lessons from organic
chemistry are applicable to any other field of chemistry—organometallic, inorganic, bio-
chemistry, and polymer chemistry.

2.4 Electronic Effects

Thus far, our analysis of structure an  2nergetics has been focused primarily on saturated
hydrocarbons and simple olefins, where steric clashes and angle constraints imposed by
ring systems dominate both structure and energetics. Withthatasaf ndation, we can now
consider more complex systems involving unsaturated groups and heteroatoms. We will fo-
cus on both stabilizing and destabilizing interactions involving such groups, and we will
discuss some conformational biases associated with them. Along with steric interactions,
we will need to invoke orbital mixing arguments to rationalize many observations.

2.4.1 Interactions Involving m Systems

Substitution on Alkenes

We have already seen that there is a steric strain in cis olefins relative to trans, resi  ing
in corrections to the group increments for olefins. There are also stabilizing effects associated
with increased substitution of the alkene by alkyl groups. Recall from introductory organic
chemistry that increased substitution on an alkene leads to a stabilization of one alkene
relative to another. One way to gauge the stability of an olefin is to evaluate its heat of hy-
drogenation (AHy,,4°). This AH® is for Eq. 2.24, the reaction of an olefin with H, to produce
the analogous alkane, and this reaction is usually quite exothermic. A typical example—
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Figure 2.17

Heat of hydrogenation values (AH®) for several alkenes. The effect of alkyl substitution is evident. Also, the
stability of trans double bonds remains relatively constant, but significant destabilization of the cis alkenes
is seen as the R group size increases. Derived from data in Turner, R. B., Jarrett, A.D., Goebel, P., and Mallon,
B.]. “Heats of Hydrogenation. IX. Cyclic Acetylenes and Some Miscellaneous Olefins.” J. Am. Chem. Soc. 95,
790 (1973).

trans-2-butene—is shown, and for most conventional olefins AHy,4° is near the —27.75 kcal /
mol value shown.

trans-2-Butene + H, Butane

AH® —2.58 0 —— 3037 (Eq.2.24)

AH® = AHj}, 4" = =27.75 keal /mol

Figure 2.17 shows a collection of heats of hydrogenation for various substituted olefins.
The stabilization due to alkyl substitution is evident. This stabilization is a sizeable effect,
such that cis-2-butene is more stable than propene, despite the adverse steric interaction. The
tetrasubstituted olefin is less stable than the trisubstituted, but less so than expected given
the destabilizing cis interactions. One way to rationalize the stabilization of olefins by alkyl
substitution is an orbital mixing phenomenon of the sort we invoked for propene in Chapter
1. There is some mixing of a filled w(CHs,) orbital with the 7* orbital, resulting in the LUMO
shown in the margin. This is a filled—empty mixing, and so it must be stabilizing. The contri-
bution of the m(CHj,) orbital here is much smaller than in the HOMO of propene (Figure
1.18), in a clear manifestation of the energy gap law. The olefin w* MO is higher in energy
than the m MO, and so the energy gap to the w(CH,) orbital is greater and the mixing is less.

Figure 2.17 also shows several cis-trans comparisons. As the alkyl group increases in
size, the energy difference increases. With two t-butyl groups on an olefin, the cis—trans dif-
ference is 10 kcal / mol. Because of these trends, the simple cis alkene group increment of Ta-
ble 2.11 must be used with caution.

Conformations of Substituted Alkenes

The most obvious conformational effect in alkenes is that they are planar. The planarity
is a contra-steric effect that derives from the geometry of the m bond. Here, all the groups

LUMO of propene
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HH HH

Preferred conformation
of 3-pentanone

around the alkene, including the alkene carbons, are coplanar. However, simple substituted
m systems have additional conformational features to consider. For example, propene shows
a 2 kcal/mol preference for the eclipsed over the staggered form (Eq. 2.25), with the stag-
gered form being the transition state for rotation.

H\H Y, “\\\\H H%H .\\\\\H
c”  WH H—C¥  WH
H/ \H \H (Eq 2.25)
Eclipsed (preferred) Staggered

The origin of the preference for eclipsed over the staggered is subtle. As just discussed
above, in Chapter 1 we showed how a m(CH,) orbital will mix with the classical olefin  or-
bital to give the HOMO shown in Figure 1.18. To first order, this interaction is the same for
the eclipsed and staggered forms. However, there is a secondary interaction between C1 and
C3 that can discriminate between the two conformers. This interaction, shown below, can
only occur for the staggered form, and it is necessarily out of phase and is thus destabilizing.
This destabilization of the staggered form has been put forth as the cause of the conforma-
tional preference in propene. In 1-butene, the eclipsed form is still preferred, and surpris-
ingly there is a slight preference for the methyl group to be in the same plane as the alkene.

arse
ction

Secondary orbital interaction in propene

A similar bias is seen in carbonyl compounds. Acetaldehyde shows a 1.0 kcal / mol pref-
erence for the eclipse form over the <taggered (Eq. 2.26), with the latter again being a tran-
sition state for rotation. In propani e conformation having the methyl group eclipsed
with the carbonyl (Eq. 2.27) is preferred by ~1 kcal /mol. Similarly, for 2-butanone and even
3-pentanone, the conformations with the methyls eclipsed with the carbonyl are preferred.
[t is generally accepted that electronic interactions are controlling these preferences, but the
effects are subtle.

H\H/,,h o H/, o
v a e
C H—C
H/ Sy S, (Eqg. 2.26)
Eclipsed (preferred) Staggered
H H,, H Ho,
N0 = N 0 (Eq.2.27)
/Wy /cH ‘
CH,4 H 3
Preferred

The 1-methylallyl cation displays an interesting conformational effect that is similar to
those discussed above, and is another nice example of how the group orbitals given in Chap-
ter 1 are useful. As shown in Figure 2.18, the structure with the methyl “in” (s-cis) is less sta-
ble than the one with the methyl “out” (s-trans), the energy difference being a surprisingly
large 57 kcal/mol. One way to rationalize this effect is to examine the HOMO of the ion,
shown in Figure 2.18. This orbital is the out-of-phase combination of a w(CHj) orbital and the
allyl HOMO. With the methyl tucked in, as in the s-cis form, there is some overlap between
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Repulsive interaction

Figure 2.18
The geometrical isomers of 1-methylallyl cation, and the HOMO of the
s-cis form.

7(CHs;) and the p orbital at C3. This overlap is necessarily out of phase and so is destabilizing
to the HOMO and the molecule. Such an interaction is absent in s-trans, thus rationalizing
the conformational preference.

Neighboring group orbitals also influence the conformations of radical cations. With
ethylene, oxidation of the w bond leads to a structure with a 25° dihedral angle. This dihedral
angleis due to a competition between residual « bonding (preferring a 0° angle) and the abil-
ity of an occupied w(CH,) group orbital to mix with and stabilize an adjacentempty p orbital
on the other CH, group (preferring a 90° dihedral angle).

Conjugation

Direct attachment of alkenes, without any intervening atoms (conjugation), leads to
7 molecular orbitals that are delocalized across all the sp* hybridized carbons (see butadiene
in Appendix A). The term conjugated isnormally associated with wbonds that are arranged
in a line or loop, such as with butadiene, o,B-unsaturated ketones, or benzene. A cross-
conjugated system is a term used to define conjugation with the m bond arranged in a
branched fashion, such as with the structures shown to the side. Either form of conjugation
leads to delocalization, which stabilizes the system. Estimates of the energetic stabilization
due to conjugation vary, depending on the reference structure. Simple analyses, such as
comparing hydrogenation energies of butadiene vs. 1-butene, neglect the stabilizing effect
of the ethyl group in 1-butene and so tend to underestimate the stabilization. Recent esti-
mates put the conjugative stabilization at 8 kcal / mol for butadiene and 9 kcal / mol for buta-
diyne. The effects are typically not as large as they are in reactive intermediates, where allylic
stabilization is worth 10-15 kcal / mol.

Conjugation favors a planar structure, and for a prototype compound such as 1,3-
butadiene, there are two choices, termed s-trans and s-cis (the s signifies geometry around a
single bond). Due to sterics, the s-trans conformation is preferred, and the barrier to inter-
conversion is near 4 kcal /mol. In fact, the s-cis is not actually present at all. It is a transition
state between conformations that are referred to as skew. In the skew conformation, the C1-
C4 repulsion is slightly relieved. This distortion from planarity is further evidence that the
conjugation in molecules such as butadiene is not an energetically strong effect.

4 H CH
N /7 IUES Soty (Eq.2.28)
s-Trans s-Cis : Skew

As with conjugated dienes, a,B-unsaturated ketones prefer planar conformations. In
propenal the s-trans conformation is strongly preferred (~5 kcal/mol, Eq. 2.29), while in
3-buten-2-one the s-trans is preferred by a factor of about three (Eq. 2.30). This preference is
reversed in 4-methyl-3-penten-2-one (Eq. 2.31), where the s-cis conformation dominates by
about a factor of three (you are asked to rationalize these trends in the Exercises at the end of
the chapter).

NO :/2

Preferred

(Eq.2.29)

Some residual & bonding

I
H; \H
Tou™
0° H—C-C—H torsion angle

“ in T{CHo)

H
"LLY
90° H-C-C—H torsion angle
H

Hlln.. @ : /
H

iy
H
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O
Y — 70 (Eq.2.30)
Preferred
= 0 P— =
Y W (Eq.2.31)

A Conformational Effect on the Material
Properties of Poly(3-Alkylthiophenes)

Polythiophene is a classic conducting organic polymer,
often used to study the mechanism of electrical conduc-
tivity (see Chapter 17 for a discussion of conducting poly-
mers). The mechanism of conduction relies upon effective
conjugation of the 7 system along the polymer and good
stacking between adjacent polymer chains. In the stan-
dard random polymerization syntheses that start with
3-alkylthiophenes as the monomers, one achieves a vari-
ety of linkages (head-to-tail, head-to-head, and tail-to-tail,
shown to the right). The head-to-head linkage creates a
steric interaction that leads to a conformation along the
polymer chain that disrupts the conjugation and would
impede stacking between adjacent polymer strands. How-
ever, a more directed synthesis can produce a polymer
that has pure head-to-tail linkages throughout. This direct
synthesis removes the adverse steric interactions that
caused twisting along the backbone, and the conductivity

Preferred

magnitude. This example shows that careful control
of conformational effects can have dramatic effects on
material properties.

S S

\ / \

R R

) S S
_Polymerize | —ﬂ\/z_sf\/
o R
S S
W/ \
R R

/ Head-to-tail

S
Head-to-head
| /Z
R

Tail-to-tail

McCullough, R.D., Tristram-Nagle, S., Williams, S. P, Lowe, R., and Jay-
araman, M. “Self-Orienting Head-to-Tail Polv(3-alkylthiophenes): New
Insights on Structure—I’roperty Relationships in Conducting Polymers.”

J. Am. Chen. Soc., 115, 4910-4911 (1993).

of thin films of this polymer is higher by a few orders of
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Aromatic species

Aromaticity

Many students are undoubtedly familiar with the Hiickel 4n + 2 rule for predicting aro-
maticity. Any hydrocarbon or heterocycle with 4n + 2 electrons in a fully conjugated cvclic
system is considered aromatic. Remember, it is the number of electrons, not the number of
atoms that defines a system as aromatic or not. An aromatic system is more stable than ex-
pected when compared to similar structures. Benzene is the paradigmaticexample of an aro-
matic system. As such, several aspects of the chemistry of benzene derivatives are consid-
ered hallmarks of aromatic character—namely, a pattern of substitution, not addition, with
electrophi]ic reagents, and an unusual resistance to oxidation.

Any 4n + 2 system is aromatic, and hence cyclopropenyl cation, cyclopentadienyl
anion, Cycloheptatrienyl cation (called tropylium ion), pyrrole, and furan are all aromatic.
They are all unusually stable, as described for cyclovropenyl cation in the following Connec-
tions highlight. Furthermore, they are all planar ke benzene. One would hope for a good
theoretical justification for aromaticity, unifying the similar character of all these com-
pounds. Indeed, aromaticity has been studied extensively with electronic structure theory
methods. But, as we discuss in Section 14.5.1, there is still significant debate as to the origin
of aromaticity. We leave a detailed presentation of the theory to that section of the book.

Aromaticity is not restricted to completely conjugated rings. There are rare cases where
the geometry of the molecule allows an orbital overlap such that the compound can be aro-
matic, although there is a saturated center somewhere in the ring. These structures are called
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homoaromatic. For example, homotropylium ion has been extensively investigated in this

regard. Furthermore, even trishomocyclopropenium ion is considered to be aromatic, al- <
though it also can be viewed as a non-classical carbocation. These structures are also con-

sidered homoconjugated, meaning that conjugation arises between atoms that are not for-
mally o bonded together (see Section 11.5.11 for an example of homoconjugation affecting
reactivity). ' ~

In some cases, a resonance structure is required to see an aromatic system. The increased
stability associated with an aromatic system is found for the structure, although the com- -~
pounds do not appear aromatic unless the resonance structure is considered. Azulene, -
which can be drawn as a cyclopentadienyl anion fused to a cycloheptatriene cation, and
cyclopropenone, which can be written as possessing a cyclopropenyl cation, are two exam-
ples (see margin).

A long standing issue in physical organic chemistry is the quantitative extent to which
benzene is stabilized by aromaticity. Thermochemical strategies have frequently been em- o
ployed for such analyses. For benzene the task is relatively straightforward. The standard
analysis is to compare the heat of hydrogenation of cyclohexene to that of benzene. One way -
to set up the analysis is to simply calculate AH® for the process of Eq. 2.32. This equation &
shows what is known as an isodesmic reaction, because the numbers and kinds of C's and Azulene
H's are equal on both sides of the equation; for example, there are 12 sp® and six sp* carbons o
on each side of the equation. Using experimental values for AH,", AH® is found to be -35.5 o o
kcal/mol, so the reaction is quite exothermic. It is generally accepted that benzene and cy- A - @
clohexane are strain free, but cyclohexene has a strain energy of 1.4 kcal/ mol, and with this
correction we conclude that the aromaticity of benzene is worth nearly 32 kcal/mol. This Cyclopropenone
thermochemical value agrees well with those determined by other approaches.

3@ — © + 2@ AH°® =-35.5 kcal/mol
(Eq.2.32)

AHP -12 19.7 -294

Homotropylium ion

Trishomocyclopropenium ion

Antiaromaticity, An Unusual Destabilizing Effect

In contrast to the stability of aromatic systems, a planar = system with 4# electrons is
generally observed to be unstable, and is called antiaromatic. The instability of such sys-
tems is quite severe, as shown with one example in the Connections highlight on the next
page. In Section 14.5.6 we will show that such systems can have biradical character, and

Cyclopropenyl Cation was found that cyclopropenyl cation has an equilibrium
yclopropeny atcy propeny N equilit

Cyclopropenyl cation is stable enough to be isolated and constant 10" more favorable than allyl cation—quite an
stored in a bottle, albeit at =20 °C. It can be prepared by astounding effect!
chloride abstraction from 3-chlorocyclopropene, as shown ‘ ®
below. The "H NMR spectrum in nitromethane solvent OR H ®

. . . — + HOR
shows a singlet at a very downfield shift: 11.2 ppm. | A A

Cl H@ .
SbCl ® © —
A _ SbCls | A +  SbCl RO = "\ * R
Generating cyclopropenyl cation Cyclopropeny! vs. allyl cation

Breslow, R., and Groves, J. T. “Cyclopropenyl Cation. Synthesis and

One can compare the reacﬁwty of cyclopropenyl cat- Characterization.” J. Am. Cheni. Soc., 92,984 (1970).

ion to allyl cation as a means of estimating the stability
imparted by aromaticity. In the following equilibrium, it |
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the range of 6 to 8 ppm. Antiaromatic systems show upfield shifts, although it is not clear
that this shiftis due to a ring current effect. The downfield shift due to aromaticity is defined
as a diamagnetic shift, while a upfield shift is known as a paramagnetic shift.

Polycyclic Aromatic Hydrocarbons

Fused benzene rings also possess the reactivity characteristics
of aromatic systems. For example, naphthalene and anthracene
undergo substitution reactions with electrophiles instead of ad-
dition reactions. Furthermore, using an analysis similar to the iso-
desmic analysis given above for benzene, one can calculate sta-
bilization energies due to aromaticity of 61 and 84 kcal/mol for OOO
naphthalene and anthracene, respectively. Not all polycyclic sys-
tems, however, are simple aromatic molecules. Phenanthrene un- Anthracene
dergoes addition upon treatment with bromine. Apparently, the
reactivity associated with aromaticity is not as evident in a ring
when the other rings in the compound can be identified as isolated
(non-fused) benzene rings.

Naphthalene

Phenanthrene

Large Annulenes

An annulene is a cyclic, fully conjugated hydrocarbon, denoted with the nomenclature
[#]annulene where 1 is the number of carbon atoms in the ring. Hence, [6]- and [8]annulene
are benzene and cyclooctatetraene, respectively. The aromaticity of these compounds has
been extensively investigated. As the ring becomes bigger, there is a lower stabilization im-
parted by conforming to the 4n + 2 rule. As a general rule, itis believed that 22 electrons ap-
proaches the limit of aromaticity, and there is no stabilization for larger aromatic systems.
An example of an intermediate case is [18]annulene. The structure is planar, and its NMR
spectrum shows a strong diamagnetic ring current indicative of aromatic character. As the
ring gets smaller, an effect analogous to transannular strain arises, which does not allow the
structure to be planar. However, if the compound is bridged, thereby removing the offend-
ing hydrogens, it can become aromatic. An example is 1,6-methano[10]annulene. Further
discussion of larger annulenes is given in Section 14.5.1.

Porphyrins

The stabilization imparted by aromaticity has been
exploited by nature in the use of the porphyrin ring sys-
tem. Shown to the right is the basic porphyrin skeleton. it's aromatic
If we exclude two nitrogens and alkenes not directly
involved in creating a fully conjugated cyclic system, we :@ @U

cansee a porphyrin as a (411 + 2) system. Extensive investi-

gations have been conducted to explore the extent of stabi-

lization imparted to these structures due to their aromatic =)

character. It is generally believed that the incorporation of
heteroatoms increases the stabilization, allowing these
large rings to have significantly more stabilization than
the analogous all-carbon annulenes.

Franck, B., and Nonn, A.“Novel Porphyrinoids for Chemistry and Medi-
cine by Biomimetic Synthesis.” Angew. Chem. Int. Ed. Eng., 34,1795 (1995).

@ Do not count the circled groups
and the system has 18 electrons—

[18]-Annulene

—\y

1,6-Methano[10]annulene
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Dioxane diaxial interaction

2.4.2 Effects of Multiple Heteroatoms

A basic tenet of organic conformational analysis is that the lessons learned from the exten-
sively studiced hydrocarbon systems will carry over more or less unperturbed to systems with heteroat-
oms. The conformational analysis of methyl ethyl ether should not be too different from that
of n-butane. However, in certain cases, when multiple heteroatoms are superimposed on a
hydrocarbon framework in close proximity, a number of novel “effects” arise, which often
stabilize otherwise unstable conformations. These effects, such as the anomeric effect and
the gauche effect, all have similar origins that can be easily understood using the bonding
models of Chapter 1. Let’s start by analyzing bond length effects.

Bond Length Effects

One simple difference in the conformations of pure hydrocarbons and heterocyclic rings
results from the fact that C-heteroatom bonds are of different lengths than C-C bonds.
Bonds to O and N are shorter, often causing increased steric strain. Bonds to S are signifi-

cantly longer.
[y R S A S S S|

(0] N-H o} S
Tetrahydropyran Piperidine 1,3-Dioxane 1,3-Dithiane

These differences are reflected in the A values for groups attached to cyclohexane an-
alogues. Tal ~ 2.16 shows a number of A values for groups attached to various positions
on heterocycles relative to cyclohexane. Note the dramatic difference between the 2- and
5-positions on 1,3-dioxane. This difference reflects the shorter C-O bond lengths, making
the 1,3-diaxial interactions more repulsive.

Table 2.16

A Valuec (A% in keal/mal) far Three (Irnnine in Particuilar Pacitinne in Hatarnrvelic Quetome

Group
| Meth 1.8 29 4.0 0.8 1.8 1.0
i-Pr 2.1 4.2 0.7 1.5 0.8
! +-Ru i ~>A48K 14 ~> 7
Orbital Effects

Recall that the introduction of electronegative elements such as F, O, and N has a general
effect of lowering the energies of all MOs to which they make a significant contribution.
Especially important are the low-lying empty MOs (often o* orbitals). In addition, hetero-
atoms introduce lone pair MOs, filled orbitals with very little bonding character that are
relatively high-lying in energy, even though they are associated with an electronegative ele-
ment. Many lone pair orbitals also tend to be relatively “localized”, presenting a large elec-
tron density at one site for orbital mixing. This combination, high-lying filled MOs and low-
lying empty MOs, is perfect for the always stabilizing two center-two electron interaction
discussed in Chapter 1.

It is useful to think of this situation as a donor-acceptor interaction. The high-lying
filled orbital donates electrons to the low-lying empty orbital, producing a stabilizing inter-
action. However, this interaction is not electron transfer nor the kind of donor-acceptor in-
teractions often discussed in excited-state phenomena (Section 3.2.4). It is simply orbital
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. == Acceptor orbital
! / (often an antibonding

Donor orbital / S orbital)
(often a lone pair) % /

mixing (see above). No charge-transfer bands are seen in UV /vis spectroscopy and no
highly polarized states are seen. It is still a “covalent” bonding situation, but there are some
special orbital mixing possibilities.

Within this framework, then, itis useful to classify the donor and acceptor capabilities of
certain kinds of groups. Useful sequences are shown in the margin.

The trends are fairly standard. Lone pairs are better donors than bonding pairs because
they are at higher energy. Amongst lone pairs two effects dominate. First, donor ability
increases as electronegativity decreases; and second, donor ability increases as you move
down a column of the periodic table. These trends are consistent with the bonding models
we developed in Chapter 1.

For acceptor MOs (these are empty ¢* orbitals), the trends are shown in the margin.
Again, electronegativity and periodic table effects are evident. Note that moving downa col-
umn of the periodic table makes a C-X bond both a better donor and a better acceptor. What
is dominating here is the polarizability of the X atom (see Section 1.1.12). Polarizability is not
explicitly treated in simple orbital mixing models, because it, by definition, involves the re-
organization of electron density (and hence of orbital shapes) that occurs in response to an
interaction. We simply have to treat such effects as an extra layer on top of the simple orbital
mixing models.

Given this information, we would predict that molecules would adopt conformations
that maximize interactions between good donor orbitals and good acceptor orbitals (i.e.,
that maximize the mixing of filled with empty orbitals). The only remaining issue is the pre-
ferred geometry of the interacting orbitals, which is a bit counterintuitive. As shown in Fig-
ure 2.19, the optimal arrangement places the donor orbital anti to the C—X bond that is acting as the
acceptor. The reason for this arrangement is the unique nodal character of a ¢ orbital. Figure
2.19 shows the interaction of a generic lone pair donor with a ¢* orbital, the latter modeled

Lone pair orbital ﬂ

rbital

Syn

Figure 2.19

Preferred geometry for the interaction of a donor (shown as a lone pair)
with anacceptor ¢ orbital. The o™ orbital is modeled after the LUMO of
CH,Cl, shown at the bottom.

Donors

Lone pairs > bonding pairs
Cor>N>0:(p) > O:sp*>>F:
I:>Br: >Cl: > F:
C-H>N-H > O-H > F-H
C-Cl>C-C>C-H>C-F
C-I1>C-Br>C-Cl > C-F
C-S>(C-C>C-N>(C-0

Acceptors
C-F>(C-0>C-N>C-C
C-I>CBr>C-Cl »CF
C-S$>C-0

C-P>C-N
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after the LUMO of CH,Cl. There is considerable o™ orbital density on the backside of the car-
bon, and the interaction of this density with the lone pair orbital is more extensive in the anti
arrangement. Also, while it is difficult to portray in the picture, detailed orbital analyses re-
veal that the syn orientation experiences both favorable and unfavorable interactions. The
net effect is that the anti arrangement is preferred. We are now ready to predict molecular
shapes.

We begin with a simple system that very nicely illustrates the key principles. Consider
(fluoromethyl)amine, FCH,NH.. As shown in Eq. 2.35, this system is perfectly set up for a
donor-acceptor interaction. The preferred conformation puts the nitrogen lone pair (donor)
anti to the C-F bond, optimizing the donor-acceptor interaction. This is really an optimal
case, and the conformational preference is substantial.

H o H H
_ _ (Eq. 2.35)
H““} F
F H H

Another simple system is 1,2-di  10roethane, in which the conformation with the fluo-
rines gauche is preferred over the anti by 1.8 kcal/ mol, in what would appear to be contrary
to conventional steric arguments (Eq. 2.36). Donor-acceptor analysis explains the result.
Aligning the fluorines anti places a poor donor (C-F bond) anti to a good acceptor (C-F
bond). However, having the fluorines gauche places the two good acceptor bonds (C-F) anti
to C—H bonds (Eq. 2.37). While C-H bonds are not especially strong donors, they are better
donors an C-Fbonds, and so the gauche conformation is preferred. In this case a favorable
orbital interaction stabilizes what would otherwise be a strained structure.

F H
\\\\H g
_ o (Eq.2.36)
mn H F
F
N H H
| — (Eq.2.37)
H” H H
F

A classic example of donor-acceptor interactions is seen in hydrogen peroxide, which
also introduces an additional effect that can arise when several polar bonds are present in a
molecule. In H,O,, solely steric arguments predict that the preferred conformation should
have an H-O-O-H dihedral angle of 180°. This stericargumentis augmented by a second ef-
fect. In the anti conformation the two large O-Hbond dipoles are aligned anti to one another,
often a significantly stabilizing effect. However, the anti conformer is opposed by donor-
acceptor effects (see structures below).

The O-H bond is an excellent acceptor, and the best donor is an O lone pair. We know
that such an oxygen has two types of lone pairs, a o(out)-type orbital that is roughly an sp?
hybrid and a pure p orbital (see Section 1.3.3, and water in Appendix 3). The p-type lone pair
is] sherinenergy, and soby the energy gap law we expect it to mix with the acceptor orbital.
As shown below, this mixing would favor a 90° dihedral angle. The final geometry reflects a
compromise among the various interactions, producing a dihedral angle of ~120°. A similar
effect might be expected for S-S bonds, and as the following Connections highlight shows,
the preferred angle is 90°.

H H
- Q
H
Steric preference Donor-acceptor Compromise

preference
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The conformational preferences of dialkyl disulfides are
similar to those of hydrogen peroxide. The dihedral angle

perhaps because the dipole effect is smaller (Sis less elec-
tronegative than O). Disulfides are common components
of protein structures, formed by linking the sidechains of
the amino acid cysteine. Invariably, such disulfide link- 1 N %

gauche butane, a gauche disulfide is chiral, and so exists
in two enantiomeric forms. In the context of a protein,
which is always chiral, the two disulfide gauche forms

of a simple disulfdide

ages in proteins are approximately gauche. Just like S—§ — ‘5—sg

The two enantiomeric forms

R

4

Protein Disulfide Linkages are now diastereomeric rather than enantiomeric (see
Chapter 6 for definitions). Thus, any protein that has a
single disulfide can exist in two diastereomeric forms,
is ~90° in a typical molecule such as dimethyl disulfide, differing in the geometry around the C-5-5-Cbond.

If there are n disulfides, 2" diastereomers are expected
(assuming there is no global symmetry in the protein).

A particularly important conformational phenomenon that can be explained using the
types of arguments developed here is the anomeric effect of carbohydrate chemistry. The
anomeric effect can be defined as a contrasteric bias toward the axial («) glycosidic linkage at
the acetal carbon over the equatorial (B). This preference results from aligning the exocyclic
C-Obond anti to a lone pair of the oxygen in the ring (see below). Such conformational pref-
erences are extremely important in carbohydrate chemistry, so much so that the central car-
bon involved (C1 of a sugar) is often referred to as the anomeric carbon. Since the formation
of such acetals and ketals is generally reversible, it is a simple matter to equilibrate axial and
equatorial groups at anomeric centers and directly determine which is the more stable form
without resorting to calorimetry or other more complicated procedures.

o0®
; O Introduces
iy 3\ polarization

5°0oR

Anomeric effect

Figure 2.20 shows four examples of the anomeric effect. In each case, the large group on
the anomeric carbon of the pyranoside prefers the axial position. The magnitude of the pref-
erence depends upon the group and the substituents on the ring. However, it is also influ-
enced by the polarity of the solvent. For the third entry in Figure 2.20, the axial preference is
larger in carbon tetrachloride than in acetonitrile. One might have expected the donor-
acceptor interaction to be enhanced in the more polar solvent due to the polarization im-
plied by the effect (see above). However, the opposite is found. The preferred conformation
of the spirocycle shown as the last entry of Figure 2.20 is the one where each C-O bond is
antiperiplanar to an oxygen lone pair orbital.

The simple model developed here provides a convenient way to explain and predict
variations in structure seen in more complex systems. There is, however, some controversy
concerning the anomeric effect. While most chemists accept that a donor-acceptor interac-
tion of the kind shown above exists, there are clearly other factors. For example, an axial ar-
rangement of the exocyclic C-Obond cancels dipoles, a potentially favorable effect. Such an
effect is expected to be most important in low polarity solvents, perhaps explaining the sol-
vent effect shown as the third entry of Figure 2.20.

Because of their common physical origin, the various donor-acceptor effects discussed
here have been collectively called the gauche effect. The best conformation of a molecule
has the maximum number of gauche interactions between adjacent lone pairs and / or polar

=

Dipole cancellation

ur

123



124

CHAPTER 2:

STRAIN AND STABILITY

AcO 15 AcO
AcO Q AcO O\
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ICH,

OCH,
Koq = 3.41n CCly
Keq = 1.8 in CHiCN

> s ]
e S

Both oxygens axial
is the preferred conformation

Figure 2.20

Top: Three glycosidic systems for which the large group prefers the axial position. Bonner, W. A.

“The Acid-Catalyz¢ Anomerization of the p-Glucose Penta Acetates. A Kinetic Thermodynamic and
Mechanistic Study.” J. Am. Chem. Soc. 73, 2659 (1951). Anderson, C. B., and Sepp, D. T. “Conformation and
the Anomeric Effect in 2-Halotetrahydropyrans.”/. Org. Chem. 32, 607 (1967). Eliel, E. L., and Giza, C. A.
“Conformational Analysis. XVIIIL 2-Alkoxy- and 2-Alkylthiotetrahydropyrans and 2-Alkoxy-1,3-
Dioxanes. Anomeric Effect.” . Org. Chem. 33, 3754 (1968). Bottom: Another example of a strong
conformational bias introduced by the anomeric effect.

bonds. Thus, in FCH,CH,F the polar bonds are gauche, and in a peroxide or a hydrazine
(R;NNR,) the lone pairs are gauche. It is called the gauche effect, but its origin is the prefer-
ence for having lone pairs anti to acceptor ¢* orbitals, rather than anti to one another.

An argument based upon an analysis of the relative orientation (stereochemistry) of or-
bitals is called a stereoelectronic effect. The placement of a lone pair orbital antiperiplanar
to a polarized acceptor bond is just our first example. We will see stereoelectronic effects on
reactivity in several places in this book.

Now that we have examined organic conformational analysis and various effects that
lead to strain and stability, let’s look at some structures where chemists have put these no-
tions to the test.

2.5 Highly-Strained Molecules

One of the fundamental goals of physical organic chemistry has been to establish the limits
of our models for structure and energetics. How long can a C-C bond be? How much angle
strain can a molecule tolerate? How crowded can a structure be? Such questions have de-
fined many brilliant research efforts and have produced a fantastic array of bizarre and won-
derful structures. Here we present a collection of representative highly-strained molecules,
with an emphasis on the structural concepts that are being tested.

2.5.1 Long Bonds and Large Angles

Typical C-Cbond lengths were noted in Chapter 1, and while there is considerable vari-
ation, a C-C bond < 1.59 A is not considered exceptional. Many compounds with bonds >
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Simple structures in which excessive steric crowding leads to long bor
and/or expanded angles.

1.6 A are now known, the primary strategy being to increase the steric demands around the
bond (Figure 2.21). It is generally true that a long bond is a weak bond, and indeed many
structures with long C~C bonds are thermally labile.

Several hexasubstituted ethanes with very long central bonds are known. For example,
the diphenyltetrakis(n-butyl)ethane of Figure 2.21 has a central bond of 1.64 A. A prototype
of this family is hexaphenylethane. We discussed in Section 2.2.2 the fact that the triphenyl-
methyl radical does not dimerize to hexaphenylethane, but instead makes the unsymmetri-
cal dimer of Eq. 2.13. Finally, in 1986 a true hexaphenylethane was observed and structurally
characterized. It has a very long C-C bond of 1.67 A [Figure 2.21, where Ar = 2,6-di(t-
butyl)phenyl].

Steric repulsions also provide the primary strategy for creating expanded C-C-C
angles, and we mentioned this briefly in Chapter 1. Even a simple molecule like di(t-
butyl)methane has a greatly expanded central angle (Figure 2.21). In such a structure itis in-
teresting to consider whether sp? is really the relevant hybridization for the central carbon
(recall the variable hybridization discussion of Chapter 1). Certainly, with an angle of 128°,
the bonding must be different from that of a typical CH..

2.5.2 Small Rings

Deviations of bond angles in the opposite sense—values much smaller than 109.5°—are
routinely seen in small-ring compounds. We’ve seen that cyclopropane is highly strained for
such a small molecule, and fusion of two rings to produce bicyclo[1.1.0jbutane leads to ~65
kcal/ mol of strain (Figure 2.15). The ultimate concatenation of cvclopropane rings is tetrahe-
drane, with an estimated strain energy of 140 kcal/mol. After decades of effort from many
groups, Maier succeeded in synthesizing the tetra(t-butyl) derivative of this structure. Re-
markably, this molecule is completely stable at room temperature.

t-Bu
4> t-Bu ’4>\ t-Bu A
t-Bu

Tetrahedrane [1.1.1] Propellane

Another surprising observation is the considerable stability of [1.1.1]propellane, first
synthesized by Wiberg in 1982. Along with cubane (another very strained but very persis-
tent molecule synthesized by Eaton in 1964), [1.1.1]propellane and tetra(t-butyl)tetrahe-
drane illustrate an important concept. Typically, we expect a very strained molecule to be
“unstable” or “reactive”—requiring very low temperatures or special conditions for charac-
terization—and this is usually the case. However, simply having a very large amount of
strain does not guarantee that a molecule will be reactive. The molecule must have a kinet-
ically viable path to release the strain. The molecules are unstable, but persistent. Alterna-
tively, we say the molecules are thermodynamically unstable, but kinetically stable.
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From Strained Molecules to Molecular Rods

A major goal of modern materials chemistry is the devel-
opment of molecular-scale analogues of the gates and
switches that comprise modern computer chips and elec-
tronic devices—so-called molecular electronics or molec-
ular devices. For this dream to succeed, basic structural
building blocks that allow precise arrangements and posi-
tioning of molecular structures will be useful. The finding
that [1.1.1]propellane was stable, and in fact readily syn-
thesized in relatively large quantities, surprised the entire
organic chemistry community. The unusual bonding in
this structure suggested novel reactivity patterns, and
indeed that has beenfound tc > true. Under a variety of
conditions, the central bond breaks and C-C bonds are
formed between bridgehead carbons of separate pro-
pellanes. Michl and others have shown that this process
can be controlled to produce rigid linear structures termed
staffanes. Such structures could be one component of

Rir

a collection of “molecular Tinker Toys™’ that may prove
useful in rationally building molecular-scale devices.

} X=Y e

X

Y

Staffanes

Mazieres, S, Raymond, M. K., Raabe, G, Prodi, A., and Michl, J.
“|2]Staffane Rod as a Molecular Rack for Unraveling Conformer Proper-
ties: Proposed Singlet Excitation Localization Isomerism in anti,anti,anti-

‘ Hexasilanes.” J. Ani. Chiem. Soc., 119, 6682-6683 (1997).

For example, in cubane, homolysis of a C—C bond releases only a fraction of the total
strain of the molecule and produces a biradical that has nowhere else to go (Eq. 2.38). The
two newly formed radicals are trapped in an arrangement in which they are simply staring
at each other—the most sensible reaction is reforming the broken bond. A concerted pericy-
clic process (Eq. 2.39) that might rearrange several bonds and thereby release much more
strain, is forbidden by the orbital symmetry rules (see Chapter 15). However, if given a path-
way, we might expect cubane to react very violently (see the Connections highlight below).
The interplay between kinetics and thermodynamics is a recurring theme in all of chemistry,
an twillbediscussed in greater detail in Part IT of this text.

Cubane Explosives?

We noted above that cubane has astrain energy of roughly
166 kcal /mol, but the structure is quite persistent. Rapid
decomposition of cubane might be expected to release a
great deal of energy, and when this release of energy is cou-
pled with the fact that cubane has a higher density as a
solid than almost any other hydrocarbon, the potential

for cubane-based explosives and/ or propellants is clear.
Most organic explosives contain a number of nitro groups,
including compounds such as TNT, RDX, HMX, and
CL-20, which is perhaps the most powerful non-nuclear
explosive known. For such structures, combustion leads
to the release of a great deal of energy and a number of
small volatile molecules, such as CO, and N, enhancing
the explosive power. Imagine, then, the potential energy

L=/
s = (Eq-2.39)
A

stored in a molecule such as octanitrocubane, with its

high density, huge strain, and very large NO,/ carbon
ratio. This compound would be a potent material, and it
has been the object of long-standing (and careful!) syn-
thetic efforts. In 2000, Eaton and co-workers succeeded in
making this remarkable structure. Meeting the synthetic
challengeled to a new challenge. 1t turns out that octanitro-
cubane did not crystallize with quite the high density that
theory predicted. So, now the quest is to find the alterna-
tive crystal form that will have the desired high density.

Eaton, I’ E. “Cubanes: Starting Materials for the Chemistry of the 1990s
and the New Century.” Angew. Chem. Int. Ed. Eng., 31, 1421-1436 (1992).
Zhang, M.-X,, Eaton, I’ E., and Gilardi, R. "Hepta- and Octanitrocubanes.”
Angew. Chem. Int. Ed. Eng., 39, 401-404 (2000).
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2.5.3 Very Large Rotation Barriers

Along with very strained molecules, a related goal has been the development of struc-
tures in which severe steric interactions are presentin the transition state for a C—C rotation,
but not (or much less so) in the ground state. This steric interference would produce very
large rotation barriers. In some cases, E,, is so large that different conformers can be sepa-
rated and remain stable at room temperature (such structures are termed atropisomers—see
Chapter 6).

Again, steric bulk is the primary strategy, and quite substantial barriers can be achieved
using just this strategy. A more clever approach uses the unique shape of structures such as
triptycene to point substituents directly along the C—C bond and force a gearing-type inter-
action that can lead to very large bond rotation barriers. A spectacular example is the di-
methylbitriptycyl derivative in Figure 2.22, with E,,, > 54 kcal / mol! With this strategy even
hindered rotation around a C—-C=C-C bond can be seen, as the ditriptycene acetylene of
Figure 2.22 gives a rotation barrier of 15 kcal/ mol. Furthermore, if the hindered bond rota-
tion can be coupled to another motion, one can envision controlled “gearing”, as described
in the next Going Deeper highlight.

X v X Y Rotation barrier
. SaY H H 3.0
XYy . H CH, 4.8
X Y CH,4 CH, 8.6

CH,Cl  — 16
C(CHg,CN — 37
, H,C \Br
h Q L 16

BrVe N
Br CHg

~

Figure 2.22
A triptycene derivative Structures with very large rotation barriers.
Values are in kcal / mol.

Rotation barrier >b4 15
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2.6.1 The Molecular Mechanics Model

The fundamental concept of molecular mechanics is embodied in Eq. 2.40. That is, the
total energy of a system can be represented as a sum of individual energies, one related to
bond stretching, one for angle bending, one for torsional effects, one for nonbonded interac-
tions, and perhaps many more. Itis important to appreciate from the start that there is no theo-
retical justification for this model. If we look at the quantum mechanics of molecular structure,
as embodied by the Schridinger equation (Chapter 14), there is no “bond stretching” term.
Molecular mechanics is completely and solely justified on empirical grounds—it is valid
only to the extent that it works. Hence, the term empirical force field is sometimes used as a
more realistic synonym for molecular mechanics. We will return to this point below after we
define some terms.

Ehond + Ezmglc + E

E + E, + E, + E + ..

r

+ Enonbond + .

tot = torsion

(Eq.2.40)

Il

We begin by defining the individual terms of the equation for E,, as well as presenting
some discussion of the nature of the various parameters. The total energy, E, produced by
a molecular mechanics calculation is also referred to as the steric energy. Itis not to be con-
fused with strain energy, a very different quantity, as we will elaborate below.

The individual terms in Eq. 2.40 can each be viewed as a potential function, and they
have the same mathematical forms as those for stretches, bends, and torsions that we dis-
cussed earlier in this chapter. It is important to remember, however, that the parameters used
in the equations that describe the real degrees of freedom of molecules do not necessarily
have any relation to the parameters used in the equations of the molecular mechanics
method. Moreover, whereas the potential surfaces that describe the vibrational degrees of
freedom in molecules derive from the forces that hold the atoms together, the potential func-
tions in molecular mechanics are derived simply to get the right answer.

Bond Stretching

The standard equation for bond stretching is Eq. 2.41, where r is the length of the bond
being evaluated, k, is analogous to a force constant, and r, is the “natural” bond length.

k 5
E = g (r=r,)” (Eq.2.41)

2

This equation is a classical Hooke’s law potential function, and the plot of E, vs. r (Figure
2.23) is the parabola found for the harmonic oscillator (see the Going Deeper highlight en-
titled “Probability of Finding Atoms at Particular Separations” on page 75). Note that k,
and r, are parameters—they are obtained by a fitting process described in more detail below.
They are not “experimental” force constants or bond lengths of any sort. They are parame-
ters that have the form of a force constant and a length. For example, in the popular MM3
force field, r, for a C—Csingle bond is 1.5247 A—notatallastandard C-Cbond length (recall
Table 1.4).

We need a pair of parameters (k, and r,)) for each type of bond in a molecule. That is, C-C
single bonds have one such pair, C-C double bonds have another, C-H bonds have another,
C-0 another, etc. Every type of bond in a molecule has its own set of parameters. It is not the
case thatevery bond in a molecule has its own set of parameters. In some force fields (we will
call a particular implementation of the molecular mechanics method a force field), further
distinctions are made. For example, a RCH,—CH,R bond might have a different parameter
pair than a RCH,—~CHR, bond. Almost all modern force fields would differentiate between
single bonds that are C(sp*)-C(sp?) (as in toluene) vs. C(sp*)-C(sp?) (as in an alkane). This dif-
ferentiation can greatly increase the number of parameters.

We know from experiment that a Hooke's law function is a poor representation of a real
covalent bond. The actual potential surface is something more like a Morse potential (Figure
2.2). When r is fairly close to r,, a parabola is a good approximation of a Morse potential.

Figure 2.23

Hooke’s law (parabola; black)
vs. a Morse potential (color;
see also Figure 2.2) to describe
abond stretching interaction.
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However, at greater values of r—when a bond is stretched—the approximation is quite poor.
For this reason, many force fields ad 1 cubic term to the stretching potential function (Eq.
2.42).

k
Er = TI (r- ro)z + kr/ (r- 70)3 (Eq 2.42)

This expansion introduces another parameter (k,'), but it does improve the force field.
For the highest possible precision in calculations of organic molecules, such additional
terms are usually included. However, in a force field for proteins or nucleic acids (see be-
low), structures that rarely deviate substantially from standard bonding parameters, cubic
terms are often unnecessary.

Angle Bending

A similar equation holds for angle bending (Eq. 2.43), where 6 is the value of the angle
being evaluated, kq is analogous to a force constant, and 8, is the “natural” bond angle.

Ey = —(6-6,)° (Eq.2.43)

N|>“

Again, there is a pair of parameters for each kind of angle. As with bond stretching, this
parabolic-type function is often not optimal, and so a cubic term is added (Eq. 2.44).

ke

E() = .2— (e - 60)2 + k()' (e - 9(7)3 (Eq 244)

Torsion

The simplest form for a torsional potential function is Eq. 2.45, where nnis the fc  edness
of the barrier, and B = =1. If B = +1, then the staggered form of the bond is preferred,
whereasif B = -1, the eclipsed form of the bond is preferred.

k
E, = —23 [B + cos(nd)] (Eq.2.45)

When do we ever want B = -1? We want it for C—C double bonds, as in ethylene or ben-
zene! Remember, molecular mechanics knows nothing about wbonds or molecular orbitals.
We have to explicitly tell it that a double bond wants to be planar (i.e., eclipsed with a two-
fold barrier). Again, every particular torsion type has its own set of parameters.

More modern force fields have found that an expanded torsional equation is beneficial
(Eq.2.46).

E, =V [B+coso] + V, [B + cos(29)] + V5 [B + cos(3¢)] (Eq. 2.46)

That is, each torsion is treated as having one-fold, two-fold, and three-fold components. The
subtleties for more complicated systems can be better treated in this way. For example, in-
specting the torsional itinerary for butane (Figure 2.6) shows that it is not a perfect three-fold
system, as ethane is. One way to accommodate the deviations is to add non-three-fold terms.
This addition introduces still more parameters.

Nonbonded Interactions

Generally the most important component of any molecular mechanics force field is the
nonbonding potential function. The traditional form is the Lennard—Jones “6-12" potential
(Eq. 2.47), where £ and r* are parameters that depend on the identities of the two interacting
atoms and r is the distance between the atoms.
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En=¢€ (Eq.2.47)

S\12 6
-1

Whenr = r*, E,, = 0. When r > r*, E;, goes slightly negative for a while—that is, there is
anonbonded attraction rather than a repulsion. This attraction is illustrated in Figure 2.24.
This subtle feature can often be quite important. The parameter r* is a cutoff distance, inside
which a nonbonded interaction becomes repulsive. But what is the nature of £? It is a param-
eter that defines the “hardness” of a nonbonding interaction. A large value of £ implies the
energy goes up steeply as r becomes less than r*—the interaction is “hard”. A smaller value
of € gives a less steep rise and a “softer” interaction. This distinction is illustrated in Figure
2.24. Table 2.17 shows nonbonding parameters for one particular force field. As we would
expect, r* increases in the order HeeeH < He 0 o C < Ceo 0 o C. What is less obvious is why
this particular force field makes a Ce » « C interaction much harder than an He e e H interac-
tion, with He e e C softer still. Apparently, this particular combination gives the best fit to ex-
perimental data. The message again is that the parameters of a molecular mechanics force
field are just that—parameters. They do not necessarily reflect any kind of experimental
reality.

Table 2.17
Selected Nonbonding Parameters
From a Particular Force Field

lVOnDOnﬂlng Pall' r° \A) & u—\rbltrary units)
HeeeH 3.20 2.8
HeeooC 3.35 2.1
Ceee(” 3 RR 66

Cross Termns

For hydrocarbons and simple organics, the force field we have defined so far is often suf-
ficient. However, some force fields also include “cross terms”. For example, a stretch-bend
term couples bond lengthening with angle bending. It could, for example, make it easier to
stretch abond if the bond is also involved in a distorted angle. Such terms usually make only
small contributions to the total energy.

Electrostatic Interactions

In polar molecules, including proteins and nucleic acids, coulombic interactions be-
tween charged groups and/or partial charges on atoms can become quite significant. Cou-
lombic interactions are treated by an equation of the form Eq. 2.48, where g, = the charge on
atom i (usually a partial charge), € = the dielectric constant of the medium, r; = distance be-
tween atoms i and j, and N = the number of atoms. This equation is simply Coulomb’s law.
Again, the charges are parameters that are specific to each particularkind of atom. One of the
biggest challenges of the molecular mechanics method is to obtain the optimal set of charges.

N N q[]

Eaee= 2, 2,

j=1i>] ’111

(Eq. 2.48)

Hydrogen Bonding

In some force fields hydrogen bonding is handled simply by the electrostatic term just
introduced. In others, there is an explicit equation for hydrogen bonds. One form for such an
equationis Eq. 2.49.

‘\’H \H D
Erp= 2 E( e ,/_) (Eq.2.49)

j=li>]

Figure2.24

The Lennard-Jones “A-12"
potential function, w
examples of both a hard
and a soft potential.
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Thise ationisaderivative of aLennard—Jones potential function. In this equation N, is the
number of hydrogen bonds, while C and D are parameters depending on the type of hydro-
genbond. In this approach we have to explicitly define all the hydrogen bonds in advance so
this equation can be applied to them. When the simple electrostatic approach is used, hydro-
gen bonds need not be defined explicitly.

The Parameterization

Two things define a particular force field—the set of potential functions and the values
of the parameters. The options in the first case are, for example, whether to include cubic
terms in bond stretching or angle bending; whether to use the torsional equation with one-,
two-, and three-fold terms; how to handle electrostatics and hydrogen bonding; etc. Once
these decisions are made, it remains to determine values for all the parameters included in
the various equations. There will be scores if not hundreds of such parameters for a moder-
ately complete force field. Among the most widely used force fields are MM#, where #f = 1,
2, and 3 delineates a version of the molecular mechanics (MM) parameters developed by Al-
linger and co-workers. Others are AMBER, CHARMM, and UFF (universal force field), the
latter including a treatment for molecules possessing main group elements.

Where do the parameters come from? Fundamentally, they result from a fitting proce-
dure, in which many ty pes of experimental data are used. Structural information is crucial.
There is a large database of experimentally determined structures for organic molecules,
and a good force field should be able to reproduce them. So, parameters are adjusted to
properly reproduce experimental structures.

However, energies are justas crucial, and these are sometimes harder to come by. For hy-
drocarbons and simpler organics, there is a large database of heats of formation, and, hence,
strain energies, and these are valuable in parameterization. Other energies include rotation
barriers and conformational differences. A competent force field should reproduce the bu-
tane torsional profile of Figure 2.6, and should obtain the A values for many cyclohexane
substituents. Due to the similarity to real molecular vibrational modes, IR vibrations should
be a valuable source for a force field, but in practice few modern force ficlds use them in their
parameterization.

The value of a force field is directly proportional to the quality of its parameterization,
and that in turn depends completely on the quantity and quality of experimental structural
and energetic data that are available. Thus, good force fields for hydrocarbons exist because
there is a wealth of experimental data on such systems. Another issue is that the factors that
determine structure and energetics in hydrocarbons are fairly simple, in part because the
electrostatic and hydrogen bonding terms are not very r¢  vant. As structures become more
complex, with more and more polar groups, parameterization becomes more difficult.

A recentboon to force field development has been the success of modern, ab initio quan-
tum mechanical methods in predicting the properties of molecules (see Chapter 14 for a
thorough description of these methods). These computational methods can now provide
reliable data on small prototype systems for which experimental data are unavailable, and
then force fields can be developed based on the quantum mechanical calculations. This is
a valuable approach, but it is limited in that many interesting systems are too large to be
treated by the quantum mechanical methods.

Heat of Formation and Strain Energy

Afterall the parametersare obtained, we cannow do a molecular mechanics calculation.
What is the result? A structure for the molecule is obtained by minimizing the total energy.
This is a straightforward task in principle. Since Eq. 2.40 constitutes an analytical expression
relating energy and geometry, we can use the derivatives of this equation to assist us in ge-
ometry optimization.

The other outcome from a molecular mechanics calculation is a value for E,, (Eq. 2.40).
However, £, is not a particularly useful quantity. It is just a number, obtained by adding up
a collection of equations. We want to minimize E,, to obtain the best possible geometry, but
the actual value of the number does not directly relate to any experimental quantity. As such,
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another set of parameters must be developed that converts E,, to the heat of formation. Once
we have the heat of formation, we can obtain the strain energy in the usual way.

There are some instances in which E,,, is useful. If we are comparing stereoisomers, values
of E .« provide useful relative energies. That is because stereoisomers will always have identi-
cal contributors to E,., both in terms of the equations and the parameters involved. Since all
structures along a torsional path are stereoisomers (conformers), E,, can be used to deter-
mine rotation barriers. Note that E,, cannot be used for constitutional isomers, such as
n-butane vs. isobutane. That is because different parameters are likely involved, such as a
CH;-CHR; k and r, in isobutane vs. the CH;—CH,R k and 7, for n-butane. Only after E,, val-
ues for these two structures are converted to heats of formation can energy comparisons be
made.

In general, then, the molecular mechanics method produces AH;® values. In principle,
the information to derive AS¢ is embedded in the method, but in practice the method is not
nearly accurate enough to produce meaningful AS¢° values.

2.6.2 General Comments on the Molecular Mechanics Method

1. There is no theoretical justification for the method.
That is, nothing that we know about chemistry justifies dissection of the total energy of
a molecule into separable components as implied by Eq. 2.40. The only justification for
the method is that it works—not always, but often.

2. There is no unigue, optimal force field.
A number of different workers have developed molecular mechanics force fields, often
with different goals in mind. Since there is no theoretical basis for the method, thereisno
reason to think that one particular approach is intrinsically superior to another. Some
force fields are better at some things than others.

3. Because of points 1 and 2, it is risky to attach significance to the individual energy terms of Eq.
2.40.
Consider the following hypothetical, but quite plausible, results from two different
force fields evaluating the same molecule. They get the same geometry for the molecule,
but the energies look quite different.
Force field #1 might produce:

Etot = Er + EH + Ed> + Enb + Eolher
=54+30+2+7+2=46kcal/mol
Heat of formation = -37 kcal / mol; strain energy = 45 kcal/ mol
Force field #2 might produce:
Etot = Er + EB + Ed; + Enb + Eothcr
=27+12+ 16 +43 + 12 = 110 kcal /mol
Heat of formation = -37 kcal/ mol; strain energy = 45 kcal/ mol
Remember, there is a force-field specific set of parameters that converts E to AH¢,
and so two different force fields can get very different values for E, but the same AH;.
In this example, the two force fields are equally good—both get the same geometry and
the same heat of formation.
What about interpreting the individual terms of E,? Force field #1 predicts most of
the strain comes from angle bending, while #2 predicts nonbonding interactions and

bond stretching are most important. Which is correct? Neither! These terms have no
meaning because molecules do not partition their total energy into neat compartments.
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Force field #1 has chosen to make bond stretching easy, but angle bending hard; #2
makes nonbonding contacts quite adverse, and bond stretching difficult. The differing
terms compensate for each other. As long as the developers of the individual force fields
did their parameterization jobs well, either force field can get useful results.

4. Because the energy expressions are all analytical, geometry optimization can be quite efficient.

Inherent to the molecular mechanics method is a set of analytical expressions for the to-
tal energy of a system. It is a simple matter to derive the first and second derivatives of
the energy expression. The first derivatives define the forces on the molecule. At a mini-
mum there are no forces—the system is “at rest”. Thus, geometry optimizationinvolves
minimizing the first derivatives—a process that can be much more efficient than just
randomly searching for a minimum. Furthermore, at a minimum, all second derivatives
are positive.

5. Generally, getting a good geometry is easier than getting reliable relative energies.

Figure 2.25 illustrates this point. Basically, it is easier to find the bottom of a well than it
is to know whether anearby w.  is higher- or lower-lying.

Qiopdl minimum

Figure 2.25

Two aspects of force field minimization. A. Two different force fields
will usually find the same minima (geometries), but may differ in their
relative energies. B. It is always difficult to be sure that the minimum
you have found is the global minimum.

6. Finding the global minimum can be challenging.

It is a simple matter to know you are at the bottom of a well—in a true energy minimum.
But how can you be sure it is the lowest possible structure, the global minimun  ‘igure
2.25)? Infact, you cannot be sure. There is no general, reliable solution to the global mini-
mum problem. Just because a geometry optimization has produced a stable structure
does not mean that a more stable structure cannot be found. The  olecular mechanics
method is especially susceptible to  is problem. The more complicated the system, the
more likely there are multiple minima.

There are many strategies for avoiding or at least minimizing the global minimum
problem. These range from exhaustive search approaches, to ways to “kick” a structure
out of a local minimum and into the global minimum. The user of the molecular me-
chanics approach needs to be aware of this poter  al pitfall.

7. The greater the number of polar atoms and/or functional groups, the less reliable the results.

There is a huge database of structural and thermodynamic data on hydrocarbons. How-
ever, the number of structures that contain an ester plus an aryl ether plus a dialkylam-
ine for which we have accurate structural and heat of formation data is small (probably
zero). So, parameterization of the force field is weaker for this type of structure, and the
molecular mechanics method must be expected to be less reliable. Also, polar groups in
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close proximity within a molecule can produce special “effects”, such as the gauche and
anomeric effects discussed earlier, that molecular mechanics knows nothing about (un-
less we add new parameters). The bottom line is always that we must be careful when
applying the molecular mechanics method to systems that differ substantially from the
structures on which the method was parameterized.

8. The molecular mechanics method generally evaluates structures in the gas phase —in the absence
of solvent.
Most chemistry, however, is done in a solvent. Again, the difference between the gas
phase and solution is expected to be greatest for polar molecules. This difference can be
corrected by explicitly evaluating solvation, and we will discuss strategies for this in
Chapter 3.

9. The molecular mechanics method is much faster than quantum mechanical methods.
We have gone to some length to point out the weaknesses of the molecular mechanics
methods. However, when applied carefully, the method can produce very useful re-
sults. And, most importantly, the method is much faster than any quantum mechanical
method will ever be. As such, for many systems it is the only game in town. This speed
and the applicability to experimentally interesting systems are the method’s greatest
assets.

2.6.3 Molecular Mechanics on Biomolecules
and Unnatural Polymers—”Modeling”

The molecular mechanics method just described was developed with organic chemistry
in mind—that s, for “small” molecules with 10 to perhaps 50 “heavy” (i.e., non-hydrogen)
atoms. However, the temptation to apply the method to biological macromolecules proved
irresistible, and modeling, as itis often called, is now a standard tool. In this section we high-
light some of the major differences in molecular mechanics as it is applied to macromole-
cules vs. small organic molecules. Typically, anumber of simplifications are made in order to
make the calculations more manageable, and hence applicable to very large molecules.

The force fields used for biopolymers (and unnatural polymers) are typically simplified
versions of the general force field described above. For example, proteins and nucleic acids
rarely have C-C bonds that are substantially elongated from normal values or valence
angles that are greatly expanded or contracted. Typically, biomolecules achieve their com-
plexity by concatenation of fairly ordinary organic structures, not by distorting molecules
from their usual structural parameters. This allows simplifications to be made.

First, the cubic terms in bond stretching and angle bending are rarely included. In fact,
some biopolymer force fields keep all bond lengths and bond angles at fixed, standard val-
ues; only dihedral angles and nonbonded contacts matter.

Second, the united atom or extended atom approach is quite common. There are a large
number of C-H, N-H, and O-H bonds in proteins and nucleic acids, and varying their
bonds lengths and bond angles is usually unimportant. In many instances, they are just ste-
ric placeholders. Thus, it is reasonable to remove them completely. For example, a CH, be-
comes a single, united atom—a sphere with a van der Waals radius much larger than a nor-
mal C. If every CH,;, CH;, and CH is replaced by single, united atoms (with different kinds
of united atoms for methyl, methylene, and methine), the number of bond stretching, angle
bending, and, most importantly, nonbonding terms that must be evaluated drops substan-
tially. This united atom approach is not a terrible approximation for carbons, although usu-
ally the sphere is centered at the carbon, while it should be offset toward the hydrogens
somewhat. It is less attractive for NH and OH centers, and most force fields do not make
this approximation.

The electrostatic and/or hydrogen bonding terms are especially important in force
fields focused on biopolymers, because of the crucial role of hydrogen bonds and ion pair in-
teractions in these systems. Unfortunately, these are often the most controversial, and least
tested aspects of a force field.
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In general, because of these and perhaps other approximations, force fields used for bio-
polymers are often considerably less accurate than the small molecule force fields. Since
many of these methods come as part of larger modeling packages, which also include anum-
ber of visualization and analysis tools, it is often difficult to determine which approxima-
tions are being madc at any one time, so caution is in order. Nevertheless, when used prop-
erly, valuable results can be obtained.

2.6.4 Molecular Mechanics Studies of Reac ns

Since it is a non-quantum mechanical method, molecular mechanics is not intrinsically
we suited to treating reaction mechanisms other than “reactions” that are simply confor-
mational changes. That is, it would be completely unreasonable to study a bond-breaking
process using a standard molecular mechanics package, because the method was not at all
parameterized to treat bond-broken structures. Similarly, we might expect that an insuffi-
cient data base would exist to allow the development of reliable molecular mechanics pa-
rameters for reactive intermediates. Nevertheless, in some specific cases the method has
been applied successfully to the evaluation of reaction mechanisms.

The first successes came with carbocation rearrangements. Schleyer and co-workers
have studied multistep rearrangements of polycyclic hydrocarbons under strong acid con-
ditions. For example, exposure of a hydrocarbon to excess AlBr, leads to reversible hydride
abstractions such that a carbocation can be formed at essentially any carbon. The cations can
then undergo [1,5 carbon shifts. Since these are equilibrating conditions, thermodynamic
predictions can be of value, and it was reasoned that perhaps the relative stabilities of neu-
tral hydrocarbons that could be formed would make it possible to predict whether they
¢ ld beinvolved in a rearrangement path. A classic example is shown in Eq. 2.50. Strong
acid canisomerize the readily available tetrahydrodicyclopentadiene to adamantane, a ring
system thatis difficult to prepare by a conventional route. By assuming that hydride abstrac-
tion was possible from any carbon, and thatall [1,2]-shifts were possible, molecular mechan-
ics was used to evaluate the stabilities of potential intermediates. In this way, a path that was
progressively downhill thermodynamically was developed, as shown in Eq. 2.50. The high

eed of the molecular mechanics method was essential here.

-Gz -g -0 0 .

He

l

Tetrahydro-

-10.9 -16.7 -20.2 =211 -32.6
Adamantane

dicyclopentadiene

These rearrangements are not solely of academic interest. The facile synthesis of the ada-
mantyl ring system made possible the development of 1-aminoadamantane, known also as
Symmetrel®, whi  hasbeenused for the treatment of influenza A virus and perhaps Parkin-
son’s disease.

Another interesting strategy for applying the molecular mechanics approach to reaction
mechanisms has been proposed by Houk and co-workers. The reaction considered is simple
radical addition to an olefin (Eq. 2.51). Using quantum mechanical computational methods
of the kind described in Chapter 14, the detailed structures and energetics of the transition
states for the addition of simple radicals, such as methyl and ethyl, to prototype olefins were
characterized. From this information, a set of molecular mechanics parameters for the transi-
tion state of the reaction was developed. These parameters were then merged with a force
field for conventional molecules. This made it possible to predict the relative energies of
transition states for a series of radical addition reactions. The most interesting cases are cycli-
zation reactions, in which R* and the olefin are part of the same molecule (Eq. 2.52). Such re-
actions canbuild in ring strain in the transition state, and molecular mechanics is quite good
at predicting ring strain. Once a reasonable model of the transition state was in place, the rel-
ative strains of various cyclization transition states could be evaluated, allowing successful
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prediction of relative reaction rates. Such a merger of quantum mechanical computational
methods with molecular mechanics is likely to see increasing use in coming years.

R (Eq.2.51)

{/ é (Eq.2.52)

Topics covered in this chapter include thermochemistry, strain, stability, potential surfaces
and functions, vibrational states, conformational analysis, and molecular mechanics. The
unifying theme for all of these is structure and energetics. Let’s briefly review some of the
key lessons. The bonding forces that hold molecules together dictate their molecular struc-
tures and energetics. In that regard, a sum of the bond strengths of one molecule relative to
another gives a good estimate of relative stability, and therefore a table of BDEs makes a
good reference when predicting stabilities. Another excellent method is the group incre-
ments approach. The group increments method provides a way to estimate AH” values fora
widerange of structures, and it leads to a quantitative definition of strain energy. It is impor-
tant to keep clear the two different uses of the group increment method. If the goal is to ob-
tain the best possible estimate for AH/®, then all corrections—gauche, cis olefin, ring, etc.—
are applied as appropriate. On the other hand, if the goal is to determine a strain energy,
these corrections are not made. Just the basic group increments are combined, and the sumis
subtracted from the true AH;° to obtain a strain energy.

For all the basic classes of reactive intermediates, thermodynamic data that allow valu-
able comparisons of relative stabilities are available: BDEs for radicals, HIAs for cations, and
pK, values for anions. The trends in relative stabilities of reactive intermediates are generally
well treated by the bonding model developed in Chapter 1.

We also covered the fact that molecular structures are dynamic, not static. Multiple de-
grees of vibrational freedom exist—namely, stretches, bends, torsions, etc. Each is quantized
and the motions are constrained by a potential surface. For most organic chemistry pur-
poses, only the quantization of bond stretches becomes relevant. The torsional degrees of
freedom, when possessing enough energy, lead to the interconversion of conformers, both
in acyclic and cyclic systems. The study of these interconversions is called conformational
analysis.

Lastly, we showed that structure and energetics can be calculated using a method called
molecular mechanics. The equations and force constants used in this method are similar to,
but not identical to, those in the potential functions that describe real molecular vibrations
and structure. The method, when properly parameterized, can predict structure, give strain
energies, and calculate heats of formation.

Given these lessons about structure and energetics, we can now turn our attention to
multiple topics in advanced organic chemistry. In the next few chapters we examine forces
that hold pairs or ensembles of molecules together—the intermolecular forces involved in
solvationand molecular recognition. Predicting solvation and binding phenomena relies on
the same principles for intermolecular bonding—an examination of the enthalpy and en-
tropy of the particular interaction. Entropy will play a much larger role in these chapters
than it has in this chapter. We then turn our attention to acid-base chemistry, where thermo-
dynamics is of paramount importance, and many of the lessons presented here will be re-
called. After that, stereochemistry is covered, where the insights into molecular structure
and conformational analysis given here will be essential to a complete understanding of ste-
reochemical principles. Taking an even longer look forward, we will see in the chapters on
kinetics and mechanisms that the interconversion of one molecule into another, a chemical
reaction, is in fact the excitation and coupling of the kinds of vibrational modes discussed
herein. Hence, this chapter is one that has very “long legs”, being essential for many of the
future chapters in this book.

R+ H,C=CH,
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Exercises

1. Estimate the percentage of the twist-boat conformation of cyclohexane present at 25 °C, assuming that the entropies of the
chair and twist-boat are identical.

2. Sketch a complete (360°) torsional itinerary for toluene.

3. Describe the hybridization at the central carbon of di(f-butyl)methane (Figure 2.21) relative to the central carbon of
propane.

4. Other strategies for determining the energetic consequences of aromaticity in benzene have been advanced. For example,
one criticism of the analysis given in the chapter is that benzene contains only sp?-sp? bonds, but in the cyclohexene refer-
ence the olefinic carbons are attached to sp® carbons. One possible solution would be to use CH groups from 1,3-butadiene
(AH = 26.3 kcal/ mol) as a reference. Derive an aromaticity value for benzene using this approach, compare it to the value
determined in the text, and comment on which seems more appropriate.

5. The C=C double bond of trans-cyclooctene is relatively short: 1.33 A vs. 1.347 A for trans-2-butene. Provide a rationaliza-
tion for this.

6. Bulky substituents prefer the equatorial to the axial position in cyclohexane. Nevertheless, the equilibrium shown lies to
the right. Provide an explanation for this.

0 C(CH - .
%o\j\ (CHds o= HSC/Y;%
CH, C(CHy)s

7.Suggest several different thermochemical strategies to evaluate the aromaticity of naphthalene. Comment on any differ-
ences among the values you obtain, and also on the degree of aromaticity in naphthalene vs. that in benzene. Some poten-
tially useful data are given below; other useful data may be in the text or could be calculated by group increments.

AH{” (Kcal/mol)

Naphthalene 36
trans-Decalin -43.5
Tetralin 6.22
Rutadiene 72A 3
Naphthalene trans-Decalin Tetralin Butadiene

8. Adamantane has been described as a “thermodynamic sink” because it is the most stable of all the C;,H,, molecules.
Shown below are adamantane (far left) and several isomers with their molecular mechanics computed heats of formation
(in kcal / mol). Calculate the strain energy of each. Are your results consistent with the thermodynamic sink notion?

0o & D

-32.12 -14.38 —24.46 —20.54

9. Explain why the cyclohexane derivative shown prefers the conformation with the methyl group axial (B) rather than

equatorial (A).
CHj, CH,4
CH
A. 3 = B.
mﬁ, B\xcm
H,C
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10. Predict which isomer is preferred, and briefly explain why.

v O G

11. Sketch a Newman projection of what you think would be the preferred conformation of hydrazine (H,NNH,), and briefly
explain your choice.

12. Series A and B can be viewed as two different ways to annulate an ethano bridge onto four-, five-, and six-membered rings.
Using the AH® values given (in kcal/ mol), calculate the strain energy for each compound. Briefly discuss whether the
trend seen in each series is consistent with expectations based on additivity of ring strain.

l"’i H H

NE s I o s G -
Co
25.63 0.51 -6.1 16.37 —-12.42 -23.04

13. Bicyclopentyl shows a strong preference for the conformation with the highlighted hydrogens anti. Rationalize this result
within the context of the conformational preferences of other, similarly substituted alkanes.

CJ

14. The experimental AH,® value for Cq (see Figure 13.10 for a picture) is 634.8 kcal / mol. Based on this, is C, better thought
of as an aromatic molecule or a collection of C-C double bonds? The Cg—~(Cge); group increment, with a value of 1.5, will
be of use. A Cgr is a fused benezoid carbon, and Cpp—(Cgg); would therefore apply to the C’s in graphite or Cq,.

15. Olefin strain energy has been defined as the difference between the strain energies of an olefin and the corresponding
saturated hydrocarbon. Generally, the olefin is more strained than the alkane. Given the experimental heats of formation
(in kcal / mol) below, calculate the olefin strain for the olefins shown. Comment briefly on the implications of your findings.
For some systems, the olefin is actually less strained than the alkane. These have been termed hyperstable olefins. Are any
of the olefins in this set hyperstable?

n Qs

-1.20 11.91 3.34 -8.95
o () vy oty
-20.02  -29.93 —23.26 —23.88 —26.43

16. Usually cyclohexane A values are reported as AG® values, but for some substituents, AH® and AS® values are also available.
Such values are shown below for methyl and isopropyl (equatorial to axial interconversion). Consider the two chair con-
formers of cis-1-methyl-4-isopropylcyclohexane. Calculate the percentage of each form presentat (a) 300 K, (b) 100K, and
(c)75K.

AH" (kcal/mol) AS” (cal/moleK)

CH; 1.75 0
CHCH.. 187 711
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17.

18.

19.

20.

21.

22.

23.

24,

25.
26.
27.

28.

29.

30.

31.
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Shown below are the values of AH¢ (in kecal / mol) for hexamethylbenzene, hexamethyl Dewar benzene, and hexamethyl-
prismane. Determine the strain energy for each compound. You will need to make estimates for some group increments.
Justify your choices for estimates.

CH,
H,C CH,
CH, CH, -
HaC CH, HC. ¥ CH,
I I AVA
HsC CH, H,C™ g CHy 3 s
CHy CH; CHj
-24.0 25.5 67.2

Draw a reasonable representation of the three-dimensional shape of cholic acid (see the Connections highlight on page
108). Comment on the relationship among the three hydroxyls and speculate how this may be important in the biological
activity of the molecule.

If you are a physical organic chemist interested in conformational analysis, one thing you might want to do is design a mol-
ecule that locks a cyclohexane into the boat form. Consider a molecule in which a one-carbon bridge links the “flagpole”
positions of a boat cyclohexane. What do you think the strain energy of such a molecule would be? (Hint: The answer is
given in this chapter.)

Predict the preferred conformation of fluoromethanol, FCH,OH, around the C—O bond and briefly rationalize your choice.

Consider a hypothetical explosive process in which one mole of octanitrocubane is converted to 8 CO, and 4 N,. Estimate
how much energy would be liberated. Useful heat of formation data: AH;® = —94.05 kcal /mol for CO,; AH = —19.3 kcal/
mol for CHsNO,. (Hint: You will need to make some approximations.)

How many grams of octanitrocubane would be needed in the process in Exercise 21 to heat 1 liter of water from 25°C to
50 °C. (Hint: You necd the heat capacity of water.)

Use the group increments of Table 2.4 to substantiate or refute the following statements:

(a) Branched alkanes are more stable than linear alkanes.

(b) For alkenes in a linear chain, an internal double bond is more stable than a terminal double bond.
(c) Hydrogenation of olefins is generally more exothermic than hydrogenation of analogous carbonyls.

Tetraalkylethanes are gauche, and the gauche preference increases as the alkyl group gets larger. However, 1,1,2,2-
tetraphenylethane is anti. Suggest why this might be so.

How do you rationalize the fact that the cyclohexane A value for phenyl (2.8} is bigger than that for isopropyl (2.21)?
Provide an explanation for why cyclopentene is less strained than cyclopentane  gure 2.15).

Show how ablind implementation of a cubic bond stretching term (Eq.2.42) car  ad to the long bond catastrophe,
in which the force field fails for very long bonds. How would you fix this problem?

Explain why molecular mechanics is appropriate to calculate the differences in dipole moments between two similar mole-
cules, butis inappropriate to calculate the differences in polarizability.

A molecular mechanics calculation with a particular force field gets the heat of formation of spirononane correct, but not

for [5.3.5.3]fenestrane. vV y?

Spirononane Fenestrane

Consider the various bicyclic alkanes for which strain energies are given in Figure 2.15. For which one will homolytic cleav-
age of a single C-Cbond release the largest amount of strain? (Hint: Consider the strain energy of the ring-opened biradi-
cal to be equivalent to that of the analogous cycloalkane.)

X-ray crystallography reveals that tetracyclohexyldiphosphine (Cy,P-PCy,, where Cy = cyclohexyl) adopts a gauche-like
conformation, with the dihedral angle between the P lone pairs being ~90°. This has been rationalized by invoking  ¢-
tronic interactions involving the P lone pairs (the gauche effect). Suggest an alternative explanation. [Hint: Tetracyclohexyl-
disilane (Cy,SiHSiHCy,) adopts a very similar conformation.]
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32. The Benson group increments that we discuss herein (Table 2.4) are derived from AH,° data of the sort in Table 2.3. How-
ever, alittle thought will convince you that, for example, n-octane at 298 K will have a significant proportion of gauche con-
formers. This in a sense compromises the group increment approach developed above. Using a gauche correction of 0.9
kcal/mol, and ignoring any non-additive effects (such as the g +g- pentane interaction), what fraction of n-octane mole-
cules will have one or more gauche bonds at 298 K in the gas phase? An alternative set of group increments has been devel-
oped that takes this effect into account, such that the C—(H),(C), group increment more correctly reflects what one would
expect for an all-trans alkane. While these alternative group increments do give better agreement with experiment, they
have only been developed for the simplest hydrocarbon groups. As such, the Benson group increments, which are more
broadly applicable, are the most commonly used. Predict whether the value for C—(H),(C), in this modified type of group
increment should be less than or greater than —4.93.

33. Use the thermochemical data of the various tables in this chapter to predict the bond dissociation energy for the O-H bond
of ethanol. Does your value make sense, considering the comparable value for methanol given in Table 2.1?

34. Rationalize the following trends.

K s-rrans S-C1s
CH, 0.7 0.3
CH,CH; 0.55 0.45
iPr 03 0.7
+-Bu near() ~1

36. Calculate the AH,,,,° for Lhe following reaction using group increments, and then using BDEs for C-C bonds. Ignore
changes in the strengths of the C-H bonds. How do the values compare?

=0

37. Draw on the same plot your predictions as to the relative shapes of the potential surfaces that describe the angle bending
modes shown in the following molecules. On the x axis, place the minima of the plots (the preferred bond angles of approxi-
mately 109.5°, 120°, and 180°, respectively) all at the same place so that they all overlay at the energy minima. Explain your
answers.

CH,4 CHj,
ya Y, N
J VS. ;/ VS, Q CHy

38. Draw on the same plot your predictions as to the relative shape of the Morse potentials for C—C, C-0O, and C-F bonds.
Explain your answers.

39. In the Going Deeper highlight entitled “How Do We Know That 11 = 0 is Most Relevant for Bond Stretches at T = 298 K?”
(page 76), we calculated the energy gap between the 7 = 0 and n = 1 vibrational states for a C—C bond (modeled by a har-
monic oscillator) with a force constant of 4.5 mdyne/ A. The answer was 3.22 kcal/ mol. Confirm this number with your

own calculation (1 dyne = gcm/s?). Does this energy gap properly correspond to the IR stretching frequencies of common
C-Cbonds?

40. Given that the A value for a methyl group on cyclohexane is 1.8 kcal /mol, draw the potential surface for the ring intercon-
version that takes the methyl group from an equatorial to an axial position. What is your prediction as to the relative ener-
gies for the different twist-boat conformations, and how does this affect your prediction as to the lowest energy pathway
for the ring interconversions? (Hint: Molecular models will be helpful for this problem.)
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41. We stated in this chapter that many heats of formation are known due to the fact that many heats of combustion have been
measured by the petroleum industry. Given that the heat of combustion of 1-butene is -649.5 kcal/mol, calculate its heat of
formation. (Hint: The heats of formation of CO, and H,O are —94.05 and —68.32 kcal / mol, respectively.) How does this com-
pare to what you get using group increments?

42. After examination of Figure 2.17, what would you calculate as a proper group increment correction for the placement of
two f-butyl] groups cis in an alkene? Assume no strain correction needed for the alkane you need to consider to answer the
question.

43. Draw a potential energy surface for rotation along the Cp-Mn (Cp = cy  pentadienyl) vector in the following organo-
metallic complex. Do you expect the barrier to rotation to be large?

&

.. Mn
oct¢  co
OoC

44. The Thorp-Ingold effect (also called the gem-dimethyl effect) is an effect on reactivity in cyclizations due to geminal
methyl groups. Draw the differing conformations of 3,3-dimethylpentane, and predict the lowest energy conformation.
Use the terms syn, anti, clinal, and periplanar to define the relationships between the main chain carbons. Make a guess
as to what the Thorp~Ingold effect is.

45. Acetaldehyde shows the same conformational preference for the eclipsed over the staggered form as does propene, but
the magnitude of the preference is reduced to 1.2 kcal / mol, vs. 2.0 kcal/ mol for propene. Provide a rationalization for this
observation.

46. A tertiary radical such as (CH;);Ce is more stable than an analogous primary radical such as CH,CH,CH,CH,e. Yet, in
Table 2.7, the [« C—(C)(H),] group increment is more stabilizing (actually, less destabilizing) than the [¢ C—(C);] group
increment. Explain this.

47. In Chapter 1 we discussed hybridization extensively, including how distortions from normal bonding arrangements imply
altered hybridizations. Shown below is the HOMO of trans-cycloheptene (see Figure 2.16 for other views of this molecule).
Focusing only on the m bond, discuss how the shape of this MO does or does not reflect the expected hybridization
changes for this strained molecule.

=

48. Instead of a hyperconjugative effect, some have described the stabilization of cations by alkyl substitution as due to the
generic electron donating ability of alkyl groups. In this light, discuss the HIA value for 2-methylallyl shown.

HIA = 248

49. Using group increments and HIA data, provide a best estimate of the relative stabilities of 3-phenyl-2-butyl cation and the
corresponding phenonium ion.

Phenonium ion
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50. Use your best estimates of pK, values, ring strains, and bond strengths to determine whether the equilibrium shown
should indeed favor the alkoxycyclopropane as shown.

o S
O/\/ - 0 _<]
51. One of the most useful free radical rearrangements is the ring closure of the 5-hexenyl radical to form cyclopentylcarbinyl
rather than cyclohexyl radical. Use group increments to estimate the relative energies of the 5-hexenyl, cyclopentylcarbi-

nyl, and cyclohexyl radicals.

5-Hexenyl Cyclopentylcarbinyl Cyclohexyl

52. We noted in the chapter that the BDE values for the C-Cl bonds in methyl chloride, ethyl chloride, isopropyl chloride, and
t-butyl chloride are 84.1, 84.2, 85.0, and 83.0 kcal/ mol, respectively. There are other factors that make the trend in BDEs a
poor measure of radical stability. Discuss what these factors could be.
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Solutions and Non-Covalent Binding Forces

Intent and Purpose

The first goal of this chapter is to examine how molecular properties manifest themselves in
the properties of condensed phases. The forces that hold molecules together in solutions and
solids derive from the individual molecules that make up the aggregate. Several solvent
scales for determining polarity and internal cohesion are presented. Next, we focus the dis-
cussion on the properties of solutes (entities dissolved) in solutions, including information
on diffusion. Our goal is to set the stage for examining reactions that take place in solution.
Therefore, a discussion of the thermodynamics of solutions and the driving force for reac-
tions in solutions is given. The solvation forces for solutes are much the same forces that con-
stitute solute—solute interactions. Hence, after examining solvation, we explore binding
forces as a lead into the next chapter on molecular recognition and supramolecular chem-
istry. Chapters 3 and 4 will set the stage for Chapter 9 on catalysis, which will rely heavily
upon adiscussion of binding forces. We can discuss the binding forces involved in solvation,
molecular recognition, and supramolecular chemistry, without examining kinetics and
mechanisms, because we are concerned with systems that are under thermodynamic con-
trol. Finally, this chapter ends with an examination of modern computational methods for
modeling solvation. Our intent is to give the student a sufficient background in the proper-
ties of solutions to rationally design experiments that probe reaction mechanisms and mo-
lecular recognition phenomena.

3.1 Solventand Solution Properties

In Chapters 1 and 2 we covered molecular polarizabilities, dipoles, and conformations. We
are now ready to explore how these properties dictate the properties of solvents, the interac-
tions of solutes with the solvent, and the interactions between solutes. Since the vast major-
ity of reactions performed by organic chemists occurs in solution, the choice of solvent can
play an extremely important role in controlling the reactions. We need to choose solvents
that not only solubilize the reactants, but also accelerate the desired reaction and/or impede
undesirable reactions. Moreover, we can change the solvent to probe reaction mechanisms
and look for the existence of various intermediates (see Grunwald-Winstein scales in Chap-
ter 8). Finally, the interactions between the molecules of a solvent, and the interactions be-
tween solvent and solute, are some of the same interactions that occur between enzyme and
substrate, antibody and antigen, and synthetic receptors and various target molecules—
all topics of the next chapter.

Molecules “stick” together using combinations of forces that chemists have categorized
as follows: ion pairs, dipole—dipole, dipole-induced-dipole, hydrogen bonding, van der
Waals/London dispersion forces, solvophobic forces, Lewis acid-base interactions, metal
coordination, and charge-transfer interactions. Each of these interactions is covered in vari-
ous places in this book. As with many definitions and classifications used in chemistry, there
is considerable overlap with some of these terms, and often molecules stick together using
combinations of these interactions. Most common solvents interact with other solvent mole-
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Figure 3.1

A. Schematic representation of
the radial distribution function
«(r) for a typical solid.

B. Schematic representation of
{(r) for atypical liquid. Aftera
few solvent spheres, there is no
longer any spatial correlation to
another solvent molecule. The
origin on the y axis represents a
50% chance of finding another
solvent molecule.

cules or solutes using dipole-dipole, hydrogen bonding, and London dispersion forces. All
three topics are discussed later in this chapter.

Before exploring the forces that cause solvents to stick together, itis instructive to give a
general picture of the structure of liquids. Liquids are best described by a state of rapidly
changing molecular order, which retains a high degree of cohesive interactions between the
molecules.

3.1.1 Nature Abhors a Vacuum

As with all chemical phenomena, enthalpy and entropy determine the free energy of the
system and hence the system'’s structure. The weak binding interactions that hold solvents
together are all related to enthalpy, and in general they lower the free energy of the liquid
state due to negative enthalpy contributions. Yet, entropy has a very large influence on sol-
vent structure also. The entropy of mostsolvents is relatively large and positive compared to
the solid state. This large entropy is due to the substantial freedom of movement of the sol-
vent molecules relative to molecules in a crystal lattice.

Liquids prefer not to have empty spaces, leading to the common dictum, “Nature ab-
hors a vacuum”. The creation of a bubble in a solvent is very costly, because there are fewer
configurations for the entire ensemble of molecules to adopt. As such, the tendency of lig-
uids to fill space is fundamentally an entropy effect. Enthalpy is also significant, because
bubbles increase the surface area at the expense of intermolecular attractive forces. Yet, in
some cases enthalpy canbecome more favor e withamore openstructure, such asicerela-
tive to liquid water.

Liquids have structures in between gases (complete randomness) and crystals (highly
ordered). The average location of e individual moleculesina solventis expressed in terms
of a radial distribution function, ¢(r). This function relates the probability of finding another
molecule at a particular distance r from each molecule. Figure 3.1 shows a schematic repre-
sentation of g(r) for aliquid and a perfect crystal. There are definite  stancesseparating each
molecule in the crystal, and hence there are predictable and reproducible distances at which
each molecule in | crystal will be found relative to each other molecule. These repetitive
distances are what lead to the diffraction of x rays in single-crystal crystallography. This re-
petitive nature is referred to as long range order. Such a high degree of order is not found in
aliquid. There is a good probability of finding a layer of nearest neighbor solvent molecules
around each individual solvent molecule, but the distances to the molecules in the second,
third, etc., layers becomes less certain. This drop off in repetitiveness is called short range
order.

The forces that hold liquids together are the same as those that hold molecular solids
together. However, on raising the temperature of a system, these forces become less able to
compete with thermal energy, and so we transition from a system with long range order to
one with only short range order. We will discuss these intermolecular forces in considerable
detail in this chapter. However, first we consider efforts to characterize solvents on a more
macroscopic scale, emphasizing the bulk properties of the liquid.

3.1.2 Solvent Scales

Each of the binding forces that hold solvent molecules together plays a role in deter-
mining the bulk properties of the solvent. By bulk  roperties, we are not referring to the mi-
croscopic interactions between the individual solvent molecules, but instead to the proper-
ties that the solvent displays as a whole. For example, boiling points and melting points, the
solubilizing behavior to solutes, surface tension, and refractive index are all bulk solution
properties.

Solvents can be classified as protic or aprotic, and as polar or nonpolar. A protic solvent
has a hydrogen atom attached to a heteroatom, such as O, N, or S, and can form hydrogen
bonds with a solute molecule as well as with other solvent molecules. An aprotic solvent
lacks a hydrogen on a heteroatom, and therefore cannot act as a donor.

Creating a definition of a polar solvent is a more difficult task. Phenomenologically, a
polar solvent can be described as a solvent that can solubilize salts or molecules with large



permanent dipoles, while a nonpolar solvent is one that does not. There are shades of gray
to this definition, because certain organic ions can be solubilized in very nonpolar solvents,
and not all polar solvents dissolve all common salts or molecules with large permanent
dipoles. Solvents whose individual molecules have large dipole moments are often quite
polar. When no hydrogen bond donor is present, they are called dipolar aprotic solvents,
and include N,N-dimethylformamide (DMF), dimethylsulfoxide (DMSQ), and hexameth-
ylphosphoramide (HMPA). Protic solvents are also often quite polar, being able to solubi-
lize many salts via hydrogen bonding. Lastly, although CCl, and liquid Xe are certainly not
considered polar, they are often good solvents because they are quite polarizable.

Dielectric Constant

Most often chemists examine the dielectric constant (¢) of a solvent to determine
whether it is polar or nonpolar (Table 3.1), with higher & values reflecting greater polarity.
The dielectric constant is a bulk property, measured by determining the effect of an interven-
ing solvent on the electric field between two oppositely charged plates. The capacitance on
the plates is measured, telling the extent to which the solvent screens the opposite charges on
the plates from feeling each other. The electric field generated by the charges on the plates
orients the solvent molecules to oppose the applied field. Large molecular dipoles, large
molecular polarizabilities, and hydrogen bonding sites on the solvent molecules combine
to give large dielectric constants, and hence the ¢ values correlate with our definition of
polarity.

Table 3.1

Varions Snlvent Scales*

Solvent E z EA30) s o ]
Formamide 111 83 57 0.97 0.71 0.48
Water 78 95 63 1.1 1.17 0.47
DMSO 47 71 45 1.0 0.00 0.76
DMF 37 69 44 1.0 0.00 0.76
Acetonitrile 36 71 46 0.75 0.19 0.40
Methanol 33 84 55 0.60 0.93 0.66
HMPA 29 63 41 0.87 0.00 1.05
Ethanol 25 80 52 0.54 0.83 0.75
Acetone 21 66 42 0.71 0.08 043
Isopropanol 20 76 48 0.48 0.76 0.84
t-Butyl alcohol 12 71 43 041 0.42 0.93
Pyridine 13 64 40 0.87 0.00 0.64
Methylene chloride 9 64 41 0.82 0.13 0.10
THF 8 37 0.58 0.00 0.55
Aceticacid 6 79 52 0.64 1.12 0.45
Ethyl acetate 6 38 0.55 0.00 045
Chloroform 5 35 0.27 0.20 0.10
Diethyl ether 4 34 0.27 0.00 0.47
Benzene 2 54 34 0.59 0.00 0.10
Carbon tetrachloride 2 32 0.28 0.00 0.10
n-Hexane 2 31 -nn4d nnn nonn

*Data taken from the following sources: Riddick, ). A., Bunger, W.B., and Sakano, T. K. (1986). Organic Solvents;
Pirysical Properties and Methods of Purification, 4th ed. (Techniques of Chemistry, Vol. 1I), Wiley-Interscience, New York.
Kosower, E. M. (1968). An Introduction to Physical Organic Chemistry, John Wiley and Sons, Inc., New York. Kosower,

E. M. “The Effect of Solvent on Spectra. I. A New Empirical Measure of Solvent Polarity: Z-Values.” |. Am. Chem. Soc.,
80, 3253 (1958). Reichardt, C. (1988). Solvents and Solvent Effects in Organic Chemistry, 2nd ed., VCH, Weinheim. Kamlet,
M.]., Abboud, J.-L. M., Abraham, M. H.,, and Taft, R. W. “Linear Solvation Energy Relationship. 23. A Comprehensive
Collection of Solvatochromic Parameters, TM*, K, and 2, and Some Method for Simplifying the Generalized Solvato-
chromatic Equation.” J. Org. Chem., 48, 2877 (1983).
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Throughout this chapter the & parameter will be used in various equations that describe
binding forces (such as Eq. 3.1, below). Mathematically, it is defined as the ratio of the per-
mittivity of the medium (g,) to the permittivity of a vacuum (g,,). Hence, € = ¢,/ £,. Therefore,
itis a dimensionless parameter, which is often referred to as the relative permittivity (also
known as the dielectric constant).

The dielectric constant gives insight into how well the solvent screens electrostatic
forces. Solvents with high dielectric constants more effectively screen the attractive or repul-
sive forces between ions and the ends of dipoles. The partial charges on the polar solvent
molecules interact with and diminish the effective charges on solutes and hence diminish
the attractive or repulsive forces between charges on solutes.

The solvent with the highest dielectric constant is formamide, with water running sec-
ond. Formamide has a large dipole, has hydrogen bonding capabilities, and is more polar-
izable than water. These three factors combine to give formamide the highest dielectric
constant. Comparing water and methanol reveals a significant difference, indicating a sig-
nificant decrease in polarity caused by replacing a single hydrogen of water with even the
sma storganic fragment (methyl). Completely organic structures such as benzene and car-
bon tetrachloride have very little ability to mediate the forces between charges and so are
nonpolar solvents.

The screening effect manifests itself in the equations that  scribe the electrostatic ener-
gies between full and partial charges. As a first example, Coulomb’s law, which describes
the attractive or repulsive potential energy (E) between two charges g, and g, at a distance r
(Eq. 3.1), has £ in the denominator. Thus, the larger the dielectric constant, the lower the in-
teraction energy between the two charges. We will return to an analysis of this equation
when ion pairs are discussed (Section 3.2.1).

N

Adrmeeyr (Eq.3.1)

Other Solvent Scales

Many other scales have been developed to measure the polar nature of solvents and
other specific properties (Table 3.1). These scales make for handy reference when choosing a
solvent for a particular purpose. Most of the other scales are based upon the solvatochro-
mism of the solvent. Solvatochromism is the change in shape, intensity, and/ or position of
the UV /vis or emission spectrum of a chromophore or fluorophore induced by the solvent.
The most extensively used scales are the Z scale and the E;(30) scale.

The Z scale is based upon the spectrum of N-ethyl-4-methylcarboxypyridinium iodide
(Eq. 3.2). On excitation, this ion undergoes a charge-transfer transition to form the neutral
radical species shown. The excited state thus has a much sma r dipole than the ground
state. In a polar solvent, the ground state is therefore preferentially stabilized relative to the
excited state, and the energy of the light required for the excitation increases (shorter wave-
length). The Z parameters are correlated to the A, (nm) for excitation via Eq. 3.3. This pa-
rameter finds water the most polar solvent, with formamide similar to methanol.

CO,Me CO,Me 1 i
D= (Eq.3.2)
® NK NK
Z =2.859 x 104/ (Eq.3.3)

max

The E1(30) scale is based upon the spectrum of the pyridinium betaine shown in Eq. 3.4,
which upon excitation leads to a less polar excited state due to a charge redistribution.
Again, more polar solvents lead to a higher energy excitation (lower A,,,,). One limitation is



that the presence of any acids that can protonate the phenoxide of the betaine negate the ac-
tivity. Similar to the Z scale, the E+(30) scale lists water as the most polar.

Ph
X
Ph IN/ Ph
@ ,
/@\ L» a less polar state (Eq. 3-4)
Ph” G Ph
O

A scale known as 7" is based upon several different dyes, not just one as with the Z and
E+(30) scales, and gives a good measure of the extent to which the solvent stabilizes ionic or
polar species. The scale is best viewed as a measure of non-specific electrostatic solvation.
Once again water wins, but formamide, DMSO, and DMF all run a close second.

Finally, scales to determine the hydrogen bonding ability of a solvent have also been de-
veloped. The «a scale is a measure of the solvent’s ability to act as a hydrogen bond donor
to a solute, while the f scale is a measure of the solvent’s ability to act as a hydrogen bond
acceptor from a solute. The acceptor and donor ability can be correlated to other similar
non-hydrogen bonding interactions. The a scale derives from a measurement of the UV / vis
spectrum of 4-nitroaniline, which is sensitive to hydrogen bond donation from the NH,
group. The Bscale is much more complex, being derived from studies of a number of dyes in
protic solvents, subtracting away effects of polarity and polarizability. Water is the best at
hydrogen bond donation, with acetic acid a close second, but many solvents are better than
water at accepting a hydrogen bond. The better hydrogen bond accepting solvents are those
with strongly polarized bonds to oxygen, such as DMSO, DMF, and HMPA. Alcohols are
also better than water at accepting a hydrogen bond. Ethyl acetate and diethyl ether are simi-
lar to water in hydrogen bond accepting ability.

The various solvent scales can be used to determine which property of a solvent has the
greatest influence on reactivity or any other physical/ chemical phenomena. An example of
their use in a common reaction is given in the following Connections highlight, and we will
also showcase their use in a Connections highlight concerned with the hydrophobic effectin
the next chapter.

The Use of Solvent Scales to Direct
Diels—-Alder Reactions

The rates, regiochemistry, and stereochemistry of Diels—
Alder reactions are affected by the solvent, and are often
correlated to solvent polarity scales. In Chapter 15, we will
cover orbital interactions that dictate the dominant regio-
isomers of Diels—Alder reactions similar to that given
below. The diene A is considered to be a nucleophile and

A ca N

A B Pseudo-meta Pseudo-para
Diels—Alder products

|
|
|
|

the methyl vinyl ketone B an electrophile, and preferential
orbital mixing gives the pseudo-para isomer predomi-
nately, an effect known as normal electronic demand.

For this particular reaction, the pseudo-para/meta

regioselectivity did not correlate with the polarity scales ¢,

Z, or E+(30). However, a plot of log(para/meta) versus a,
the hydrogen bond donor ability, was linear with increas-
ing pseudo-para product for larger a values. The conclu-
sion is that the electrophilic activation of methyl vinyl
ketone by a hydrogen bond from the solvent reinforces
the normal electronic demand, further accentuating

the orbital interactions.

Cativiela, C., Garcia, J. 1, Mayoral, J. A., and Salvatella, L. “Solvent
Effects on endo/exo- and Regio-Selectivities of Diels-Alder Reactions
of Carbonvl-Containing Dienophiles.” J. Cheni. Soc., Perkin Trans., 2, 847
(1994).
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Table 3.3

A Few Surface Tension

Vnliiae (ar maNT /¥

Solvent Y
Water 72.8
Methanol 22.6
Benzene 289
Hexane 184
|V PR— 479

*Atkins, P. (1988). Physical Chem-
istry, 6thed., W. H. Freeman and

Company, New York.

Heat of Vaporization

The heat of vaporization (AH,,,,°) of asolvent is the amount of energy required to vapor-
ize the solvent per gram or mole of solvent at the boiling point. It is a direct measure of the
energy required to overcome the attractive forces between the adjacent solvent molecules
(Table 3.2). Water has the highest value for such a small molecule, indicating the greatest co-
hesive forces per surface area. Nonpolar solvents such as benzene and chloroform have
quite low values until their surface area becomes large, as with decane.

Table 3.2

Heats of Vaporization of Some Common
Qalvoentc at 1 N atm {rallo) and & Paramotorc*

Solvent AH,,," o
Water 540 23.4
Methanol 263 14.3
Ethanol 204 12.7
Acetone 125 9.6
Benzene 94 9.2
Chloroform 59
Methane 122
Norana R7R

*Atkins, P. (1998). Physical Chemistry, 6th ed., W. H. Free-
man and Company, New York. Abraham, M. H. “Solvent
Effects on Transition States and Reaction Rates.” Prog.
Phys. Org. Chem., 11,1 (1974).

Another informative solvent parameter that is similar to the heat of vaporization is the
cohesive energy density (D). This energy is the mean potential energy of attraction between
the solvent molecules within a given sample. In other words, itis the energy of cohesion per
unit volume of solvent, and is defined by the molar heat of vaporization divided by molar
volume (D = AH,,,°/ V). The cohesive energy density (D) of the solvent gives insight into
how difficult it is to createabubl  of agiven vi ime, such as an empty space that a solute
would need to occupy. Therefore, D has been found to be related to the solubility of solutes,
and solubility parameters (§) are defined, where D = §'/2 (Table 3.2).

Surface Tension and Wetting

The surface tension is another measure of the internal cohesive forces within a solvent.
All liquids tend to adopt shapes that minimize their surface area, because this leads to the
maximum number of molecules in the bulk interacting with their neighbors. At the surface
of a solution the solvent molecules cannot have the normal number of intermolecular inter-
actions because these molecules are at an interface with air.

Table 3.3 lists the surface ten s (y) of a few solvents. Solvents with a high surface ten-
sion require the greatest energy to increase their surface area, and will tend to minimize their
exposed surface the most. Solvents with low cohesive forces will have a low surface tension
and less of a driving force to minimize expose surface area. Eq. 3.5 expresses this idea,
where the incremental amount of work (energy, dw) thatis needed to change the surface area
of a solvent drop is equal to the surface tension times a incremental change in surface area
(do). Mercury has an astounding surface tension of 472 relative to water’s 73. Have you ever
broken a mercury thermometer? The mercury metal beads up immediately on almost any
surface, reflecting the very high surface tension.

dw = Yo (Eq.3.5)

The ability of the solvent to adhere to a surface is called wetting. When there is sufficient
attraction between the solvent molecules and the surface such that the solvent spreads over
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the surface and does not have a propensity to bead, we consider the surface wetted. When
the energy of interaction between the surface and the solvent is similar to (or greater than)
that of the solvent molecules with themselves, the solvent will spread out and wet the sur-
face. For example, a drop of water on glass spreads to some extent, and wets the surface due
tohydrogenbonds formed between the water molecules and the Si—-OH groups on the glass.
Conversely, when water is placed on a teflon surface it beads up, and does not wet the sur-
face. The C-F teflon surface does not make strong interactions with the water molecules, and
hence the water prefers to stick to itself.

A phenomenon related to wetting is capillary action. This phenomenon is the tendency
of liquids to rise up the interior of narrow bore tubes. Liquids that adhere to the interior wall
of the tubes will creep up the inside, having the effect of curving the surface of the liquid
within the tube, creating a meniscus. A meniscus will form in a tube, but also between any
two surfaces. A force results which pulls on the edges of the tube or surfaces toward the inte-
rior. A fascinating use of this force for assembling small objects has recently been reported,
and is discussed in the following Connections highlight.

A AT MUN WA P YL LU MAAME MILL UM AILAMA Y LAVLIVIL L Uil

to Drive the Self-Assembly of Macroscopic Objects

Recently, capillary action has been used to self-assemble
macroscopic objects. Objects of various shapes were cut
from polydimethylsiloxane, a polymer thatis not wettable 10p and curved edges:
by water butis wetted by fluorinated hydrocarbons. Des- HO-wettable

ignated surfaces were then made wettable by water by Bottom and flat edges:
using controlled oxidation. These objects were then C1oFg-wettable
floated at an interface between perfluorodecalin (CoF ) ‘

and water. When two non-oxidized surfaces (wettable

by Cy¢Fs) approached each other within a distance of
approximately 5 mm, they moved into contact, which
with time created an ordered, self-assembled pattern of
the objects. The movement and self-assembly was driven
by the solvent adhesive forces that produce the capillary '
action, thereby leading to an elimination of the curved
menisci between non-oxidized surfaces. One such pat-
tern is shown to the right.

Bowden, N., Terfort, A., Carbeck, ]., and Whitesides, G. M. “Self-
Assembly of Mesoscale Objects into Ordered Two-Dimensional Arrays.” 1o
Science, 276, 233 (1997).

Water

Water is becoming more and more important in the field of organic chemistry. The first
reason for this is that bioorganic chemistry often explores chemical phenomena that occur in
water, and thus the kinetics and thermodynamics of catalytic reactions and molecular recog-
nition interactions are increasingly being studied in water. In addition, thereisa strong push
in the chemical industry to move away from the use of large amounts of organic solvents,
and when possible, to perform chemical reactions in water so that there is less organic chem-
ical waste (an example of green chemistry). Hence, understanding the properties of water is
important to our understanding of nature, and may prove invaluable in helping our ecology.

Water is often thought of as a “special” solvent, with singular properties. Rather than
having “special” properties, it is at the extreme limit of most solvent properties. For exam-
ple, water has either the highest value or close to the highest value in the different polar-
ity and hydrogen bond donor solvent scales discussed previously. However, water is not
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among the best hydrogen bond acceptors, having a lower B value than DME DMSQO, and al-
cohols. Early life had to learn to deal with these extreme properties, and evolved to take ad-
vantage of them. The structures of proteins, nucleic acids, and cell membranes, as well as
many other biological molecules, strictly depend upon water being the solvent.

The strong intermolecular forces in water, as evidenced by the high surface tension and
heat of vaporization, are a direct result of the large charge polarization in the O-H bonds,
leading to large dipole-dipole attractions and hydrogen bonding properties. The result is
the high attractive force between the individual water molecules. Because of the tetrahedral
geometry of water, each water molecule has the potential to hydrogen bond with four neigh-
boring water molecules, thus being capable of making more intermolecular interactions
than any other solvent. Specifically, in liquid water at 0 °C, each water molecule makes on av-
erage 3.4 hydrogen bonds, with an average O to O distance of 2.90 A at 15°C,

Thus, upon the melting of ice, which is fully hydrogen bonded (four per molecule), only
about 15% of the hydrogen bonds are broken. Liquid water has considerable ice-like short
range order but no long range order. Flickering clusters is a term that has been used to de-
scribe liquid water, implying short lived ice-like regions. The fluidity of these regions is im-
parted by the extremely rapid rate at which the hydrogen bonds are broken and formed. The
half-life of each hydrogen bond in liquid water is only about 107° to 10" s. A similar, al-
though even less ordered structure, is expected for other hydrogen bonding solvents, such
as alcohols and thiols.

Recall that a polar solvent dissolves salts and molecules with large permanent dipoles.
Thus, most crystalline salts and ionic compounds dissolve in water, as do many organic
structures that have dipole moments and/or hydrogen bonding capabilities. The organics
include sugars, alcohols, and various carbonyl containing structures. The ability of water to
align its dipole and hydrogen bond to these organics leads to their solubility.

The picture of rapid fluxuation in water and other liquids leads to the general phenome-
non thatliquids take up more space that solids (water is an exception—ice expands relative
to liquid water). Most liquids fill only about 55% of the space they occupy. This has interest-
ing ramifications, one of which is on the design of molecular receptors, as discussed in the
following Going Deeper highlight.

The Solvent Packing Coefficient
and the 55% Solution

In the next chapter we are going to cover molecular rec-
ognition phenomena—how solute molecules “stick
together”. There, binding forces, complementarity and
preorganization will be important issues in the design

of molecular receptors. However, a very simple postulate
has recently been put forth by Rebek to guide the design
of molecular receptors, and it is solely related to solvent
packing. It is called the 55% solution.

Organic liquids only occupy a certain percentage of
space. The volume of filled space by a solvent is defined
as its packing coefficient (PC), and is another bulk solvent
property and parameter. It is a ratio of the sum of the van
der Waals volumes for a solvent (V) to the given volume
of space (V).

PC=Vy/V

Water has the largest PC (0.63), while most organic
solvents vary between 0.6 and 0.5, with a mean near 0.55.
In other words, most organic solvents fill just over 50% of
the space they occupy.

Rebek postulates that one should design a molecular
receptor for a target molecule where the targetf  approx-
imately 55% of the volume within the interior of the recep-
tor. This would create a system with a volume-optimized
binding behavior that is not significantly different from
the bulk solvent. A suitable target for a receptor is one that
has the right shape to fit the receptor, butalso has a PC of
around 55%.

Mecozzi, S., and Rebek, ], Jr. “The 557, Solution: A Formula for Molecu-
lar Recognition in the Liquid State.” Chem. Eur. [., 4, 1016-1022 (1998).
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3.1.3 Solubility

Most reactions that occur in solution require that the reactants be soluble. In general, re-
actions occur within homogeneous solutions. A homogeneous solution is one where there
are no precipitates, solids, or different phases. In contrast, a heterogeneous solution has sol-
ids present or different phases. Solubility is a complex phenomenon having both a thermo-
dynamic and a kinetic component. In general, if the solute can make more favorable interac-
tions with the solvent than the interactions formed with itself in a crystal, the solute will
dissolve. This discussion is a simple thermodynamic analysis, but very often the “practical”
solubility is limited by the rate at which the solute crystal can break apart, losing molecules
into the solution. Such kinetic considerations are hard to predict, and are usually just empiri-
cal observations. Therefore, we focus below on the thermodynamic aspects of solubility, and
we discuss the mobility of solutes. However, in all these discussions it is important to re-
member that the practicalities faced in a laboratory are often more complex than the presen-
tation given, often frustrating the chemist when he or she is working to dissolve a particu-
lar reactant.

General Overview

If a solute is to dissolve in a solvent, a reduction of the Gibbs free energy of the system
must occur (see Section 3.1.5 for the mathematical description). There are several elements
that can be considered separately as contributing to the free energy change, even though
they do not occur separately during dissolution. First, a cavity must be created in the sol-
vent. The creation of a cavity will be entropically disadvantageous (see Section 3.1.1), but
also enthalpically unfavorable because it leads to fewer solvent-solvent interactions. The
higher the cohesive energy of the solvent per volume, the greater the cost of creating a cavity.
This is reflected in the & solvent parameters discussed above. The second consideration for
solubility is that the solute has to separate from the bulk solute (dissolve), leading to fewer
solute-solute interactions. There is an enthalpic price to pay here, because intermolecular
solute-solute interactions are breaking. Third, the solute must occupy the cavity created in
the solvent. This leads to solvent—solute interactions, which are enthalpically favorable.
Lastly, there is the entropy of mixing, which is favorable because the solute crystal and pure
solvent taken together are more ordered than the co-mixture of solvent and solute. The first
two considerations (the solvent—solvent and solute—solute interactions) can be tied to the
heats of vaporization of the solvent and solute, which correlate with their respective internal
cohesivenesses. The last two considerations (the enthalpy and entropy of solvent-solute in-
teractions) give the energy gained upon solvation. All these conti  utors taken together con-
stitute what is called the solvation energy. If the solvent and solute have strong intermo-
lecular interactions, often similar to the kinds of interactions formed between the solvent
molecules themselves, high solubility will be the result. This leads to the familiar paradigm,
“Like dissolves like"”.

The solvation energies for many solutes have been measured (we give some in Section
3.2.2), and can be found in standard references such as the CRC Handbook. However, the en-
ergy value that is more useful is the free energy of transfer (AG,,). This value measures the
free energy for transferring a dilute solute from one solvent to another. Therefore, this num-
ber does not include the solute-solute interactions, but only focuses upon differential solva-
tion between two solvents. Any solvent can be chosen as the reference, and Table 3.4 gives a
few values for the salt Ety;N"I" and for -BuCl in several solvents relative to methanol. The
values indicate that the only solvent better than methanol for solubilizing the salt is water,
whereas the only solvent worse than methanol for solubilizing the organic structure is
water, too. The values strongly reinforce the “like-dissolves-like’” paradigm.

In a solution, the solute and surrounding solvent molecules exert an attractive force on
one another. This leads to aggregation of the solvent around the solute, often causing the sol-
ute to act larger than it’s intrinsic size (see the discussion of diffusion below). The region of
solvent around the solute whose structure is significantly different than bulk solvent is
called the cybotactic region. The size of the cybotactic region varies depending upon the di-
electric constant of the solvent and the nature of the solute. Charged or highly polar solutes
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Solvation of sodium cation by DMSO

Table 34

A O VUahiae (in Lanllmmall Ralativa ta Mathanal¥
Solvent AGy" (ELINTL) AGy” (F-BuCl)
Water -1.79 5.26
Ethanol 2.51 -0.29
Isopropanol 5.0 -0.34
t-Butanol 8.29 -0.53
DMSO 0.19 -0.12
CH,CN 0.59 -0.45
Acetone 3.49 -0.95
Renzene 240 ~179

*Janz, G.J., and Tomkins, R. P. T.(1972). The Nonagueous Electrolytes
Handbook, Academic Press, New York.

orient high dielectric solvents in the immediate vicinity of the solute due to the strong solva-
tion. However, the ordering rapidly drops off with  stance because the high dielectric sol-
vents mediate the electric field of the solute. Inlow dielectric solvents, the cybotactic region
around charged and polar molecules is larger because the electric fields extend further in
space. Interestingly, with charged and polar solutes, the density of the cybotactic region is
larger than the density of the bulk solvent, because the solvation forces pull the solvent in
close to thesolute. This leads to a phenomenon known as electrostriction, giving a reduction
in volume.

Shape

The shape of the individual molecules in a solvent has a large influence on the solvent’s
ability tosolubilize solutes. For example, molecules wi their dipole along thelong molecu-
lar axis can nicely solubilize an ion because several solvent molecules can approach the ion
(Figure 3.2). However, when the dipole is along the short axis, solve nisnot very effective
because fewer molecules can approach the ion.

Using the “Like-Dissolves-Like” Paradigm

As stated, “like dissolves like” is the guiding rinciple when considering solubility
properties. Solutes with full or partial charges dissi e well in solvents with full ~ partial
charges. When attempting to dissolve a highly charged orpolarm  :cule, we start by trying
the highly polar solvents, typically those with the higher dielectric constants. Conversely,
when dissolving an organic structure with little polarity, we start with solvents of low polar-
ity. Recall from Section 3.1.2 that the concept of polarity was difficult to define, but it is di-
rectly related to dipole moments, hydrogen bonding capabilities, and polarizab :y.

Hydrogen bonding plays an important role in solubility. Solvents capable of being hy-
drogen bond donors and/or acceptors are very good at solubilizing solutes that can also
form hydrogen bonds. Most polar organic molecules and those that have hydrogen bonding
sites will dissolve in one or more of the following s sents: THF, acetonitrile, DMSO, DMF,
and HMPA. Even though water is very polar, most polar organic structures will not dissolve
unless they possess full positive and/ or negative charges, or are small molecules (such as
acetone and THF). Conversely, nonpolar solutes tend to dissolve best in lower polarity sol-
vents, such as ether, ethyl acetate, or toluene.

We can examine some of the solvent scales to predict solubility. HMPA, DMF, and
DMSO all have very large hydrogen bond accepting 8 values. This means they are good hy-
drogen bond acceptors, but also that they can coordinate to positive charges well. Hence,
these solvents can often be used to solubilize alkali metal salts of common organic molecules
due to their solvation of the cations. HMPA, DME, and DMSO have hydrogen bond do-
nating a solvent values of 0.0, meaning that they have no ability to donate ahydrogen bond,
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and therefore cannot readily stabilize negative charges. Indeed, these solvents supply little
tono solvation to anions. We will return to this effect when we explore the nucleophilicity of

anions in various solvents in Chapter 8.

between these two tautomeric forms is sensitive to the
solvent, where the equilibrium is shifted to the tautomer
most stabilized by solvation. 2-Hydroxypyridine is more
stable in the gas phase, but 2-pyridone can be stabilized
by polar solvents. The equilibrium constants in different
solvents are given below.

|\ Keq @ Solvent Keq
= Gas phase 0.40
N” " OoH No© Cyclohexane 1.7
Chloroform 6.0

Tautomerization CH4CN 148
Water 910

meric E\&]uilibria of Formamide and 2-Pyridone in the Gas Phase and Solu-
tion. An ab initio SCRF Study.” J. Ani. Chem. Soc., 114, 1645 (1992).

3.1.4 Solute Mobility

The ability of an enzyme to bind its substrate, a carbonyl to condense with an amine, or
a Pd catalyst to couple two alkenyl halides, all depends upon the reactants encountering
each other in solution. The rate of the encounters depends upon the mobility of the solutes.
Thus, before exploring reactivity (Part II of this book) or the structures of molecular com-
plexes (Chapter 4), it is best to understand how molecular encounters occur. Here we present
a brief introduction into the molecular details and mathematics of diffusion and molecular

encounters.

Diffusion

The diffusion of a molecule through asolventis best described as a “random walk”. The
molecule collides with solvent molecules, changing direction and speed with each collision.
Each little step (jostling) is smaller even than atomic sizes, because there is little space in a
solvent for the solute to hop around in. Yet, the speed at which molecules diffuse is relatively
rapid (see below). Adding up all the random motions leads to what is referred to as Brown-

ian motion.

Molecules with charges or dipoles diffuse slower in polar solvents. This slower diffu-
sion is because polar molecules are well solvated in polar solvents, and hence must shed and
interchange solvent molecules as they diffuse, or they must take the solvent with them.
Shedding the solvent is costly. However, dragging the solvent is also costly because it results
inincreased friction due to the larger size of the entity thatis moving. The friction that a sol-
ute feels as it diffuses through a solvent is related to its size, shape, and the viscosity of the
solvent. This friction enters into the equations for translation in solution and determines
how much solute molecules slow down in each step of the random walk.
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Fick’s Law of Diffusion

Diffusion of a solute in a solvent is caused by a concentration gradient. A thermody-
namic driving force (F) exists for diffusion of a solute toward a uniform concentration of
the solute, which is achieved throughout the solvent at equilibrium. However, on a micro-
scopic level, even after bulk equilibrium has been achieved, a solute has a driving force for
Brownian motion. This is because incremental movements (dx) take the solute to areas of in-
crementally different solute concentration (dc). The driving force (at constant pressure and
temperature) for the diffusion of a solute in an ideal solution is given by Eq. 3.6, where cis
concentration and x is a one-dimensional axis in space. After differentiation we get Eq. 3.7.

F_ RT ( dlnc ) (Eq.3.6)
dx

Fe —£T<i) (Eq.3.7)
¢ \ox

The solute will achieve a steady drift speed (s) determined by the thermodynamic driv-
ing force, and the viscous drag from the solvent. The solute flux (], the number of particles
passing through a given area of space per unittime) is the drift speed times the concentration
(Eq. 3.8). Further, the flux is determined by the diffusion coefficient (D, a proportionality
constant that takes into account the nature of both the solute and the solvent) times the con-
centration gradient (Eq. 3.9, which is called Fick’s law of diffusion). Combining Egs. 3.7, 3.8,
and 3.9 gives Eq. 3.10 for the diffusion speed or rate.

J = sc (Eq.3.8)
[=-D dc (Eq.3.9)
ox
_Dr (Eq. 3.10)
S=RT q

To calculate the speed (rate) at which asolute w  diffuse through a solution, we need to
know the driving force for the diffusion, and the diffusion coefficient for the solute in the
particular solvent. The diffusion coefficient depends upon the shape of the solute and the
specifickinds of interactions ithas with the solvent. Further, the viscosity of the solvent itself
affects the diffusion coefficient. Table 3.5 shows several diffusion coefficients for different
kinds of species in different solvents. In general, standard rate constants for diffusion of a
solute through a solvent are on the order of 10* to 10? s7'. Therefore, diffusion controlled re-
actions occur on a timescale of ns.

Several interesting trends arise from the diffusion coefficients given in Table 3.5. There is
alarge number for H' in water, meaning that this ion moves the fastest of all species in water.
This is due to a hopping mechanism, whereby the H* diffuses by transfer between waters in-
stead of as a single intact H;O' molecule diffusing through the water. Similarly, OH™ mi-
grates quite rapidly, via deprotonation of a neighboring water molecule. In general, smaller
molecules with little surface area diffuse rapidly through organic solvents. However, large
biological molecules, such as the enzymes ribonuclease, lysozyme, and the oxygen carrying
protein hemoglobin, diffuse quite slowly. Finally, cc  gen, along polypeptide, diffuses very
slowly due to its string-like shape.

Correlation Times

Correlation times for common organic molecules can be thought of as rotational diffu-
sion times. The correlation times indicate the time it takes for the molecular orientation to be
randomized relative to the starting orientation. A common organic molecule rotates in sol-
vents very much in the same manner that it diffuses. Constant and continual collisions ran-
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Table 3.5

Niffucian Coofficiante (M¥*

Solute DUy m*s™)
H"in water 9.3*

I, in hexane 4,12
Na"in water 1.33°
Sucrose in water 0.52*
H,O in water 2.3°
CH,in CCl, 2.9
OH™ in water 5.3°
Cl"in water 2.0°
Ribonuclease in water 0.12°
Lysozyme in water 0.10°
Serum albumum in water 0.059°
Hemoglobin in water 0.069°
Collagen in water N.00AQP

*Atkins, P (1998). Physical Chemistry, 6th ed., W.H. Free-
man and Company, New York.

*At298 K

PAL293 K.

domly rotate the molecules. Small molecules, especially those that are close to spherical, can
rotate more freely within a cluster of solvent molecules, and hence they have very low corre-
lation times.

3.1.5 The Thermodynamics of Solutions

Now that we have a basic understanding of solvents and solutes, let’s examine the ther-
modynamics of solubility in more detail. The concepts involved lead directly to the thermo-
dynamics of reactions. The second section of this book delves into the kinetics and mech-
anisms of organic transformations, which are highly dependent upon the nature of the
solvent and the reactants. Hence, many of the topics discussed above will be revisited in
these discussions. However, because the thermodynamics of solutions affects reactions and
molecular recognition (the topic of the next chapter), it makes sense to discuss the thermo-
dynamics of reactions here also. Therefore, in this section we explore the thermodynamic
driving force for solubility and chemical reactions.

Our goal is to answer the following question: “Why do chemical transformations spon-
taneously occur?” As with all concepts in chemistry, a quick and easy answer is, “Because
the energy of the system decreases”. The details of this answer are what is fascinating to
chemists.

There are three key tenets of thermodynamics that are important to an understanding of
solubility and chemical reactions that we want to review here. The first is the concept of the
chemical potential (), the second is that all energies are relative (recall Section 2.1), and the
third is the manner in which the total Gibbs free energy of a solution varies as a function of
composition.

The Gibbs free energy (GFE, G) is the energy of an entire system at constant pressure. It
is an important parameter, as the difference between two GFEs is what most chemists use as
the benchmark for the difference in stabilities of two systems. In the analysis given below,
our system is a solution of solvent and solutes that can undergo a change in composition.
Since energies are relative, we need a reference point to which we relate the energies of the
molecules that we are studying. This naturally leads to the fact that the GFEs that we are in-
terested in are differences in energy (AG). Let’s see how all these concepts are developed
mathematically.
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Chemical Potential

Recall from your physical chemistry courses that the stability of anideal gasis in partre-
lated to the volume that the gas occupies. The entropy of a gas is proportional to nR(InV).
This discussion is a simple statistical analysis, stating that the number of ways to arrange a
set number of gas molecules (1) with a volume V increases with larger V. Here, the entire en-
semble of gas molecules is considered to be more stable when V increases. It is important to
note that the chemical structures of the individual gas molecules themselves have not be-
come more stable just because they occupy a larger volume.

Ideal gases are not very relevant to most organic chemistry research. Instead, we need to
analyze solutions. Further, our goal is to analyze reactions in solutions. Reactions are con-
trolled by the stability of the entire solution when reactants are mixed, not just the stability
of the individual reactants. Hence, our analysis needs to focus upon solutions as a prelude to
understanding reactions. In essence, we need to understand how the stability of a solution
varies as a function of the addition of reactants. Let’s start by analyzing thea lition of a sin-
gle reactant  2rein called a solute as we have done throughout this chapter.

Forasolute ssolved in asolvent, the entropy of the solution becomes larger as the sol-
uteis diluted, an effect that lowers the overall Gibbs free energy of the solution. This is analo-
gous to increasing the volume for a gas. The favorable entropy can be derived from the sta-
tistical mechanics of mixing. The solute has more ways tooccupy e vessel whenitis dilute.

The GFE of the solution also includes the energy of the individual solute and solvent
molecules. All the normal enth. »y and entropy factors associated with structure and en-
ergy given in the last two chapters (bond strengths, strains, s -ation, degrees of freedom,
etc.) are considered. Hence, the GFE of the solution is a complicated sum of terms reflecting
the stability of the solvent, the solute, solvation, and importantly, the entropy of mixing the
solute with the solvent.

To determine the GFE of a solution, aterm ¢ 2d the chemical potential (i) of the solute
is defined. The chemical potential of A (u,) is the extent to which the GFE of the solution (G,,
where t stands for total) will change due to a change in the amount of solute A (Eq. 3.1,
where 71, is the number of moles of A). The chemical potential thereforet sushow the sta-
bility of a solution changes as a function of composition, where the solution will spontane-
ously evolve toward greater stability (lower G,). Hence, u4 is the link between energy and
spontaneous changes in composition, such as solutes dissolving and chemical reactions oc-
curring. For a single solute, it is convenient to think of the chemical potential of the solute as
the driving force for dissolving more A into the solution, or precipitating A out of solution.
This changes for each specific amount of A already dissolved. Energy is not force, but driv-
ing force gives a good mental image.

dG,
oy

Ha = (Eq. 3.11)

More precisely, chemical potential is analogous to potential energy. The higher potential
energy of a compressed spring relative to a relaxed spring tellsus ~ ata spontaneous change
will occur when the spring is released. Similarly, a higher chemical potential for a solution
with a particular amount of A dissolved tells us that the concentration of A will spontane-
ously increase or decrease if given a chance.

The total GFE of the solution for any particular amount of A dissolved is represented by
Eq. 3.12. This takes into account the chemical potential of the solvent also (us). The chemical
potential of the solvent would be the change in GFE of the solution as a function of the moles
of solvent molecules in the solution (an equation analogous to Eq. 3.11).

Gy=npfp + ng lg (Eq.3.12)

Remember, energy is relative. To determine the magnitude of the chemical potential that
drives a change in the composition of the solution, we need a reference state—defined for a
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particular amount of A dissolved in the solvent. The chemical potential of A would therefore
be the chemical potential at this reference state (1,°) plus a correction for changing the sys-
tem away from this state (Eq. 3.13). The RT In(a,) term is the correction to the chemical po-
tential at conditions different than the reference state.

Ha = f1a° + RTIn(a,) (Eq.3.13)

The activity of A (aa) is used in the correction because we are concerned with the
amount of A in the solution (1,) that affects the entropy of mixing. In our analysis, we define
the activity as in Eq. 3.14, where y is the activity coefficient (see Section 5.2.4 for a more thor-
ough discussion of activities). Activity is “like” concentration but without units. Here [A], is
areference concentration, set to 1 M (see discussion later in this section). Activity coefficients
reflect the fact that solutes undergo non-ideal behavior, such as aggregation, which de-
creases the number of particles in solution. The activity gives the number of particles of the
solute in the solution that affect the entropy of mixing. You may recall from a course in quan-
titative analysis that the activity coefficients for dilute solutions of ions can be estimated us-
ing Debye-Hiickel theory, which uses interionic forces to estimate aggregation state. For
now, realize that the value of the activity of a compound approaches the concentration of
that compound as the compound’s molarity goes to zero.

ap = (A, (Eq.3.14)

Let’s look at some of the ramifications of Eq. 3.13. Figure 3.3 shows a plot of the total
Gibbs free energy of solution as a function of the activity of A. The slope at any point along
the curve is the chemical potential of the solution. When no A has been added to the solution
there is an infinite driving force to dissolve A in the solvent. This tells us that all molecules
will dissolve in all solvents at least to some extent. If solid A is added to the solvent, a sponta-
neous evolution will take place causing some A to dissolve. When the GFE is at a minimum,
there is no longer any potential energy in the solution to be released when dissolving more
A.When the activity of Ais 1, Eq. 3.13 tellsus thatu, = u°. Yet, the slope that corresponds to
(a°1s for an arbitrary point along the curve, defined by whatever we choose as the standard
state. Therefore, we now have to define a standard state. The standard state is taken as the
concentration of A being a molarity or molality of one (we use molarity here). Therefore [A],
= 1M in Eq. 3.14 and the activity of A is simply y[A] /1 M, which has no units.

Figure 3.3
Slope at any  ¢§' Plot of the total GFE as a function of the activity
particular of a solute A. The slope at each pointin the curve
activity is pp lope for the standard is the chemical potential of solute A (4). There
tate of Ais 11y’ is one specific slope that is defined as the reference

> [A] = 1M (ua%.

Activity of A for the
standard state of A:
[Al=1M

To summarize, the Gibbs free energy (stability) of a solution has multiple factors associ-
ated with it. First, there is the intrinsic stability of the solvent, the intrinsic stability of the sol-
ute, and the resulting solvation upon their interaction. Yet, there is also an important factor
related to the mixing of the solvent and solute. We combine all these factors into the notion

point. This is the slope for the activity of A when
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of the total GFE. The change in total GFE as a function of composition is used to determine if
changes in the solution will occur, a notion called the chemical potential. We need a reference
point for the chemical potential, which is defined as the change in Gibbs free energy of the
solution as a function of composition for concentrations of solute ata molarity of 1. We can
now tie this analysis to the driving force for reactions.

The Thermodynamics of Reactions

To analyze the thermodynamics of a simple reaction as given in Eq. 3.15, we compare the
stability of a solution of A and a solution of B. The analysis does not tell us if there is a plausi-
ble pathway connecting A and B, but only whether A or B will dominate at equilibrium and
to what extent. We start by writing an equation for B that is identical to Eq. 3.13. We then sub-
tract the equations for B and A to achieve Eq. 3.16.

—3B (Eq.3.15)
Hp = Ha = Hp® = 1a° + RT [In(ag) — In(a,)] (Eq.3.16)

Since u and uy are slopes themselves, it can be shown that ug — 14 is the slope of the GFE
of the solution when plotted against a parameter called the extent of a reaction that converts
A to B (you are asked to show this in the end-of-chapter Exercises). The extent of reaction is
designated by &, and starts at 0 with the mole fraction of B being zero (activity equals zero
also), and ends at 1, which signifies that all of A was converted to B. Since the u’s are akin to
driving forces for changing the composition of the solution with respect to each single sol-
ute, a difference in y’s for individual solutes must be the driving force for interchanging the
composition of the solution by interchanging those solutes. In other words, this difference is
the potential energy stored in asolution ready to be released when the reaction occurs, in this
case A to B. This analysis is expressed by Eq. 3.17, and is normally designated as AG,, ..

aern
Hp = Hpy = Y = Aern (Eq 3.17)

If we now define ug° — 1,° as AG,,,,°, we obtain Eq. 3.18. This equation allows us to relate
the driving force (AC,.,) for interconverting A and B to their activities. When AG,,,, is nega-
tive, increasing the amount of B results in a lowering of the solution’s GFE, and is a thermo-
dynamically favorable process that will occur spontaneously. In fact, if no B is present, there
isinfinite driving force to form some B. Conversely, when AG .., is positive, B will revertto A,
and if only B is present, there is an infinite driving force to create some A. Figure 3.4 should
make this clear; the solution will always spontaneously evolve in the direction that lowers
the tot  SFE of the solution.

g
AG,,, = AG,,° + RT In (E) (Eq.3.18)
. 4
Figure 3.4
A plot of the total GFE of the solution as a function
of the extent of interconversion of A and B (&).
The slope at each £is AG,.,,, which is the driving
force for achieving equilibrium. When equilibrium &
is achieved, AG.., is zero. Slope at any
particular & is AG,,,
\f
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However, defining (3G ../ 9&) as AG,. is a bit confusing. We normally think of a AG term
as a difference between two energy states. In this case you might think it would represent the
difference in energy of the solution at any point £ and the minimum possible energy. This,
however, isincorrect. Instead, AG,,, is the slope of the function that relates the change in GFE
of the solution to the extent of the reaction. It is the driving force for achieving the minimum
GFE for the solution at a particular composition of A and B, and is zero when equilibrium
hasbeen achieved. Thisis similar to the notion that i was akin to a driving force for lowering
the energy of a solution upon dissolving a solute.

The AG.,,° is a term of paramount importance. Understanding the meaning of this term
is one of the prime goals of this discussion. Unlike AG,n, AG,.” does truly reflect a difference
in Gibbs free energies between two particular compositions of a solution. The reason is as
follows. We defined AG,,,” as us° — 1 »°, the difference in the chemical potentials of A and Bin
their respective standard states. The total GFE (G,) for an ideal solution of A and B in solvent
S would be expressed by Eq. 3.19.

Gy=nplp+ nglp + ngllg (Eq.3.19)

Now we define AG,,,” to be a per mole quantity. Hence, when a solution of one mole of A is
considered at its standard state we get GA° = ¢12° + ns s, and when one mole of B is consid-
ered atits standard state we get Gg° = u3° + ngps. Therefore, if we solve for up® —u 4°, we find
itis a difference of two Gibbs free energies, Gg® — G (with the assumption that ugs does not
change with composition). Therefore, AG,,,” is the difference in the stability of a solution of
onemole of A in its standard state and a solution of one mole of B in its standard state. Stated
in another way, it is the energy difference for the conversion of one mole of A to one mole of
B, both at their standard states. This takes into account the intrinsic stabilities of the solutions
of the two separate solutes when at their standard states, which includes the stabilities of the
solutes themselves.

Since activities are commonly assumed to be close to concentrations, Eq. 3.18 reduces to
the more familar Eq. 3.20, where Q = [B]/[A]. This equation is simply another (and approxi-
mate) way of expressing Eq. 3.18. It gives the driving force that exists for a reaction to occur
when the concentrations of B and A do not reflect the difference in the intrinsic Gibbs free en-
ergies of their respective solutions at standard states (AG,.").

Aern = AernO +RT h’lQ (Eq 320)

After the Gibbs free energy of the solution has been minimized, AG,,, is zero. Now the
ratio of B to A does reflect the intrinsic stabilities of separate solutions of B and A at standard
states. Equilibrium is said to have been achieved, and B and A are at their equilibrium con-
centrations. At this point ( is defined as K., the equilibrium constant. When equilibrium
has been achieved, we can rearrange Eq. 3.20 to Eq. 3.21. K, therefore reflects a ratio of B to
A which is indicative of the intrinsic stabilities of A and B, the relative solvation of A and B,
and the entropies of mixing A, B, and the solvent, at the standard states of A and B.

AernO =—RT aneq (Eq 321)

You might be wondering how we measure AG,,,° values if the standard state experi-
mental conditions are never used. In fact, itis physically impossible to convert one mole of A
completely to a mole of B both at their standard states. Hence, the notion of the standard
state is a bit esoteric. Importantly, our analysis had this in mind. Once equilibrium has been
achieved, regardless of the actual concentrations involved, the manner in which we have set
up our analysis leads to GFE values that reflect the intrinsic stabilities of solutions of A and
B at their standard states.

One important ramification of our analysis needs to be mentioned at this stage. With an
equilibrium where both the forward and reverse reactions are unimolecular, the composi-
tion of the solution can be directly determined by the K. In other words, for all total concen-
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trations of reactants and products in the reaction flask, the ratio of reactants and products at
equilibrium is given by K. This is quite different for equilibria that involve reactions of dif-
ferent molecularity in the forward and reverse reactions. When the molecularities of the for-
ward and reverse reactions are different, the composition of the solution at equilibrium
changes depending upon the total concentration of reactants and products, even though the
value of K, does not change. Look ahead to Section 4.1.1 to see this.

Lastly, have you ever wondered why a reaction of A going to B that is exothermic does
not just totally convert to all B? After all, if Bis more stable, why doesn’t all A just completely
become B? Inherent in the question is the fact that the term exothermic relates to enthalpy.
An exothermicreaction means that the intrinsic stability of solvated B is greater than the sta-
t  ty ofsolvated A. However, in our discussion of the thermodynamics just above, we ana-
lyzed solutions of A and B mixed together, and focused upon the total Gibbs free energies of
the solution to describe the reaction. We found an infinite driving force for creating A or B
when starting with pure B or A, respectively. Since it is the stability of the overall solution
that dictates reactions, not just the stability of the solutes themselves, there will always be
some of A and B present independent of how large the endothermicity or exothermicity of
the reaction. The fundamental reason for this is the entropy of the solution, which is always
more favorable when some of A and B are present, regardless of the stabilities of A and B.

Since it is the AG,,,,° that controls any equilibrium, and we have now found that part of
this AG® depends upon the mixing of solutions, how do we determine just the stability of the
reactants and products independent of the mixing? In the last chapter we focused upon en-
thalpy changes to determine the stability of organic structures. Therefore, we would like to
calculate whether a reaction is exothermic or endothermic to make this determination.
Hence, we need AH® values.

Calculating AH® and AS®

We will spend a significant amount of the next chapter analyzing methods to measure
equilibrium constants, from which the standard GFE of the reaction can be derived using Eq.
3.21. Yet, a lot of chemical insight derives from measuring AH® and AS°. This can be quite
easily done using a van’t Hoff analysis. By substituting the Gibbs free energy equation, AG®
=AH°-TAS’ intoE 3.21and rearranging, we get Eq. 3.22. A plot of InK,, versus 1/ T gives
a AH° value from the slope and a AS° value from the intercept. Hence, by measuring K., val-
ues at a variety of temperatures, the enthalpy and entropy of reaction can be determined,
and we show one example in the following Connections highlight. A straight line is ob-
tained in a van’t Hoff analysis only if the heat capacity (AC;°) of the solution does not change
(see Chapter 4). Curvature in a van’t Hoft plot indicates that AC,” # 0.

_AH® | AS°
RT ' R

INK,q = (Eq.3.22)

tsummary, itis  ar that the Gibbs free energy of solutions plays a pivotal role in the
thermodynamics of chemical reactions. In the last chapter we examined the stability of vari-
ous organic structures, which is part of this total Gibbs free energy. Now, in this Chapter, we
found that the nature of the solvent, the resulting interactions with the solutes (solvation),
and the simple act of mixing solutes and solvents, are also part of the total GFE. It is now ap-
propriate to explore the interactions between solv ts and solutes, and between solutes
themselves, in detail. Once we understand these interactions, we can put together all the
concepts—chemical structure and stability, solvation, and total Gibbs free energy—and start
to explore some reactions.

3.2 Binding Forces

Now that we have a background into the structure of solvents, insight into polarity param-
eters, and solute mobility, it is time to explore the forces that hold the solvent molecules
together. The same interactions that hold solvent molecules together are those that cause
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Conne...ons

A van't Hoff Analysis of the Formation
of a Stable Carbene

In Chapter 11 we will discuss the structure and reactivity
of carbenes. These are traditionally extremely unstable
structures, where carbon only has six electrons. However,
there are cases of stable carbenes, typically possessing res-
onance structures with stabilizing features such as zwitter-

equilibrium with the carbene shown. The equilibrium
constants for this transformation were determined as a
function of temperature, and the van’t Hoff plot shown
gave AH® = 13.7 kecal/mol and AS° = 30.4 eu. The bond
strength for the double bond (13.7 kcal / mol) is exception-
ally low relative to normal C=C bond strengths (approxi-
mately 160 kcal / mol; see Chapter 2).

ionic and aromatic character. For example, for moderately
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Reversible carbene formation

. . Liu, Y., Lindner, P.E., and Lemal, D. M. “Thermodynamics of a Diamino-
a tetraamino-substituted ethylene, the structure shownto | carbene-Tetraaminoethylene Equilibrium.” J. Am. Chen. Soc., 121, 10626

solutes to dissolve, and are responsible for solute—solute interactions and molecular recog-
nition. Often, these binding forces are present within the same molecule, such as intramolec-
ular hydrogen bonding. Hence, we examine the binding forces all together, and do not nec-
essarily focus uponintermolecular or intramolecular interactions. The interactions can be as
simple as the electrostatic attraction between a small cation and a small anion, or as complex
as those associated with the multi-component enzyme assemblies that initiate gene expres-
sion. Hence, we use the term solute to refer to any species dissolved in a solvent, from a sim-
pleion to a complex biomolecule.

In most cases the binding forces discussed herein are weak. Therefore, in reading the fol-
lowing sections, it may at times seem that we are discussing such weak phenomena that the
forces are insignificant. On the contrary, we will demonstrate that cooperativity among
many weak interactions can be quite powerful. It is an accumulation of many weak interac-
tions that leads to large binding forces between solutes (molecular recognition). This is per-
vasively true both in chemical biology and in materials chemistry, and it is a phenomenon
we will consistently observe.

3.21 Ion Pairing Interactions

Oppositely charged ions attract each other strongly. In the gas phase the “binding’” be-
tween a simple cation and a simple anion can be worth well over 100 kcal/ mol. The major
contributor to the binding is an electrostatic interaction. We will be discussing electrostatics
extensively in this section, and it isimportant to be clear on its usage here. By an electrostatic
interaction, we mean a strictly Coulombic attraction or repulsion between charges or partial
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charges that existed prior to the interaction and remain unchanged in the interaction. The
last restriction is not universally applied. Some would first bring two molecules together,
allow their charge distributions to rearrange in response to each other’s presence, and then
consider the Coulombic interaction of these altered charge distributions to be an electro-
static interaction. This is not an unreasonable type of analysis. Here, however, we will re-
tain the “static” of electrostatic, and we will consider binding that results from rearranged
charge distributions to be not a strictly electrostatic effect.

Anjion pairis defined to exist when a cation and anion are close enough in space that the
energy associated with their electrostatic attraction is larger than the thermal energy (RT)
available to separate them. This means that the ions stay associated longer than the time re-
quired for Brownian motion to separate non-interacting species. We have already examined
the energy between two charges at a distance r (Eq. 3.1), and found it to depend inversely
upon the dielectric constant. Hence, the extent of ion pairing will also depend upon the di-
electric constant of the solvent. The inverse correlation with dielectric constant is imperfect,
because other interactions between the cation and anion can be involved. The dielectric con-
stant of the solvent does not take into account the specific coordinating ability or hydrogen
bonding ability of the solvent toward particular cations or anions. Further, the size and
shape of the anions and cations will influence their energy of attraction. The solvent mole-
cules also become very organized when surrounding a cation or anion, which is entropically
costly, whereas the surface around an ion pair is smaller and the solvation requirements
lower. Thus, ion pair formation can be viewed as a competition with ion solvation as a means
to lower the Gibbs free energy of the solution. Since most organic reactions are performed in
solvents of relatively low dielectric constant, ion pairing is a common phenomenon for
charged reactive intermediates (carbocations and carbanions).

Since Coulomb’s law (Eq. 3.1) includes the dielectric constant of the medium (g), we
expect the energetics of an ion pair to be medium dependent. On moving from the gas phase
(e = 1) to an organic solvent (¢ < 10), the energy of an ion pair is still expected to be quite sig-
nificant. However, in water, with € = 78, the interaction should be substantially attenuated.
In other words, we do not expect oppositely charged ions to bind tightly to one another in
water. Sodium chloride, for example, is dissociated in water. Note that we do not expect zero
binding energy in water, only a relatively small binding energy.

Ionic interactions become stronger with polyions. A polyion is a polymer of repeating
ionized units. For example, a dilute solution of sodium acetate in water is completely disso-
ciated, while polyacrylate [-(CH,CHCO,"),~] has a substantial fraction of the sodium ions
bound to the polymer. This polymer is referred to as a weak electrolyte, in contrast to so-
dium acetate, which is a strong electrolyte. The large negative charge density on the poly-
mer leads to a greater fraction of the sodiums being held in the vicinity of the polymer. A bio-
logical example of this is DNA and RNA, which are repeating units of negative phosphate
diesters. These structures are well known to have large numbers of cations closely associ-
ated with the strands.

Salt Bridges

We have already noted previously that in molecular recognition, and especially in bio-
logical recognition, large effects often result from the accumulation of a large number of
small effects. Thus, it becomes quite important to distinguish “no interaction” from a weak
interaction, and 0.1 kcal/mol from 1.0 kcal/mol. Not surprisingly, when small distinctions
are controlling, some debate and even controversy can arise.

The controversy can be quite intense when it is in the context of the salt bridge. A
salt bridge is an ion pair between two side chains of a protein. The anion is a carboxylate
(from Asp or Glu) and the cation is an ammonium (RNH;', from Lys) or a guanidinium
[RNHC(NH,),", from Arg]. To what extent do salt bridges contribute to protein stability?
There is no simple answer. We should anticipate that context would be important. If the salt
bridge is on the surface of the protein, the dielectric constant should be close to that of pure
water. Such an “exposed” salt bridge might contribute very little to protein stability. Again,
ammonium acetate is dissociated in water, so an Asp e e e Lys salt bridge should be weak or
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negligible in bulk water. Alternatively, the salt bridge might be somewhat or completely
buried in the interior of the protein. Here the question of dielectric constant becomes com-
plex. Often an “effective dielectric” constant anywhere in the range of 4-37 is ascribed to the
interior of a protein. However, we are no longer in a relatively homogeneous medium like in
a pure solvent, and so any such approximation must be considered fairly crude.

The consensus from a large number of studies of salt bridges is that they can contribute
to protein stability, but there is considerable variation. Typically, a surface-exposed salt
bridge is worth around anywhere from 0 to 2 kcal / mol, and a buried saltbridge can be worth
up to 3 kcal / mol, with some exceptional cases being worth more. These are small effects, but
again, molecular recognition is controlled by interactions that are individually small butadd
up to a large effect.

Another issue in considering the contribution of a salt bridge to protein stability, and
one that must be considered whenever thermodynamic issues are discussed, is the appro-
priate reference state. Stability, whether we are talking about a protein fold or a reactive in-
termediate, is always a relative term. We noted this earlier in this chapter, in Chapter 2, and
we will return to it often throughout this book. The following Going Deeper highlight pre-
sents the problem of defining an appropriate reference state.
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Exposed and buried salt bridges

The Strength of a Buried Salt Bridge

What kind of an experiment would determine the
strength of aburied salt bridge? It might seem that the
sensible thing to do would be to measure the stability of
the protein, a straightforward process involving merely
heating the protein and watching it “unfold”, with and
without the salt bridge. In this experiment, the stability
of the protein is defined as the difference in stability of
the unfolded and folded states. Itis a simple matter now-
adays to alter protein structure in controlled ways.

What does “without the salt bridge” mean? Do we
simply remove the amino acid side chains that make the
salt bridge? This would leave a hole in the protein, and as
we noted at the start of this chapter, nature abhors a vac-
uum. This seems like an unfair reference state. Recall that

the interiors of proteins have low dielectric microenviron-
ments. Perhaps a more sensible reference state would be
to replace the two ionic side chains with two “’greasy” side
chains of comparable size. Now we are asking a question
more like, “Which is more stable, a salt bridge or ahydro-
phobic contact in the interior of a protein?” Studies have
been performed to address just this question, and often
the outcome is that the protein is more stable with the
hydrophobic pair than with the salt bridge. The conclu-
sion would now be that the salt bridge destabilized the pro-
tein! Clearly, the choice of reference state influences the
conclusions—a very important lesson for any thermody-
namic experiment.

Hendsch, Z.S.,, and Tidor, B. “Do Salt Bridges Stabilize Proteins? A Con-
tinuum Electrostatic Analysis.” Protein Sci., 3, 211-226 (1994).

3.2.2 Electrostatic Interactions Involving Dipoles

Just as full opposite charges attract each other, oppositely charged ends of dipoles at-
tract each other. This leads to a rough alignment of the dipoles such that positively charged
ends interact with negatively charged ends. Because solvents are not completely ordered,
there is considerable disorder in this alignment. Yet, this attraction is one of the forces that
holds solvent molecules together and raises boiling points. The dipoles do not have to be
between solvent molecules, but can also be between solutes and solvents, and between two
solutes.

Ion-Dipole Interactions

When a charged solute is dissolved in a solvent with a dipole moment, the electric field
associated with the charge exerts a force on the dipole, orienting the oppositely charged end
of the dipole toward the charge. For a dipole whose orientation is fixed in space, the poten-
tial energy of the interaction varies as the inverse squared distance r between the charge and
dipole (Eqg. 3.23, where € is the dielectric constant of the solvent and y is the dipole moment;
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Dipoles aligned to some degree
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lon—dipole alignment parameters

¢ = q11). Thus, the ion—dipole energy falls off more rapidly than the attraction between two
oppositely charged ions (Eq. 3.1). This equation holds for r significantly larger than /.

1 q,c0s0
o

The attractive force can be quite large for a polar solvent molecule in direct contact with
anion. This is part of the large exergonic physical change when solid salts dissolve in water.
The entropy of mixing also favors dissolution (see Section 3.1.5). Table 3.6 shows several
heats of hydration (equivalent to the heat of solution for water as solvent) for various ions,
salts, and a few organic structures.

Important solvation trends are evident in considering the simple ions. A clear trend in
hydration energies emerges, with Li* > Na* > K* > Rb*. The smaller the ion, the greater the
hydration energy. This trend is an indication of a largely electrostatic effect. If we consider
these ions as spheres of charge, the smaller ion has the same total charge as a larger ion, but
itis distributed over the surface of a smaller sphere. Thus, the charge per unit area is larger,
and so Coulombic interactions are stronger. Whenever a trend correlating ionic radius and
interaction energy appears, we shoul<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>