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The twentieth century saw the birth of physical organic chemistry-the study of the inter­
relationships between structure and reactivity in organic molecules-and the discipline ma­
tured to a brilliant and vibrant field. Some would argue that the last century also saw the 
near death of the field. Undeniably, physical organic chemistry has had some difficult times. 
There is a perception by some that chemists thoroughly understand organic reactivity and 
that there are no important problems left. This view ignores the fact that while the rigorous 
treatment of structure and reactivity in organic structures that is the field's hallmark contin­
ues, physical organic chemistry has expanded to encompass other disciplines. 

In our opinion, physical organic chemistry is alive and well in the early twenty-first 
century. New life has been breathed into the field because it has embraced newer chemical 
disciplines, such as bioorganic, organometallic, materials, and supramolecular chemistries. 
Bioorganic chemistry is, to a considerable extent, physical organic chemistry on proteins, 
nucleic acids, oligosaccharides, and other biomolecules. Organometallic chemistry traces its 
intellectual roots directly to physical organic chemistry, and the tools and conceptual frame­
work of physical organic chemistry continue to permeate the field. Similarly, studies of poly­
mers and other materials challenge chemists with problems that benefit directly from the 
techniques of physical organic chemistry. Finally, advances in supramolecular chemistry 
result from a deeper understanding of the physical organic chemistry of intermolecular in­
teractions. These newer disciplines have given physical organic chemists fertile ground in 
which to study the interrelationships of structure and reactivity. Ye t, even while these new 
fields have been developing, remarkable advances in our understanding of basic organic 
chemical reactivity have continued to appear, exploiting classical physical organic tools and 
developing newer experimental and computational techniques. These new techniques have 
allowed the investigation of reaction mechanisms with amazing time resolution, the direct 
characterization of classically elusive molecules such as cyclobutadiene, and highly detailed 
and accurate computational evaluation of problems in reactivity. Importantly, the tech­
niques of physical organic chemistry and the intellectual approach to problems embodied 
by the discipline remain as relevant as ever to organic chemistry. Therefore, a course in phys­
ical organic chemistry will be essential for students for the foreseeable future. 

This book is meant to capture the state of the art of physical organic chemistry in the 
early twenty-first century, and, within the best of our ability, to present material that will re­
main relevant as the field evolves in the future. For some time it has been true that if a student 
opens a physical organic chemistry textbook to a random page, the odds are good that he or 
she will see very interesting chemistry, but chemistry that does not represent an area of sig­
nificant current research activity. We seek to rectify that situation with this text. A student 
must know the fundamentals, such as the essence of structure and bonding in organic mol­
ecules, the nature of the basic reactive intermediates, and organic reaction mechanisms. 
However, students should also have an appreciation of the current issues and challenges in 
the field, so that when they inspect the modern literature they will have the necessary back­
ground to read and understand current research efforts. Therefore, while treating the funda­
mentals, we have wherever possible chosen examples and highlights from modern research 
areas. Further, we have incorporated chapters focused upon several of the modern disci­
plines that benefit from a physical organic approach. From our perspective, a protein, elec­
trically conductive polymer, or organometallic complex should be as relevant to a course in 
physical organic chemistry as are small rings, annulenes, or non-classical ions. 

We recognize that this is a delicate balancing act. A course in physical organic chemistry 
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cannot also be a course in bioorganic or materials chemistry. However, a physical organic 
chemistry class should not be a history course, either. We envision this text as appropriate for 
many different kinds of courses, depending on which topics the instructor chooses to em­
phasize. In addition, we hope the book will be the first source a researcher approaches when 
confronted with a new term or concept in the primary literature, and that the text w ill pro­
vide a valuable introduction to the topic. Ultimately, we hope to have produced a text that 
will provide the fundamental principles and techniques of physical organic chemistry, 
while also instilling a sense of excitement about the varied research areas impacted by this 
brilliant and vibrant field . 

Eric V Anslyn 
Norman Hackerman Professor 
University Distinguished Teaching Professo r 
University of Texas, Austin 

Dennis A. Dougherty 
George Grant Hoag Professor of Chemistry 
California Institute of Technology 
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A Nate to the Instructor 

Our intent has been to produce a textbook that could be covered in a one-year course in 
physical organic chemistry. The order of chapters reflects what we feel is a sensible order of 
material for a one-year course, although other sequences would also be quite viable. In addi­
tion, we recognize that at many institutions only one semester, or one to two quarters, is 
devoted to this topic. In these cases, the instructor will need to pick and choose among the 
chapters and even sections within chapters. There are many possible variations, and each in­
structor will likely have a different preferred sequence, but we make a few suggestions here. 

In our experience, covering Ch apters 1-2,5-8, selected portions of9-11, and then 14-16 
creates a course that is doable in one extremely fast-moving semester. Alternatively, if organic 
reaction mechanisms are covered in another class, dropping Chapters 10 and 11 from this or­
der makes a very manageable one-semester course. Either alternative gives a fairly classical 
approach to the field, but instills the excitement of modern research areas through our use of 
"highlights" (see below). We have designed Chapters 9, 10, 11, 12, and 15 for an exhaustive, 
one-semester course on thermal chemical reaction mechanisms. In any sequence, mixing in 
Chapters 3, 4, 12, 13, and 17 whenever possible, based upon the interest and expertise of the 
instructor, should enhance the course considerably. A course that emphasizes structure and 
theory more than reactivity could involve Chapters 1-6, 13, 14, and 17 (presumably not in 
that order) . Finally, several opportunities for special topics courses or parts of courses are 
available: computational chemistry, Chapters 2 and 14; supramolecular chemistry, Chapters 
3, 4, and parts of 6; materials chemistry, Chapters 13, 17, and perhaps parts of 4; theoretical 
organic chemis try, Chapters 1, 14-17; and so on. 

One of the ways we bring modern topics to the forefront in this book is through provid­
ing two kinds of highlights:" Going Deeper" and" Connections." These are integral parts of the 
textbook that the students should not skip when reading the chapters (it is probably important to 
tell the students this). The Going Deeper highlights often expand upon an area, or point out 
what we feel is a particularly interesting sidelight on the topic at hand. The Connections 
highlights are used to tie the topic at hand to a modern discipline, or to show how the topic 
being discussed can be put into practice. We also note that many of the highlights make ex­
cellent starting points for a five- to ten-page paper for the student to write. 

As noted in the Preface, one goal of this text is to serve as a reference when a student or 
professor is reading the primary literature and comes across unfamiliar terms, such as" den­
drimer" or "photoresist." However, given the breadth of topics addressed, we fully recog­
nize that at some points the book reads like a " topics" book, without a truly in-depth analy­
sis of a given subject. Further, many topics in a more classical physical organic text have been 
given less coverage herein. Therefore, many instructors may want to consult the primary lit­
erature and go into more detail on selected topics of special interest to them. We believe we 
have given enough references at the end of each chapter to enable the instructor to expand 
any topic. Given the remarkable literature-searching capabilities now available to most stu­
dents, we have chosen to emphasize review articles in the references, rather than exhaus­
tively citing the primary litera ture. 

We view this book as a "living" text, since we know that physical organic chemistry will 
continue to evolve and extend into new disciplines as chemistry tackles new and varied 
problems. We intend to keep the text current by adding new highlights as appropriate, and 
perhaps additional chapters as new fields come to benefit from physical organic chemistry. 
We would appreciate instructors sending us suggestions for future topics to cover, along 
with particularly informative examples we can use as highlights. We cannot promise that xxvu 



xxviii A N OTE TO THE INSTRUCTOR 

they will all be incorporated, but this literature will help us to keep a broad perspective on 
where the field is moving. 

Given the magnitude and scope of this project, we are sure that some unclear presenta­
tions, misrepresentations, and even outright errors have crept in. We welcome corrections 
and comments on these issues from our colleagues around the world. Many difficult choices 
had to be made over the six years it took to create this text, and no doubt the selection of top­
ics is biased by our own perceptions and interests. We apologize in advance to any of our col­
leagues who feel their work is not properly represented, and again welcome suggestions. 

We wish you the best of luck in using this textbook. 
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PART 

I 
MOLECULAR STRUCTURE 
AND THERMODYNAMICS 





CHAPTER 1 

Introduction to Structure and Models of Bonding 

Intent and Purpose 

There are three goals for Chapter 1. The first is to review simple notions of chemical bonding 
and structure. This review is meant for readers who have a knowledge of atomic and molec­
ular structure equivalent to that given in introductory chemistry and organic chemistry text­
books. In this review, concepts such as quantum numbers, electron configurations, valence­
shell electron-pair repulsion (VSEPR) theory, hybridization, electronegativity, polar cova­
lent bonding, and a and 1T bonds, are covered in an introductory m anner. A large fraction of 
organic chemistry can be understood and predicted based upon these very simple concepts 
in structure and bonding. However, the second goal of the chapter is to present a more ad­
vanced view of bonding. This is known as qualitative molecular orbital theory (QMOT), and 
it will lay the foundation for Chapter 14, where computational methods are discussed. This 
more advanced approach to bonding includes the notion of group orbitals for recurring 
functional groups, and an extension of molecular orbital theory called perturbational mo­
lecular orbital theory that will allow us to make rational predictions as to how bonding 
schemes arise from orbital mixing. We show these bonding models first with stable mole­
cules, and then apply the lessons to reactive intermediates. By covering stable structures 
alongside reactive intermediates, it should be clear that our standard models of bonding 
predict the reactivity and structure of all types of organic structures, stable and otherwise. 
Showing such a correlation is the third goal of the chapter. 

A recurrent them e of this chapter is that organic functional groups-olefins, carbonyls, 
amides, and even simple alkyl groups such as methylene and methyl-can be viewed as 
having transferable orbitals, nearly equivalent from one organic structure to another. We 
will describe several of these molecular orbitals for many common organic functional 
groups. In all the discussions there is a single unifying theme, that of d eveloping models of 
bonding that can be used to explain reactivity, structure, and stability, as a preparation for fu­
ture chapters. 

You may be aware that modern computational methods can be used to describe the 
bonding in organic molecules. Why, then, should we develop simple descriptive theories of 
bonding? With the advent of universally available, very powerful computers, why not just 
use quantum mechanics and computers to describe the bonding of any molecule of interest? 
In the early twenty-first century, it is true that any desktop computer can perform sophisti­
cated calculations on molecules of interest to organic chemists. We will discuss the method­
ology of these calculations in detail in Chapter 14, and we will often refer to their results 
during our discussions in this and other chapters. However, for all their power, such calcula­
tions do not necessarily produce insight into the nature of molecules. A string of computer­
generated numbers is just no substitute for a well-developed feeling for the nature of bond­
ing in organic molecules. Furthermore, in a typical working scenario at the bench or in a 
scientific discussion, we must be able to rapidly assess the probability of a reaction occurring 
without constantly referring to the results of a quantum mechanical calculation. Moreover, 
practically speaking, we do not need high level calculations and full molecular orbital the­
ory to understand most common reactions, molecular conformations and structures, or ki­
netics and thermodynamics. Hence, we defer detailed discussions o f sophisticated calcula­
tions and full molecular orbital theory until just before the chapters where these methods are 3 
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essential. Also, as powerful as they are, calculations are still severely limited in their ability 
to address large systems such as proteins, nucleic acids, or conducting polymers. This limi­
tation is even more severe when solvation or solid state issues become critical. Therefore, it 
is still true-and will be true for some time-that descriptive models of bonding that are 
readily applicable to a wide range of situations are the best way to attack complex problems. 
The models must be firmly rooted in rigorous theory, and must stand up to quantitative 
computational tes ts. Two such models are developed in this chapter. 

1.1 A Review of Basic Bonding Concepts 

In this section we present a number of basic concepts associated with chemical bonding and 
organic structure. Most of this material should be quite familiar to you. We use this section to 
collect the terminology all in one place, and to be sure you recall the essentials we will need 
for the more advanced model of bonding given in Sections 1.2 and 1.3. For most students, a 
quick read of this first section will provide an adequate refresher. 

1.1.1 Quantum Numbers and Atomic Orbitals 

Every molecule is made up from the nuclei and electrons of two or more atoms via 
bonds that result from the overlap of atomic orbitals. Hence, the shapes and properties of 
atomic orbitals are of paramount importance in dictating the bonding in and properties of 
molecules. The Bohr model of atoms had electrons moving in speci fie orbits (hence the term 
orbitals) around the nucleus. We now view the shapes and properties of atomic orbi tals as 
they are obtained from basic quantum mechanics via solution of the Schrodinger equation. 
The solutions to the Schrodinger equation are termed wavefunctions, and in their most 
common implementation these wavefunctions correspond to atomic or molecular orbitals. 

The atomic orbital wavefunctions come in sets that are associated with four different 
quantum numbers. The first is the principal quantum number, w hich takesonpositiveinte­
ger values starting with 1 (n = 1, 2, 3, . . . ). An atom's highest principal quantum number de­
termines the valence shell of the atom, and it is typically only the electrons and orbitals of 
the valence shell that are involved in bonding. Each row in the periodic table indicates a dif­
ferent principal quantum number (with the exception of d and f orbitals, which are d isplaced 
down one row from their respective principal shells). In addition, each row is fu r ther spli t 
into azimuthal quantum numbers (m = 0, 1, 2, 3, ... ; alternatively described ass, p, d,f . .. ). 
This number indicates the angular momentum of the orbital, and it defines the spatial dis­
tribution of the orbital with respect to the nucleus. These orbitals are shown in Figure 1.1 for 
n = 2 (as with carbon) as a function of one of the three Cartesian coordinates. 

The shapes given in Figure 1.1 are a schematic represen tation of the orbitals in regions of 
space around the nucleus. For n = 1, only a 1s atomic orbital is allowed. The highest electron 
density is at the atomic nucleus, with decreasing density in all directions in space at increas-

s Orbital representations p Orbital representations 

Figure 1.1 
The general shape of s and p atomic orbitals for ca rbon. These ca rtoons are the schematics that chemists 
typically sketch. Shown also is a more realistic representa tion for the p orbital produced by quantum 
mechanica l calculations. 
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ing dis tances from the nucleus. We pictorially represent such a population density as a 
sphere. 

The principal quantum number 2 has s and p orbitals. The 2s orbital is similar to the 1s or­
bital, but has a spherical surface in three-dimensional space w here the electron density goes 
to zero, ca lled a node. A node is a surface (a sphere for s orbitals, a plane for p orbitals) that 
separa tes the positive and nega tive regions of a wavefunction. There is zero probability of 
finding an electron at an orbital node. The spherical node of a 2s orbital cannot be seen in the 
representation of Figure 1.1. In rea lity, this nodal surface in the 2s orbital has little impact on 
bonding models, and again, we pictorially represent this orbital as a sphere, just as with a 
1s orbital. 

A p orbital can orient along three perpendicular directions in space, defined to be the x, 
y, and z axes. The 2p orbitals have a nodal plane that conta ins the nucleus and is perpendic­
ular to the orbital axis. As such, the e lectron density is zero at the nucleus. The popula­
tion density of a p orbital reaches a maximum along its axis in both the negative and positive 
spatial directions, and then drops off. This population density is shown as a dumbbell-like 
shape. 

The directionality of an orbital in space is associated with a third se t of quantum num­
bers ca lled magnetic. For the p orbita ls the magnetic quantum numbers are - 1, 0, and 1, each 
representing one of the three different orthogonal directions in space (see the three 2p orbit­
als in Figure 1.1). The 2s and 2p orbitals make up the valence shell for carbon . Later in this 
chapter, we will examine metals, which contain d orbitals. The magnetic quantum numbers 
ford orbitals are - 2, - 1, 0, 1, and 2. 

The phasing of the atomic orbitals shown in Figure 1.1 (color and gray / clear) is solely a 
result of the mathematical functions describing the orbitals. One color indicates that the 
function is positive in this region of space, and the other color indica tes that the function is 
negative.lt does not matter which color is defined as positive or nega tive, only that the two 
regions are opposite. There is no other meaning to be given to these phases. For instance, the 
probability of finding an electron in the differently phased regions is the same. The probabi l­
ity is defined as the electron density or electron distribution. It is specifically related to the 
square of the mathematical function that represents the orbitals. 

The fourth and final quantum numbe1~ m 5 , is associated with the spin of an electron. Its 
value can be + /1 or- ~- An orbital can only contain two electrons, and their spin quantum 
numbers must be oppositely signed (te rmed spin paired) if the electrons reside in the same 
orbital. Because electrons have wave-like properties, these waves are overlapping in space 
when the electrons are in the same orbital. However, because the electrons are negatively 
charged and have particle character also, they tend to repe l each other. As a result, their 
movements are ach1ally correlated, so as to keep the like charges apart. Correlation is the 
ability of an electron to feel the trajectory of another electron and therefore alter its own 
course so as to minirruze Coulombic repulsions and keep the energy of the system to a 
minimum. 

1.1.2 Electron Configurations and Electronic Diagrams 

The electron configuration of an atom describes all the atomic orbitals that are popu­
lated with electrons, with the number of electrons in each orbita l designated by a super­
script. For example, carbon has its 1s, 2s, and 2p orbitals each populated with two electrons. 
Hence, the electron configura tion of carbon is 1s2 2s2 2p2. This is the ground state of carbon, 
the most s table form. Promotion of an electron from an atomic orbita l to a higher-lying 
atomic orbital produces a higher energy excited state, su ch as 1s2 2s 1 2p3. 

In an electronic diagram the atomic orbitals are represented by horizontal lines at diffe r­
ent energy levels, where the higher the line on the page the higher the energy. Symbols are 
placed near the lines to indicate which orbitals the lines are meant to represent. The arrows 
represent electrons, and their direction indicates the relative spin of the individual electrons. 
Several rules are used to decide how these lines (orbitals) are populated (fi lled) with elec­
trons. The aufbau principle (from German for "building-up") states that one populates the 
lower energy orbitals with electrons first. Furthermore, only two electrons can be in each or-

5 
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2p t t 

2 s Jl 
Carbon electron configuration 

bital, and when they are in the same orbital they must be spin paired (a result of the Pauli 
principle). Hund's rule tells us how to handle the population of degenerate orbitals, which 
are orbitals that have the same energy. We singly populate such orbitals sequentially, and all 
electrons in singly-occupied orbitals have their spins aligned. 

Carbon has six electrons, two in the ls orbital, and four valence electrons th at occupy the 
2s and 2p valence orbitals. Based on the rules briefly reviewed here, the lowest energy elec­
tronic diagram of the valence shell of carbon is as shown in the margin. 

The familiar octet rule, which s tates that atoms are most s table when their valence shell 
is full, suggests that carbon in a molecule will take on four more electrons from other atoms 
so as to possess an octet of electrons and thereby attain a noble gas configuration. The num­
ber of bonds that an atom can make is called its valence number. If each bond that carbon 
makes is crea ted by the donation of a single electron from an adjacent atom's atomic orbitals, 
carbon will make four bonds. Carbon is said to have a valence of four. This valence is by far 
the most common bonding arrangement for C. When carbon has fewer than four bonds it 
is in a reactive form, namely a carbocation, radical, carbanion, or carbene. When a simil ar 
analysis is done for N, 0, and F, it is found that these atoms prefer three, two, and one 
bond(s), respectively. 

1.1.3 Lewis Structures 

G. N. Lewis developed a notation tha t allows us to use the va lence electrons of atoms in 
a molecule to predict the bonding in that molecule. In this m e thod, the electrons in the va­
lence shell of each atom are drawn as dots for all atoms in the molecule (see examples be­
low). Bonds are formed by sharing of one or more pairs of electrons between the atoms, such 
that each atom achieves an octet of electrons. In an alternative to the electron dot symbolism, 
we can draw a line to rep resent a bond. A single bond is the sharing of two electrons, while 
double and triple bonds involve the sharing of four and six electrons, respectively. Despite 
its simplicity, this notation can be used to accurately predict the number of lone pairs that an 
atom will have and whether that atom will use single, double, or triple bonds when incorpo­
rated into specific molecules. 

H 
H:C:H 

H 

H 
I 

H-C- H 
I 
H 

H:N:H 
H 

H- N- H 
I 
H 

H:O: H 

H - 0 -H 

·a· 
II 

H- C- H 

A few examples of Lewis structures 

H:C :::N: 

H-C= N: 

The problem with Lewis dot structures is that they provide no insigh t into molecular 
shapes, orbitals, or distributions of electrons wi thin molecu les. Instead, they are on ly useful 
for predicting the number of bonds an atom forms; whether the atom has lone pairs; and 
whether single, double, or triple bonds are used. Once an atom is found to have an octet us­
ing a Lewis analysis, no further insight into the structure or reactivity can be obtained from 
the Lewis structure. We have to turn to more sophisticated molecular structure and bond ing 
concepts to understand structure and reactivity. 

1.1.4 Formal Charge 

Often it is convenient to associate full charges wi th certain atoms, even though the 
charges are in fact delocalized among the atoms in the molecule, and the overall molecule 
may be neutra l. Such charges derive from the Lewis structure, and these full charges on 
atoms are ca lled formal charges, denoting they are more of a formality than a reality. 

The formula generally given in introductory chemistry tex tbooks for calculating the for­
mal charge is formal charge = number of valence electrons- number of unshared electrons 
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- ~the number of shared electrons. In organic chemistry, it is easier to just remember a few 
simple structures. For example, the oxygen in water has two bonds to hydrogen and is neu­
tral. In contrast, the oxygen in the hydronium ion (H30 +) bonds to three hydrogens and is 
positive; and the oxygen of hydroxide (OH-) has only one bond and has a formal negative 
charge. This series can be generalized. Whenever oxygen has an octet of electrons and has 
one, two, or three bonds it is negative, neutral, or positive, respectively. More generally, 
whenever an atom has an octet and has one bond more than its neutral state it is positive; 
when it has one bond fewer it is negative. Hence, a nitrogen atom having two, three, or four 
bonds is negative, neutral, or positive, respectively; similarly, a carbon having an octet and 
three, four, or five bonds is negative, neutral, or positive, respectively. Although formal 
charge can be rapidly evaluated in this manner, you should not take the charge on a particu­
lar atom too literally, as demonstrated in the following Going Deeper highlight. 

Going Deeper 

How Realistic are Formal Charges? 

Formal charge is more or less a bookkeeping tool. For 
the tetramethy lammonium ion, for example, we draw a 
positive charge on the nitrogen because it is tetravalent. 
However, it is now possible to develop very accurate 
descriptions of the electron distributions in molecules 
using sophisticated computational techniques (Chapter 
14). Such calculations indicate that a much more reason­
able model for the tetramethylammoni urn ion describes 
theN as essentially neutral. The positive charge resides on 
the methyls, each carrying one-fourth of a charge. What is 
going on here? Looking ahead to Section 1.1.8, we know 
that N is more electronegative than C, so it should have 
more negative charge (less positive charge) than C. 
Indeed, in trimethylamine there is a substantial negative 

charge on theN. On going from trimethylamine to tetra­
methylammonium theN does become more positive than 
in a neutral molecule. It is just that it goes from partial neg­
ative to essentially neutral, rather than from neutral to pos­
itive, as implied by the formal charge symbolism. Beyond 
bookkeeping, form al charge is really only useful for indi­
cating the charge on the molecule, not on individual atoms. 

CH3 
le 

H3C-~-CH3 H C - N - CH 
3 I 3 

1.1.5 VSEPR 

CH3 

Formal charge on 
quaternary ammonium 

Once we have a basic idea of the bonds to expect for organic structures, the next key is­
sue is the three-dimensional shape of such structures. We now introduce two important con­
cepts for rationalizing the diverse possibilities for shapes of organic molecules: VSEPR and 
hybridization. 

The valence-shell electron-pair repulsion (VSEPR) rule states that all groups emanat­
ing from an atom-whether single, double, or triple bonds, or lone pairs-will be in spatial 
positions that are as far apart from one another as possible. The VSEPR method does not 
consider singly occupied orbitals to be groups (see below for the reason). VSEPR is purely a 
theory based upon the notion that the electrostatic repulsions between entities consisting of 
two or more electrons dictate molecular geometries. 

This rule can be applied to carbon when it is bonding to either four, three, or two other 
atoms. Acetylene has a linear arrangement of the C-C triple bond and the C-H bond, be­
cause a 180° angle places these two groups as far apart as possible. When three groups are 
attached to an atom, such as the three hydrogens of CH3 +, the geometry is trigonal planar 

180° 
n 
=c=o= 

180° 
n 

H-C:=C-H 

Geometries based upon VSEPR 

H 
1~109.5° 

.. c __ H 

H'''/ 
H 

CH3 
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·a-
/ " H H 

104.SO 

Perturbations from a perfect 
tetrahedral angle 

H 
I 

Perturbation from the 
tetrahedral angle 

No overlap between 
s and p orbital 

Increasing 
overlap 

Most overlap 

with 120° H-C-H bond angles. Finally, in a molecule such as methane, a tetrahedral ar­
rangement of the four bonds places them as far apart in space as possible (H-C-H angles of 
109.SO). 

The geometries for acetylene, methyl cation, and methane correspond to the bond 
angles for idealized linear, trigonal, and tetrahedral systems. While these geometrically per­
fect angles do appear in simple molecules like these, in most organic molecules where differ­
ent groups are attached to the various atoms, measurable deviations from these ideals are 
observed. However, we will still loosely refer to the carbons as tetrahedral or trigonal, even 
though we don't expect angles of exactly 109S or 120°, respectively. 

The VSEPR model provides a simple way to unders tand such deviations from perfec­
tion. Since the geometries derived from VSEPR are based solely upon maximizing the dis­
tance between electron pairs, it makes sense that the geometries would also depend upon 
the "sizes" of the electron pairs. A central tenant ofVSEPR is that lone pairs behave as if they 
are larger than bonded pairs. Always keep in mind that VSEPR is not based on any first 
principles analysis of electronic structure theory. It is a simple way to rationalize observed 
trends. It is debatable whether a lone pair of electrons actually is larger than a bonded pair of 
electrons plus the associated atoms. In fact, it is not even clear that size is a well defined con­
cept for a lone pair. The point is, in VSEPR we consider lone pairs to be larger than bonded 
pairs because that approach leads to the right conclusions. This view allows us to rationalize 
the fact that the H-X-H angles in ammonia and water are smaller than 109S. Both systems 
are considered to have four groups attached to the central atom because, as stated earlier, 
lone pairs count as groups in VSEPR. Since a lone pair is larger than a bonding pait~ the N-H 
bonds of ammonia want to get away from the lone pair, causing contractions of the H-N-H 
angles. The effect is larger in water, with two lone pairs. 

The VSEPR rule uses a common principle in organic chemistry to predict geometry, that 
of sterics, a notion associated with the through-space repulsion between two groups. Steric 
repulsion arises from the buttressing of fill ed orbitals that cannot participate in bonding, 
where the negative electrostatic field of the electrons in the orbitals is repulsive. The reason 
that singly occupied orbitals are not considered to be groups in VSEPR is that they can par­
ticipate in bonding with doubly occupied orbitals. Intuitively, we expect larger groups to be 
more repulsive than smaller groups, and this is the reasoning applied to the lone pairs in am­
monia and water. Likewise, due to sterics, we may expect the central carbon in 2-methylpro­
pane to have an angle larger than 109.5°, and indeed the angle is larger than this value (see 
margin). 

1.1.6 Hybridization 

It was stated earlier that CH3 + prefers bond angles of 120°, and methane prefers bond 
angles of 109S. How do we achieve such bond angles when the sand p atomic orbitals are 
not oriented at these angles? The s orbitals are spherical and so have no directionality in 
space, and the p orbitals are oriented at 90° angles with respect to each other. We need a con­
ceptual approach to understand how sand p atomic orbitals can accommodate these experi­
mentally determined molecular bond angles. The most common approach is the idea of hy­
bridiza tion, first introduced by Pauling. 

Pauling's assumption was that bonds arise from the overlap of atomic orbitals on adja­
cent atoms, and that the better the overlap the stronger the bond. Orbital overlap has a 
quantitative quantum mechanical definition (given in Chapter 14). In a qualitative sense, 
overlap can be thought of as the extent to which the orbitals occupy the same space. How­
ever, if there are regions of overlap with matched and mismatched phasing, the contribu­
tions to the overlap have opposite signs and will cancel. The more space occupied where the 
phasing reinforces, the larger the overlap. When the opposite phasing in the various areas 
completely cancels, there is no overlap. For example, consider the arrangements of the s and 
p orbitals shown in the margin. The top shows how the s and p occupy some of the same 
space, but the phasing completely cancels: zero overlap is the result. Any movement of the s 
orbital to the side increases overlap, until the greatest overlap, shown for the bottom ar­
rangement, takes advantage of the directionality of a p orbital. 
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X h 
A. 

cf8 0 ±~ Da + cQ cf8 
s Pr Px Pz 2 spHybrids Px Pz 

B. w cf 
3 sp2 Hybrids Px 

c. 
0 ±~ 

s Py Px Pz 4 sp3 Hybrids 

Figure 1.2 
Forming hybrid orbitals. Combining an s orbital with one, two, o r three p orbita ls 
produces the fami liar A. sp, B .. sp2

, and C. sp3 hybrid orbital s. 

Pauling also argued that orbitals with directionality would give stronger bonds because 
the overlap would be higher. Pauling suggested that to achieve orbitals with directionality, 
mixtures of atomic orbitals on the same atom are formed in a process known as hybridiza­
tion . Hybridization is the method of adding and subtracting atomic orbitals on the same 
atom. Remember that orbitals are mathematical solutions to the Schrodinger equation, and 
that the addition and subtraction of mathematical equations is just an exercise in algebra.lt 
is a perfectly valid operation to add orbitals as long as one also does the corresponding 
subtraction. Qualitatively, we use the positive and negative phasing along with the three­
dimensional shapes of the orbitals to visualize what the resu It of adding and subtracting the 
orbitals would be. For example, Figure 1.2 A shows the result of combining a 2s and one of 
the 2p orbi tals, in this case the 2py orbital. Each of the resultant orbitals has a large lobe on one 
side of the atom and a small lobe on the other side, and therefore has greater directionality 
than the original orbitals. The addition leads to an orbital with directionality along the nega­
tive y axis, and the subtraction leads to an orbital with directionality along the positivey axis. 
The two lobes have different phasing. The combination of an s orbital with a single p orbital 
creates what are called sp hybrid orbitals. Note that these two new orbitals point 180° apart, 
as is found in acetylene. Hence, the carbons in acetylene are considered to be sp hybridized 
in order to accommodate the experimentally determined geometry. This leaves two pure p 
orbitals: Px and Pz· 

This addition and subtraction can be carried further to give sp2 and sp3 orbitals. Figure 
1.2 B shows this addition and subtraction for sp2

. Note that the new orbitals are now all120° 
apart. The remaining p orbital is perpendicular to the sp2 hybrid orbitals. It makes good 
sense that the mixing of this last p orbital with the sp2 hybrids would lead to new hybrids that 
are above and below the plane formed by the sp2 hybrids. In this case four identical orbitals 
called sp3 h ybrids are the result (Figure 1.2 C). Each points toward the corners of a tetra­
hedron . In organic molecules one of these hybridiza tion states-sp, sp2

, or sp3-is invoked 
as appropriate when explaining the linear, trigonal planar, or te trahedral geometry of an 
atom, respectively. 

9 
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Connections 

The geometries for acetylene, methyl cation, and methane correspond to the bond 
angles for the different hybridization states sp, sp2

, and sp3
, respectively. Again, most organic 

molecules display measurable deviations from these ideals, but we still loosely refer to the 
atoms as sp, sp2

, or sp3 hybridized, even though we don't expect angles of exactly 180°, 120° 
or 109.5°. 

Hybridization provides an alternative "explanation" to VSEPR for such deviations 
from ideal angles. In going from pure sp to sp2

, sp3
, and pure p, the angles go from 180° to 120°, 

109.5°, and 90°. Thus, decreasing s character leads to decreasing bond angles. We could say 
that in ammonja the N-H bonds have lost s character from N relative to a pure sp3 N, because 
the angle is smaller than the perfect tetrahedral angle. In fact, we can quantify this analysis 
with a simple relationship. We define a hybridization index, i (Eq. 1.1). Here, the observed 
bond angle 8is used in the equation to solve fori. 

1 + i cos e = o (Eq. 1.1) 

We then define the hybridization as spi. For example, since by definition the tetrahedral 
angle is the arc cos(- /3) ( - 109S), perfect tetrahedral angles imply i = 3. For ammonia, we 
conclude that theN hybrids that bond to Hare sp34

, and in water the bonds to Hare formed 
by sp4 hybrids. That is, in water the orbitals that make up the 0-H bonds are 80% pin charac­
ter and 20% s, versus the 75:25 mixture implied by sp3

. The lone pairs must compensate, and 
they take on extras character in H 3 and H 20. We will see that this notion of non-integra l hy­
bridizations is more than just an after-the-fact rationalization, and has experimental support 
(see the following Connections highlight).It can have predictive power. However, we must 
first introduce another importa nt bonding concept: e lectronega ti vi ty. 

NMR Coupling Constants This correspondence is indeed seen from an analysis of 
the C-H coupling constants given below. The smaller 
rings have the larger coupling constants. 

The view of variable hybridi za tion has some experimental 
support. The magnitude of 13C- 1H NMR coupling con­
stants is expected to be pro portional to the amount of car­
bon 5 character in the bond, because only 5 orbitals have 
density at the carbon nucleus and can affect neighboring 
nuclear spin states. in severa l systems, a clear correlation 
has been observed between NMR coupling constants and 
percent 5 character, as predicted from the geometry and 
the associated hybridi zat ion index. 

For example, in cycl ic a lkanes, the smaller the ring, 
the larger the p character that would be expected in the 
hybrid orbi ta ls used to form the C-C bonds, because p 
orb ita ls better accommodate smaller bond angles. Corre­
spondingly, the C-H bonds wou ld have higher 5 character. 

Ring system /tJC-11-J 

Cyclopropane 161 
Cyclobu tane 134 
Cyclopentane 128 
Cyclohexane 124 
Cycloheptane 123 
Cyclooctane 122 

Ferg uson, L. N. {1973). Highlights of Alicyclic Chemistry, Part'/ , Franklin 
Publishing Company, lnc., Pa li sade, MI. 

1.1.7 A Hybrid Valence Bond/Molecular Orbital Model of Bonding 

There are two dominant models for considering bonding in organic molecules: valence 
bond theory (VBT) and molecular orbital theory (MOT). While often viewed as competing 
theories, VBT and MOT actually complement each other well, and our ultimate model for 
bonding will borrow from both theories. VBT was developed first. The idea, as originally 
put forth by Heitler and London and expanded by Pauling, was that the binding energy be­
tween two atoms arises primarily from exchange (resonance) of electrons between the two 
atoms in a bond. The starting point for VBT has one electron on each atom that contributes 
to an electron pair bond.lt is this assignment of electrons primarily to individual atom s-ot~ 
more precisely, to individual orbitals on atoms-that is the hallmark of VBT. Bonding is, in 
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effect, viewed as a perturbation of this arrangement. That is, when two atoms are brought to­
gether, each electron is permitted to interact with either nucleus, and this produces bond en­
ergies in adequate agreement with the experimental values. Hence, the conclusion was that 
bonds consist of two electrons in the region between two nuclei. 

In VBT a molecule is formed by adjacent atoms sharing electrons. As suggested by the 
name, the electrons that are involved in bonding are those from the atoms' valence shells. 
Each atom donates one electron to the bond, and the resulting electron pair is considered to 
be mostly localized between the two adjacent atoms. This localization of the electrons is ex­
actly the impression of bonding that is given by a Lewis structure. Furthermore, localization 
of the electrons between the atoms would require orbitals that point in the appropriate direc­
tions in space. It is this kind of reasoning that led Pauling to develop hybrid orbitals, an es­
sentially valence bond concept. In essence, VBT nicely encompasses the topics discussed to 
this point in the chapter. However, one other notion is required by VBT -that of resonance. 
As discussed in Section 1.1.10, if more than one Lewis dot structure can be drawn for a mole­
cule, then VBT states that the actual molecule is a hybrid of these" canonical forms". 

Creating Localized u and 1r Bonds 

11 

Nodal plane 
' 

The most common model for bonding in organic compounds derives from VBT and the 
hybridization procedure given previously. Sigma bonds (CJ bonds) are created by the over­
lap of a hybrid orbital on one atom with a hybrid orbital on another atom or an s orbital on 
hydrogen (Figures 1.3 A and B, respectively). Pi bonds ('IT bonds) are created by the overlap 
of two p orbitals on adjacent atoms (Figure 1.3 C). Specifically, CJ bonds are defined as having 
their electron density along the bond axis, while 'IT bonds have their electron density above 
and below the bond axis. The combination of the two orbitals on adjacent atoms that creates 
in-phase interactions (signs of the orbitals are the same) between the two atoms is called the 
bonding orbital. The combination that results in out-of-phase interactions (signs of the or­
bitals are opposite) is called the anti bonding orbital. The bonding orbital is lower in energy 
than the antibonding orbital. There are also orbitals that contain lone pairs of electrons, 
which are not bonding or antibonding. These are called nonbonding orbitals. In standard 
neutral organic structures, only the bonding orbitals and nonbonding orbitals are occupied 
with electrons. Recall that an alkene functional group has a single u and a single 'IT bond be­
tween the adjacent carbons, whereas an alkyne has a single CJ and two 'IT bonds between the 
carbons. The number of bonds between two atoms is called the bond order. 

,- , \lJn* : ,_00 
The creation of bonding and antibonding orbitals is actually a molecular orbital theory 

notion. Therefore, the orbitals of Figure 1.3 are in effect molecular orbitals. We will have 
much more to say in Section 1.2 about how to linearly mix orbitals to create bonding and 
antibonding molecular orbitals. However, you may recall molecular orbital mixing dia­
grams from introductory organic chemistry, such as that shown in the margin for the 'IT bond 
in ethylene. These diagrams give a picture of how chemists visually create bonding and anti­
bonding orbitals via mixing. The mixing to derive the molecular orbitals gives both a plus Orbital mixing diagram 

A. ~ 
Bonding 
orbital 

B. ~ 
Bonding 
orbital 

c. ~ 
Bonding 
orbital 

~ 
Antibonding 

orbital 

~ 
Anti bonding 

orbital 

~ 
Anti bonding 

orbital 

Figure 1.3 
A. Combination of two hybrid orbitals on adjacent atoms gives bonding 
and anti bonding orbitals. Population of the bonding orbital with two 
electrons creates au bond. B. Combination of a hybrid and a ls orbital 
on hydrogen gives a bonding and anti bonding pair. Population of the 
bonding orbital with two electrons creates au bond. C. Combination of 
two p orbitals on adjacent atoms also gives a bonding and antibonding 
set. Population of the bonding orbital with two electrons creates a TI bond. 
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and minus combination of the starting atomic orbitals. Note, therefore, that the orbitals 
given in Figure 1.3 are actually derived from a hybrid VBT /MOT approach to bonding. One 
creates discrete, localized bonds between adjacent atoms as pictured with VBT, but it is done 
using the linear combination ideas of MOT. 

The simple molecular orbital mixing diagram given above serves to illustrate many con­
cepts and terms used with molecular orbital theory. The bonding molecular orbital (MO) is 
symmetric with respect to a mirror plane that resides between the two carbons making the 
bond, while the antibonding MO is antisymmetric. Furthermore, a nodal plane exists in the 
antibonding MO between the two atoms making the 'lT bond, which means that populating 
this orbital with electrons leads to a repulsive interaction between the atoms. 

The picture of cr and 'lT bonds that consist of bonding and anti bonding molecular orbitals 
that reside primarily between adjacent atoms is the standard that organic chemists most 
commonly use. The reactivity of the vast majority of organic compounds can be nicely mod­
eled using this picture, and it forms the starting point for the electron pushing method of 
presenting organic reaction mechanisms (see Appendix 5). Hence, this theory of bonding is 
extremely important in organic chemistry. 

1.1.8 Polar Covalent Bonding 

Once the geometry of a molecule has been established, the next crucial feature for pre­
dicting the reac tivi ty is its charge distribution. Notions such as VSEPR and hybridization 
control shape and structure. Here we discuss how electronega tivity is the primary determi­
nant of the charge distribution in a molecule, with hybridization playing a secondary but 
still important role. 

Covalent bonds predominate in organic chemistry. In our simple theory of bonding, the 
two electrons in the bond are shared between the two adjacent atoms, as implied by a Lewis 
dot structure and the cr and 'lT bonds discussed previously. Very few, if any, organic structures 
can be considered to have ionic bonds. However, whenever a carbon forms a bond to any 
atom or group not identical to itself, the bond develops some polar character; there is a pos­
itive end and a negative end to the bond. This charge separa tion means the sharing of 
electrons is unequal. A covalent bond that has an unequal sharing of the bonding pair of 
electrons is called polar covalent. Pauling argued that introducing polarity into a bond 
strengthens it, and we will see in Chapter 2 that trends in bond s trengths generally support 
this view. 

Electronegativity 

To predict the charge distribution in an organic molecule, we need to examine the elec­
tronegativity of the a toms in the molecule. Pauling original! y developed this important con­
cept and described it as "the power of an atom in a molecule to attract electrons to itself". 
Pauling assigned va lues to various atom types by examining bond dissociation energies of 
molecules. As such, the Pauling electronegativity scale depends upon molecular properties, 
and is not an intrinsic property of the atoms. The Pauling scale is most commonly u sed, and 
is given in all introductory chemistry textbooks. 

Mulliken defined an electronegativity scale that is derived from the average of the ion­
ization potential and e lectron affinity of an a tom, and therefore is solely an atomic property. 
The ionization potential is the energy required to remove an electron from an atom or mole­
cule. Hence, this number reflects the affinity of an atom for the electrons it already has. The 
electron affinity is the amount of energy released or required to attach another electron to 
an atom or molecule. Hence, this number reflects the affinity of the atom for an additional 
electron. Using these values is a logical basis for determining the ability of an atom to at­
tract electrons toward itself. Along with the electronegativity scales of Pauling and Mulli­
ken, comparable scales have been deve loped by Nagle, Allen, Sanderson, Allred-Rochow, 
Gordy, Yuan, and Parr. Suffice it to say that the electronegativity of an atom is a difficult con­
cept to put a precise number on, and that the use of different scales is appropriate for dif­
ferent applications. Table 1.1 compares the Pauling and Mulliken electronegativity scales, 
showing that the two are similar. We should always remember that the key issue is the rela-



Table 1.1 
Electronegativities of Atoms According to 
the Scales of Pauling and Mulliken* 
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Atom Pauling Mulliken 

H 2.1 3.01 
B 2.0 1.83 
c 2.5 2.67 
N 3.0 3.08 

0 3.5 3.22 
F 4.0 4.44 
CI 3.0 3.54 
Br 2.8 3.24 
I 2.5 2.88 
Li 1.0 1.28 
Na 0.9 1.21 
K 0.8 1.03 

Mg 1.2 1.63 
Ca 1.0 1.30 
AI 1.5 1.37 
Si 1.8 2.03 
p 2.1 2.39 

s 2.5 2.65 

' Pauling, L. (1960). Tlte Natureoftltc Cltclllicnl Baud and lite 
Structure of Molewles nud Cn;stals; au lutroductio11 to Modem 
Structural Clte111istry, 3d ed., Cornell Uni versity Press, Ithaca, 
NY, and Allen, L. C. "Electronegativity is the Average O ne­
Electron Energy of the Va lence-She ll Electrons in Ground­
State Free Atoms." f. A 111. CilL'/11. Soc., 111, 9003 (1989). 

tive electronegativities of two moie ties- we mainly want to know which is the more electro­
negative of the two, and whether the difference is relatively large or small. In most situa­
tions, all the various electronegativity scales lead to the same predictions. 

The major factor infl uencing electronega tivity is the energy of the orbitals tha t the atom 
uses to accept electrons. As one moves left-to-right across the periodic table, the va lence or­
bitals become lower in energy within the same row. Going down a column, the atoms get 
bigger and the valence orbitals are higher in energy. This would m ean that He has the lowest 
energy valence orbitals, but He cannot accept any m ore electrons because it is a noble gas. 
The atom with the lowest energy valence orbitals that is not a noble gas is F, which is the most 
electronegative e lement. In fact, a useful way to estimate electronega tivities if Table 1.1 is un­
ava ilable is simply to recall that F is the most electronegative element, and moving left or 
down in the periodic table progressively diminishes electronega tivity. 

When an a tom with a higher electronegativity than carbon forms a bond to carbon, the 
e lectrons in the bond will reside more toward the electronegati ve a tom, producing a partial 
negative charge on this atom and a partial positive charge on carbon. Conversely, w hen the 
atom has a lower electronegativity, the carbon will possess a partial negative ch arge. These 
partial charges are denoted .5+ and .5- (see a few examples below). The larger the difference 
between the electronegativities for atoms in a bond, the more the bond is polarized. The 
magnitude of the polarization can be gauged using the values of Table 1.1. For example, us-
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Partial charges 

ing the Pauling scale, a C-F bond is more polar than a C-Cl bond, because the electronega­
tivity differences for the atoms in these bonds are 1.43 and 0.61, respecti vely. A bond whose 
electronega ti vity difference is 1.7 is considered to be 50% ionic and 50% covalent, and so 
bonds with differences grea ter than this are considered to be ionic. In this view, bonds of Li, 
Na, or K to F, Cl, Br, or I are all ionic. 

Some conclu sions that can be drawn from the data of Table 1.1 m ay seem a bit counterin­
tuitive . For example, the electronega tivity difference between C and I in both scales is actu­
ally smaller than the difference between C and H . Therefore, a C-I bond is predicted to have 
a smaller charge polarization than a C-H bond, based solely upon electronega tivities. This 
polariza ti on may come as a surprise, since iodide is a good leaving group in SN2 reactions. 
Often the electronega tivity of iodine is erroneously invoked to explain such reactions. As we 
will see below, electronega tivity is no t the whole story. Polarizability is also important, espe­
cially w hen ra tionalizing reactivity trends. Also note that the electronegativity difference be­
tween C and 0 is smaller than between P and S, or P and 0, on the Mulliken scale. Hence, 
S-0 and P-0 bonds are more polarized than C-0 bonds. 

Electrostatic Potential Surfaces 

In a polar bond, one end is designated as 5+ and the other as 5-, and this designation is 
often adequate for discussing simple molecules such as methyl chloride. However, in more 
complex molecules there will be many different types of bonds with differing degrees of po­
larity, and the overall molecule will reflect the sum of these and any interactions they experi­
ence. The simple 5+ I 5- symbolism is no longer adequate, so we need an alternative way to 
view the charge distribution in complex organic molecules. In recent years, many scientists 
have found that plots of electrosta tic potential surfaces are quite useful in this regard. Such 
plots are given in Appendix 2, which contains a gallery of representa tive electrostatic poten­
tial surfaces for prototype organic structures. In these pictures, red represents negative elec­
tros tatic potential whereas blue represents positive electrostatic potential. A green color is a 
region that is essentially neutral. 

Let's examine for a moment the electrostatic potential surface for methyl aceta te (see 
Appendix 2). In our 5+ / 5- method, we would denote methyl acetate as shown in the mar­
gin. The carbonyl carbon is partially positive, and so is the methyl group. However, bo th ox­
ygens would be denoted as nega tive. This notation is less than optimum, however, beca use 
we h ave no idea which oxygen is more nega ti ve. Yet, a quick glance at the electrostatic sur­
face shows that the carbonyl oxygen is more nega tive (you may p redict this fac t from reso­
nance; see Section 1.1.10). Thus, an e lectrosta ti c potential surface can provide deeper insight 
into the electronic distribution in a molecule than a simple 5+ I 5- picture. 

What exactly are these surfaces? First, they result from a full quantum mechanical calcu­
la tion of the electronic structure of the molecule. Note that we do not use electronegativities 
or hybridiza tions or bond dipoles or any of the descripti ve features of our bonding model in 
such calculations. These are a priori quantum mechanica l calculati.ons, and their output en­
ables the charge distribution in a molecule to be computed. 

What are we actually showing in such plots? Firs t, we give a surface to the molecule. The 
surface is very similar to a van der Waals surface, the surface that would be obtained by con­
sidering each atom to be a sphere with a radius equal to its van der Waal radius (Table 1.5). 
For technical reasons, though, the surface is more typically an isodensity surface, meaning a 
surface with a cons tant electron density, such as 0.002 electrons / A2

• The distinction is small. 
Next, we color the surface according to electrostatic potential (i.e., red for nega tive and blue 
for positive). 

What is electrosta ti c potenti al and how is it de termined? Imagine taking a very small 
sphere with a charge of + 1 and rolling it around the isodensity surface. A t each point, we ask 
whether the sphere is attracted to or repulsed by the surface and what the energetic magni­
tude of the interaction is. The magnitude of the interaction is the electrostatic potential. 
Thus, the plots have units not of charge but of energy (we will use kcal / mol) . We are not 
plo tting partial charge; we are plotting electrostatic po tential, although the two will track 
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each other. As a result, these plots are extremely useful for visualizing the charge distribu­
tion in organic molecules. We encourage the student to consult Appendix 2 frequently while 
reading this text. 

There are definitely some caveats to the interpretation of electrostatic surface potentials, 
and som e are given in the next Going Deeper highlight. An important caveat is to appreciate 
tha t these are electros tatic potential surfaces for the ground states of the molecules. They 
show the charge distribution absent any external perturbation. When a chemical reaction oc­
cu rs, we expect a substantial reorganization of charge. For example, when an anionic nu­
cleophile adds to the carbonyl of acetone, we expect a very different electrostatic potential 
surface for the transition state than in the picture of acetone shown in Appendix 2. Since 
transition states control reactivity, it is risky to use these electrostatic potential surfaces to 
predict or ra tionalize reactivity. They can be helpful in this regard, but caution is in order. 

Going Deeper 

Scaling Electrostatic Surface Potentials 

Electrostatic potential surfaces are very useful guides to 
charge distributions, and they are now commonly shown 
in introductory organic texts. However, some caution is 
warranted when interpreting them . Most important is to 
pay attention to the energy scale associated with any par­
ticular structure. That is, what value of positive electro­
stati c potential does it take to achieve the maximum in 
blue, and what negati ve electrostatic potential will maxi­
mize the red? Rea li ze that in the analysis of any electro­
stati c potential surface, positive or negative potentials 
larger in magnitude than the arbitrarily set range will 
simply be the most intense blue or red, and will not be 
di stinguished from any other value over the limit. 

There are two ways to scale these plots. Some elec­
trostatic potential surface presentations take the direct 
results of the calculation and use as the maxima the maxi­
mum values for plus and minus electrostatic potential 
in the molecule. This appears to be the most common 
approach in introductory texts.ln this approach, we could 
end u p with a range such as + 57.29 kcal l mol to -36.43 

Inductive Effects 

kcal l mol. A potential problem with this approach is that 
the color scale is "linear" from plus to minus, so the zero 
electrostatic potential color-an important benchmark­
will be different for this structure than for some other 
structure with a range such as + 27.22 to -49.83. For this 
reason, we avoid such presentations in Appendix 2 and 
present electrostatic potential surfaces with a symmetrical 
range of electrostatic potentials, such as ::':: 25 kcal l mol or 
±50 kcal l mol. In this way, zero electrostatic potential is 
always the same green color. However, it is also very impor­
tan t to be aware of the range of electrostatic potentials being plot­
ted. A plot of the benzene electrostatic potential surface 
with a ::':: 25 kcal I mol range will look different from a plot 
with a ::':: 50 kcal I mol range. It is especially risky to com­
pare two structures with different ranges plotted. When­
ever possible, we will provide comparisons with the same 
range, and we will always make it clear what range of elec­
trostatic potentials is used for any figure. The student 
always needs to be aware of electrostatic potential range 
when interpreting and comparing such plots. 

15 

We h ave seen that when carbon bonds to an electronegative element like 0, N, Cl, or F, a 
bond polariza tion develops, making the C 8+ and the heteroatom or halogen 8-. We might 
expect a functional group containing electronegative atoms to also be electron withdrawing 
(see examples in the margin) . The phenomenon of withdrawing electrons through a bonds 
to the more electronega tive atom or group is called an inductive effect. It is an effect that we 
will often cite to explain trends in thermodynamics or reactivity throughout this book (an in­
teresting twist to induction is given in the next Going Deeper highlight). The inductive effect 
is what gives rise to bond polarizations, polarizations within molecules, and bond and mo­
lecular dipole moments . 

Partial charges due to induction 

A similar but separate phenomenon is a field effect. This is a polarization in a molecule 
that results from charges that interact through space, rather than through a bonds, and it can 
influence the structure and reactivity of other parts of the molecule. We will see systems later 
in which both field and inductive effects seem to be operative. 
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Going Deeper 

1-Fluorobutane 

Consider the specific case of 1-fluorobutane. We expect a 
large bond dipole, with C1 positi ve, and the F nega ti ve. 
Moving al ong the u chain we would expect the magnitude 
of the charges to p rogressively diminish, with some polar­
ization at C2, and less a t C3, etc. 

Inductive effects have been extensively investiga ted 
experimentally, and some conflicting trends are seen. 
Ad vanced quantum mechanical calculations of the sort 
described in Chapter 14 are able to assign par ti al charges 
to atoms or groups of atoms, and while there is some 
debate as to the best w ay to do this, all methods produ ce 
similar trends. In the case of 1-fluorobutane the F a tom car­
ries a large par ti a l negative charge, on the order of-0.44. 
As expected, the CH2 group at C1, as a unit, carries a com­
parable positive charge, creating a very large C-F bond 
dipole. What aboutthe CH2 a t C2? Instead of being just 
part of a simple C-C bond, it is paired to a carbon w ith a 
substantial positive charge. At the same time, it is two 
atoms away from a very electronegative elemen t­
fluorine. 

Perhaps surprisingly, the C2 CH2 shows a small 

Group Electronegativ ities 

negative charge, on the order of - 0.03. Rather than a p ro­
gressively dim inishing positive charge as we move down 
the chain, a charge alternation is seen . At some levels of 
theory, this charge alternation continues down the chain, 
but the magnitude of the charges a t C3 and C4 are so small 
as to be inconsequential. 

This result is fairly general in computational studies, 
but it is not in line with experimental observatio ns of 
ind uctive effec ts. As we will see in Chapter 5 and other 
places, ind uctive effects on thermodynamics and kinetics 
do not usually show an altern ation pattern . For example, 
for a linear alkanoic acid, adding a strongly electronega­
tive element like F to the alkyl chain always increases the 
acidity of the carboxylic acid functional group, and the 
effect is always stronger the closer the F is to the incipient 
carboxylate. This trend is an example of the danger of 
d irectly ex trapolating ground s ta te electronk structure 
fea tures to reac ti vity patterns. 

Magnitude of the delta charges 
diminishes but alternates 

80 oG 
~ 

oG F 

It is often convenient to consider groups tha t m ake up particular portions of a molecule 
as hav ing their own electronegativity. For example, we would expect a CF3 group to affect 
the charge distribution in a molecule via induction much more than a CH3 group, but if we 
consider only carbon electronegativities, the two are the same. Table 1.2 li sts some group 
electronegativity values that were derived to be comparable to the Pauling scale for atoms. 
We find that a methyl group is essen tially the same as a C, whereas the CF3 group has an elec­
tronegativity similar to that for 0. Alkenyl and alkynyl groups are quite electronegative, as 
are nitro and cyano groups. Finally, a full positive charge, such as that associated with a pro­
tonated amine, has the hi ghes t group electronega tivity. 

Table1.2 
Group Electronegativities, Scaled to be 
Compatible with the Pauling Scale* 

G roup Electronegativity 

CH3 2.3 

CH2CI 2.8 

CHCh 3.0 

CCb 3.0 
CF3 3.4 
Ph 3.0 
CH = CH2 3.0 
C= CH 3.3 
C= N 3.3 
NH2 3.4 
NH3+ 3.8 
N02 3.4 
OH 3.7 

*Wells, P.R. "Grou p Electronegativities." Prog. Phys . 
Org. Chem., 6,111 (1968). 
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Hybridization Effects 

The relative electronegativities of C and H, a critical issue in organic chemistry, has in 
fact been the topic of some debate. In Table 1.1 we see that the Pauling scale describes Cas 
more electronegative than H, while the Mulliken scale gives the opposite ordering. It is now 
believed that the cause of this discrepancy is a hybridiza tion effect. Since s orbitals have sub­
stantial density at the nucleus while p orbitals have a node at the nucleus, the more s charac­
ter in a hybrid orbital, the closer to the nucleus the electrons in that hybrid tend to be. Be­
cause electronegativity describes an atom 's ability to attract electrons to itself, sp2 hybrids 
should be more electronegative than sp3 hybrids, and this is indeed the case. The data in 
Table 1.2 are completely consistent with this view. The electronegativities are C=CH > 
CH= CH2 > CH3;sp > sp2 > sp3

• 

What does this mean, then, about the relative electronegativities of C and H? A good 
deal of evidence, including molecular quadrupole moments discussed below, points to the 
conclusion that an sp2 Cis more electronegative than H, while an sp3 C and H have very simi­
lar electronegativities. In a sense, both Pauling and Mulliken were right. A great many ob­
servations, especially those involving noncovalent interactions (Chapters 3 and 4), can be 
understood from this simple statement. 

Taken together, electronegativity and hybridization provide an appealing rationaliza­
tion of many structural trends. For example, the smaller bond angles in ammonia and water 
vs. methane discussed previously are nicely explained. There is a competition as to whether 
the central atom (0 or N) should place mores character in the hybrid orbital that contains the 
lone pair(s) or the hybrid orbital used to make bonds to the hydrogen atoms. Since the lone 
pair electrons are not shared with another atom, an electronegative element prefers greater s 
character in its own lone pair orbitals, because it can better keep these electrons to itself. This 
effect places more p orbital character in the bonds to hydrogen, which in turn reduces the 
H-N-H or H-0-H bond angles relative to methane. The effect is more pronounced for 0 be­
cause it is more electronegative. 

As another example, let's consider methyl fluoride. The H-C-F angle is contracted, and 
as a result the H-C-Hbonds are slightly expanded. The H-C-F contraction is due to the fact 
that F is the more electronega tive subs tituent. The F prefers to bond to a carbon hybrid that 
has more p character, because it is easier to withdraw electrons from a p orbital on carbon 
than an s orbital on carbon. It is often said that s orbitals have better electron penetration to 
the nucleus than p orbitals, suggesting again that it is harder to withdraw electrons from s or­
bitals. If the carbon uses more p character in a hybrid to bond to F, more s character will be de­
voted to the hybrids that comprise the H-C-H bonds. It is difficult to imagine a rationaliza­
tion of this result using VSEPR, because F is larger than H, and may be expected by VSEPR to 
open up the H-C-F angle. For the most part, organic structures are better rationalized using 
hybridiza tion and electronegativity arguments than VSEPR. 

1.1.9 Bond Dipoles, Molecular Dipoles, and Quadrupoles 

One goal of our discussion of electronegativity was to delineate the relative electron 
withdrawing nature of an atom, group, or orbital. The term "relative" is important, because 
the exact numbers associated wi th atom and group electronegativities are not used on a day 
to day basis when practicing organic chemistry. Instead, the trends and relative electron do­
nating and accepting abilities are of paramount importance. Now, however, we will be con­
sidering bond dipoles, and we need to get more quantitative. The exact charges on the atoms 
in the bonds need to be known, or the electronegativity numbers associated with atoms need 
to be used. 

Bond Dipoles 

When two atoms of differing electronegativites are bonded, one end of the bond will be 
5+ and the other will be 5-. This analysis leads to the notion of a bond dipole as the local 
moment that is associated with a polar covalent bond. A moment reflects the electrostatic 
force that would be exerted by a charge on a neighboring charge. The dipole moment pro-
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vides a means of comparing which bonds are more polar and evaluating the relative force 
that a dipole exerts on neighboring charges or dipoles. Certainly, examination of the electro­
static potential surfaces of Appendix 2 reveals bond dipoles. If we know the partial charges 
on the atoms of the bond, we can calculate a bond dipole. 

A dipole moment (J.i) is given in units of electrical charge times distance (Eq. 1.2), where 
q is charge and r is distance. It is usually expressed in units of De bye (0, where 10 = IQ-18 esu 
em). "Esu" stands for" electrostatic unit", and the charge of an electron or proton is negative 
or positive 4.80 X IQ-10 esu , respectively. 

J.1 = q x r (Eq. 1.2) 

For example, a bond that has a 0.2 positive and negative charge on the opposite ends with a 
separation of 1.54 A (1 A = 10-8 em) would have an associated bond dipole of (0.2)(4.80 X 

IQ-10 esu)(l.54 x IQ- 8 em) = 1.47 X IQ-18 esu em = 1.47 D. Chemists consistently use a sym­
bolism in which the positive end of the dipole is represented by a cross, along with an arrow 
that points in the direction of the negative end of the dipole. 

Recognizing polar covalent bonds and bond dipoles in organic molecules is a great aid 
to predicting chemical reactivity. Species with partial or full negative charges should be at­
tracted to the 8+ region in a molecule or the positive end of the bond dipole. Conversely, 
positively charged species would be attracted to the 8- region of the molecule or the nega­
tive end of the bond dipole (see Chapter 10 for the use of these guidelines in predicting re­
activity). Such attractions are crucial in controlling weak, noncovalent interactions such as 
solvation and molecular recognition (see Chapters 3 and 4). Just like electrostatic potential 
surfaces, molecular and bond dipoles reflect ground states. While the polarization patterns 
described here can provide valuable clues to reactivity, it is also crucial to consider how bond 
polarity affects transition states when discussing reactivity. 

Molecular Dipole Moments 

While the bond dipoles we have just described are, in a sense, conceptualizations, re­
lated to our notions of electronegativity, the molecular dipole is a well-defined, intrinsic 
property of a molecule. A molecule has a dipole moment whenever the center of positive 
charge in the molecule is not coincident with the center of negative charge. This separation 
of charged centers feeds into Eq. 1.2 also, making it possible to calculate the molecular di­
pole moment. 

Table 1.3 lists experimentally determined dipole moments for select molecules. The 
numbers tell the relative separation of charges within the m olecules, thereby giving an idea 
of the intensity of the electric field around the molecule. They also give a sense as to how 

Tablel.3 
Molecular Dipole Values* 

Compound Molecular dipole (D) Compound Molecular dipole (D) 

CCI4 0.0 CH3COCH3 2.9 
CHCI3 1.0 CH3COOH 1.7 
CH2Cl2 1.6 CH3COCI 2.7 
CH3Cl 1.9 CH3COOCH3 1.7 
CH3F 1.8 C6HsCl 1.8 
CH3Br 1.8 C6HsN02 4.0 
CH3I 1.6 1-Butene 0.34 
CH30H 1.7 1-Propyne 0.80 
CH30 CH3 1.3 cis-2-Butene 0.25 
CH3CN 4.0 cis-1,2-Dichloroethene 1.9 
CH3N02 3.4 Tetrahydrofuran 1.6 
CH3NH2 1.3 Water 1.8 

' Handbook of Chemistry and Physics, CRC Press, Inc., Boca Raton, FL (1979). 
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strongly an approaching molecule or charge can differentiate one end of the molecule from 
the other or, alternatively, how favorable a potential electrostatic interaction can be. For ex­
ample, all approaches to a molecule wi th a molecular dipole of zero, such as tetrachloro­
methane, encounter essentially the same elec tric field. This argument ignores both polariza­
tion effects and higher moments such as quadrupoles. In contrast, the electric fi eld felt by a 
molecule approaching a structure with a dipole of 4.0, such as acetonitrile, is quite different, 
depending upon the direction of approach. Note that the electrostatic potential surfaces 
of several small molecules in Appendix 2 provide a clear way to visualize molecular dipole 
moments. 

An often informative exercise is to analyze a molecular dipole as a vector sum of bond 
dipoles. Examples of this analysis are shown in Figure 1.4. Note that in high symmetry cases 
all the local bond dipoles cancel and the avera II molecule has no molecular dipole. Thus, the 
absence of a molecular dipole does not ru le out the existence of bond dipoles, and the pres­
ence of bond dipoles does not guarantee the existence of a molecular dipole. 

Several trends emerge from examining Table 1.3. The m ore chlorines attached to meth­
ane, from CH3Cl to CC141 the lower the dipole. This trend might at first seem counterintu­
itive, because we are progressively adding polar bonds to the system. However, it can be 
understood as a consequence of vector mathematics, in which the individual bond dipoles 
increasingly cancel as the number of chlorines increases. The incorporation of nitro or cyano 
groups into molecules results in very large molecular dipoles when there are no other bond 
dipoles to cancel them. An important feature of dipole moments is illustrated by the fact that 
the dipole moments of CH3Br and CH3F are the same. We would expect a much larger charge 
polariza tion in the C-F bond compared to the C-Br bond, and this is so. However, the C-Br 
bond is longer than the C-F bond, and even though the charge separa tion is smaller, the dis­
tance is la rger. The two phenomena both affect the molecular dipole, and coincidentally lead 
to the same dipole moment for the two compounds. 

Molecular Quadrupole Moments 

In a complete description of a molecule's charge distribution, the dipole moment is just 
one term in a series: monopole, dipole, quadrupole, octupole, hexadecapole, etc. A mono­
pole is just a point charge-the dominant term for ions. For neutral molecules organic chem­
ists usually trunca te the series after the dipole. However, the quadrupole moment of a mole­
cule can often be quite important. As such, we take a moment here to remind you about some 
basic electrostati cs. 

A quadrupole is simply two dipoles aligned in such a way that there is no net dipole 
(if there was a dipole, we'd have a dipole, not a quadrupole). Interestingly, the multi pole 
expansion follows a familiar topological pattern. Monopoles look likes orbitals (spheres); 
dipoles look like p orbitals (a +end and a- end); quadrupoles look liked orbitals; octupoles 
like f orbitals, etc. The analogy between multi poles and orbitals is given just to illustrate 
phasing properties; orbitals do not have polar character. 

Figure 1.5 illustrates this point. The most common quadrupole has the two dipoles side­
by-side pointing in opposite directions, giving four charge regions (two + and two - )and 
the topology of a d xy orbital. This topology is also the arrangement in a quadrupole mass 
spectrometer. However, there is an alterna ti ve arrangement-two end-to-end dipoles point-
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ing in opposite directions-the topology of a dz2orbital. Actually, this arrangement is more 
important in organic chemistry, because it is present in benzene (see below). The multipole 
expansion series-monopole, dipole, quadrupole, etc.-is not a perturbation series. It is not 
true that quadrupoles are somehow intrinsically weaker than dipoles in electrostatic inter­
actions. In fact, in some important organic molecular recognition phenomena, quadrupoles 
prove to be stronger than dipoles (see Chap ter 3). 

The most common and important quadrupole moment in organic chemistry is that of 
benzene. Experimental measurements have determined that benzene has a large quadru­
pole moment, with a charge distribution as in Figure 1.5 (see Appendix 2). Just as with mo­
lecular dipole moments, we can rationalize a molecular quadrupole moment as a sum of 
bond dipoles. In this case, we add six c <>--H8+ dipoles to get the molecular quadrupole. The 
exis tence of a large, permanent quadrupole moment in benzene is unambiguous proof that an 
sp2 Cis more electronegative than H. We must have six c <>--HD+ dipoles to explain the effect. 
Note that cyclohexane has a negligible quadrupole moment, indicating that an sp3 C and H 
have similar electronegativities. 

1.1.10 Resonance 

The bonding model we have developed thus far is quite "classical", relying on fairly 
simple notions, su ch as Lewis structures. Some structures, however, cannot be adequately 
described by a single Lewis structure. In these cases, two or more Lewis structures are 
drawn, and the actual m olecule is a hybrid or mixture of these resonance structures. The su­
perposition of two or more Lewis structures to describe the bonding in a molecule is called 
resonance (also known as mesomerism in very old literature). 

A classic example of resonance occurs for acetate. Two structures showing different po­
sitions for the double bond and the negative charge are possible. In this case the two struc­
tures are identical, and the charge on each oxygen is -~- Another familiar case is benzene, 
which also involves two equivalent s tructures, so that the C-C bond length is appropriate 
for a bond order of 1.5. All six bonds are equivalent and are represented by two equivalent 
resonance structures (called Kekule structures). 

Acetate resonance structures 

Resonance structures are not separate molecules that are interconverting. There is really 
only one structure, which is best thought of as a hybrid of the various resonance structures. 
The two C-0 bonds of aceta te are equivalent and the negative charge is distributed equally 
between the two oxygens. Often, one symbolizes a combination of the resonance structures 
by a single structure meant to describe the hybrid. 

Although the examples of acetate and benzene are ones in which the resonance s truc­
tures are equivalent, this is not usually the case. For example, p-ni trophenol and methylvi­
nylketone also have reasonable resonance structures, but they are significantly different in 
the arrangement of the bonds, lone pairs, and charges. 

The picture of resonance implies that the electrons are covering a larger number of 
atoms than given by an y one resonance structure, and this is defined as delocalization. Gen­
erally speaking, the more resonance s tructures that a molecule has and the more reasonable 
these structures are, the more stable the molecule. The energy of stabilization imparted by 
resonance is called the resonance energy or delocalization energy. The reason that a mole­
cule with resonance structures is considered more stable is the effect of delocalization. As we 
will see in Chapter 14, the more spread out the orbital that electrons occupy, the lower the en­
ergy of those electrons. This is related to a calcu lation often covered in physical chemistry 
classes, called the "particle-in-a-box" calculation, w hich we briefly review in the following 
Going Deeper highlight. 



Going Deeper 

Particle in a Box 

The manner in which one finds the energy of electrons is 
to solve the Schrodinger equation (H'Jl = E'Jl). As a very 
simple example, imagine an electron in a one-dimensio nal 
"box" . Here, the potential energy of the electron is zero if 
the electron is wi thin the box, but is infini te at the edges 
and beyond the edges of the box. The potential energy 
cannot be infinite, so the electron is confined to the reg ion 
within the box. The solutions(£, ) to the Schrodinger equa­
tion for this scenario are very simple, and take the form 
shown (consult any undergraduate physical chemistry 
textbook to see how the solutions are derived). The possi­
ble energies are quantized (n is an integer, 1, 2, 3, ... ), w ith 
the length of the box (L) in the denominator (111 is the m ass 
of the electron and his Planck's cons tant). As the box gets 
bigger, the ene rgy decreases. 

The "box" is an analogy to an orbi ta l. With an orbita l 
the electrons have their greatest probabili ty in certain 
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regions of space. The lesson is that if the electrons are 
allowed to occupy a la rger amount of space, their energy 
decreases. Specifically, the ki netic energy of the electrons 
drops, which will be a key issue we discuss in Chapter 
14. Because resonance yie lds a picture of bonding that 
spreads the electrons ou t in space, it is a stabilizing 
concept. 

00 

P.E. 

L 

Oc_ ___ __, 

Parameters for the particle in a box 

In order to consider what are appropriate resonance structures for a molecule, we first 
draw all the possible Lewis structures. In these structures only electrons are allowed to 
"move around" . The positions of the nuclei never change. The Lewis structures can have the 
maximum number of electrons appropriate for each atom (for exa mple, eigh t for second­
row atoms) or fewer electrons. Next, judgment must be made about which resonance struc­
tures are reasonable, and Figure 1.6 gives some guidance. Factors that contribute to making 
a particular resonance structure acceptable include having a noble gas configura tion for the 
atoms, a maximum number of covalent bonds, a minimum number of li ke charges, close 
proximity of unlike charges, and placement of negative charges on electronegative a toms. 
Not all these guidelines need to be met to make a reasonable resonance structure. Many rea­
sonable structures may contribute only a little to the true electronic structure of the m ole­
cule, depending upon just how reasonable they are. Yet, the identification of all reasonable 
resonance structures imparts iniorma tion about polari ty and polarizations in a molecule. As 
already mentioned, it is generally true that the larger the number of reasonable resonance 
structures associated with a molecule, the more stable it is. In addition, resonance is espe­
cially favorable when it involves two or more equivalent resonance structures (as, for exam­
ple, with acetate and benzene), and when all second-row atoms have a full complement of 
eight valence electrons. 

I . 
N ·a /··vy ·· .. .. 

:QH :QH 

6 .. 6 
Reasonable resonance structures Unreasonable resonance structures in shading 

Figurel.6 
Reasonable and unreasonable resonance structu res. 
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Table 1.4 

H H H H H 
N' N° 0 Ne N° Ne _ Oo ·oo o·8 

-- ~ .. 8--· - --8 .. /; -- -
0 

Resonance structures of pyrrole 

Often we will see an atom adopt a nonstandard h ybridization in order to maximize reso­
nance. This most commonly arises when an atom h as a lone pair of electrons that is in conju­
gation w ith (directly bonded to) a TI system . For example, consider pyrrole, shown above. 
The nitrogen atom would seem at first glance to best be described as an sp3 hybrid, because 
four groups are attached to it: two N-C bonds, an N-H bond, and a lone pair. However, in 
order to accommodate the resonan ce structures sh own, four of which have a double bond 
between Nand a C, the lone pair must be in a p orbita l, not an sp3 hybrid orbital. This require­
ment makes the nitrogen atom sp2 h ybridized, which is experimentally supported by the fact 
that the N is trigonal planar. Such resonance effects on hybridization are common and 
should be routinely looked for when assigning hybridization to various atoms. Another ex­
ample is the hybridization of N in an amide, which sh ould be classified as sp2

. However, as 
shown in the following Connections highlight, the validity of resonance in an amide has re­
cently come into question . 

1.1.11 Bond Lengths 

The simple bonding model we have developed thus far can rationalize many geometri­
cal features. We h ave already discussed bond angles, and most organic chemists know what 
standard angles are for organic s tructures. It is genera lly true tha t it is more difficult to dis­
tort bond lengths from standard values than it is to b end angles. Nevertheless, it is worth­
while to know som e standard bond lengths, as a significant deviation from these values is a 
clear indication of substantial s train in a molecule or some non-standard bonding situation 
(see Chapter 2). In addition, we need to know bond lengths to evaluate bond and molecu­
lar d ipoles. 

Several trends can be gleaned from the series of average bond lengths listed in Table 1.4. 

Typical Bond Lengths of Some Covalent Bonds* 

Bond Length C.\.) 

Single bonds 

C(sp3)-C(sp3) 1.53-1.55 
C(sp3)-C(sp2

) 1.49-1.52 
C(sp2)- C(sp2) conjugated 1.45-1.46 

nonconjugated 1.47- 1.48 
C(sp )-C(sp) 1.37-1.38 
C(sp3)-0(sp3) ethers 1.42-1.44 
C(sp3)-N (sp3) amines 1.46- 1.48 
C-F 1.39- 1.43 
C-CI 1.78- 1.85 
C- Br 1.95-1.98 
C-1 2.15-2.18 
C(sp3)-H 1.09-1.10 
C(sp2)-H 1.075-1.085 
C(sp)-H 1.06 
N-H 1.00- 1.02 
0 - H 0.96-0.97 

Bond 

Double bonds 

C(sp2)- C(sp2
) 

C(sp2)-C(sp2
) 

C(sp2)-0 (sp2) 

C(sp2)-0(sp2
) 

C(sp2)-0(sp2
) 

C(sp2)-N (sp2
) 

Triple bonds 

C(sp )- C(sp) 

alkenes 
arenes 
aldehydes and ketones 
esters 
ami des 
imines 

alkynes 

Length <A) 

1.31-1.34 
1.38-1.40 
1.19-1.22 
1.19-1.20 
1.225-1.24 
1.35 

1.17- 1.20 

*Allen, F. H., eta/. "Tables of Bond Lengths Determined by X-ray and Neutron Diffraction. Part 1. Bond Lengths in Organic Compounds."}. Cin'llt . Soc., 
Perkin Trans. II, S1- Sl9 (1987). 



Connections 

Resonance in the Peptide Amide Bond? 

A found ation of structural biology and bioorganic chem­
istry is the peptide bond, the link between consecutive 
amino acids in a protein. Interestingly, the modern view 
of this p rototype structure is evolving, and as such it pro­
vides an excellent example of various rational izations of 
structure and bonding. 

The peptide bond is an amide formed between a pri­
mary amine and a carboxylic acid. The most important 
structural features are (a) the amide group is plana1~ with 
a substantial barrier to rotation (typically in the range of 
~G* = 15-20 kcal I mol); and (b) there is a significant prefer­
ence for the Z conformer (termed " trans" in the protein lit­
era ture), which places theN-H and C = O bonds trans to 
each other. Another key feature of ami des is their strong 
propensity toward hydrogen bonding. Two key protein 
secondary structural elements- the a-helix and the 
13-sheet- depend on the amide group to act as both a 
hydrogen bond donor and a hydrogen bond acceptor. 

z 
(trans) 

~Gt = 15- 20 kcal/mol 

R' 

0 
II 

R/ C,N/ H 
I 

R' 

E 
(cis) 

R' 'N- H ··· 
\ I 

R' N- H···O=C 
' ' ' N- H ··· O=C R 
' ' ···O=C R 
'R 

Features of am ides 

In the traditional m odel of an amide, resonance is the 
key concept. As shown below, one can w rite a reasonable 
resonance structure for an amide that places a double 
bond between the C and theN (structu re B). This " double­
bond ch aracter" leads to a planar structure, and hindered 
rota tion about the C- N bond. To the extent that electro­
sta tic interactions control hydrogen bond s trengths (see 
Ch apter 3), the charges implied by resonance structure B 
su ggest strong hydrogen bonding in amides, as is 
observed. 

-- --
A. B. c. 

Amide resonance structures 
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More recen t work, however, has suggested a refine­
ment ofthe traditional model. Modern computational 
methods allow detailed analyses of molecular and elec­
tronic s tructure . These tools were used to look in detail 
at amide rotation. The classica l resonance model predicts 
C-N double-bond character and C-0 single-bond char­
acter in a p lanar amide. Since resonance is destroyed on 
rota ting 90° about the C-N bond, we would expect the 
C-N bond to lengthen and the C-0 bond to shorten in the 
perpendicular form. Calcu lations do show that the C-N 
bond lengthens upon rotation, but the C-0 bond length is 
essentially unch anged. Also, examination of the charges 
calculated on the atoms of a typical amide do not support 
structure B. TheN of an amide is not significantly more 
posi tive than theN of an amine, for which such resonance 
is not possible. Also, the 0 of an amide is not significantly 
more nega tive than the 0 of a ketone. Finally, the C of an 
amide is quite positive, just like the C of a ketone. 

These observa tions suggested that the simple two­
structure resonance model was inadequate. Instead three 
structures seem necessary, as shown. Both resonance struc­
tures B and C are considered to be of major importance for 
the rotation barrier. In this view, the role of the oxygen is 
to polarize the C-0 bond, introducing a large o+ on car­
bon (resonance structure C). TheN does not develop a 
significant 8+, despite the implications of resonance 
structure B. Ins tead, this model emphasizes dipole inter­
actions- the C- 0 dipole is aligned for a favorable inter­
action with the N- H bond dipole. Note that a o+ on N 
would not be consistent with this p icture. 

Amide bond dipoles 

This refi ned resonance model was inspired by high­
level calculations, and it re fl ects changing views on the 
importance of bond dipoles (i .e., CO+ -O<>-) in structure and 
reactivity. Bond dipoles are also important in rationalizing 
the Z- E preference. There are two strong bond dipoles in a 
secondary amide: CO+ -as- and H<>+ -N,_. As shown, the Z 
form aligns these two dipoles favorably (the positive end 
near the negative end), but theE form would produce an 
unfavorable alignment. Finally, the strong propensity of 
the peptide bond toward hydrogen bonding is readily 
understood based on the charge distribution implied 
by the resonan ce and bond dipole arguments. 

Wiberg, K. B. "The Interaction of Ca rbonyl Groups with Substituents." 
Ace. Chem. Res., 32, 922- 929 (1999). 
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Butadiene resonance structures 

One obvious trend is that multiple bonds tend to be shorter than single bonds. The bond 
lengths in arenes are between C-C and C = C bond lengths, just as predicted by resonance 
theory. Bonds involving atoms with larger atomic radii (further down in a column and / or to 
the left within a row in the periodic table) are longer. 

The state of hybridization affects bond lengths; mores character in the hybrid decreases 
the bond length. This effect is another manifesta tion of the fact that s orbitals lie closer to the 
nucleus than p orbitals. This last effect is sometimes under appreciated. For example, the fact 
that the C2-C3 bond of 1,3-butadiene is much shorter than a typical single bond in an alkane, 
1.48 A vs. 1.54 A, might lead to the conclusion that there is some double-bond character in 
C2-C3 (see the resonance structure in the margin, which is sometimes taught in introduc­
tory organic chemistry). However, Table 1.4 shows that this is primarily a hybridization ef­
fect, as systems that are not planar (nonconjugated and hence have no double-bond charac­
ter) but are sp2- sp2 single bonds, show comparably short bond lengths. Further support that 
the conjugation in butadiene has only a small effect on the C2-C3 bond length comes from 
the rotation barrier about this bond, which is only on the order of 4-5 kcal I mol (see Chapter 
2 for an expanded discussion of rotational barriers). 

Bond lengths can also be understood with reference to the radii of the constituent atoms. 
There are actually three different kinds of radii that we use to understand molecular dimen­
sions: covalent, ionic, and van der Waals. The covalent radius is half the dis tance between 
two identical atoms bonded together. For example, the C-C bond length in ethane is 1.54 A, 
and therefore the covalent radius of C is 0.77 A. The ionic radius of an atom is its size as deter­
mined in the crystal lattice of various salts. The radius depends upon the charge on the ion, 
and is smaller as the positive charge increases and larger as the nega tive charge increases. Fi­
nally, the van der Waals radius of an atom is the effective size of the electron cloud around an 
atom when in a covalent bond, as perceived by an atom to which it is not attached . The mea­
surem ent comes from an analysis of crystal packing, and effectively sets the steric size of an 
atom or a group. Table 1.5 shows just a few covalent, ionic, and van der Waals radii. There is 
some debate as to the exact values of some of these, especially the van der Waals rad ii, but 
the basic trends are clear. Using these values molecular surface areas and molecular volumes 
can be calculated. 

Table 1.5 
Covalent, Ionic, and van der Waals Rad ii of Select Atoms (A)* 

Atom Covalent vow Ion Ionic 

c 0.77 1.68 
H 0.30 1.11 H- 2.08 
N 0.70 1.53 
0 0.66 1.50 
F 0.64 1.51 p- 1.36 
Cl 0.99 1.84 Cl- 1.81 
Br 1.14 1.96 Br- 1.95 
I 1.33 2.13 I- 2.16 

*Pau ling, L. (1960). Tl1c Nntureofthe Che111icnl Bond n11d the Structure of Molecules 
a11d Crystals; nn Int roduction to Moder11 Structural Che111istry, 3d ed., Corne ll Univer­
sity Press, Ithaca, NY. 

1.1.12 Polarizability 

An important property of molecules that we have yet to discuss is polarizability. Since 
electrons are charged particles they respond to electric fields. In particu Jar, electrons in mole­
cules are mobile to varying degrees, and so their positions can shift to differing extents in re­
sponse to an applied electric fi eld. The electron cloud is said to become polarized in response 
to the electric field. The ability of the electron cloud to distort in response to an external field 
is known as its polarizability. Upon distortion, a dipole is typically induced in the molecule, 
adding to any permanent dipole already present. 
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Table 1.6 
Atomic and Molecular Polarizabilities (a, cm3/10-24)* 

Atomic polarizabilities 

H 0.6668 
c 1.76 

Selected molecular polarizabilities 

CH4 2.6 NH3 

COz 2.91 CSz 

CzH z 3.6 CzH " 
Benzene 10.32 Cyclohexene 

N 
p 

1.10 
3.13 

2.21 
8.8 
4.25 
10.7 

0 
s 

HzO 

CF4 

C2H6 

0.802 
2.90 

Cyclohexane 

F 0.557 
Cl 2.18 
Br 3.05 
I 4.7 (or 5.35) 

1.45 H 2S 
3.84 CCI4 
4.45 CH30H 

11.0 

*CRC l-ln11dbook ofCil emisfry n11d Physics, D. R. Lide (ed .), CRC Press, Inc., Boca Ra to n, FL (1990- 1), pp. 10-193-10-209. 

3.8 
11.2 
3.23 

We define the polarizability of a molecule as the magnitud e of the dipole induced by one 
unit of field gradient, which works out to be in units of volume. Often, the larger the volume 
occupied by the electrons, the more polarizable those electrons. Since an electric fi eld gradi­
ent is directional, it can encounter a molecule or bond in different ways depending upon the 
relative orientation between the field and the molecule or bond. Hence, polarizabilities are 
often broken down into one longitudinal (along the bond or molecular axis) and two trans­
verse (perpendicular to the axis) values. Table 1.6lists some atomic and molecular polariz­
abilities, for which the directional components have been averaged. Just as with permanent 
dipoles, the induced dipoles that arise from such polarizations can be analyzed as molecular 
dipoles or as bond dipoles. We can thus speak of molecular I atomic polarizabilities, as well 
as of bond polarizabilities. 

Several trends are evident in Table 1.6. First, as we move left to right across a row of the 
periodic table, polarizability decreases. This trend is clear in atomic polarizabilities (C > N 
> 0 > F) and molecular polarizabilities (CH4 > NH3 > H 20). Electronegativity plays an im­
portant role. Atoms that hold on to their electrons tightly are not polarizable. 

Polarizability has profound consequences. Water is a very polar molecule-it has a large 
dipole moment. However, methane is much more polarizable than water, and alkanes in 
general are among the most polarizable of molecules. Thus, while aqueous media provide a 
very polar environment, alkanes and other hydrophobic environments are more polarizable. 

The second clear trend in Table 1.6 is that as we move down a column in the periodic ta­
ble, polarizability increases substantially (S > 0, P > N, and H 2S > H20). This observation 
explains an earlier apparent contradiction. According to Table 1.1, I is not significantly more 
electronegative than C, yet C-I bonds are much more reactive than C-CI bonds in reactions 
like SN2 and E2. In such instances, C8+-x<>- polar bonds are often invoked, but C-I bonds are 
not very polar. However, dramatic changes in molecular and electronic structure occur in 
the course of a reaction. A model for just the ground state of the reactantis often inadequate. 
When an anionic nucleophile approaches a C-X bond for an SN2 reaction, it can induce a 
large bond dipole, especially if X is highly polarizable. Thus, the large polarizability of I 
makes up for the lower electronegativity, and the C-I bond is more reactive than C-CI. 

Another perhaps surprising point is revealed when considering the polarizabilities of 
the simple hydrocarbons given in Table 1.6. Because of their greater reactivity, most chemists 
might assume that alkenes are more polarizable than alkanes, but the opposite is true. Once 
again, alkanes are among the most polarizable of molecules. In particular, ethane is signifi­
cantly more polarizable than ethylene. Perhaps even more surprisingly, cyclohexane is more 
polarizable than benzene. While perhaps counterintuitive, these trends are consistent with 
electronegati vity arguments. Alkenes and arenes, with the more electronegative sp2 carbons, 
are less polarizable than alkanes with only sp3 carbons. 

He 0.205 
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1.1.13 Summary of Concepts Used for the Simplest Model 
of Bonding in Organic Structures 

The material presented to this point has been mostly a review of concepts presented in 
introductory organic chemistry classes. Only in a few cases was the discussion extended fur­
ther. This review sets the stage for us to go deeper into bonding and its effects on structure, 
and a d eeper analysis is what we present in the remainder of this chapter. First, however, it 
is instructive .o summarize the concepts used in the simplest picture of bonding in organic 
structures; many of these concepts extend nicely into our second approach to bonding. 

Hybridization. Atoms contribute consistent sets of hybrid atomic orbitals to the 
bonding in a molecule. A carbon with four ligands is sp3 h ybridized, a C with three li gands is 
sp2 hybridi zed, and a C with two ligands is sp hybridized . 

cr and 1t Bonds. Hybrid orbitals on two separate atoms overlap in the region between 
the adjacent atoms to create a bonds. The overlap of p orbitals on adjacent atoms creates 7T 

bonds. The localized bonds consist of bonding and antibonding molecular orbitals, of which 
only the bonding orbitals are populated with electrons. This arrangement of bonds is a VBT 
notion, with discrete and localized bonds between adjacent atoms, but the orbitals are cre­
ated using MOT mixing notions. 

Resonance. For certain molecules, a single valence bond stru cture cannot properly 
describe the bonding, so resonance is involved. Resonance s truch1res show various arrange­
ments of electrons within a structure, where each contributes to the bonding arrangement in 
that molecule. Resonance structures can also be used to suggest subtle features of the elec­
tronic s tructure of functional groups. 

Electronegativity and bond polarization. Electronegative elements pull electron den­
sity toward themselves. This introduces polarity into bonds, resulting in bond dipoles and 
molecular dipoles. 

Induction. Electronegativity and polarization effects can be felt a few bonds away 
throug h an inductive effect. 

Polarizability. Polarizability reflects the extent to which electrons can be perturbed 
from the s tandard bonding arrangement in response to the approach of another molecu le. 
This effect is important in understanding solvent properties and many reactivity patterns. 

Sterics. Two or more groups tend to stay away from each other due to adverse electro­
static repulsion between filled orbitals. 

We draw upon each of these notions as necessary to explain various aspects of bonding, 
reactivity, and structure. We will add solvation effects later in the book. For parti cular reac­
tions or s tructures, we may have to refine and/ or combine these notions to ge t the optimal 
model for the molecule. In some cases we may even need to completely re-think and modify 
these foundations. However, there is often a tendency in physical organic chemistry to be­
come quite focused on the "exceptions to the rule" . We should keep in mind that the vast ma­
jority of organic structures are well described by this simple model. 

1.2 A More Modern Theory of Organic Bonding 

In Section 1.1 we described the basic bonding patterns of organic molecules and the proper­
ties of different types of localized bonds. The concepts introduced were mostly fairly classi­
cal valence bond concepts. They have definite predictive power, and that is an important 
measure of the value of any model. However, the picture we are about to present also has the 
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same predictive power, but can better explain certain structural issues and experimental ob­
servations. In addition, understanding chemical reactivity poses a serious challenge, and 
this second approach to bonding is very good at predicting the reactivity patterns of organic 
molecules. 

The highest extent of rigor that can be given for bonding is presented in the advanced 
quanh1m mechanical analysis that was developed in the first half of the 20th century. Mod­
ern calculational methods now provide accurate representations of the molecular orbitals 
not only of stable molecules, but also of reactive intermediates and even transition states. 
These powerful computational methods will be described in detail in Chapter 14. Our goal 
in this chapter is to develop an understanding of chemical bonding, and the detailed numeri­
cal output of a quantum mechanjcal calculation is not enough. Here, we will show that cer­
tain key concepts and trends that result from the output of such calculations lead to a more 
rigorous descriptive model of organic bonding than given in the first part of this chapter. 
Molecular orbital theory (MOT) forms the core of this second model. However, we will see 
that certain key concepts from the valence bond theory based model for bonding will still be 
very useful (e.g., sterics, induction, and polarizability), and in fact the distinctions between 
the two theories are often blurred. Therefore, we again will present a hybrid VBT /MOT 
model, but now more tilted toward MOT. 

Although the starting points for VBT and MOT are different, and the initial mathematics 
used to explain them are different, both theories can be shown to give similar results when 
correction factors are added and their respective mathematics are solved completely in a 
manner consistent with quantum mechanical rules. In addition, straightforward and theo­
retically justifiable mathematical operations can, in most cases, transform the fully or par­
tially delocalized molecular orbitals we are about to examine into localized orbitals that 
clearly resemble our VBT notions of discrete and localized bonds. MOT and VBT are not as 
far apart as they may seem. Hence, one theory is not necessarily more correct than the other. 
Also, there is nothing wrong with a hybrid approach to bonding. Both MOT and VBT are ap­
proximations to the "true" answer-a full solution to the Schrodinger equation. A combina­
tion of the two is no less approximate, as long as it is thoughtfully applied. 

1.2.1 Molecular Orbital Theory 

In contrast to VBT, "full-blown" MOT considers the electrons in molecules to occupy 
molecular orbitals that are formed by linear combinations (addition and subtraction) of all 
the atornic orbitals on all the atoms in the structure. In MOT, electrons are not confined to an 
individual atom plus the bonding region with another atom. Instead, electrons are con­
tained in MOs that are highly delocalized-spread across the en tire molecule . MOT does not 
create discrete and localized bonds between neighboring atoms. An immediate benefit of 
MOT over VBT is its treatment of conjugated 1T systems. We don't need a "patch" like reso­
nance to explain the structure of a carboxylate anion or of benzene; it falls naturally out of the 
delocalized nature of the MOs. The MO models of simple molecules like ethylene or formal­
dehyde also lead to bonding concepts that are pervasive in organic chemistry. 

On the other hand, the fully delocalized view of MOT that is so useful for certain mole­
cules like benzene is not so useful in other organic molecules. For example, if we want to an­
ticipate the reactivity of 3-heptanone, we really don't need to consider orbitals that span all 
seven carbons plus the oxygen. Chemical experience tells us that the action is at the car­
bonyl, and we want to be able to focus on the 1T system and lone pairs. In order to do so, we 
will use an MO approach to establish certain fundamental bonding principles by studying 
small prototype molecules-ethylene for learning about C=C bonds, formaldehyde for 
C = O, acetic acid for carboxylic acids, etc. This analysis gives us the MOs for these functional 
groups. Fortunately, analysis of the computed MOs of complex systems shows that the MOs 
of the smaller model molecules appear with only minor modifications in the larger mole­
cules. In other words, we can concentrate our analysis on the molecular orbitals of functional 
groups to understand structure and reactivity. Thus, a key concept we present below is that 
of group orbitals-orbitals that are delocalized only over a defined group of atoms. If we 
need to understand the molecular orbitals of the entire molecule, we combine these group 
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Table 1.7 

orbitals to create molecular orbitals for the entire molecule, and the rules for this orbital mix­
ing procedure are presented in the following discussions. 

To create group orbitals or de localized molecular orbitals, we need to understand how 
to combine atomic orbitals properly. Therefore, the starting point in developing our second 
model of organic bonding is a set of rules that lead by inspection to group orbitals and molec­
ular orbitals. This procedure is called qualitative molecular orbital theory (QMOT). 

1.2.2 A Method for QMOT 

The protocol we will follow was developed by many workers, including Hoffmann and 
Salem. An especially succinct statement of the procedure embodied in a series of rules was 
provided by Gimarc, and is presented in Table 1.7. Below we give several examples of using 
rules 1- 13, where rules 14 and 15 become more important in future chapters. Several MOT 
and quantum mechanical concepts go into the origin of these rules. For example, the orbital 
mixing follows the well-developed rules of perturbation theory, which we will often discuss 
(glance back to Section 1.1.7 for our first quick look at mixing). Furthermore, the symmetry 
of the molecule (see the next Connections highlight) guides the creation of the MOs, a notion 
that has a quantum mechanical origin discussed in Chapters 14 and 15. 

The Rules of QMOT* 

1. Conside r valence orbitals only. 

2. Form completely deloca lized MOs as linear combinations of sand p AOs. 

3. MOs must be ei ther symmetric or antisymmetric w ith respect to the symmetry operations of the molecule. 

4. Compose MOs for structures of high symmetry and then produce orbitals for re la ted but less symmetric 
structures by systematic distortions of the orbitals for higher symmetry. 

5. Molecules with similar molecular structures, such as CH3 and H3, have qualita tively s imilar MOs, the 
major difference being the number of valence electrons that occupy the common MO system. 

6. The total ene rgy is the sum of the molecular orbita l energies of individual valence electrons. 

7. If the two hig hest energy MOs of a given symmetry derive primarily from diffe rent k inds of AOs, then mix 
the two MOs to form hybrid orbi ta ls. 

8. When two orbitals interact, the lower energy orbital is stabilized and the higher energy orbital is 
destabi lized. The ou t-of-phase or anti bonding interaction between the two starting o rbitals always ra ises 
the energy more than the corresponding in-phase or bonding interaction lowers the energy. 

9. When two orbitals interact, the lower energy orbital mixes into itself the higher energy one in a bonding 
way, whi le the higher energy orbital mixes into itself the lower ene rgy one in an antibonding way. 

10. The smalle r the initia l energy gap between two interacting orbita ls, the stronger the mixing interaction. 

11. The larger the overlap between interacting orbita ls, the larger the interaction. 

12. The more electronegative elements have lower energy AOs. 

13. A change in the geometry o f a molecule wi ll produce a large change in the energy of a p a rticular MO if the 
geometry ch ange results in changes in AO overlap that are large. 

14. The AO coefficients are la rge in h igh energy MOs w ith many nodes or complicated nodal surfaces. 

15. Energies of orbitals of the sam e symm etry classification cannot cross each other. Instead, such orbitals mix 
and diverge. 

*Adapted, w ith modifications, from Gimarc, B. M. (1979). Molecular Structure and Bonding: Tile Qualitative Molecular Orbital Approach, 
Academic Press, New York. 



Connections 

A Brief Look at Symmetry and Symmetry Operations 

It is clear from Table 1.7 that symmetry plays an important 
role in QMOT because the concept is used in rules 3, 4, 7, 
and 15. A full explanation of symm etry operations, point 
groups, and their relationships to orbitals is beyond the 
scope of this book (see the reference at the end of this high­
light for an excellent discussion). However, we will look 
at prope r and im proper rotations in Chapter 6. To under­
stand the QMOT examples discussed below, you should 
be awa re of the symmetries inherent in only two geome­
tries: trigonal planar with all three groups the same, and 
tetrahedral where one group is diffe rent than the other 
three (also called pyramidal). Hence, we discuss these 
two systems briefly. 

A trigonal planar structure with three equivalent 
ligands belongs to the point group ca lled 0 311. The struc­
ture possesses a c3 axis perpendicular to the p lane of the 
molecule that passes throu gh the central ato m. It also pos­
sesses three C2 axes perpendicular to the central C3 axis, 
one along each M-H bond vector (only one is shown to 
the right). To possess a C3 axis and a C2 axis means that the 
molecule can be rotated along this axis by 120° and 180°, 
respectively, returning exactly the same structure with 
atoms returned to identical positions in space. A 0 311 struc­
ture a lso possesses three internal mirror planes, called <J 

planes. They contain the C3 axis and lie along each M-H 
bond (only one is shown), w here reflection of the atoms 
through these mirror p lanes likewise gives back the same 
structure. 

The MH3 Y s tructure belongs to the point group 
called C3,, . This structure possesses one C3 axis, no C2 

axes, but does have three <J planes (one defined by each 
H- M-Y plane; on ly one is shown). 

Rules 3 and 7 address the symmetry properties of 
the orbita Is. With respect to each symmetry operation, 
an orbital must be symmetric or antisymmetric. For an 
orbital to be symmetric, it must be unchanged by the sym-

1.2.3 Methyl in Detail 

1 .2 A MORE MODERN THEORY OF ORGAN I C BOND I NG 

metry operation. To be antisymmetric, all signs (phases) of 
the orbital must be reversed by the symmetry operation. 
Rule 4 speaks of " high symmetry" and "less symmetric 
s tructures". While these are not precisely defined terms, 
their meaning in context is usually clear. Certainly, the 0 311 

structure is of higher symmetry than the C3v . Rule 15 is not 
one we are going to need until Chapter 15, so it will be 
addressed at that time. The use of these rules and the 
notions of symmetry will hopefully become evident 
with the examples given below, and with the p ractice 
given in the end-of-chapter Exercises. 

H'""·· M-H 
H,..... 

y 

I 
H I":J- M--....._ 

H..,. H 

Trigonal planar 0 3h Pyramidal C3v 

.--- - ------, a 

Symmetry operations 

Cotton, F. A. {1971). Che111ical Applications of Group Theory, 2nd ed., Wiley 
Interscience, New York. 

To illustrate the procedures of QMOT, we will "build" the MOs of planar CH3 from 
scratch. We are choosing a reactive species such as this, because we want a simple structure 
as an easy starting point. To begin with, we w ill not worry as to w hether we have methyl cat­
ion, anion, or radical, f01~ as we will describe later, the orbital diagram is not overly sensitive 
to such distinctions. For now, le t's just make the MOs of planar CH3; we' ll put the electrons 
in later. The starting point is planar CH3, because pyramidal CH3 is of lower symmetry 
(rule 4). 

Planar Methyl 

Because of ru le 1, the orbitals we have to work with for methyl are simple: three hydro­
gen l s orbitals, a carbon 2s orbital, and three carbon 2p orbitals. Next, we form the delocal­
ized MOs using the other rules, and those are shown in Figure 1.7. How this is done may at 
first seem mysterious, but with a little practice it should become clear. For example, using 
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Figure 1.7 
The orbitals of a planar methyl group, 
created using the rules of Table 1.7. 
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rules 2 and 3, we mix the carbon 2s orbital with the three hydrogen atomic orbitals (AOs) in­
phase to produce orbital A. Mixing just means adding and subtracting, and we do this visu­
ally. Orbital A is symmetric with respect to the C3 axis in the molecule. Our goal here is to fo­
cus on the low-lying, bonding MOs, so we mix theses orbitals in phase, in a bonding manner. 
If we mix out of phase, we create a high energy, antibonding orbital, shown as E in Figure 1.7. 
Next come the carbon p orbitals. The Pz AO cannot mix with any of the hydrogens, as they all 
lie on the node of this orbital. We thus have a molecular orbital that is just an atomic p orbital, 
called a nonbonding orbital, and labeled as Din Figure 1.7. The Px and p,1 AOs can mix with 
the hydrogens to give favorable interaction patterns, as shown in B and C in the figure. We 
would call orbitals A, B, C, and D the group orbitals for planar methyl. 

To create the group orbitals for planar methyl we used a total of seven atomic orbitals. 
There must be a conservation of the number of orbitals, meaning that the number of molecu­
lar orbitals created must equal the number of atomic orbitals we start with. Yet, in Figure 1.7 
we only show five orbitals. Orbital E and the twoMOs that we do not show are called virtual 
orbitals, meaning that they exist but are not typically populated with electrons (see the dis­
cussion of adding electrons below). We do not draw two of them becau se they are not in­
volved in bonding schemes, except with excited electronic states. 

We also show the relative energies of these MOs in Figure 1.7, with energy increasing as 
we go from the bottom of the diagram to the top . Orbitals A-C are stabilized by mixing with 
the H AOs, but Dis not. The reason A lies below B and Cis that carbon 2s AOs are lower in 
energy than 2p AOs, and this carries over to the MOs. MOs B and Care of equal energy­
they are degenerate. In this high symmetry system, the x andy axes are equivalent, and so Px 
and py are degenerate, as are the MOs derived from them. If you are uncomfortable with this 
symmetry argument, please simply accept this degeneracy as fact for now. 
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Figure 1.7 also shows the actual MOs of CH3 +, obtained from a quantum mechanical cal­
culation. As you can see, our simple qualitative analysis has predi cted the essence of the full 
calculation qu ite well. You don't actually see the individu al s and p atomic orbitals, but you 
see the results of mixing them . Deciphering the origin of the calculated orbitals is a major 
goal of our ana lysis. We want our QMOT model to faithfull y capture the essence of the ac­
tual computed results, and we will be constantly checking our qualitative reasoning aga inst 
quan tita ti ve calculations to be sure we are getting things right. If the QMOT rules prove ef­
fective in reprodu cing calcula ted structures, it gives us confidence to use the method to pre­
dict other orbitals, too. 

The Walsh Diagram: Pyramidal Methyl 

Once we have the orbitals for a fragment, we can predi ct how geometrical distortions 
wi ll affec t the MOs, again using the rules from Table 1.7. We make the MOs of a pyramidal 
methyl group by distorting the planar system and foll owing the changes as indica ted in rule 
4. A diagra m tha t follows orbital energies as a function of angular distortions is called a 
Walsh diagram, named after A. D. Walsh, the theoretician w ho first devised the approach. 
Figure 1.8 shows the Walsh diagram for CH3, along with the results of a calculation on pyra­
midal methyl. 

We begin wi th the planar system we just developed, and it is reprodu ced on the left side 
of Figure 1.8. On pyramid aliza tion, the energy of A will change very little. Perhaps a slight 
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Figu re 1.8 
The Wa lsh d iagram for CH3. Beginni ng with pl anar CH3 on the left and moving ri ght, py ramid ali za tion 
lowers orbita l A s li ghtl y, raises B and C more so, and lowers D substantia ll y. Also shown is a secondary 
mixing between D and E to produce D ' and E', the fi nal MOs of pyramida l CH3 . Atomic orbi tals are drawn 
to show phase relationships only; they a re not to scale. Also shown are the com puted MOs for the system, 
and the conventionaJ labeling of the group orbitals for methyl. 

31 



32 C H A PTER 1 : l TRODUCT I O TO ST R UCTURE AND MODELS OF BO N D I C 

energy lowering will occur because the hydrogens are closer to each other and can interact 
favorably. The B/C pair will rise in energy on pyramidaliza tion significantly more than A is 
lowered because of the greater directionality of the bonding. In the pl anar form the p orbitals 
can p oint more directly at the hydrogens, maximizing overlap. This overlap diminishes as 
the sys tem distorts, and this destabilizes the orbitals. Even with dis tortion, the B/C pair of 
orbitals remains degenera te. 

The biggest effect by far of pyramidaliza tion is on orbital D. A formerly nonbonding or­
bital becomes significantly bonding. The hydrogens have moved off the node of the p orbital, 
allowing favorable bonding interactions to develop. Thus, the energy of Dis considerably 
lower in pyramidal vs. planar methane. 

Let's look at the bonding in the planar and pyramidal forms. Orbitals A-Care strongly 
C-H bonding, whether in the planar or pyramidal forms. They can contain six electrons. In a 
VB m odel, we would want three C-H bonds, each with two electrons, for a total of six C-H 
bonding electrons. The two models agree. With QMOT, we still have three C-H bonds, de­
scribed by three occupied MOs that are s trongly C-H bonding. 

We are not done with the QMOT analysis, because we have not yet considered rule 7. 
MOs D and E have the same symmetry, but one is based on a carbon 2p orbital and the other 
on a 2s orbita l. Thus, rule 7 tells us to mix these two orbitals, and Figure 1.8 shows the result 
as D' and E'. Now D ' looks more like a lone pair orbital, but contrary to simple Lewis dia­
grams, there is still significa nt C-H bonding in this lone pair orbital. Note also that D' is very 
much like an sp" hybrid at carbon; it contains contributions from both the 2s and the 2pz 
atomi c orbita ls. Orbital E' also looks like a hybrid, but points in the opposite direction from 
0 ', jus t as is expected when one creates sp hybrids (they point in opposite directions on the 
sam e atom). 

"Group Orbitals" for Pyramidal M ethyl 

One of the most important concepts in organic chemistry is that of the functional group, 
a collection of atoms and bonds that shows a consisten t reacti vity pa ttern in a wid e range of 
molecular environments. This same notion carries over to electron ic structure. Certain col­
lections of atoms contribute a consistent set of orbitals to any molecule in which they are 
present. To a considerable extent these groups will correspond to the familiar functiona l 
groups, but there wi ll be some differences. We will refer to these as group orbitals, a collec­
tion of partially delocalized orbitals that is consistently associated with a functional group 
or simil ar collection of atoms in molecules. 

You are already familiar with a few orbitals that can be considered as g roup orbitals 
from our first VBT / MOT model of bonding. The localized bonding and antibonding C-C 0' 
and 1r orbitals given in Section 1.1.7 are group orbitals. We call them group orbitals because 
we can use these orbitals to describe any 0' and 1r bond, hence describing any alkane C-C 
bond and any C=C functional group. 

As mentioned earlier, one of the goals of introducing a second mod el of bonding is to de­
fine the group orbitals of many types of functional groups, and many will be examined as we 
go along. However, the analysis just presented actually defined group orbitals also, but for 
a group not normally considered a functional group-methyl. We are used to thinking of a 
carbonyl or an olefin as a functional group, but not a methyl or methylene group. However, 
there are group orbitals for these groups, and we will find they play an important role in un­
ders tanding many aspects of organic structure and reactivity. We will use these group orbit­
als to model the bonding in any molecules that contain methyl groups (see Section 1.3). 

For convenience, the group orbitals for methyl are given specific descriptive names, as 
shown in Figure 1.8. We begin with a low-lying, C-H bonding orbital derived from the car­
bon 2s orbi tal. It is of 0' symmetry, possessing no nodes along the z axis (the axis that would 
bond CH3 to anything else) and is ca lled O'(CH3). Next comes the C-H bonding orbitals that 
are derived from carbon 2p orbitals. There is a nodal plane that passes through the carbon 
and contains the z axis in each group orbital of this type, so it is sensible to consider them to 
be of 1r symmetry. They are called 1r(CH3) (a degenera te pair) . Next comes another orbital of 
0'-type symmetry. It points away from the hydrogens, and so it is called O'(out). 
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Putting the Electrons In-The MH3 System 

As stated in rule 5 of Table 1.7, the Walsh diagram we just developed applies not just to 
CH3, but to any MH3, w here M is a main group element. It is thus the Walsh diagram for BH3 

and NH 3, too. The only difference is the number of valence electrons. Since B, C, and N have 
th ree, four, and five valence electrons, respectively, and the three H's contribute a total of 
three electrons, we must deposit into Figure 1.8 six, seven, or eight electrons, depending on 
whether we are considering BH3, CH3, or NH3, respectively. Because neutral CH3 is a radical, 
we' ll discuss the ramifications of Figure 1.8 on methyl when we look at the geometries of re­
acti ve intermedi ates (see Section 1.4). 

Let's foc us first on the even electron systems, BH3 and NH3. The six valence electrons of 
BH3 occupy MOs A-C of either the planar or pyramidal form. Now, consider which geome­
try, planar or pyramid al, the molecule will prefer. For BH3, converting the planar form to the 
pyramid al fo rm will be des tab ilizing. MO A is slightly stabilized, but B and C will be signifi­
ca ntly destabili zed . Rule 6 states that we will model the energy as the sum of the one-elec­
tron energies-th at is, as the sum of the orbital energies for occupied orbi tals, including a 
factor of two if the MO is doubly occupied, but only a factor of one for singly occupied MOs. 
The ne t effect of pyramid alization is thus des tabilizing, and so BH3 is predicted to be planar. 
Note tha t since D or D ' is empty in BH3, it has no influence on the geometry. 

In contrast, with eight valence electrons, NH3 is predicted to be pyramidal. Now orbita l 
Dis occupied in the planar form and D' in the pyramidal form, and the substantial stabiliza­
tion of D ' associated with pyramidalization outweighs all other considerations. Our sim ple 
model has thus made a clear prediction: BH3 should be planar, while NH3 should be pyra­
midal. Moreover, the prediction is correct and is identical to the prediction from VSEPR. 
However, the MOT model is rooted in the most modern theories of bonding. 

1.2.4 The CH2 Group in Detail 

The m ethyl g roup was just a start. Let's now use the same procedure for the CH2 group. 
Ou r goals a re the same as they were with CH3: define the group orbitals and examine how 
electron popula tion leads to differing structures. Figure 1.9 shows the Walsh diagram for 
methylene, where we consider the relationship between the linear and bent forms. 

The Walsh Diagram and Group Orbitals 

Beginning with the linea r structure, we have a low-lying, CH bonding orbital (A) de­
r ived from the ca rbon 2s o rbital . Now, only one p orbital can bond to the hydrogens in the lin­
ear form, leaving a degene ra te pair of nonbonding p orbitals. On going from linear to bent, 
orbital A is sli ghtl y s tabilized due to the H • • •H overlap. B is destabilized more, as C-H 
overlap d rops, just as in the case with CH3. However, the dominant change is the drop inC, 
as it goes from non bonding to bonding. Orbital D remains an isolated p orbital, so it is non­
bonding. As in the CH 3 di agram, we expect a secondary mixing, this time between C and E, 
resultin g in an important hybrid orbital, C'. 

The actual MOs of the bent form are also shown in Figure 1.9. These constitute the group 
orbitals for CH 2. Similar descriptors for the group orbitals are used as with methyl. We find 
a cr (CH2) , now a single TI(CH2), a CT 0 u 1(CH2), and a lone p orbital. Together, the cr(CH2) and the 
TI(CH2) defin e the C-Hbonding orbitals. The CT0 u 1(CH2) and the p orbital can be used to make 
bonds to o ther groups (see Section 1.3). 

Putting the Electrons In-The MH2 System 

The di agram given in Fi gure 1.9 applies to all MH2 molecules, the most prominent of 
which is wa ter. Because neutral CH2 is a carbene, we' ll discuss the ramifications of Figure 1.9 
on the geometry of CH 2 as a discrete molecule when we ana lyze reactive intermediates (see 
Section 1.4). Here, le t's briefl y consider only H 20. Water has eight valence electrons, and so 
both C' and D are doubly occupied. Thus, water will prefer a bent structure, in order to take 
advantage of the large stabilization of C' that occurs. 
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Figure 1.9 
The Walsh diagram for CH2• The linear form is shown on the left, and it is converted to the bent form. Also 
shown is a secondary mixing between the C and E orbitals to make C' and E'. The computed MOs and the 
s tandard group orbital designations are also given. 

We all know that water has two lone pairs on the oxygen, but you may be wondering 
where they are. In this bonding scheme the lone pairs are best thought of as MOs C' and D . 
In the MO model, the two lone pairs of water (and those of all ethers or other dicoordinate 
oxygens) are not equivalent sp3 hybrids. One is of cr symmetry (C'), has some 0-H bonding 
character, and lies significantly lower in energy than the other because it has contributions 
from a11 oxygen s orbital. The higher lying lone pair is a pure p orbital, and thus has 1T sym­
metry. This model is supported by experiment. Water in the gas phase has two ionizations 
corresponding to the two different oxygen lone pairs, and they are separated by 2.2 eV. In an 
isolated water molecule the lone pairs are not identical! 

What, then, of the often invoked model in which water is trea ted as if it has a "tetrahe­
dral" structure, with two equivalent lone pairs? As shown in Figure 1.10, the two equivalent 
lone pairs can be obtained by taking in-phase and out-of-phase combinations of the C' and 
D orbitals. Is this model also viable for water? For properties such as dipole moment, po­
larizability, etc., ei ther bonding model is acceptable. That is because these properties de­
pend only on the total electron density of the molecule, which is the sa me for either model 
of bonding. 

However, the environment that a molecule finds itself in also influences the orbital de­
scription. Our analysis to this stage has been for a single isolated MH2 system. Orbitals C' 
and D could not mix since they have di Hering symmetry. However, as soon as another mole-
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Figure 1.10 
Mixing the two MOs of water that correspond 
to the lone pairs produces two equivalent lone 
pair hybrid orbitals. 

cule approaches a water molecule, it lowers the symmetry of the system. Now the C' and D 
orbitals can mix in MOT and two sp3-like lone pair orbitals are obtained (as in Figure 1.10). 
This would happen in bulk water. 

In summary, with QMOT and the Walsh diagrams for CH3 and CH2, we made use of 
simple notions: s orbitals are lower in energy than p orbitals; strong overlap stabilizes an or­
bital, and weakening that overlap raises the orbital energy. In the end, though, we mixed 
atomic orbitals to create delocalized molecular orbitals on the groups. Mixing orbitals is a 
common tool, and it follows a precise protocol. As mentioned earlier, the QMOT rules were 
devised in part on a mixing protocol. It is now time to describe that procedure in detail. Thjs 
will allow us to further develop our repertoire of group orbitals, and to begin the analysis of 
more standard functional groups, namely alkenes and carbonyls. 

1.3 Orbital Mixing-Building Larger Molecules 

The essence of orbital mixing is stated in rules 8 and 9 of Table 1.7. The rules are depicted pic­
torially in Figure 1.11, where we schematically mix orbitals of two separate molecules. You 
should already be familiar with the idea that mixing two orbitals produces an in-phase, 
bonding combination, and an out-of-phase, antibonding combina tion (Figure 1.3 and Sec­
tion 1.1.7). The former is stabi lized (lowered in energy), whereas the latter is destabilized 
(raised in energy). Figure 1.11 includes some further detail. The figure shows two mixings: 
Figure 1.11 A describes the mixing of degenerate orbitals, and Figure 1.11 B shows the mix­
ing of two orbitals that start at different energies. The essential features of the two are the 
same. 
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Figure 1.11 
Orbital mixing. Simple spherica l orbitals are shown to illustrate the concep t. A. The first-order, degenera te 
mixing. B. The second-order, nondegenerate mixing. 
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A key aspect of orbital mixing is that the antibonding combination is raised in energy 
more than the bonding combination is lowered in energy. This difference in energy is true for 
both mixings in Figure 1.11. If both original orbitals are doubly occupied, the resulting two 
orbitals will also be doubly occupied, and because two electrons are raised in energy more 
than the other two are lowered, the net interaction is destabilizing. The mixing of filled orbitals 
on two separate molecules is always destabilizing. This four-electron interaction is referred to as 
closed shell repulsion. A different outcome arises if we have only two electrons in the sys­
tem. The two electrons can come from one in each starting orbital or two in one s tarting or­
bital with the other empty. Now the two electrons end up in the lower orbital, and the mixing 
is stabilizing. It is always favorable to mix a filled orbital with an empty orbital or to mix two singly 
occupied orbitals. These two aspects of orbital mixing are universal, and they will be used 
throughout this text. 

Figure 1.11 B illustrates an additional feature of the nondegenerate mixing, which is 
summarized in rule 9. In this situation, the lower energy, bonding orbital will have a larger 
contribution from the original orbital that started out lower in energy. The high energy, anti­
bonding orbital will have a larger contribution from the higher-lying original orbital. As 
shown in Figure 1.11 B, mixing produces a polarization of the resulting orbitals. This will be 
a very important feature in subsequent orbital mixings. 

We will see in Chapter 14 that the mixings just described can be treated quantitatively 
using perturbation theory. The mixing of Figure 1.11 A, involving degenerate orbitals, 
is called a first-order perturbation, while the nondegenerate mixing of Figure 1.11 B is a 
second-order perturbation. With the quantitative tools of perturbation theory, we can pro­
vide more detailed analyses of some of the issues addressed here, including, for example, 
why the orbitals Band C of Figure 1.7 are degenerate. 

In reality, for most situations encountered in organic chemistry, the qualitative descrip­
tions of orbital mixing presented here are adequate. We do need, however, one aspect of per­
turbation theory that is not evident from the simple analysis given so far. It is generally true 
that the first-order, degenerate mixing is stronger than the second-order mixing. Also, when 
comparing second-order mixings, the larger the energy gap between the initial pair of orbit­
als, the smaller the mixing interaction. This statement is known as the energy gap law, and it 
is given as rule 10 in Table 1.7. Note that the terms "extent of mixing", or " mixing interac­
tions", refer to the energy changes that occur with mixing. The s tatement that first-order 
mixings are stronger than second-order is really just an aspect of the energy gap law, since 
first-order systems have the smallest possible energy gap: zero. Fina lly, rule 11 sta tes that the 
more the interacting fragmen ts overlap, the stronger the mixing interaction. Hence, overlap 
and energy gap both determine the extent of mixing. 

1.3.1 Using Group Orbitals to Make Ethane 

In Section 1.2.3 we built the orbitals of CH3 (actually MH3) using simple reasoning and 
symmetry. This construction gets more difficult to do as the molecules get bigger. It is not at 
all obvious what the orbitals of methylcyclohexane or acrolein should look like. However, 
there is a way to gain considerable insight into the bonding of larger molecules. The strategy 
is to build up larger molecules by combining small fragments w hose MOs we understand, 
using the orbital mixing rules we have just developed. We are now in a position to illustrate 
this strategy by combining two methyl fragments to make ethane. 

We want to crea te an orbital mixing diagram that combines the orbitals of two CH3 

groups to make ethane. We should use the MOs of pyramidal methyl, as this is the geometry 
appropriate to ethane. The diagram is set up as in Figure 1.12. We need consider only the de­
generate (first-order) mixings, because they will be the strongest. The cr(CH3) and 1r(CH3) or­
bitals are primarily C-H bonding; they do not point out into the C- C bonding region. As 
such, the overlap in each case should be small, and the mixing interaction energy should be 
small (rule 11). Thus, these are shown as not especially strong mixings in Figure 1.12. 
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Figure 1.12 
The orbital mixing diagram for the formation of ethane from two pyramidal CH3 groups. 
The computed MOs are shown in Figure 1.13. 

The interesting mixing is of the pair of u(out) orbitals. Because of the hybridization that 
resulted from rule 7 (Table 1.7) discussed previously, the u(out) orbitals point out into the 
C- C bonding region. They overlap very well, and so the mixing interaction is quite strong, 
as shown in the figure. The mixing is strong enough that the [u(out) + u(out)] MO drops be­
low the out-of-phase combination of the 7r(CH3) orbitals. It is difficult to predict how far this 
orbital will drop and its relative placement with respect to the other orbitals with only the 
rules of Table 1.7, so this result must just be accepted at this stage of the discussion. 

Now we add electrons. As noted above, CH3 has seven valence electrons. Ethane thus 
has 14 valence electrons, and as we place them into Figure 1.12, we see that the highest occu­
pied molecular orbital (HOMO) of ethane is a degenerate pair of orbitals that can best be 
described as C-H bonding, but slightly C-C antibonding. 

All the combinations derived from u(CH3) and 7r(CH3) orbitals are occupied. There are 
six such orbitals with 12 electrons, and ethane has six C-H bonds. Again, the accounting im­
plied by the MO treatment is completely consistent with our simpler views of bonding, con­
sisting of localized C-C and C-H u bonds. It may at first seem odd that the out-of-phase 
combinations of the u(CH3) and 7r(CH3) orbitals are occupied. Shouldn't these be antibond­
ing MOs? They are C-C antibonding, but they are still C-H bonding, and this is enough to 
make them overall bonding. The [u(out) + u(out)] MO is the major C-C bonding orbital, 
and it has two electrons in it. 
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cr(out) + cr (out) 

Figure1.13 
The computed MOs of ethane. 

For comparison, we show the calculated MOs of ethane in Figure 1.13. Prior to our 
analysis these might have seemed to be fairly strange orbitals, but now we can see they 
match up quite nicely w ith the orbitals w e have derived . This highlights the power of group 
orbitals; their combinations nicely rationalize the origins of orbitals derived from sophisti­
ca ted calculations. Moreover, experience has shown that the C-C a bonding orbi tal of eth­
ane, [a( out) + a( out)] in Figures 1.12 and 1.13, transfers consisten tly to all alkane fragments 
in organic molecules. Thus, whenever we see a C- C single bond in a molecule, we can antic­
ipate an orbital of this type. Likewise, we can anticipate orbitals of 'TT-like character for the 
C-H bonding interactions. 

1.3.2 Using Group Orbitals to Make Ethylene 

The standard bonding picture for ethylene is viewed as being made from two sp2 hybrid­
ized carbons, and it contains a C-C d ouble bond comprised of a a bond and a 'TT bond . In 
MOT, however, we don' t hybridize, and we don' t presume bonding arrangements. instead, 
we build ethylene with no assumptions by just combining two CH2 groups. Let's see how 
well this construction turns out. 
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Figure 1.14 
Orbital mixi ng di agram for the formation of ethylene by mixing two CH2 groups. The computed MOs are 
shown in Figure 1.15. 

The crea tion of ethylene from two CH2 groups is shown in Figure 1.14. The actual MOs 
are shown in Figure 1.15. Hopefully by now the origins of all the MOs are clear. As with eth­
ane, the MOs derived from a(CH2) and 7r(CH2) make four MOs that are primarily C-H 
bonding, just as we need for ethylene. The interesting interactions involve a( out) and p. 

The hybrid a( out) orbital is strongly directional, pointing along the C-C bond. We ex­
pect a strong interaction. The p orbital does not point across the C- C bond. As such, the (p + 
p) interaction should be weaker than [a( out) + a( out)], because of poorer overlap. The com­
bination of these interactions produces the C-C double bond of ethylene. Thus, [a(out) + 
a( out)] is the major a bond component of the double bond. The (p + p) mixing produ ces the 
7T bond of ethylene. 

A CH2 group has six valence electrons, so ethylene has 12. When we place 12 electrons 
into Figure 1.14, we see that the HOMO is the 7T orbital. The lowest unoccupied molecular 
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LUMO 

p -p 

HOMO 

P+P 

a(out) + a(out) 

Figure 1.15 
The computed MOs of e thy lene. 
Note the molecule is shown in 
different orienta tions for 
different MOs. 

orbital (LUMO) is the out-of-phase combination of p orbitals, making it an antibonding 1r* 

orbital. The standard model of bonding in ethylene has been reproduced. We simply follow 
the rules of orbital mixing, as described in Table 1.7. 

1.3.3 The Effects of Heteroatoms-Formaldehyde 

In our rules for orbital mixing, rule 5 states that similar molecules have similar MO dia­
grams. This is essentially true, but there are important differences that we must consider. 
Formaldehyde and ethylene are isoelectronic; they have the same number of valence elec­
trons and the same types of valence orbitals. Thus, we can expect similar MOs for formalde­
hyde and ethylene, but with some changes (more properly termed "perturbations") intro­
duced by the oxygen. Experience has shown that the primary consequence of introducing 
heteroatoms into a hydrocarbon system is to alter orbital energies, as stated in rule 12. 

A convenient guideline for orbital energies to be used in mixing diagrams is the set of 
valence state ionization energies given in Table 1.8. We can see the trends expected from our 
earlier discussions of electronegati vity. The key point is that electronegative elements have rela­
tively low-lying atomic orbitals. The larger the ionization energy, the harder it is to remove the 
electron, so the energy of the orbital is lower. For the particular case at hand, it is clear from 
Table 1.8 that the atomic orbitals that 0 contributes to formaldehyde start at much lower en­
ergies than those of Cor H . As a result, the mixings are no longer degenerate as they were for 
ethylene, and we must consider the consequences of the second-order perturbation rules for 
orbital mixing. 

The mixing diagram for formaldehyde is shown in Figure 1.16, and the resulting MOs 
are given in Figure 1.17. The precise energies where we place the oxygen p orbitals are not 
crucial. However, we must place the oxygen p orbitals below the CH2 p orbital. Orbitals that 
are analogous to all the key orbitals of ethylene are created in Figure 1.16, including both the 
a and 1T orbitals of the double bond. Although mixing rule 9 now predicts polarizations in all 
the orbitals, let's first focus on the 1T and 1r* orbitals. 

Table 1.8 
Valence State Ionization Energies* 

Orbital -Hii (eV) 

H 1s 13.6 
c 2s 21.4 

2p 11.4 
N 2s 26.0 

2p 13.4 
0 2s 32.3 

2p 14.8 
F 2s 40.0 

2p 18.1 
Si 3s 17.3 

3p 9.2 
p 3s 18.6 

3p 14 
s 3s 20 

3p 11 
Cl 3s 30 

3p 15 

*Technically, these are not experimentally 
determined numbers, but rather they are 
parameters (H, values) used in a popular 
computational method termed extended 
Hucke! theory (see Chapter 14, p. 834). 
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Figure 1.16 
The orbital mixing diagram of CH2 = 0 from CH2 plus an oxygen atom. The fi nal MOs are given in 
Figure 1.17. 

Since the building blocks for 1r and 1r* are isolated p orbitals, there is no ambiguity about 
the rela tive energies of the two initial orbitals: the oxygen orbital lies below the carbon or­
bi tal. As such, there is also no ambiguity about the expected polarizations. The lower energy 
MO, the 1r orbital, m ust be polarized toward the oxygen. Similarly, the higher energy MO, 
1r*, must be polarized toward carbon . The actual MOs show that this is indeed the case. 
When you ex a mine the 1r M 0 of formaldehyde in Figure 1.17, the expected polarization may 
not be evident. However, you must remember that the atomic orbitals of electronegative ele­
ments are sm aller; both the covalent and the van der Waals radii of oxygen are smaller than 
those of carbon (see above). So, the 1r MO of formaldehyde does have a larger contribution 
from the oxygen (numerical rather than graphical descriptions of the MO make this clear). 
The expected polarization toward carbon is very clear in the 1r* MO. 
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LUMO 

HOMO 

cr(out) + Pz 

Figure 1.17 
The computed MOs of 
formaldehyd e. ote the 
molecule is shown in different 
orientations for different MOs. 

We still have 12 electrons to allocate. An interesting feature of Figure 1.16 is that when 
we insert our 12 valence electrons, we find that the LUMO is 'lT*, as expected. However, the 
HOMO is not 7T, but rather a lone pair, which we describe as '1T(CH2) minus the oxygen Px or­
bital (see Figure 1.16).lt is a TI-type lone pair with a significant out-of-phase mixture of the 
7r(CH2) orbital. The second lone pair lies below the HOMO, and is a-type, formed from mix­
ing a(ou t) with Pz· Neither of these orbitals are "pure" lone pair orbitals. The higher energy 
one is significantly C-H bonding, and the lower energy one is significantly C-0 bonding. 
MOT d oes not always lead to a simple correspondence to our classical views. The situation 
with formaldehyde is directly analogous to what we saw previously with the water mole­
cule. The canonical (fully delocalized) MOs of oxygen-containing molecules predict the ex­
istence of two distinct lone pairs. You can combine these orbitals to produce orbitals that re­
semble the classic sp2 hybridization for the oxygen. 

Looking ahead, it should be clear tha t the MO diagram for this prototype carbonyl has 
significant implications for predicting and rationalizing reactivity patterns. Nucleophiles 
will interact with the LUMO preferentially at the larger coefficient, the one on carbon. Note 
that this 'lT* MO "leans away" from the bonding region, as is typical for antibonding orbitals. 
The 'lT* orbital is perpendicular to the plane of the molecule but is slightly tilted toward the 
CH2 and 0 groups. lt is better represented in a cartoon as shown below. This" tilting" of the 
orbital has ramifications for reactivity that we will return to in Chapter 10. The nature of'lT* is 
completely consistent w ith what we expect for nucleophilic addition to a carbonyl, namely 
attack at C from a "backside" direction. Also, the polariza tion of the HOMO toward oxygen 
has implications for reactivity. For example, we expect protonation on oxygen, not carbon . 

c 0 c 0 

Better representation 
of the rr• orbital 

As in other cases discussed so far, our QMOT model of a simple carbonyl is completely 
compatible with more conventi onal bond ing models. In order to explain the polarization we 
have just discussed, models emphasizing VBT concepts would focus on the greater electro­
nega tivity of 0 vs. C. This electronegativity difference should polarize the bond, as shown 
below. Alterna tively, we could invoke a resonance argument. While a single Lewis structure 
is certainly a good model for a carbonyl, the resonance interaction shown is not unreason­
able. Although it creates charge and disrupts octets, it places a negative charge on a highly 
electronegati ve element. Certainly the two forms would not contribute equally to the struc­
ture of a carbonyl. The C= O form is preferred-perhaps the structure is best thought of as a 
4:1 or a 10:1 mixture of the two-the exact details are unimportant. However, even a small 
contribution from the ionic form has significant implications for carbonyl chemistry. It im­
plies a partial negative charge on 0, and a partial positive charge on C. Again, the reactivity 
patterns of a carbonyl, protonation at 0 and nucleophilic addi tion to C, are completely con­
sistent with this model. 

:6 
.. 8 

:o: 

A_ - ~ 
Resonance in a carbonyl 
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The group orbitals of an olefin would be those we derived for ethylene in Figure 1.14. 
The most important ones will be the TI and 1r* MOs, designated as the HOMO and LUMO in 
Figures 1.14 and 1.15. Similarly, the group orbitals of a simple carbonyl compound, an alde­
hyde or ketone, are those we developed for formaldehyde (Figures 1.16 and 1.17). Now we 
should consider at least four different MOs: TI and 1r* along with the two lone pairs. 

1.3.4 Making More Complex Alkanes 

In alkanes, CH2 and CH3 groups will contribute orbitals such as in Figures 1.8 and 1.9.1£ 
we consider a linear alkane, CH3(CH2),CH 3, we would describe the bonding as follows. For 
the terminal methyl groups, the a(CH3) and two TI(CH3) orbitals would be used for C-H 
bonding. The methyl a( out) orbital would be used to make a C-C bond. The resulting orbital 
would be the C-C bonding orbital discussed for ethane. 

The CH2 group is more challenging to consider because it must make two C-Cbonds. To 
do this, we use the CH2 a( out) and the p orbitals. You don' t have to, but it is convenient to 
make linear combinations of these two, as we did for water in Figure 1.10 (in fact, our discus­
sion of orbital mixing in water can be extended to any MH2) . This linear combination creates 
orbitals similar to the sp3 hybrids available to bond to two other groups. We just mix a( out) 
and p to give orbitals that point in the correct direction to make CH2 a tetrahedral center. A 
linear combination of group orbitals to give orbitals reminiscent of our standard hybridiza­
tion notions will always be possible. The important point is that the orbitals developed by the 
QMOT approach predict the delocalized orbitals found by high level calculations, where 
hybridization is not usually the result. We will show experimental evidence in Chapter 14 
that supports the fact that hybridization does not actually occur in the standard sp3

, sp2
, and 

spmanner. 
Once we see how the C-C bonds are made, we just assume them directly. So, in a linear 

alkane, we have a backbone of C-C bonding orbitals. The terminal methyl groups make 
C-C bonds with their respective a(out) orbitals. In addition, each CH3 group contributes 
three C-H bonding orbitals, one a(CH3) and two 7r(CH3), while each CH2 contributes two 
C-H bonding orbitals, one a(CH2) and one 7r(CH2). 

This model of alkane bonding is useful, but admittedly, it really does not produce any 
new insights compared to the more conventional model emphasizing sp3 hybridized car­
bons and simple localized a bonds. Frankly, if we only ever considered alkanes, there would 
be no need for CH2 and CH3 group orbitals. However, we will now show that in more inter­
esting molecules, the use of group orbitals provides very valuable insights. 

1.3.5 Three More Examples of Building Larger Molecules from Group Orbitals 

All functional groups have a set of group orbitals associated with them. Appendix 3 
shows the full MOs of a number of representative small molecules. These can be considered 
to be the group orbitals of the analogous functional group in larger molecules. From the ba­
sic building blocks we have presented so far, the MOs for these essential functional groups 
of organic chemistry can be understood. For example, the MOs of a carboxylic acid (Appen­
dix 3) can be developed from an orbital mixing diagram, combining the TI MOs of formalde­
hyde with the appropriate AOs of an oxygen atom. Then, a methyl ester can be" prepared" 
by mixing in a 1r(CH3) orbital. When considering the reactivity of a specific functional group, 
it will be useful to look at its group orbitals in Appendix 3 as a guideline. Let's do such a mix­
ture for a few additional cases. 

Propene 

In most instances alkyl groups are spectators in organic reactivity, and the simple VBT 
model based on hybridization is adequate. However, for a CH2 or CH3 that is adjacent to a 
conventional TI system, such as an alkene, a carbocation, or a carbonyl, important interac­
tions between the alkyl group and the TI system may occur. In these instances the TI(CH2) or 
TI(CH3) group orbitals are quite useful. 
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Figure 1.18 
An o rbital mixing diagram for propene, 
along with the computed MOs of the 
molecule. 
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As an example, Figure 1.18 shows an orbital mixing diagram for propene. We are going 
to focus only on the 'IT system, so we s tart with the ethylene 'IT MO of Figures 1.14 and 1.15. In 
conventional views of a methyl group, there really is no way for the CH3 to interact w ith the 
'IT system of propene. However, it is not just a coi ncidence that two of the C-Hbonding orbit­
als for CH3 are called TI(CH3). These groups orbitals are of the correct symmetry to interact 
with conventional 'IT orbitals of the sort seen in alkenes and carbonyls . In our orbital mixing 
diagram, the two degenerate TI(CH3) group orbitals are low lying in energy; they are C-H a­
bonding, and so are lower than a C-C 'IT bond. In any particular conformation of propene, it 
will a lways be true that one of the TI(CH3) group orbitals will be able to mix with the e thylene 
'IT MO. This mixture is a standard second-order mixing, producing two new propene MOs, 
as in Figure 1.18. Let's consider the consequences of this mixing. 

Compared to ethylene, the 'IT bond of propene is (a) sligh tly higher in energy, and (b) 
slightly de localized onto the methyl group. Note the clear prediction that the olefin 'IT orbital 
and the TI(CH3) group orbital should be out of phase in the " 'IT" orbital, the HOMO of propene. 
This p rediction is confirmed by the actual MO (Figure 1.18). In addition, the mixing is con­
firmed by experiments. The predicted elevation in orbital energy is fully supported by the 
fact that the ioniza tion energy of propene (9.73 eV) is measurably lower than that of ethylene 
(10.51 eV), meaning that the HOMO of propene is higher in energy. The TI(CH3) group or­
bital has been lowered in energy, a factor not usually of importance in understanding reac­
tivity. An important lesson of this analysis is that there are orbitals of 'IT symmetry in simple 
alkyl groups such as CH3 and CH2 , and these can interact with the more conventional 'IT sys­
tems of alkenes, carbonyls, and so on. 

The mixing we have just discussed is not hyperconjugation, w hich is the mixi ng of C-H 
and C- C bonding orbitals with adjacent empty or partially empty 'IT and p orbitals (see Sec­
tion 1.4.1). However, a similar mixture can be done with the 'IT* orbital of the alkene that does 
represent hyperconjugation, and you are asked to show this in an Exercise at the end of this 
chapter. 

Note that we have mixed fill ed orbitals in Figure 1.18, which may seem like a violation of 
the previous statement that such mixings are always destabilizing. Indeed, this interaction is 
destabilizing because four electrons go into the resulting orbitals. However, it is enforced by 
the close juxtaposition of the TI(CH3) orbital with the 'IT bond due to the presence of the C- C 
bond between the methyl and the alkene of propene. 

There is a distinction in mixing filled orbitals that must be kept straight. If we are consid­
ering a possible reaction between two species, and we want to know if favorable or unfavor-
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Figure 1.19 
Orbital mixing diagram for CH3Cl, with computed 
orbitals shown. cr(out) + pis the bonding orbita l. 
cr(out) - pis the LUMO, cr* antibonding orbital. 

able orbital interactions develop during the reaction, we clearly want to maximize two­
electron mixings and minimize four-electron mixings. However, we are doing something 
different in our analysis of propene. Really, we are performing an after-the-fact analysis of 
the molecule, trying to understand the results of a full quantum mechanical calculation on 
the system. The molecule was not really formed by mixing fragment orbitals; we have simply 
found that such analyses lead to the true MOs. For a destabilizing mixing to occur within the 
molecule, such as that shown in Figure 1.18 for propene, there must be other a and TI bond 
stabilizing interactions that more than compensate, thus stabilizing the molecule overall. 

Methyl Chloride 

As another example of the use of orbital mixing strategies for understanding structure 
and reactivity, we consider methyl chloride as a prototype of an organic molecule singly 
bonded to an electronegative element. We could construct a complete diagram, using all the 
CH3 group orbitals and the AOs of chlorine, but we can also focu s only on the C-CI bond as 
the most interesting feature of the system. 

The C-Cl bond is formed by the mixing of rr(out) of the CH3 with a chlorinep orbital. The 
mixing diagram is shown in Figure 1.19. Both electronegativi ty (Table 1.1) and orbital energy 
arguments (Table 1.8) allow us to place the Cl orbitals below the carbon orbitals. This means 
that the polarizations should have the bonding combination polarized toward Cl, and the 
antibonding combination polarized toward C. Actual calculated MOs are shown in Figure 
1.19. The most interesting MO is the LUMO. It is the prototype a* orbital. It is C-Cl anti­
bonding, in that there is a nodal surface that splits the C-Cl bond in two. A great deal of or­
bital character lies outside the region between the C and the Cl, and is especially accentuated 
at the carbon end of the molecule. There is considerable orbital density on the "backside" of 
the carbon, and hence a cartoon of the rr* orbital is better represented as shown below rather 
than as given for generic rr* orbitals shown in Figure 1.3. 

c Cl c Cl 

Better representation 
of the cr• C-CI orbital 
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This u* orbital leads to predictions about reactivity. In the S 2 reaction, a nucleophile 
will react with CH3Cl. As we will see, nucleophiles have high-lying filled orbitals that can 
mix with low-lying empty orbitals. The u* orbital is the appropriate empty orbital on CH3Cl, 
and the fact that it is substantially polarized toward the backside of the carbon atom is nicely 
consis tent with the observed inversion of configuration (backside attack) seen in SN2 reac­
tions. We can view this as a group orbital for a C-CI functional group that can be considered 
present in any alkyl chloride. 

Butadiene 

If we are going to build up larger -rr systems than are present in simple alkenes and car­
bonyls, we again need to linearly combine the appropriate group orbitals. This is done for 
the -rr system of butadiene in Figure 1.20, and calculated orbitals are given. The -rr and -rr* or­
bitals of ethylene are our starting point, and they mix in the manner shown to give four mo­
lecular orbitals. These resulting orbitals can be considered to be the -rr MOs of butadiene, but 
also the four group orbitals for any diene. Note that the simple schematic mixing of the eth­
ylene -rr and -rr* orbitals does not predict the relative contributions of each p orbital to a given 
MO, and we will have to wait until Chapter 14 to see why. Yet, the simple mixture gets the 
nodal properties perfectly correct. 

1.3.6 Group Orbitals of Representative -rr Systems: Benzene, Benzyl, and Allyl 

We have focused our discussion to this point on group orbitals for small alkyl fragments, 
u systems, and a few sirn ple TI systems. Yet, as shown in Appendix 3, a significant fraction of 
important functional groups in organic chemistry have complex TI systems. To build many 
complex -rr systems by combining small -rr systems, we need to know the group orbitals of 
some representative sm allTI systems other than just ethylene. We now give the MOs of three 
other essential building blocks of organic chemistry: benzene, benzyl, and allyl. In eva luat­
ing organic structure and reactivity, these units show up repeatedly, and so it is worthwhile 
to present them here. 

Figure 1.21 presents the MOs of benzene, both in symbolic form and as produced by an 
accurate quantum mechanical calculation. Also shown is the "HOMO" of benzyl-that is, 
the singly occupied orbital of benzyl radical, the empty orbital of benzyl cation, and the dou­
bly occupied HOMO of benzyl anion. To a good approximation, the MO has the sa me form 
for all three structures. Here, we show the orbitals from the top, so that the p orbitals that 
make up the molecular orbitals appear only as spheres. 

Figure 1.22 shows the group MOs of allyl. The most dis tinctive feature is that the middle 
MO has a node through the central carbon, and so is formed from only C1 and C3. This is the 
MO that is empty in allyl cation, singly occupied in allyl radical, and doubly occupied 
(HOMO) in allyl anion. 

The HOMOs of allyl and benzyl are completely consistent with resonance models for 
the two (shown below) . Allyl resonance places the charge(*=+, - , or •) only on Cl and C3, 
where the orbital has finite coefficients. In benzyl, there is activity only at the benzylic carbon 
and the ortho and para positions of the ring. Once again, we emphasize that the MOT ap­
proach does not require the "patch" fix of resonance to ge t the TI properties correct. 

[" -~] · ~ 

6- CJ- 6- ·6 
* 

Resonance in allyl and benzyl 
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Figure 1.20 
The mixing di agram for creating the 1T MOs of butadiene from ethylene group 
orbitals and the calculated orbita ls for the 1T system of butadiene. 
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A. 

B. 

Figure1.21 

= 

Empty in benzyl cation 
Half-filled in benzyl radical 

Filled in benzyl anion 

A. The computed MOs of benzene and conventional representations. 
B. Two views of the key MO of a benzyl group and the conventional representation. 
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-tt-
Figure 1.22 
The MOs of an allyl fragment . 

Empty in allyl cation 
Half-filled in allyl radical 
Filled in allyl anion 

It is an interesting exercise to form the MOs of allyl using an orbital mixing strategy, and 
such an analysis is shown in Figure 1.23. Here, we show the p orbitals viewed from the top, 
so all we see is a circle. For allyl, it is simplest to first mix Cl and C3. We can form the in-phase 
and out-of-phase combinations of p orbitals, but to a good approximation, these nonadja­
cent orbitals do not overlap significantly, so there is no energy split. Now we bring in C2.1t 
can mix only w ith the in-phase combination of Cl and C3, because it lies on the node of the 
out-of-phase combination. The new mixing produces two new MOs, while the Cl / C3 out­
of-phase combinati on comes across unchanged. The result is the allyl pattern of Figure 1.22. 

:-

Figure 1.23 
An orb ital mixing approach to forming the MOs of an allyl fragm ent. 
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1.3.7 Understanding Common Functional Groups as Perturbations of Allyl 

One of the most useful insights to be derived from the group orbitals of allyl is 
a picture of the group orbitals for the carboxylic acid, ester, and amide functional 
groups. These functional groups have 'IT systems that can be viewed as isoelectronic 
with allyl anion. The resonance structures shown in the margin highlight this concept. 
Appendix 3 shows the actua l 'IT systems for these functiona l groups, where it is clear 
that the allyl nature is retained. The three TI MOs of the functional groups are polarized 
in various ways due to the addition of the heteroa toms, yet the general nodal proper­
ti es of allyl are retained. Allyl anion analogs 



50 CHAPTER 1: I NTRODUCTION TO STRUCTURE AND MODELS O F BO DI NG 

1.3.8 The Three Center-Two Electron Bond 

Starting from the classic picture of bonds between adjacent atoms, we often need other 
concepts to fully explain the bonding in a given molecule. As explained, resonance is such a 
concept, required to explain the bonding in molecules with de localized 1T systems. Another 
bonding situation that requires a special treatment for VBT but not with MOT is the three 
center-two electron bond. As the name implies, the three center-two electron bond is asso­
ciated with electron-deficient systems, those for which there are not enough valence elec­
trons to make conventional two center-two electron bonds among all the atoms. The bo­
ranes and related structures use the three center-two electron bond extensively, creating 
highly bridged structures. In organic chemistry, the most common electron-deficient species 
are carbocations. The three center-two electron bond also figures prominently in carboca­
tion chemistry, so we describe it briefly here. 

The starting point for understanding the three center-two electron bond is the chemis­
try of boron-containing compounds. Simple boron compounds are isoelectronic with car­
bocations: BH3 has the same number of valence electrons and orbitals as CH3 +.We already 
noted that a QMOT treatment of the two structures produces qualitatively similar results, so 
BH3 has the same planar structure as CH3 +.As you may recall from introductory chemistry 
though, BH3 in the gas phase dimerizes to diborane, B2H6, and this molecule has the uncon­
ventional structure shown in Figure 1.24 A. The molecule has 12 valence electrons, eight of 
which are used to make the four conventional B-H bonds. The remaining four valence elec­
trons are partitioned, two apiece, to the two B-H-B bridging systems, forming a pair of three 
center-two electron bonds. 

The stability of this well-established bonding pattern can be w1derstood from simple 
MO arguments. The B- H-B arrangement in diborane is another three-orbital mixing prob­
lem, like allyl. In fact, the mixing diagram we developed for allyl translates directly to the 

A. 
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Figure 1.24 
Three center- two electron bonds. A. Borane dimerizes to produce diborane. B. The calculated MOs 
primarily responsible for the bonding of the bridging hydrogens in diborane. Since there are two B- H- B 
bridges, there a re two bonding orbitals. Shown a re the in-phase (left) and ou t-of-phase (right) combinations 
of the fu lly symmetric B- H- B orbital combinatio ns. C. A qualita tive picture for how a s ingle three center­
two electron bond is constructed . Only the lowest of the three combinations, the fully in-phase MO, is 
occupied. The two MOs of part B are in-phase and out-of-phase combinations of this MO, because 
diborane has two three center- two electron bonds. 
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three center-two electron bond. In Figure 1.23, the open and filled circles were meant to be 
the "tops" of p orbitals, showing their phase relationships. However, they could just as 
easily be s orbitals or sp3 hybrids. A recurring theme of QMOT, which we have already seen 
when discussing CH2 and CH3, is that the distinction between a and 1T systems is not as 
clear-cut as introductory texts would suggest, and so we should not be surprised that the 
MO patterns in a a system such as we are developing here are topologically identical to 
those of an analogous 1T system. Although formally a bonding is involved, the mixing for the 
B-H-B system (Figure 1.24 C) still produces three molecular orbitals in a manner analogous 
to Figure 1.23. Since only one of the three orbitals is highly stabilized, the optimal arrange­
ment involves only two electrons. It is a three-atom system involving only one occupied 
MO, a three center-two electron bond. 

Note that it is generally better to make two, conventional, two center- two electron 
bonds rather than a single three center- two electron bond. However, boranes are electron 
deficient; there just are not enough valence electrons to make the requisite number of con­
ventional bonds. The system does the best it can by forming a pair of three center-two elec­
tron bonds. 

There is absolutely no doubt that three center-two electron bonding is an important 
component of the electronic structures of a wide range of boron-containing compounds. 
Given the isoelectronic relationship to CH 3 + , it should come as no surprise that similar 
bonding should arise in carbocations, and indeed it does (see the next section). There was 
initially considerable resistance to this notion; the tetravalent carbon was sacrosanct. How ­
ever, it is now clear that three center-two electron bonds do contribute to m any carbocation 
structures. The three center-two electron bond allows a w ide range of exotic looking, 
highly-bridged structures, often referred to as non-classical carbocations (see Chapters 2, 11, 
and 14 for discussions). While a detailed description of the bonding in some of the more 
elaborate systems may seem complicated, at its core is the special stability of the three cen­
ter-two electron bond. 

1.3.9 Summary of the Concepts Involved in Our Second Model of Bonding 

The more modern theory of bonding ex tends the notion of bonding and an tibonding or­
bitals that describe localized a and 1T bonds to increasingly de localized orbitals. All organic 
functional groups can be envisioned as consisting of a set of delocalized orbitals that are 
combined to build up the whole molecule. These "group orbitals" will be very u seful in fu­
ture analyses, and as described in this chapter, they nicely predict the structures of stable 
molecules and reactive intermediates. The new concepts that were introduced in devel­
oping this second model of bonding are summarized as follows: 

QMOT. A set of rules for predicting how orbitals will mix to make delocalized molec­
ular orbitals for molecular groups or molecules. 

Orbital mixing. MOs associated with particular bonds can be formed by mixing orbit­
als from the bonding partners according to the rules of QMOT. When such mixing occurs, 
the destabilization of the higher orbital is greater than the stabilization of the lower orbital, 
and in the case of the non degenerate second-order mixing, predictable orbital polarizations 
result. This mixing can be between atomic orbitals on adjacent atoms, or between group or­
bitals on adjacent groups. 

Transferable, partially localized MOs-group orbitals. Functional groups such as 
olefins, ketones, amides, aromatics, etc., contribute a set of transferable orbitals to a mole­
cule. For example, a simple olefin always has 1T and 1r* orbitals. Even CH3 and CH2 groups 
contribute partially delocalized molecular orbitals to molecules, and importantly, these 
include 1r(CH3) and 1T(CH2) group orbitals that can interact s trongly with conventional1T 
systems. 



52 C HAP TER 1: I N TRODU CTION TO ST RUCTURE AND MODELS OF BON DI N G 

1.4 Bonding and Structures of Reactive Intermediates 

In this chapter we have focused on the molecular and electronic structures of organic mole­
cules and on the theories of bonding that explain them. A major goal of physical organic 
chemistry, however, is to explain reactivity, and a key concept in reaching that goal is there­
active intermediate. A reactive intermediate in organic chemistry is typically some form of 
carbon that either does not have the requisite four bonds, or has less than an octet of elec­
trons, or is highly strained (see Chapter 2). Heteroatom analogs of these structures are also 
important. For example, carbanions do not have four bonds, while radicals, carbocations, 
and carbenes are also lacking an octet. Rather than disperse our discussion of the structures 
of these prototype reactive intermediates throughout the text, we group them here. This 
allows us to directly connect the structures to the theore tical models of bonding we have de­
veloped and to compare and contrast the properties of the basic classes of reactive interme­
diates. Our notions of bonding should be applicable to both stable structures and reactive 
structures. The structures of stable organic molecules are mostly straightforward. However, 
interesting issues arise in describing reactive intermediates that will allow us to further de­
velop many of the models described thus far in this chapter. This further development in­
cludes the QMOT model given in Sections 1.2 and 1.3, but also other concepts such as elec­
tronegativity and resonance. This is the first of two preliminary descriptions of reactive 
intermediates. In the following chapter, which emphasizes thermodynamic stabilities, we 
will evaluate quantitatively the features that stabilize or destabilize reactive intermediates. 
We begin our analysis of reactive intermediates here by showing how the Walsh diagrams 
we have already developed provide a solid foundation for understanding the structural fea­
tures of reactive intermediates. 

We generated the group orbitals of CH2 and CH3 so we could use them as fragments to 
build up and understand larger molecules. However, each of these is also a well-defined 
species in its own right, and more importantly, they are the fundamental structures for a 
range of reactive intermediates we will see throughout this textbook. Here we will consider 
the extent to which the simple Walsh diagrams can help us anticipate the fundamental fea ­
tures of reactive intermediates that will allow us to understand their reactivities. A key issue 
for these structures is whether the planar or pyramidal (linear or bent) form is preferred. A 
basic assumption of the group orbital concept is that the essential features of an orbital di­
agram w ill not change as we alter atom types or the number of electrons. Thus, the basic 
orbital diagrams for the prototype structures (methyl ca tion, methyl radical, and meth yl 
anion) are all the sam e to a good approximation . The primary difference is just the number 
of electrons we put into the diagram of Figure 1.8. We w ill see that this distinction is enough 
to yield very different properties for the three types of reactive intermed iates. 

1.4.1 Carbocations 

From the standpoint of molecular and electronic structure, carbocations present a much 
greater variety and more significant conceptual challenges than carbanions, radicals, or car­
benes. Many aspects of carbocation chemistry have been at times quite controversial. Here, 
we describe the bonding models for basic carbocation structures. First, however, we must 
explain some nomencla ture. 

A carbocation is a s tructure wi th a positive charge that is associated primarily with a 
carbon center or, in the case of de localized systems, a collection of carbons. Heteroatom sub­
stitution is allowed, and it will inevitably lead to some positive charge being on the heteroat­
oms. There are two types of carbocations-carbenium ions and carbonium ions. Carbenium 
ions are trivalent species with a formula of R3C+. Carbonium ions encompass two related 
types of structures. First are pentavalent species of the general formula R5C+. While not 
common in solution phase chemistry, such pentavalent carbons are common in the gas 
phase. Also referred to as carbonium ions are carbocations that have an important contribu­
tion from three center-two electron bonding. The nomenclature will become more clear as 
we present examples below. 
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This distinction between the two types of carbocations was ch ampioned by Olah, and is 
consistent with other nomenclature. Just as hydronium and ammonium ions represent pro­
tonated forms of w ater and ammonia, carbonium ions can be considered to contain proton­
ated forms of methane and other typical, tetravalent carbon compounds. Likewise, carbe­
nium ions can be thought of as proton a ted carbenes (:CH2 + H+ gives CH3 +),consis tent with 
the nomenclature system. In the older litera ture, only the term carbon ium ion is used in con­
nection with what is more precisely called a carbenium ion. We feel the more modern no­
m enclahlre has value, so we use it in this book. 

Carbenium Ions 

The prototype carbenium ion is m ethyl cation, CH3 +_It has s ix valence electrons (one 
from each of three H 's and three from C, given the+ charge). These six electrons will fill the 
lowest three MOs of Figure 1.8, with the P= orbital remaining empty. Since pyramidalization 
destabilizes the B/C pair in Figure 1.8 more than it stabilizes the single A MO, CH3 +w ill pre­
fer a planar structure. The lowering of the D orbital is inconsequential, because there are no 
electrons in it. The preference for planarity is therefore substantiaL Calculations suggest that 
a CH3 + that is pyramidalized to have tetrahedral angles is less stable than the planar form by 
about 30 kcal I mol. We w ill see experimental evidence in support of this in Chapter 2. This is 
completely consis tent with the classic view of sp2 hybridiza tion and w hat we know about 
the planar structure of CH3 +. 

This very simple analysis predicts the correct geometry, but as we now describe, there 
are a lot of complications to carbenium structures that require more complex pictures of 
bonding than is apparent from this simple analysis, and even just the substitu tion of an alkyl 
group will start to perturb the ana lysis. 

Alkyl substitution stabilizes carbocations, and we will see in Chapter 2 that the order of 
stabilities for carbenium ions is 3° > 2° > 1 o > methyL Wh y should this be so? The reason is 
an orbital mixing phenomenon. The difference between methyl and ethyl cations is the CH 3 

group, and as we h ave emphasized in this chapter, there are two orbitals on a methyl group 
with 1T symmetry. Just as with propene (Figure 1.18), in any given con formation of the e thyl 
cation one of these 1r(CH3) orbitals w ill be of the right symmetry to mix w ith this empty p or­
bitaL The difference between this situation and the mixing in propene is that the 1r(CH3) is 
filled and the p orbital is empty, and it is always highly favorable to mix a filled orbital w ith 
an empty orbitaL 

The orbital mixing diagram for ethyl carbenium is shown in Figure 1.25 A, along w ith 
the resulting HOMO and LUMO. The empty orbital (LUMO) of ethyl carbenium is delocal­
ized onto the methyl group. As such, we expect a significan t amount of the positive charge 
on the CH3 of ethyl cation, and high-level calculations su ggest a charge of roughly + 0.17 as­
sociated with the CH3. Also, there should be geometry changes. Exa mination of the filled or­
bital shows a sort of " 1T bond" in ethyl carbenium, and we might expect this to lead to a short­
ening of the C- C bond. Indeed, calculations p redict a bond length of 1.425 A, significantly 
shorter than a typical bond between an sp3 and an sp2 carbon (1.51 A; Table 1.4). Support for 
this bond shortening comes from the crystal structure of the t-butyl cation [(CH3hC+], are­
sult made possible by the development of stable ion media (see Chapter 2). The C-C bonds 
in thjs ca tion are 1.442 A long, again shorter than a typical sp3- sp2 bond. We would also ex­
pect a lengthening of the C- H bonds of the CH3, due to the removal of electrons from the 
bonding 1r(CH3) molecular orbital, and this too is borne out by calculations. Another inter­
esting effect is the distortion of the m ethyl C-H bond that aligns with the empty orbitaL As 
shown in Figure 1.25 A, this bond " leans" toward the em pty orbital, reducing the C-C-H 
angle to 95°. 

The orbital mixing interaction we have just descr ibed is simply the MOT version of 
what in VBT terms w ould be called hyperconjugation. Hyperconjuga tion is often depicted 
with structures such as that shown in the margin, where a neighboring bond formed from a 
carbon sp3 hybrid leans toward the carbocation center. Figure 1.25, on the other hand, gives 
a more sophisticated picture. The essence of hyperconju gation can also be viewed w ith the 

Hyperconjugation 
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Figure 1.25 
C2H5 +.A. The ethyl carbenium ion. Shown are a 
structure for the ion and an orbital mixing diagram 
between an empty p orbital and a 1r(CH3) orbital, 
to produce the HOMO and LUMO of the ion. 
B. The bridged ethyl carbonium ion. The structure 
is shown, along with the HOMO and the LUMO. 
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no-bond resonance form shown in the margin, and it successfully recapitulates all the major 
features of the MOT analysis. 

Interplay with Carbonium Ions 

The structure we have discussed for the ethyl cation is appealing and makes sense. In 
addition, as shown in Eq. 1.3, it is well-established that there is a very rapid scrambling of the 
five hydrogens of the ethyl cation both in solution and in the gas phase (we will discuss these 
rearrangements in Chapter 11). The scrambling of hydrogens in ethyl cation suggests some 
role for the bridged structure shown in the margin. The issue is whether this symmetrical, 
bridged structure should be considered as a transition state or an intermediate. The bridged 
species is now considered a carbonium ion, because it has a hypervalent hydrogen. The 
bonding situation is directly analogous to that of diborane discussed previously. The C-H-C 
unit involves a three center-two electron bond. 

H 
\_§~·'''' H 

H~"'j ~H 

H 

H 
H,,, <~_/. 
H~ \'''H 

H 

(Eq . 1.3) 

The structure of the bridged ion (be it transition state or intermediate) is intriguing, and 
a calculated structure is shown in Figure 1.25 B. To a good approximation, it is simply ethyl­
ene that has been protonated directly in the middle of the 7T bond. As expected, the C-C 
bond has elongated (1.37 A vs. 1.31-1.34 A for a typical olefin; see Table 1.4), and the bridg­
ing C-H bonds are quite long. The HOMO and LUMO of the cation look very much like the 
HOMO and LUMO of ethylene. At the same time, they are notreallyvery different from the 
corresponding orbitals of the" conventional" hyperconjugated ethyl cation in Figure 1.25 A. 

Our discussion of ethyl cation illustrates many issues that are universal in carbocation 
chemistry. As already mentioned, carbenium ions are especially prone to rearrangement. 
Often, several different but similar structures can equilibrate rapidly via such rearrange-
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ments. This rapid equilibration is a manifestation of the fact that the potential energy sur­
faces of carbocations are often very flat, involving several related structures that are similar 
in energy and that interconvert via processes with very small barriers. This is a challenging 
situation. Many of the most contentious debates in physical organic chemistry have boiled 
down to efforts to sort out very subtle structural and energetic differences on a given carbo­
cation potential energy surface. If we look at the structures and MOs of the two forms of 
ethyl cation shown in Figure 1.25, the differences are certainly small. In addition, we might 
expect that such situations would be s trongly influenced by context effects, such as solvent, 
counterion, temperature, exact substitution pattern, and so on. 

In the specific case of ethyl cation, high-level theory actually favors the bridged struc­
ture as the lowest in energy by sever a 1 kcal / mol. In fact, many calculations indicate that the 
classical non-bridged structure is best thought of as a transition state for the hydrogen 
scrambling reaction. However, in other cases the balance may be tilted in the other direction 
to favor the carbenium ion. For example, the t-butyl cation [(CH3hC+] is a classical hyper­
conjugated carbenium ion. It is planar at the cationic carbon with 120° bond angles. Our goal 
at this point is simply to alert you to the potential for such complications, and to keep the big 
picture in mind; carbocation potential energy surfaces are often flat, with several possible 
isomers that differ very little in structure and energy. 

Allyl and benzyl cations are the prototype delocalized carbenium ions (look at Figures 
1.21 Band 1.22). Conventional1r delocalization does not convert a carbenium ion to a carbo­
nium ion in this case. No hypervalent atoms are involved in any of the resonance structures 
for allyl or benzyl. The same orbitals that carry the negative charge in allyl and benzyl anion 
carry the positive charge in allyl and benzyl cation. 

Carbonium Ions 

The prototype carbonium ion, CH5 +,is readily generated in a mass spectrometer. Also, 
with very strong acids like FS03H, protonated alkanes can be generated, making CH5 + an 
important model compound. MH5 compounds are well known, the prototype being the tri­
gonal bipyramidal PH5 . However, CH5 + does not adopt such a highly symmetric geometry. 
A representative structure is shown in the margin. The easiest way to think about this struc­
ture is as a pyramidal CH3 +bonded to a molecule of H 2. This makes a three center-two elec­
tron bond of the sort we have described for BH3. The CH3 +contributes an empty CT out orbital 
that interacts with the filled CT bonding orbital of H 21 making the three center- two electron 
system. The H 2 fragment has a slightly elongated H-H bond distance of 0.87 A (vs. 0.746 A 
for the isolated molecule), while the C-H bonds involving these hydrogens are substantially 
elongated. The positive charge is distributed around the entire structure. The molecular 
structure given for CH5 +is reasonable for discussion purposes, but as the next Going Deeper 
highlight describes, it does not represent the true "nature of the beast" . 

Going Deeper 

CH5+-Not Really a Well-Defined Structure 

We have just described the structure given for CH5 +as 
"representative" because the situation is actually fairly 
complicated. The CH5 +ion undergoes a rapid scrambling 
process in which all five hydrogens become equivalent. 
Estimates are that the barrier to this process is less than 1 
kcal / mol, makingCH5+ a highly flu xional molecule. The 
potential energy surface for this carbocation is extremely 
flat. In fact, some very high-level calculations have led to 
the conclusion that there is effectively no barrier to the flux­
ional process, in which case the notion of" molecular struc­
ture" is poorly defined. This small ion may be a quantum 
mechanical species, for which the classical model of a 

rigid geometrical object is simply not applicable. Not 
surprisingly, spectroscopic characterization of such a 
struch1re is challenging. However, a very sophisticated 
gas phase infrared (IR) spectroscopy study reported in 
1999 found a complex collection of lines that have been 
assigned to CH5 +.The complexity of the spectrum and 
its dissimilarity to spectra of other simple molecules like 
CH3 +or CH4 seems consistent with the non-standard 
description of CH5 +.However, full assignment of the 
lines was not possib le. Stay tuned. 

White, E. T., Tang, J., and Oka, T. " CH5 • : The Infrared Spectrum." Science, 
284, 135 (1999). Marx, D., and Parrinello, M. "Structural Quantum Effects 
and 3-Center 2-Eiectron Bonding in CH5 • ." Na ture, 375, 216 (1995). 
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As discussed, an R5C+ species can be considered to be a bridging structure with a hyper­
valent carbon. The b ridged picture of ethyl cation has a hypervalent hydrogen. Many other 
carbocations are also bridged species best defined as carbonium ions. Some of these com­
pounds are called non-classical cations. These are defined as containing bridged structures 
with three center-two electron bonds and a hypervalent atom. Although ethyl cation fits this 
description, the term is normally associated with s tructures where a C-C cr bond bridges to 
create a hypervalent carbon. Two classic examples are cyclopropylcarbinyl cation and nor­
bornyl cation, shown in the margin. We will discuss these structures much more in Chapters 
2, 11, and 14. 

1.4.2 Carbanions 

Now let's consider the proto typical carbanion, CH3 - ,with a to tal of eight valence elec­
trons. The 0 orbital of Figure 1.8 is now filled, and the stabilization it gains by pyram idaliza­
tion dominates the Walsh diagram. This stabilization is enhanced by further mixin g to pro­
duce 0 ' . Thus, simple carbanions should be pyramidal, again consistent with experimental 
observations. 

As noted previously, a basic tenet of the group orbital concept is that the MOs ofMH3 are 
essentially the same, regardless of the identity of M, the only difference being the number of 
valence electrons. We have already noted the isoelectronic relationships between BH3 and 
CH3 +, and between NH3 and CH3 - , and so, again, Figure 1.8 predicts that H3 should be py­
ramidal and BH3 should be planar, as is observed experimentally. 

The prototype structure of a simple, pyramidal carbanion has a lone pair of electrons in 
the crou t orbital of Figure 1.8. An equivalent way to think about the structure is as an sp3 hy­
brid, placing the lone pair in an sp3-like orbital. In most cases the barrier to inversion at a 
carbanion center is small, roughly 1- 2 kcal I mol for simple systems. Thus, on most reaction 
time scales, carbanions behave as if they were effectively planar (Eq . 1.4). 

R3 u.~ .. e ~ 
R2 R, 

(Eq. 1.4) 

Several factors can significantly raise the inversion barrier at a carbanion cen ter. One is 
incorporation into a small ring. Consider the inversion of the cyclopropyl anion. In the pyra­
midal ground state, the lone pair occupies a hybridized orbital and the carbanion center 
would be roughly sp3 hybridized. In the planar transition state for inversion, the lone pair is 
in a p orbital, and the carbanion center is essentially sp2 hybridized. In both the ground and 
transition states, the C-C bonds must be bent to accommodate the 60°bond angles of the cy­
clopropane ring. This is more difficult when a carbon is sp2 hybridized (favoring 120° angles) 
than when the carbon is sp3 hybridized (favoring 109S angles). This effect raises the energy 
of the planar transition state for inversion in the small ring relative to an open system. As a 
result, cyclopropyl anions often react as if they were stably pyram idal. 

Electronegative substituents attached to the anionic center can also substantially raise 
the inversion barrier. This electronegativity effect is general. Whi le ammonia has an inver­
sion barrier of ~5 kcal l mol, NF3 has a barrier of ~so kca l I mol. This high barrier can be 
understood by recalling that electronegative substituents prefer to bond to orbitals with 
grea ter amounts ofp character, because p orbitals in general are easier to withdraw electrons 
from than s orbitals. Thus, electronegative substituents preferentially stabilize the sp3 ground 
state over the sp2 transition state, raising the inversion barrier. 

An alternative ra tionaliza tion can be developed by referring to the CH3 Walsh diagram. 
On going from NH3 to NF3 we replace H by the highly electronegative F. As noted in the dis­
cussion of formaldehyde (Section 1.3.3), electronegative atoms lower the energies of all the 
MOs to which they contribute. Returning to the Walsh diagram (Figure 1.8), the effect of 
fluorine on the planar structure is to lower all the orbital energies except D, which has no 
contribution from attached fluorines. However, w ith the pyramida l s tructure, all the orbitals 
are lowered in energy, including 0 , because they all have contributions from the fl uorines. 
This stabilizes more electrons in the pyramidal structure of an anion because the 0 orbitals 
are populated, and thus raises the inversion barrier. 
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Connections 

Pyramidal Inversion: NH3 vs. PH3 

The pyramidal inversion barrier, E;,v, is a crucial property 
of any pyramidal tricoordinate molecule. As discussed 
previously, NH3 is pyramidal, but the barrier is so low 
( ~s kcal / mol) that amines act planar at room tempera­
ture. PH3, however, h as a very high E;,'"' on the order of 
35 kcal / mol, so phosphines are stable pyramids at con­
ventional temperatures. 

To rationalize this difference between NH3 and 
PH3, we focus on the key interaction between D and E 
to generate D ' and E' (Figure 1.8). This greatly stabilizes 
D ' and is a key factor favoring the pyramidal form. 

The magnitude of the stabilization increases as the initial 
energy gap between D and E decreases. Two factors make 
this gap smaller for PH3 than for NH3. First, Pis less electro­
negative than N, so D will be higher-lying in PH3, thus 
diminishing the gap. Second, the 2s and 2p orbitals in 
the first row of the periodic table have similar sizes, but 
beyond the first row the s orbitals are significantly more 
contracted than the p orbitals. Consequently, at distances 
where the phosphorus 3p orbitals interact strongly w ith 
the H l s orbitals, the P 3s orbitals interact relatively 
weakly, making E less anti bonding in PH3 than in 
NH3 and further diminishing the initial D/E gap. 

Substituents that stabilize a carbanion by 1T delocalization will favor the planar s truc­
ture. This preference is because the interaction with the 1T substituent will be greatest in this 
form, where we have a pure p orbital rather than a a( out) orbital to participate in the delocal­
ization. Given the small intrinsic preference for a pyramidal structure, we would expect the 
delocalization (resonance) effect to win out, making the anionic carbon planar. Examples of 
such substituents that will lead to a planar neighboring anionic carbon are cyano, nitro, and 
carbonyl. Resonance structures make this argument clear. 

Allyl and benzyl anions are also planar. The HOMOs of these anions are shown in Fig­
ures 1.21 B and 1.22, respectively, and we expect significant negative charge only on those 
atoms that have significant contribution in the HOMO. 
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1.4.3 Radicals 

Methyl radical has seven valence electrons. The crucial orbital that is stabilized by pyra­
midalization, a ouu is only singly occupied (Figure 1.8), and the stabilization it provides is to 
some extent offset by the destabilization of other, doubly occupied orbitals. It is difficult to 
predict the geometry of this species based on the Walsh diagram, and it is best to say that no 
obvious preference for planar or pyramidal geometry can be predicted. This, too, is" consis­
tent" with experiment, as simple radicals show only a very weak preference for the planar 
structure, and simple substitution can produce pyramidal radicals. The net result is that the 
parent methyl radical, CH3 •, is planar, but the energy cost for distorting away from planar­
ity is sm all. 

In fact, extensive study has revealed that the intrinsic preference for planarity in methyl 
radical is so small that essentially all other localized radicals are not planar. Two factors fa­
vor pyramidalization in radicals. The first is an electronic effect of the sort discussed previ­
ously for anions. CF3 • is very strongly pyramidal for the same reason as discussed above for 
NF3• Electronegative substituents prefer bonding to an sp3 hybrid rather than an sp2

, and this 
preference completely shifts the balance toward pyramidalization in the case of the radical 
system. The second reason that radicals are pyramidal is a conformational effect, and this is 
discussed in Chapter 2. 

Just as with allyl and benzyl cations and anions, allyl and benzyl radicals are stabilized 
by delocalization. The crucial molecular orbital, the singly occupied molecular orbital 
(SOMO), is essentially the same as the MO that is doubly occupied for the respective anions 
(see Figures 1.21 Band 1.22). 

There are also reactive intermediates known as radical cations. The geometries of such 
species can also be understood using our notions of bonding. One example is the one­
electron oxidation of an alkene, where the electron is removed from the 1T orbital. For all al­
kenes besides ethylene (see Chapter 2 for a discussion of the radical cation of ethylene), oxi­
dation retains a planar structure in the alkene. However, the mixing of the alkyl group's 
TI-like group orbitals with the now singly occupied 1T orbital becomes even more pro-

2 .. H2C 0 : 

Stabilized carbanions 
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Radical cation of propene 

Carbene electron configurations 

Resonance in singlet carbenes 

nounced than we saw for propene (Figure 1.18). Therefore, the SOMO is even more delocal­
ized onto the neighboring R group, as shown in the margin for the propene radical cation, 
where a bracket is used to denote one electron and a formal positive charge in the MO. 

1.4.4 Carbenes 

Lastly, let's consider carbenes, neutral :CR2 species, the prototype of which is the mole­
cule methylene, :CH2. For the reactive intermediates we have considered so far-cations, 
anions, and radicals-the Walsh diagram for CH3 provides the starting point for the discus­
sion. For carbenes, the relevant electronic structure questions can be considered by referring 
to the Walsh diagram for CH2 in Figure 1.9. We begin with the linear form on the left side of 
Figure 1.9. Methylene has six valence electrons, and we can place two electrons each in the A 
and B MOs, leaving two valence electrons to occupy the degenerate C / D pair. This leads to 
a unique feature of carbenes vs. the other reactive intermediates we have studied. Each car­
bene is in fact two reactive intermediates, differentiated by the spin state of the system. If the 
spins are aligned, then the spin state of the system isS = ~ + ~ = 1, and the multiplicity is 
m5 = 25 + 1 = 3. This is a triplet state. If we have opposing spins, S = ~ + (-~) = 0 and ms = 
1. This is a singlet state. These two states are expected to have substantially different molec­
ular and electronic structures and to show distinct reactivities. The Walsh diagram of Figure 
1.9 provides an excellent starting point for considering these issues. 

Hund's rule predicts the high-spin, triplet state should be preferred at the linear geome­
try, and indeed it is. As the H-C-H angle contracts, a gap opens up between C and D. If we 
keep one electron in each MO, this distortion should be mildly stabilizing. With small bend­
ing, there is no large benefit to pairing two electrons into C, and the triplet is sti ll preferred. 
However, when the angle becomes small enough, the lower energy of orbital C will over­
come the electron repulsion energy, and a singlet with both electrons in C will become the 
ground state. 

It is impossible to unambiguously predict the absolute ground state of m ethylene wi th 
simple models such as Walsh diagrams. As we will see in Chapter 14, understanding and 
predicting spin preferences requires more advanced treatments of electronic structure than 
we are providing here. However, some predictions are still possible. For example, the triplet 
state should have a wider H-C-H angle than the singlet. This is indeed the case; the angle is 
136° for the triplet and 105° for the singlet. Experimentally it turns out that the triplet is the 
global ground state in methylene, by approximately 9 kcal/ mol. All simple dialkyl carbenes 
have triplet ground states. 

The Walsh diagram provides a satisfying analysis of the electronic structure of carbenes, 
and the essential features of the system can be summarized by the simple representations 
shown in the margin. The triplet has two electrons in two very different orbitals, what we 
have called panda( out). We might expect its reactivity to be similar to that of radicals, and 
indeed this is the case. The singlet state is quite different. It contains a lone p air of electrons 
in an MO [a( out)] that is reminiscent of an sp2 hybrid. It also contains an empty p orbital, just 
like a simple carbenium ion. Its reactivity patterns should be quite different from radicals, 
and we will see that they are (Chapter 10). 

While simple carbenes have a triplet ground state, appropriate substituents can reverse 
this preference, such that some substituted carbenes show a large energetic preference for 
the singlet. The bonding and structural model we have developed provides excellent guid­
ance as to how we might create a carbene that has a singlet ground state. The most effective 
way is to interact with the empty D orbital of the singlet, as shown in the margin. Carbenes 
with lone-pair donating substituents such as N, 0, and halogens can have singlet ground 
states because of such an interaction (see the next Going Deeper highlight for an example). 
The effect can be quite large; indifluorocarbene the singlet lies below the triplet by - 50 kcal I 
mol! Detailed theoretical studies reveal a linear correlation between the singlet-triplet 
gap and the electron pair donating ability of the attached substituent(s). As is typical, a 
resonance model also nicely rationalizes the stabilizing effect of donating substituents on 
carbenes. 
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Going Deeper 

Stable Carbenes 

We generally think of carbenes as extremely reactive spe­
cies, and for the most part they are. In recent years, how­
ever, clever appl ication of the concepts described here has 
led to some remarkable new carbenes. The breakthrough 
occurred in 1991 when Arduengo and co-workers at 
DuPont reported the synthesis and isolation of carbene i . 
Two factors contribute to the stability of this type of car­
bene. First is the steric bulk of the R group. The first exam­
ple had R = adamantyl, a large, aliphatic ring system. 
Later examples included heavily substituted aromatics as 
the R group. The second effect is electronic. Two potent 
electron donors are attached to the carbenic center. As just 
discussed, these should grea tl y stabili ze the singlet state, 
and indeed these types of carbenes have a singlet ground 
state. Remarkably, these molecules can be crystallized, 
and an x-ray structure reveals an N-C-N angle of 102° at 
the carbene center, in excellent agreemen t with the expec­
tation for a singlet carbene. Samples of i are stable for 
years, as long as they are protected from air. Many deriva -

tives have been made, and extensive physical characteriza­
tion has provided detailed insights into car bene electronic 
structure. These stable carbenes are not solely theoretical 
curiosities. They h ave recently found use as ligands for an 
important class of ruthenium-based olefin metathesis cata­
lysts that have profoundly influenced synthetic organic 
chemistry (see Chapter 12). Thus, research into basic reac­
tive intermediates can lead to fundamental insights and 
useful new materials. 

R R 
I I 

N 

[}-H 
N 

C:> base 
N0 N 

I I 

R R 

A stable carbene 

Ard uengo, A. j., IlL "Looking for Stable Carbenes." Ace. Chem. Res., 32, 
913- 921 (1999). 

1.5 A Very Quick Look at Organometallic and Inorganic Bonding 

One theme of this textbook is to consistently tie organic chemistry to organometallic chemis­
try, which is just one of the current chemical subdisciplines where the tools of physical or­
ganic chemistry are often applied . In this regard, it is useful in this chapter to develop a sim­
ple bonding model for organometallic and inorganic complexes, and not just look at organic 
bonding. Here we examine a model analogous to the first VBT /MOT model of organic 
bonding given in Section 1.1. We will leave an examination of structure in organometallic 
systems to Chapter 12, and we will examine more complex MOT ideas about bonding in 
metal-containing systems in Chapter 14. 

The same kind of localized and discrete a and 'TT bonds often associated with organic 
compounds can be assigned to the bonding in organometallic compounds. One simple con­
cept for visualizing bonding in metal-containing systems is to make direct analogies to such 
bonding in organic systems. For example, let's examine the shapes and nodal properties of 
the d orbitals shown in Figure 1.26. First, notice that the d2z orbital is directional along the z 
axis, as is a hybrid orbital along an axis, and is therefore "sigma-like". In fact, we refer to it as 
having sigma symmetry along the z axis. Likewise, the dx'-y' orbital is aligned along the x 
andy axes, and is therefore considered to have sigma symmetry when viewed down these 
axes. Hence, when forming discrete localized bonds to ligands, the dz' orbital and the dx'-y' 
orbital can make sigma bonds that are placed along the z or the x andy axes, respectively. We 
essentially use these orbitals just as we use hybrid or a( out) orbitals on carbon. 

Now let's examine the analogies that can be drawn between the rest of the d orbitals and 
p orbitals. When citing down the x axis, the dxz and dxy orbitals look like two orthogonal p or­
bitals. Likewise, citing down they axis, both the dyz and dxy look like p orbitals. Therefore, 
these orbitals are considered to have 'TT symmetry. When creating double bonds to ligands, 
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: 
: 

Figure 1.27 
Orbita l mixing diagra m for the 
combination of a TI-symmetry d 
orbital with a carbon p orbita l to 
create a metal-carbon 1T bond. 

A. 

B. 

c. 

Figure 1.26 

Analogous to a 
carbon hybrid 
along the z axis 

§ 

Analogous to a 
carbon hybrid 
along the x or y axes 

Analogous to a 
p orbital along the 
z axis or the y axis 

Analogous to a 
p orbital along the 
x axis or the y axis 

Analogous to a 
p orbital along the 
x axis or the z axis 

Schematic representations of d orbi tals and their analogous carbon orbitals. A. Looking along the positive z 
axis (designated as an eyeball), the carbon hybrid along the z axis appears the sa me as a dzz orbital. They are 
referred to as having rr symmetry, analogous to rr(out) orbitals or the standard hybrid orbitals for making 
a bonds to orga nic groups. B. Looking along the positive x or y axes, the dxLyz orbita l looks like a carbon 
hybrid . C. The d,w d ,y, and du orbitals appear asp orbitals, depending upon the line of sight. They are 
referred to as having 1T symmetry. The a and b descriptors on each orbital refer to the line of sight for the 
corresponding eyeballs. 

these orbitals on the metals are used exactly as we use p orbitals on carbons. This combina­
tion is very clear in Figure 1.27, where an orbital mixing diagram is given for a 1T bond be­
tween a metal and a carbon, as would be present in an organometallic complex that has an 
M = CR2 functional group. 

Lastly, there is even a hybrid orbital approach to modeling the bonding in organometal­
lic and inorganic complexes. Using the same concepts presented in Section 1.1.6 for the lin­
ear combinations of sand p orbitals to create hybrids, we can mix d orbi tals with the s and p 
orbitals. For example, if you start with an sp2 hybridization state, and mix the remaining p, 
orbital with the d,, orbital, a hybridiza tion state know as dsp3 is obtained. As shown in Fig­
ure 1.28, the bonds to the apical positions are pd hybrid orbitals, while the equatorial po­
sitions are sp2 hybrid orbitals. Such h ybridization is appropriate for trigonal bipyramidal 
complexes. 



1.5 A VERY Q U I CK LOOK AT OR GANOME TALLIC AND INORGAN I C BOND ING 

---.___; 
3 sl Hybrid orbitals pd Hybrids Remains 

a =Apical positions; pd hybrid orbitals 

e = Equatorial positions; sp2 hybrid orbitals 

Figure 1.28 
Hybridiza tion for h·i gonal bipy ramidal geometries starts w ith the central a tom sp2 

hybridized. The orbita ls a ligned along the equa torial positions remain as sp2 hybrids. 
However, the orbitals a long apica l positions are pd hybrids. 

The mixing of an s, three p's, and the d~, and dx'-y' orbitals leads to d2sp3 hybridization, 
which is appropriate for octahedral complexes. For almost all bonding geometries in inor­
ganic and organometallic chemistry, hybrid orbitals are useful, and this very brief introduc­
tion to bonding using metals will be enough to take us a long way in understanding struc­
ture and reactivity. 

Summary and Outlook 

This chapter represents just a beginning. It is only a first look into bonding, with hints at 
structure and reactivity. We presented two models for bonding, a classical one and a more 
modern approach, and showed that they can be used to understand stable organic structures 
and reactive intermediates. Hopefully this chapter has refreshed your memory, and has 
sparked an interest in you to learn how these notions of bonding can be put to use. We do ex­
actly tha t in the next several chapters where the focus is more upon structure. Furthermore, 
after analyzing struchue, we can take the bonding concepts and look at reactivity. Structure 
and reactivity actually take up approximately two-thirds of this book, and not until we have 
to look at some very specialized reactions (pericyclic and photochemical) will we need to de­
velop a more sophisticated theory of bonding. With our current qualitative models we can 
go a long way in our analysis of topics in organic chemistry. 

For many students and professors, this chapter may completely suffice as a review of 
bonding, because it is sufficient for almost all organic transformations. For other students 
and professors, however, it may be desirable to now go directly to Chapter 14, w here the 
concepts introduced herein are discussed more quantitatively and modern methods in com­
putational electronic struch1re theory are covered . This is a decision to be made on an indi­
vidual basis. However, it should be apprecia ted that to the bes t of the authors' abilities, we 
took the topics of this chapter only to a depth that is routinely used when thinking about or­
ganic s tructure and bonding by a non-expert in quantitati ve methods. Our intention is for 
Chap ter 14 to stand alone, so it can be covered at any point during the course to learn more 
advanced concepts and quantitative methods. 

61 



62 CHAPTER 1: I NTRODUCTION TO STRUCTURE AND MODE L S OF BOND I NG 

Exercises 

1. State the hybridization of the non-hydrogen a toms in the following structures. 

A. 
0 

A B. c. ~ N 

H 
I 

N 

0 
H 
I 

erN 0 

# D. E. 

2. Assuming that each atom in the foll owing structures has an octet of electrons, identify which compounds have an a tom 
that has a formal charge. Identi fy what and whe re that charge is. In the compounds w ithout formal charges, identify any 
significant bond polari za tions by writing 8+ and 8- nea r the appropriate atoms. 

A. B. 
0 

)lo~ c. /""'- Br D. 

3. For the bond polarizati ons in Exercise 2, draw a dipole arrow for the polarized bonds. 

s 

0 E. 6 
4. Draw the u and u* molecular orbitals for discre te and loca lized bonds formed between hybridized carbons and hetero­

atoms (a heteroatom is any a tom besides C and H ), as well as heteroa toms and hyd rogen, in the following structures. 
Indica te any polari zation these bonds may have in your di agram by drawing the shapes of the discrete bonding and 
antibonding orbitals in a manner indi ca tive of this polari zati on. 

A. B. \_ CI c. 

5. Draw the TI and TI* molecular o rbitals for the discre te and loca lized TI bonds in the foll owing structures. Indica te an y polar­
iza tion these bonds may have in your diagram through the shapes of the discrete bonding and antibonding orbi tals. 

0 

A. A B. c. D. 

6. Show any plausible resonance structures for the molecules given in Exercises 1 and 5. lf there are no plausible resonance 
structures, indicate this (note that the molecul e corresponding to le tter A is the same in each problem). 

7. Discuss the hybridiza ti on in the C- C and C- H bonds of cyclopropane, given that the H-C- H bond angle is 118°. 

8. Carbon te trachloride has ne ither a dipole moment nor a quadrupole moment, but it does have an octo pole m oment. 
Provide a simple descripti on o f this moment. 

9. Formaldehyde has a fairly large dipole moment of 2.33 D, but CO has a small dipole moment of0.11 D . Use resonance and 
electronegati vity arguments to explain these results. 

10. Consider bond dipoles to predi ct which confo rmer of fo rmic acid should have the higher dipole mom ent, A or B. 

0 0 H 

A. 
}-o, 

H H B. 
}-a 

H 

11. Pauling proposed the fo !Jowing correlation be tween electronega tivi ty difference and percent ioni c characte r in a bond: 
Ionic character = 100 X [1 - e-<xA-x">' 14 ] where XA is the electronegativ ity of A. Calcula te the percent ionic character in H F, 
HCI, HBr, and HI. The most po lar bond for the elements in Table 1.1 would be in KF. What is its percent ionic characte r? 

12. Which should have a larger dipole moment, fo rmic acid (the highe r dipole confo rmer of Exercise 10) or formamide? 

13. The electronegativities o f the - C= CH and - C= N groups are the same (Table 1.1), but the dipole mo ments of CH3C= CH 
and CH 3C=N are 0.78 D and 3.92 D, respectively. Explain why the dipole moments a re so different. 

14. Draw a molecule that has no dipole moment, but has a quadrupole moment with the topology of a d xy orbital, rather than 
the d/ topology. 
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15. Predict the hybridization state, sp", for the carbon hybrid orbitals used for the C-H bonds of CH3Cl (H-C-H angle of 
11 OS), and the C-H bonds of ethylene (H-C-H angle of 117.3°). 

16. Rationali ze the differences between the fo llowing dipole moments for water, dimethyl ether, and ethylene oxide (oxi rane): 

0 
D 
1.89 

17. Convi nce yourse lf that the C-H bonds of cyclohexane would add up to give a quadrupole moment, as they do in benzene, 
if carbon were signifi can tly more electronegative than hydrogen. Contrast this qu adrupole moment to that in benzene. 

18. Geometries for small molecules such as methyl fluoride can be determined from microwave spectroscopy, whereas vari­
ous forms of diffraction-x-ray, electron, or neutron diffraction-can be applied to larger molecules. Shown below are 
bond lengths and angles for various methyl halides determined by various methods. Rationalize the trend in the C-X bond 
lengths (angstroms) . Also rationa lize the H-C-H and H-C-X bond angles using VSEPR. Does an argument based upon 
electronegativiti es also explain the trends in bond angles? 

Molecule C-H bond length C-X bond length H-C-H bond angle H-C-X bond angle 

CH3F 1.09 1.385 110.2 108.2 
CH3CI 1.096 1.781 110.52 108.0 
CH3Br 1.11 1.939 111.12 107.14 
CH3l 1.096 2.139 111.5 106.58 

19. The calculated H-C-H bond angle in methyl radical is 120°, the ca lculated H-C-F angle in CH2F radical is 115°, and the 
calculated F-C-F angle in CHF2 is 112°. Rati onalize wh y the structures become more pyramidal with increasing fluorine 
substitution. 

20. Describe and draw (using cartoons) how the three group orbitals for a pyramidal methyl group (Figure 1.8) can be linearly 
combi ned to give orbita ls simi lar to the individual u bonds formed from sp3 hybridized carbon atoms and hydrogen 1s 
orb itals. 

21. Draw mixing diagrams using u(out) orbi tals that compare the formation of the C-C u bond in ethane, crea ted by the 
approach of two pyramidal methyl groups, to the formation of the C- F u bond in CH3F. Use the same energy axis for both 
plots. Highlight the differences and explain how this diagram would rationalize reactivity differences in alkanes and alkyl 
fluorides with nucleophiles. 

22. Rationali ze the differences between the 1T orbitals of butadiene and acrolein (the MOs are shown in Appendix 3). 
The results of Figure 1.20 should be a useful starting point. 

23. Sketch the highest occupied MO of propene and compare and contrast this MO with the an alogous MO of acetaldehyde 
(CH3CH= O). Consider the methyl C-H bonding in your answer. 

24. Sketch the 1r* MO of propene. Consider the methyl C-H bonding in your answer. 

25. The H-P-H bond angle in PH3 is nearly 90°, whereas that for NH3 is onl y s li ghtly contracted from the idealized 109.SO. 
Explain this difference using a VSEPR argumen t, and then use a hybridization / electronegativity argument. 

26. Draw an orbital mixing diagram for a metal- methyl single bond using the dz2 orbital on the metal and a u(out) orbital on 
the methyl group. 

27. Sketch the 1T and lone pair group orbita ls for the following organometallic group, called a Fischer carbene. (Hint: Use the 
group orbitals of formic acid as your guide.) 

O- R 
M=< 

R 

28. Use an orbita l mixi ng diagram to rationalize the nature of the HOMO of methylamine shown in Appendix 3 . 

. 29. Starting with two ally l groups, use orbital mixing to predict all the orbitals for the 1T system of h exatriene. 

30. Create the group orbitals for an MH system, where M is a second row element such as Cor 

31. Use the appropriate group orbita ls and the QMOT rules in Table 1.7 to create the molecular orbita ls of protonated formal­
dehyde (CH2 =0H+), starting with methylene and OH. 
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32. Sketch the 'IT orbitals for allyl anion and for an enolate anion, and discuss the diffe rences. 

33. Combine the lone pair orbitals on formaldehyde to achieve what resemble the classic sp2 hybrid lone pairs. 

34. Draw the virtual orbitals that were not show n in Figure 1.8 for the planar and pyramidal forms of CH3 and in Figure 1.9 for 
the linea r and bent forms of CH2 . 

35. If there are two types of ligands bound to a trigonal bipyramidal metal a tom, will the more electronega tive ligands prefer 
the apical or equatorial positions? Explain your answer. 

Further Reading 

Much of the material in this chapter is review, and if you are not familiar with the material in Section 
1.1, you shou ld consul t your introductory texts in general chemistry, organic chemistry, and / or physi­
cal chemistry. Selected references to more advanced topics are given below. 

Qualitative Molecular Orbital Theory, Perturbation Theory, and Group Orbitals 

Albright, T. A., Burdett, J. K., and Whangbo, M.-H. (1985). Orbital Interactions in Chemistry, John Wiley 
& Sons, New York . 

Borden, W. T. (1975). Modern Molecu lar Orbital Theory for Organic Chemists, Prentice--Hall, Englewood 
Cliffs, NJ . 

Gimarc, B. M. (1979). Molecular Structure and Bonding: The Qualitative Molecular Orbital Approach, 
Academic Press, New York. 

Jorgensen, W. L., and Salem, L. (1973) . The Organic Chemist's Book of Orbitals, Academic P ress, 
New York. (A classic book that is unfortunately out of print-ge t one if you can!) 

Valence Bond Theory, Hybridization, Electronegativity, and Resonance 

Pauling, L. (1960) . The Nature of the Che111ical Bond and the Structure of Molecules and Crystals; an Introduc-
tion to Modem Structural Che111istry, 3d ed., Cornell University Press, Ithaca, NY. 

Wheland, G. W. (1995). Resonance Theory in Organic Chemistry, John Wiley & Sons, New York. 
Epiotis, N.D. (1983). Unified Valence Bond Theory of Electronic Structure, Springer-Verlag, Berlin. 
Bodrowicz, F. W., and Goddard, W. A., III in Modern Theoretical Chemistry, Methods of Electronic Struc-

ture Theory, H. F. Schaefer Ill (ed .), Plenum Press, New York, 1977, Vol. 3, Chapter 4. 

A Useful Compilation of Standard Bond Lengths 

Allen, F. H ., Kennard, 0., Watson, D. G., Brammer, L., Orpen, A. G., and Taylor, R. "Tables of Bond 
Leng ths Determ ined by X-ray and Neutron Diffraction. Part 1. Bond Lengths in Organic Com­
pounds." f. Chem. Soc., Perkin Trans. II, S1-S19 (1997). 



CHAPTER 2 

Strain and Stability 

Intent and Purpose 

When organic chemists consider the reactivity of a new molecule, or propose a potential syn­
thesis of a new target, or attempt to predict the lowest energy conformation of a new struc­
ture, a rapid evaluation of strains and stabilizing effects, in part, leads to the answer. The 
main goal of this chapter is to bring the student "up-to-speed" in this thought process. The 
focus is on the energetics associated with structure. In that regard, a major goal of the chapter 
is to explore the energetic consequences of deviations from the standard geometrical param­
eters described in Chapter 1. 

To start off, we review some basic concepts of thermochemistry (i.e., strain and stabil­
ity), and the quantities used to measure them (i.e., Gibbs free energy, enthalpy, and entropy). 
Since strain and stability can be tied to bond strengths, a logical first topic is various trends in 
bond dissociation energies. In this discussion, we link stretching vibrational modes to bond 
homolysis, and discuss the fact that all internal motions of molecules are dictated by internal 
forces that are represented by potential surfaces. Next, the overall stability of a compound is 
defined; chemists routinely use the heat of formation as a number that can be compared 
from structure to structure. We then show that the energetics of basic organic molecules can 
be estimated using a surprisingly simple model called thermochemical group increments. 
We end our discussion of thermochemistry by considering basic reactive intermediates­
radicals, carbocations, and carbanions. As in Chapter 1, we combine our discussion of sta­
ble molecules and reactive intermediates in order to emphasize the similari ties and the 
differences. 

Next, we extend the discussion of internal motions and consider more subtle variations 
from standard structural parameters, such as eclipsed vs. staggered ethane, and the varia­
tions that occur with ring puckering. This is a field known as conformational analysis. In ad­
dition, dramatic deviations from standard bonding parameters, such as in cyclopropane, are 
covered. This leads to the idea of strain energy, a very important concept in physical orgaruc 
chemistry. We also consider molecules in which special bonding arrangements lead to novel 
structural and energetic consequences, often associated with increased stability. These in­
clude topics such as aromaticity, the anomeric affect, and others that can be rationalized by 
orbital interactions. We also explore the structures of some of the "exotic" molecules that 
chemists have made in an attempt to push the limits of structure and bonding. Strain, s tabil­
ity, and conformational effects all have ramifications on reactivity. However, except for a few 
Connections highlights that emphasize our current discussions, the effects on reactivity are 
left to the chapters in Part II of this book. 

Finally, we will show that the relationship between deviation from standard bonding 
parameters and energy can be put on a quantitative basis using the molecular mechanics 
method. While this simple method has limited theoretical justification, it is remarkably use­
ful in predicting the structures and energies of a wide range of organic structures. Almost all 
practicing organic chemists now avail themselves of this method, making it a must topic for 
organic chemistry in the early 21st century. Too often this method is used as a "black box" 
computational tool, and the goal of this section of the chapter is to present the basic tenets 
and the strengths, but also the weaknesses, of the method. 65 
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2.1 Thermochemistry of Stable Molecules 

Structure and energy are intimately related. Associated with any structure is a " total en­
ergy" or "internal energy"-numbers that are of minimal value in isolation, but are quite 
telling when compared to the same number for another molecule. For organic molecules, a 
large number of experimental energies of different kinds are known, and systematic varia­
tions are seen that clearly relate structure to energy. In this chapter we discuss the types of 
energies involved, and we present correlations that show how useful the energies are in 
comparing similar structures. Importantly, we are leading up to a precise definition of a key 
concept in organic chemistry-strain energy (see Section 2.1.7). Furthermore, certain bond­
ing arrangements lead to a stabiliza tion of a chemical structure, and these should be consid­
ered, along with strain, when analyzing a molecule's structure and reactivity. 

2.1.1 The Concepts of Internal Strain and Relative Stability 

What do chemists mean by strain? We are referring to a structural stress within a mole­
cule that is not present in some reference compound. This results in m ore internal energy 
within the strained molecule relative to the reference. It is important to always know what 
the reference is, in order to fully understand the strain that is being discussed. All thermody­
namic values, strain energy being only one example, are relative; there must always be a refer­
ence state. In organic chemistry, strain is typically associated with a conformational distor­
tion or nonoptimal bonding situation relative to standard organic structures. The reference 
structure may be a completely different chemical compound that lacks the particular strain, 
or a d ifferent conformation where the strain is relieved. 

What is internal energy? It is the energy held or stored within a m olecule. Part of this en­
ergy can be released when given an outlet such as a chemical reaction. In that sense, it is anal­
ogous to potential energy within a compressed spring, or a brick raised above the ground. 
Hence, examining a common everyday structure, such as a spring, as an analogy to internal 
energy can be quite informative. 

The introduction of strain into an organic molecule is perfectly analogous to the stretch­
ing or compressing of a spring. If the relaxed state of the spring is the reference (the most sta­
ble arrangement), then stretching or compressing leads to a strained form of the spring, 
where the spring now has stored potential energy (PE) (increased internal energy; see Figure 
2.1 A) that can be released by returning to the relaxed form. Fundamentally, all energy is related 
to the ability of a system to do work. A stretched spring has more internal energy because it can 
do work by returning to the reference state, perhaps pulling a block in the process. Chemi­
cals can do work via chemical reactions, such as the force created by an explosion of TNT. 

Because of this analogy to potential energy, chemists often write reaction coordinate di­
agrams and conform ational analysis plots with the energy axis labeled as PE or just E (Fig­
ure 2.1). We refer to the diagrams as potential energy diagrams (or surfaces), which implies 
some function that constrains the different internal motions of the molecule or any possible 
chemical reactions. This concept nicely conveys the notion of higher internal energy for one 
structure on the diagram relative to another, where that energy is capable of being released. 
Very often, however, we are more explicit in defining the energy, u sing Gibbs free energy or 
enthalpy (see below). 

Molecules can also occupy different quantized energy states associated with various in­
ternal vibrational and electronic states. For example, absorption of a photon of infrared radi­
ation can lead to a h igher energy molecule that has an excited vibrational mode (see a brief 
discussion below), or absorption ofUV light can lead to a higher energy electronic state (see 
Chapter 16). These phenomena also add potential energy to the molecules. Chemists do not 
typically associate these higher energy states with s train, but there are many ties between the 
two concepts, and we comment upon them in this chapter where appropriate. 

To obtain a strained chemical s tructure or higher quantized energy state, energy needs 
to be added, just as with a spring. The energy can come from a collision, from a photon, or 
can be placed in the molecule during a synthetic procedure. However, there is also thermal 
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Figure 2.1 

__rj-- --- -- --- -~~* 

Structure A \~.: :: -- -~Grxn o 

A. Compressing a spring leads to increased potential energy 
(internal energy) in the spring. B. Analogous diagram for a 
chemical transformation between A and B. C. A reaction 
coordinate diagram for A +± B, analogous to the picture of 
a spring, except now B is more stable than A. 

Structure B 

Reaction or conformational 
analysis coordinate 

energy in the solution, which is measured by temperature. Various quantized energy states, 
or strained chemical structures, can be populated depending upon the temperature. The 
Boltzmann distribution (covered in Chapter 7) tells us how to predict this based upon the 
temperature. We compare the energy required to get to the higher energy state, on a per mole 
basis, toRT (where R is the gas constant and Tis the temperature in kelvin) . If the energy re­
quired to obtain the higher energy state or strained form of a molecule is lower than or com­
parable toRT, then this state will be significantly populated at that temperature without the 
addition of more energy. This will be important when we examine small barriers to confor­
mational changes, such as rotation of the methyl groups in ethane. 

In summary, when we place a molecule higher on a potential energy diagram, we are 
implying that it has more internal energy than the more stable reference compounds placed 
lower on that plot. Chemists use several terms to describe this situation, stating that these 
structures are higher in energy, less stable, and I or strained. Before looking at some types of 
strain or stabilizing factors, let's recall a few of the basics of thermodynamics. The goal here 
is to gain an understanding of the forms of potential energy that chemists use to discuss 
chemical stability and strain. 
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2.1.2 Types of Energy 

When we compare the internal energy of one molecule to another as a means of un­
derstanding stability and strain, the analysis focuses upon a chemical reaction, a conforma­
tional difference, or a difference in population of quantized energy states. In this regard, we 
always examine the relationship between two or more states. Our experiments tell us the ex­
tent to which one state is preferred over the other. 

Gibbs Free Energy 

It is the change in Gibbs free energy between two different chemical states (compounds 
or conformations) that determines the position of the equilibrium between these states. We 
denote the Gibbs free energy change for any process as ~G0 • Here, the ~Go of a transforma­
tion is best thought of as the difference in stability of two different compositions of an ensem­
ble of molecules at standard states and at constant pressure. A more precise definition is 
given in Section 3.1.5, where we show that Gibbs free energy is akin to a driving force (or a 
potential energy) for a spontaneous change in composition. 

Eq. 2.1 presents the relationship between the equilibrium constant, Keq' and the free en­
ergy change for any chemical process, ~Go (the o symbolizes we are considering standard 
states; see Section 3.1.5 for a discussion of standard states and insight into the origin of Eq. 
2.1). Eq. 2.2 gives the ratio of species A and Bat equilibrium for a simple transformation that 
interconverts A and B (A <=± B). The same equations are used to describe a full-fledged reac­
tion or a simple interconversion of two conformations. Figure 2.1 C shows a reaction coordi­
nate diagram for the interconversion of A and B, where B has less internal energy. In this 
chapter we consider only thermodynamics, so we are concerned with the relative energies of 
A and B-the ~G0 • In Chapter 7 we will discuss the p a thway in terconverting A and Band the 
meaning of ~G*. 

[B] 
Keq = [A] 

(Eq. 2.1) 

(Eq. 2.2) 

Recall that the square brackets in the equilibrium relationship given in Eq. 2.2 designate 
concentration, measured in mol /L. We are using kcal/ mol as the standard unit of energy in 
this text. The unit kJ /mol is also commonly used, and the conversion is 1 kcal/mol = 4.184 
kJ/mol. 

When the Gibbs free energy of B is lower than A, the transformation of A to B is exer­
gonic. If we start with excess A, a spontaneous change in the composition of the solution will 
occur to create B. Conversely, when the free energy of B is higher than A, the reaction is end­
ergonic. Use these terms when examining a Gibbs free energy diagram. Different terms 
("exothermic" and "endothermic"; see below) are u sed when the energy axis is enthalpy. It 
is also important to remember that when we say" a spontaneous change will occur" we are 
implying nothing about how long it will take for that change to occur. Thermodynamics 
only tells us the direction in which the change will occur; we need kinetics (Chapter 7) to pro­
vide a time scale for the transformation. 

A useful relationship to remember is that every 1.36 kcal/ mol in ~Go is worth a factor of 
10 in an equilibrium constant at 298 K (see Table 2.1). Eq. 2.1 tells us that temperature effects 
are important also. A transformation that has a ~Go of-1.0 kcal/ mol at 298 Khas a 85:15 ratio 
of Band A, but at -78 oc we will see a 93:7 ratio . 

The free energy has two components, the enthalpy (~H0) and the entropy (~5°), related 
by the Gibbs-Helmholtz equation (Eq. 2.3). Typically, enthalpy is measured in kcal / mol, 
and entropy in entropy units (eu), which are equivalent to cal/mol • K. Therefore, for en­
tropy to be an energy value, it must be multiplied by the temperature. This has an important 
consequence. Changes in temperature affect the free energy between A and B, and therefore 
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Table 2.1 
Composition of an AlB Mixture as a Function of 
Gibbs Free Energy Difference and Temperature 

~Go K %B %A 

At298K 

0 1 50 50 
- 1.36 10 90.9 9.1 
-2.72 100 99 1 
-4.08 1000 99.9 0.1 
-0.5 2.33 70 30 
-1.0 5.44 85 15 

At 195.15 K ( -78 °C) 

-1.0 13.2 93 7 

the equilibrium constant. Combining Eq. 2.1 and Eq. 2.3, we obtain Eq. 2.4, showing how an 
equilibrium constant is influenced by temperature. 

(Eq. 2.3) 

LV{o ,15o 
InK =- -- + 

eq RT R 
(Eq. 2.4) 

Enthalpy 

The change in enthalpy is defined as the change in heat between two different composi­
tions of an ensemble of molecules at constant pressure if no work is done. We have already 
stated that the energy of any system is defined as its capacity to do work. The energy be­
tween a starting and final state changes as work is done. However, the energy of a system 
also changes due to variations in temperature, where now the energy difference between 
two states has been transferred in the form of heat. This is what is most relevant to chemistry. 
Chemical reactions often perform work, such as combustion reactions of gasoline that drive 
the pistons in car motors. But, in the laboratory, most chemical transformations are not set up 
to do work, so instead the reactions release or absorb energy by changing the tempera hire of 
the reaction vessel. In relatively rare but interesting cases, the energy is released in the form 
of a photon, and a few examples of this will be given in Chapter 16. 

In chemistry, a change in heat is accompanied by a change in bonding between two 
states (both intramolecular and intermolecular bonding). Hence, the easiest way to view a 
change in enthalpy is to associate it with changes in bond strengths, and we will explore 
bond strengths extensively in this chapter. In fact, all kinds of strains and issues of stability 
can be related to bond strengths. In this chapter we will explicitly define several forms of 
strain: bond angle strain, torsional strain, steric strain, etc. Each of these strains results from 
the weakening of the bonds in the molecule, which makes the molecule less stable. That is 
why this chapter is primarily focused upon enthalpy considerations. 

For any reaction or change in conformation we define a heat of reaction (designated 
t:.H,x 11°, but normally just written as t:.H0

). This value reflects the difference in heat between 
two compositions of a solution. We will look at several heats of reaction in this book (such as 
heats of formation, combustion, hydrogenation, etc.). 

When the conversion of A to B releases energy, most often in the form of heat, we say the 
reaction is exothermic (t:.Ho is negative). If the conversion requires an uptake of energy, 
which can cool the solution, we say the reaction is endothermic (t:.H 0 is positive). For exo­
thermic and endothermic reactions we place the energy of Blower or higher than the energy 
of A, respectively, on a reaction coordinate diagram (or conformational analysis plot) with 
enthalpy as the energy axis. 
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Entropy 

The entropy of a system is a measure of the disorder of that system. Increased heat al­
ways leads to more molecular disorder. The easiest way to consider entropy in chemistry is 
to associate it with all the kinds of molecular and atomic movements, referred to as degrees 
of freedom. The more degrees of freedom, and the more " loose" these are, the greater (and 
more favorable) the entropy. There are three different kinds of degrees of freedom: transla­
tional, rotational, and vibrational. Translational and rotational refer to the translation of the 
molecule throughout space and the tumbling of the molecule, respectively. Vibrational en­
tropy is much more complex. Here we refer to every kind of internal motion of the molecule, 
such as bond stretches, bond rotations, and various forms of bond angle vibrations. The 
more freely that a bond rotates, a bond angle bends, or a bond stretch occurs, the more favor­
able the entropy. In general, the more kinds of motions and the more unconstrained those 
motions are, the more favorable the entropy. 

There is also a statistical viewpoint from which to examine the entropy of a system. The 
more configurations that a system can exist in, the more favorable the entropy. By configu­
rations, we mean in part different geometries-for example, conformations (see the discus­
sion of conformational analysis given below). The more conformations a molecule can have, 
the more disordered it is. For conformations of the same energy, the entropy increases as 
Rln(n) where n is the number of identical conformations. The relationship is more complex 
for configurations that are not at the same energy. 

There are approximate values that we can give to the entropies of certain degrees of free­
dom. These are convenient numbers to remember, because they can give quick insight into 
entropy changes that occur between two states. The translational entropy of a small mole­
cule at 1M concentration is around 30 eu. The more concentrated the solution, the lower the 
entropy because the movement of the molecule is more restricted (see Section 3.1.5 for fur­
ther discussion). This means that the loss of translation of a molecule during a reaction will 
cost around 30 eu. The rotational entropy is also high, around 30 eu for a common organic 
molecule. It is independent of concentration. Lastly, high frequency vibrations (as found 
with strong covalent bonds) make no significant contributions to the entropy of the mole­
cule, but low frequency vibrations can contribute a few entropy units (see Section 2.3.2 on 
ring vibrational modes). Internal bond rotations contribute on average around 3 to 5 eu . This 
means that the restriction of a freely rotating bond during a chemical transformation will 
cost around 3 to 5 eu. Examples of this are given in the following Going Deeper highlight, 
which gives the entropy differences between linear and cyclic alkanes. 

While entropy is certainly important for significant changes in chemical structure (such 
as a cyclization), often when comparing two similar structures, the difference in entropies, 
~5°, will be fairly small. For this reason, the majority of the discussions of thermochemistry 
focus on ~H0 • Often, convincing arguments about the relative stabilities of two or more 
structures can be made by considering ~Ho values alone, because they can display large 
variations among closely related structures. Howeve1~ we must always remember that it is 
~Go that sets the equilibrium constan t. Especially when differences in ~Ho are small, we may 
have to consider entropy. In addition, as we will see in Chapters 3 and 4, entropy effects are 
often very important in molecular recognition and solvation phenomena, and so we will dis­
cuss entropy much more in those chapters. 

2.1.3 Bond Dissociation Energies 

We have already stated that enthalpy is best considered in chemistry as being manifest 
in bond strengths. A valuable thermodynamic quantity that has been extensively studied is 
the bond dissociation energy (BDE). Recall from introductory organic chemistry that BDE 
is defined as ~Ho for the process shown in Eq. 2.5, and a wide variety of techniques has been 
developed to determine BDEs directly or indirectly. This is a gas phase reaction, all species 
are in their standard states, and the bond cleavage is always homolytic (producing two radi­
cals). The BDE provides a rigorous definition of a bond strength. 

R-R-R"+R" Ml 0 = BDE (Eq. 2.5) 
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Going Deeper 

Entropy Changes During Cyclization Reactions 

In this chapter we will examine the enthalpy changes for 
bond rotations in linear chemical structures, and the pref­
erences for particular conformations of single bonds. We 
will also examine the relative enthalpies of conformations 
of cyclic systems. However, it is the comparison of the 
entropies of these two kinds of systems, linear and cyclic, 
that leads to the conclusion that there is on average a 3 to 5 
eu change for the freezing of a bond rotation. At right are 
shown a series of differences in entropies between linear 
and cyclic alkanes. Note that the entropy difference 
becomes less favorable as the ring gets bigger, with the 
exception of cyclohexane, which is the least favorable rela­
tive to the open chain form. As the rings become bigger, 
more bond rotations must be frozen to form the ring. As 
we'll show later, cyclohexane is an exception to the gen­
eral trends in cycloalkanes. If you want to just remember 
one number when considering how much entropy is lost 
when a bond rotation is frozen, most chemists use 4.5 eu. 

Page, M. 1., and Jencks, W. P. "Entropic Contributions to Rate Accelera­
tions in Enzymic and Intramolecular Reactions and the Chelate Effect." 
Proc. Nat/. Acad. Sci, USA. 68, 1678- 1683 (1971 ). 
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Entropies of cyclization 

Since BDE is a meaningful representation of the strength of a particular bond, compar­
ing the BDEs of various bonds allows us to consider which are the strong and weak bonds in 
a molecule. The sum of all the BDEs in one molecule relative to the sum in another molecule 
with the same number and types of bonds will tell us which molecule is more stable, assum­
ing there are no large entropy changes. Although we must always keep in mind the distinc­
tion between thermodynamic and kinetic stability, in many instances the thermodynamic 
BDE can be used to predict the reactivity of a molecule. This is especially true of thermal and 
photochemical reactions, in which bond homolysis is often a key initial step. In addition, 
BDEs are reflective of the nature of the chemical bond, so our models of chemical bonding 
should be able to rationalize variations in bond dissociation energies. 

Table 2.2lists a number of prototypical BDEs, and several trends are evident. As with all 
thermochemical data, the values are temperature dependent, and depend upon whether 
they are measured in the gas phase or solution (Table 2.2 gives gas phase values for room 
temperature). For CHrX bonding, there are clear trends, the first being F > OH > NH2. 

Electronegativity is the major influence operating here. We noted in Chapter 1 that introduc­
ing some polarity into a covalent bond can strengthen the bond. The CH3-X BDE trend sup­
ports this, in that the larger the electronegativity difference, the stronger the bond. This is the 
main effect in the first-row series involving F, 0 , N, and C. Recall also from Table 1.4 that 
bond lengths follow the inverse trend: C-F < C-0 < C-N < C-C. Data such as these lead to 
the general view that shorter bonds are stronger bonds. Similar trends are seen in H-X bond 
strengths: 0-H > N-H > C-H. 

In considering the methyl- halogen bonds, CH3X, the trend is F > Cl > Br > I. The same 
electronegativity effect discussed above contributes to this trend. In addition, as we move 
down the periodic table, the valence orbitals of X get progressively larger. The larger orbital 
size leads to a size mismatch with the carbon valence orbitals, and this weakens the bond by 
decreasing orbital overlap. We noted in Chapter 1 that orbital mixing decreases with smaller 
overlap and larger energy gaps. Hence, the C-I bond is much weaker than the C-C bond, 
even though C and I have comparable electronegativities. 

Hybridization and resonance also contribute significantly to bond strengths. A C(sp)-H 
bond is stronger than a C(sp2)-H bond, which is stronger than the analogous C(sp3)-H bond. 

!lS 0 (eu) 

-7.7 

-10.9 

-1 3.3 

-21.2 

- 19.8 
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Table 2.2 
Some Specific Bond Dissociation Energies (in kcaUmol)* 

Bond BDE Bond BDE Bond BDE~ 
H- H 104.2 (1 04.2) CH2=CH- H 11 0 {11 0.7) CH3-GH3 904 (90.1) 

CH3- H 105.1 (1 05.0) C6H5- H 11 0.9 (11 2.9) CH3- F 

~=~];~;l --·--
CH3CH2- H 98.2 {101 .1) HC = C- H 132 (131.9) CH3- CI 

. --------·- ---··---··---··-·- --------- ------- ·-·----···-
(CH3)2CH- H 95.1 (98.6) C6H5CH2-H 88 (89.7) CH3- Br 70.9 (72.1) 

--·-·-- ------------ -·---·---·----] 
(CH3lJC- H 93.2 (96.5) CH2= CHCH2- H 86.3 (88.8) CH3- I 57.2 (57 ~ 

c(CH2lJ- H 106.3 CH3C(O)- H 86 (88.1) CH3-QH 92 .3 (92. 1) 
.. _____. 

c(CH2)4- H 96.5 HO- H 11 9 (11 8.8) CH3- NH2 84.9 (85.2) 

c(CH2)5- H 94.5 CH30 - H 1044 (104.6) CH3- SH 74 
--r--------J 

c(CH2)s-H 95 .5 NH2- H 1074 (107.6) CH3- SiH3 88 .2 I 

o-H 

CH3S- H 90.7 (87.4) CH3- SiMe3 89.4 I 
82.3 

HO-QH 51 CH3- GeMe3 ;_~ 
o-H 

71.1 
CH30 -QCH3 37.6 (38) CH3- SnMe3 

HOCH2- H 94 (96.1) CH3- PbMe3 57 

()H I (83.2) 
I 

73 H2C=CH2 (174.1) CH3- 0CH3 I 
I I 

h 974 HC= CH (230.7) CH3- C2H5 1 (89.0) I 
H J 

[[>- H 90.6 H2C=0 (178.8) CH3- CH(CH3h 1 (88.6) l 
CH3-GH=CH2 (1 01.4) CH3- C6H5 (103.5) CH3- C(CH3lJ ! (87.5) I 
CsHs-GsHs (118) CH3- CH2C6H5 (77.6) CH3- CH2CH=CH2 I (76.5) __j 

*The bond of in te rest is shown in color. Va lues a re from two sources. Num be rs not in pa ren theses a re from 
McMillen, D. F., and Gold en, D. M. " Hydroca rbon Bond Dissociatio n Ene rgies." A1111. RcE Pltys. Clte111., 33, 
493 (1982). Numbers in pa rentheses a re from a recent attempt to provide the most current estimates, reconci l­
ing va riations among resu lts obtained fro m di fferent methods. Blanksby, S.j., and Ell ison, G. B. "Bond Disso­
cia tion Energies of O rga nic Molecules." Ace. Clte111 . Res ., 36,255-263 (2003). 

Rem ember from Chapter 1 that more s character in a hybrid orbital makes the group more 
electronegative and decreases the bond length, leading to this trend in BDE. 

Some interesting BDEs are associa ted with bonds to oxygen. An 0-H bond is one of the 
strongest covalent bonds. As shown in the following Connections highlight, this has sub­
stanti al consequences in biology. An interes ting contrast is seen with the peroxides of Table 
2.2. The 0-0 bonds of peroxides in general are quite weak, making this type of bond very 
susceptible to thermally induced hom olysis. We will see this effect in practice when we 
study radi cal reactions in Chap ters 10 and 11. 

Before leaving this topic, let's consider BDEs in an absolu te ra ther than a re lative sense. 
C- C and C-H bonds generally have BDEs well in excess of 85 kcal / mol. As described in 
an upcom ing Going Deeper highlight, this makes alkanes incredib ly stable. In contrast, di­
methy l peroxide has a BDE of only 38 kcal / mol. The roughly 50 kca l / mol difference in ther­
mod ynamic stability, if it translates to a comparable difference in !Gnetic s tability, would cor­
resp ond to a factor of 1037 difference in reactivity! 

Using BDEs to Predict Exothermicity and Endothermicity 

Since bond strengths are measured in enthalpy units, we can use bond strength differ­
ences between reactants and products to predict the exothermicity or endothermicity of a 
reaction . This is an exercise routinely done in introductory organi c chemistry classes, so we 
only b riefly review it here with one example. Consider the reaction given in Eq. 2.6. We only 
need to look at the d ifferences in the BDEs for those bonds that change between reactants 
and products. The reactants possess the stronger bonds, whjch means they are the more sta­
ble s tructures, and hence the reaction is endothermic. The impor tan t point is that we can 



Connections 

A Consequence of High Bond Strength: 
The Hydroxyl Radical in Biology 

One of the strongest bonds in chemistry is the 0 - H bond 
of water, with a BDE of119 kcal I mol. Since thermodynam­
ics often presages reactivity in radical chemistry, it should 
no t be surprising to hear that the hydroxyl radical, HO• , 
is extremely reactive. That is, a reaction such as 

should be exothermic for almost any organic compound 
RH, and it is generally very fast, too. 

The impli ca tions of this observation for biological 
chemistry are profound . Water is plentiful in a biologi­
cal system, but the generation of HO• is a hi gh energy 
p rocess.lfHO • were to form, it would rapidl y abstract 
a hydrogen from almost any organic molecule. Thi s 
includes carbohydrates, proteins, and, perhaps most 

2.1 THERMOC H EM I ST RY OF STABLE MOL E CULES 

significantly, DNA. Hydroxyl radical does indeed react 
rapidly w ith DNA, a major reaction pathway being 
abstraction of a H from a C-H bond in a deoxyribose moi­
ety. This creates a potentially lethal (to the cell) les ion in 
the genetic m aterial. As such, we would expect any pro­
cess that can genera te hydroxy l rad ica ls from water to 
have severe consequences for a biological system, and 
indeed this is the case. The m ost common source of biologi­
ca l hydroxyl radi cals is ionizing radiation. Exposure of a 
li ving system to high energy rad iation (-y rays, x rays, high 
energy electrons) leads to ioniza tion of water and ulti­
mately the production of many toxic oxygen-based spe­
cies, including HO • . From that point on, some quite lethal 
d1emistry caJl ensue, all because of the great strength of an 
OHbond. 

Foote, C. S., Va lentine, J. S., Greenbe rg, A., and Liebma n, J. F. (1995). 
Active Oxyge11 in Chemistry. Structure Energetics n11d Reactivity in Chemistry, 
Vol. 2, Chapman & Hall, New Yor k. 

predict whether a reaction is exothermic or endothermic simply by examining which side of 
the reaction arrow has the stronger bonds. 

CH3-H + H- OH 

105.1 + 119 

CH3- 0H + H-H 

92.3 + 104.2 (Eq. 2.6) 

f,Ji o = (105.1 + 119) - (92.3 + 104.2) = 27.6 kcal / mol 

A variety of experimental techniques has been employed to measure BDEs. Often, dif­
ferent techniques produce slightly different values, and over time, different workers have 
produced detailed analyses that choose the best value for a given BDE. We present there­
sults of two such analyses in Table 2.2, one from 1982 and one from 2003. Where comparisons 
are available, there are small but significant differences. Certainly, the trends in BDEs are the 
same for the two. In general, though, w hen comparing two different BDEs it is best to use 
values from the same data set. 

2.1.4 An Introduction to Potential Functions and Surfaces- Bond Stretches 

For a simple molecule, the homoly tic cleavage of a bond that defines the BDE is a chemi­
cal reaction that can be related to a normal mode within the molecule. Normal modes are the 
vibrational degrees of freedom that a molecule has-namely, stretches, bends, wags, tor­
sions, etc. Each has its own fundamental frequency. The structures of molecules are not 

Going Deeper 

The Half-Life for Homolysis of 
Ethane at Room Temperature 

The - 90 kcal I mol C-C BDE of ethane sets a lower limit to 
the activation energy for the thermally induced homolysis 
of the molecule. In Chapter 7 we will introduce the Arrhe­
nius equation, which can be used to calculate ra te con­
stants from acti vation energies: 

k = Ae-E,!RT 

If we assume an Arrhenius pre-exponentia l factor (A) 
of 10 13 (a common va lue for a unimolecular process), the 
half- life for h omolysis of ethane at 25 oc would be approxi­
mately 1044 years. Our uni verse is postulated to have been 
around for at most only 1010 years. Thus, hydrocarbons 
are therm ally very stable! 
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Morse potentials for bonds of varying s trength. The rungs represent the quantized vibrational sta tes. 
A to B to C represents increasingly weaker bonds, with correspondingly lower frequency ZPE vibra tion . 
As the bond becomes weaker, the Morse po tential becomes more shallow and the difference between the 
energies of the vibrational states decreases. 

static, but are dynamic, instead. Each fundamental frequency is described by a potential 
function, a mathematical function that describes how the potential energy changes along 
the coordinate for the internal motion. These functions all derive from the bonding forces 
that hold the atoms together in the molecule. We do not show many of these mathema tical 
functions, but instead we simply draw graphs of the functions, called potential surfaces. 
The goal is to give a qualitative insigh t into how potential functions describe each and every 
molecular motion, such as bond stretches, bends, and conformational changes. Let's start 
with one of the simplest potential functions, the Morse potential, which describes bond­
stre tching vibrations. 

Chemists pictorially tie the strength of a bond to its length using a Morse potential. A 
Morse potential is a plot of energy (specifically enthalpy) as a function of distance between 
the atoms. Figure 2.2 shows several such plots. Chapter 14 discusses the origin of the shape 
of these curves, noting that they arise from internal forces that cause bonds to form (see Sec­
tion 14.1.5). The energy minimum represents a balance between the overlap of atomic orbit­
als, which is stabilizing, and nuclear repulsions, which are destabilizing. At very short dis­
tances between the atoms (small ron this curve), the nuclear repulsions dominate, and the 
atoms are repelled apart. At very long atomic distances (long r) the atoms move freely with 
respect to each other. The shape of this curve is indicative of an anharmonic oscillator. 

Bonds vibrate in a manner constrained by the Morse potential. The bonds stretch and 
contract. The energies of the vibrations are not continuous, but are instead quantized as 
given by Eq. 2.7, where vis the frequency of the bond vibration (this equation is actually for 
a harmonic oscillator; see the next Going Deeper highlight). The energies are drawn on the 
Morse potential as rungs. The lowest energy vibration (n = 0) is defined as the zero point en­
ergy (ZPE), which will be a very important notion that we will return to when isotope effects 
are discussed in Chapter 8. One result of the vibrational energies being quantized is that the 
bond never actually has the energy represented by the lowest point on the Morse potential 
surface, but instead has the ZPE. Higher energy vibrations are the o ther rungs drawn on the 
Morse potential. As w ith any series of quantized energy states, absorption of a photon of 
light corresponding to the energy difference between the states can form the basis of a spec­
troscopic method (see the discussion of IR spectroscopy given below). Population of a 
higher energy vibration leads to what is called an excited vibrational state of the molecule. 
For m ost compounds at ambient temperature the vibrational states for bond stretching 
above the ZPE state are not significantly populated, and we show this in a Going Deeper 
highlight on page 76 after having defined force constants. Because the atoms vibrate, their 



Going Deeper 

The Probability of Finding Atoms 
at Particular Separations 

As already stated, the Morse potential is our first example 
of a potential surface that describes a particular motion. 
The bond vibrates within the constraints imposed by this 
potential. One may ask," At any given moment, what is 
the probability of having a particular bond length?" This 
is similar to questions related to the probability of finding 
electrons at particular coordinates in space, which we will 
show in Ch apter 14 is related to the square of the wave­
function that describes the electron motion. The exact 
same procedure is used for bond vibrations. We squ are 
the wavefunction that describes the wave-l ike nature of 
the bond vibration. Let's explore this using the potential 
surface for a harmonic oscillator (such as with a normal 
spring), instead of an anharmonic oscillator (Morse poten­
tial). For the low energy vibrational states, the harmonic 
oscil lator nicely mimics the anharmonic oscilla tor. 

Shown below is a potential surface for the vibrations 
of a harmonic oscillator. We are using this potential to 
model bonds, and we draw the quantized energy states 
again as rungs. For both bonds in low energy vibrational 
states and for springs in the macroscopic world , the fre­
quencies of the vibrations do not change. Every spring 
possesses its own fundamental frequency. The energy of 
the v ibration changes due to increases in the amplitude 
of the wave that describes each vibrational state. On the 
rungs are drawn the wavefunctions that describe these 
vibrations. Just as with electron wavefunctions (Section 
1.1), as energy increases the number of nodes (zeroes in 

w 
Q. 

Break in 
the PE surface 

w 
Q. 
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the function) increases. The second diagram shows the 
same picture except with the square of the wavefunctions, 
thus indicating probabilities. Let's look at the probability 
of bond lengths for three different vibrational states, the 
ZPE, the next highest, and a very high energy state. 

The lowest energy vibration has the highest probable 
bond length centered right at the traditional bond length 
(ro)· These are the bond lengths reported in Table 1.4. The 
probability function decreases toward the short and long 
bond lengths confined by the potential surface. The sec­
ond vibrational state is quite interesting. The probabili ty 
is high at short and long bond lengths relative to r0 . This 
means that there are actually two bond lengths with high 
probabilities in the second quantized state. However, the 
average distance between the atoms is still r 0 • With an 
anharmonic oscillator that describes real bonds, the aver­
age bond lengths actually increase with each increasing 
energy level (see Figure 2.2). 

Lastly, the high energy state shown starts to approach 
what is observed in our macroscopic world for springs. 
The square of the wavefunction finds distances between 
the atoms that are most probable at short and long bond 
lengths. This is exactly w hat is found for two balls con­
nected by a spring. During a vibration, the two balls 
spend most of their time at the short distance and long 
distance, because the balls slow down when they are 
changing direction at the extreme compression and exten­
sion of the spring. The balls are moving most rapidly at 
the average distance between them, and hence the prob­
ability of finding them at this distance is low. 

ljf / starts to resemble 
a continuum on the 
extreme ends of 
extension and 
compression 

Break in 
the PE surface 

Square the 
wavefunction to 
get probability of 
distances 

The harmonic oscillator, showing ljf and ljl 2 
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Going Deeper 

positions move with time relative to each other, meaning that the bond length varies with 
time. The manner in which one predicts the probability of finding a particular bond length 
requires quantum mechanics, and is di scussed qualitatively in another Going Deeper high­
light on page 75. 

en == (n + t) hv (Eq. 2.7) 

It m akes good sense that the bond stretching vibration is the internal motion within the 
molecule that leads to homolysis. Imagine the extreme of a bond stretch-if it is large 
enough the bond just brea ks. The energy axis is rela tive to the free dissociated atoms, where 
enthalpy is defined as zero, just as implied in Eq. 2.5 for the reaction that defines BDE. Hence, 
the energy that needs to be put into the bond to fully break it (the BDE) is shown as an arrow 
that s tarts at the bottom rung (ZPE) of the curve and ends at the reference state with the 
atoms at an infinite distance. 

The shape of the Morse potential is indicative of the strength of the bond, and the loose­
ness of the associated vibration (hence, its entropy). A deeper potential represents a stronger 
bond because the BDE is larger. For otherwise similar bonds, the stronger bonds have higher 
vibrational frequencies, m eaning that the potential surfaces are more narrow (Figure 2.2 A). 
A narrow potential surface indicates a stiff vibration. As a bond gets weaker, the Morse po­
tential is more shallow and the width becomes greater. Now the frequency of vibration is 
lower, and the vibration is considered to be a loose vibration (Figures 2.2 Band C). As noted 
earlier, the concept of d escribing a vibration as stiff or loose has consequences for the en­
tropy of the compound, and the entropy of reaction, which we will return to in Chapters 7 
and 8. 

As described in the above Going Deeper highlight, the trends in vibrational states can be 
easily rationalized by modeling a bond as a spring that connects the two a toms. Eq. 2.8 gives 
the vibrational frequency of a spring with two masses (m1 and m2) at the ends, where m, is the 
reduced massofm1 and m2 [m , = (m 1m2) I (m 1 + m2)]. A very similar equation is used to model 
angle bending motions. This equation gives the frequency, v, for a harmonic oscilla tor. The 
force constant (k) for the spring reflects the strength of the bond, where stronger bonds have 
larger force constants. Note that a larger k gives a larger frequency to the vibration. Recall 
from your everyday experience that the fundamental frequency of a stiff spring is large, 
whereas a loose spring vibrates slowly. Bonds behave in much the same way for the lower 
energy vibrations. The value of v from this equation is u sed in Eq. 2.7 to calculate the energy 
of the s tre tching vibration . 

(Eq. 2.8) 

How do We Know That n = 0 is Most Relevant 
for Bond Stretches at T = 298 K? 

the low energy sta te of 233 to 1 at 298 K, meaning that onl y 
a small fraction of the molecules ex ist in the 11 = 1 energy 
leve l. Previous ly we commented that vibrational states higher 

than n. = 0 are not important for examining bond dissocia­
tion energies at ambient temperatures. We know thi s by 
calculating the energy difference between the sta tes with 
11 = 0 and n = 1. Below we lis t a table of force constan ts for 
bond stre tches. Let's focu s on the force constant fo r a C- C 
bond. Using this force constant in Eq. 2.8 to calculate the 
fundamental frequency, and using Eq. 2.7 to calcul ate the 
energy difference between the 11 = 0 and 11 = 1 vibrati ons, 
we obtain 3.22 kcal / mol. That ga p gives a preference for 

Type of Bond 

C-Hin a typica l methyl 
C-C in an alkane 
C=C in an alkene 
C=C in an alkyne 

Force Constants for 
a Stretch (mdyne/A) 

4.7 

4.5 
11 

16 
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Infrared Spectroscopy 

The trends discussed above can all be observed in infrared (IR) spectra. For example, the 
typical frequencies for C-C, C = C, and C= C bond stretches are 450-500 cm-1, 1617-1640 
cm-1

, and 2260-2100 cm-1, respectively. This comparison shows that the stronger bond has 
the higher frequency vibration. Because the reduced masses are all the same, the force con­
stants must increase in this series (as shown by the table in the previous Going Deeper 
highli ght). 

Bond s tretches are not the only vibrations that are quantized. Bond angle bends, molec­
ular wags, and scissoring motions are also quantized. There are separate potential functions 
and surfaces that describe each of these vibrational modes. Just as with stretching vibra­
tions, there are only certain energies that these other vibrations can have, and hence excita­
ti on from one energy level to another also gives absorption bands in theIR spectrum. These 
vibrations ty pi cally are at lower frequency, and are found at smaller cm-1 in IR spectra. For 
example, Figure 2.3 shows all the normal modes (vibrational degrees of freedom) of formal­
dehyde, along w ith the IR absorption values. For the purposes of this textbook, it is simply 
important to recognize that all vibrational degrees of freedom are quantized, and that each 
motion is defined by a potential surface that describes it as stiff or loose, giving insight into 
the relative entropy of one vibration to another. 

+ t 
0 0 - 0 

<~'H-- HA~ 
/ ~ 

+'-- H+ H_) 

CH2 symmetric stretch CH2 asymmetric stretch CO stretch 
v= 2783 cm- 1 v= 2843 cm- 1 v= 1746cm-1 

0 
O t • 0 0 

HX H ' ~ A H H 
0 H G HGJ 

" "' "' 
CH2 scissor CH2 rock CH2 wag 

v= 1500 cm- 1 v= 1249 cm- 1 v= 1167 cm- 1 

Figure 2.3 
IR frequencies for the degrees o f freed om of formaldehyde. 

2.1.5 Heats of Formation and Combustion 

For any m olecule, the total energy is the energy required to convert the molecule into 
isolated atom s (breaking all bonds) and then remove all electrons from those atoms. This is 
typically a very large number (tens of thousands of kcal / mol), and while it can be produced 
by ab initio, quantum mechanical calculations, it is not of much value to practicing chemists. 
Furthermore, as with all energies, total energy is relative to some standard state taken for the 
isolated atoms. H ence, it is not known in an absolute sense. 

A more useful energetic quantity associated with a particular molecule is its heat of for­
mati on. Recall our discussion of enthalpy, where energy was related to the ability of a system 
to perform work or release or absorb heat. To define the energy of a molecule, we therefore 
need a reaction that can release or absorb heat, and a reference state to which we can relate all 
molecules. In theory, any reaction that all organic molecules can undergo could be used. 
However, chemists have settled upon one particular reaction, the heat of formation. 

The heat of formation of a hydrocarbon is defined as t.H0 for the process of Eq. 2.9-the 
formation of the molecule from its constituent elements. If the elements are in their standard 
states (graphite for C; H2 at 1 atm for H), we have the standard heat of formation, symbolized 
as t.Ht All enthalpy values are typically expressed on a per mole basis. Furthermore, all 
molecules are referenced to the elements, which are defined to have a heat of formation of 
zero. If other elements are involved in the molecule, then we include the elements in their 
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Potential Surfaces for Bond Bending Motions toward other C-H bonds. It is less sterically demanding to 
push the hydrogens toward a 'Ti bond, and hence this bend 
in ethylene is easier (described by a looser potential sur­
face as shown). As with all degrees of freedom, the ener­
gies of the out-of-plane bending motions are quantized, 
which could be written on these potential surfaces as 
rungs in a manner analogous to the energies of the 
stretching vibrations placed on a Morse potential. 

All internal degrees of freedom can be described by poten­
tial surfaces, which are considered to be loose or stiff. As 
just one more example, let's compare the out-of-plane 
bending motions of a CH2 group in ethylene and methane 
(we do this in preparation for the discussion of secondary 
isotope effects given in Chapter 8). The out-of-plane bend 
for ethylene sends the hydrogens toward the 1r bond, 
while the same bend in methane sends the hydrogens 

Out-of-plane wag 

PE 

Hydrogen angle deviation 
from the xy plane 

Out-of-plane wag 

PE 

\ 

Hydrogen angle deviation 
from the xy plane 

Out-of-plane bending motions 

standard states on the left-hand side of Eq. 2.9. One must also designate a temperature, and 
unless explicitly noted otherwise, all f.Hr0 values will refer to 298 K. The correct designation 
is then t.Ht 298, but typically we will assume 298 K and not write it. 

nC (graphite) + (-'q- )H2 (1atm) (Eq. 2.9) 

Heats of formation are typically not easy to measure directly. Certainly Eq. 2.9 repre­
sents a reaction that is difficult to perform and isolate a single product! However, for many 
organic molecules-especially for hydrocarbons, thanks to the petroleum industry-the 
heat of combustion has been determined accurately. This is defined as f.H0 for the reaction 
of Eq. 2.10-the "burning" of the molecule. Since t.Ht for C02 and H 20 are known (-94.05 
and -57.80 kcal/ mol, respectively), it is easy to convert a heat of combustim~ to a heat of for­
mation, and this is how most experimental t:.Hr0 values are actually obtained. 

(Eq. 2.10) 

Students often confuse the trends in heats of formation and combustion. When compar­
ing two or more structures that are isomers, a larger negative heat of formation means that 
the compound is more stable. The reaction that creates the more stable organic molecule 
from the elements releases more energy, and so there must be less internal energy within that 
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organic molecule (the molecule is less strained). In contrast, a large negative heat of combus­
tion means the compound is more unstable, more strained. In combustion, the compound is 
releasing its internal energy in the form of heat. The more unstable the structure, the more 
heat is released when it burns. 

Many heats of formation values are available, and it is worthwhile to spend a few mo­
ments to consider some differences among them. For example, the heat of formation of cy­
clohexane is -29.9 kcal I mol. What is the meaning of this number? The fact that it is negative 
means that Eq. 2.9 is exothermic. In other words, a mole of cyclohexane is more enthalpically 
stable than the equivalent amount of graphite plus H 2 • A further insight arises when we 
compare cyclohexane's heat of formation to another molecule with the same molecular for­
mu Ia, such as methylcyclopentane (t.Hr0 

= - 25.5 kcal l mol). Clearly, methylcyclopentane is 
Jess stable than cyclohexane. 

The t.Ht values become even more powerful when we compare molecules of different 
molecular formulas . Keep in mind that this comparison must always be tied back to the ele­
ments. Let's consider the heat of formation of benzene plus three H 2 (t.Ht for H 2 = 0 kcal I 
mol by definition), and compare it to cyclohexane. Benzene is an especially "stable" mole­
cule, so it may surprise some that t.Ht for benzene is + 19.82 kcal l mol. That is, benzene is 
thermodynamically unstable relative to its constituent elements (graphite plus H 2) . There­
fore, relative to the elements, cyclohexane is actually the more stable structure. 

We must always keep clear in our minds the difference between thermodynamic stabil­
ity, kinetic stabili ty, and reactivity. Thermodynamic stability involves the position of a par­
ticular equilibrium, and so it is set by t.G0

, as emphasized earlier in this chapter. Assuming 
for the moment that entropy effects are small, we would conclude that the equilibrium in 
Eg. 2.9 lies well to the right for cyclohexane and well to the left for benzene. Benzene does 
not spontaneously convert to graphite and H2, however, because it is kinetically stable. Ki­
netic stability involves the rates of reactions, and so is controlled not by t.G0

, but by t.G* (see 
Figure 2.1 C and Chapter 7). A molecule is kinetically stable if there are substantial activa­
tion barriers to all available reaction paths. We know from experience that there must be a 
very large kinetic barrier to the conversion of benzene to its elements; that is, t.G* must 
be very large (going from right to left) for the "reaction" of Eq. 2.9 when benzene is the or­
ganic molecule. 

2.1.6 The Group Increment Method 

As already stated, knowing the heat of formation of a molecule tells us the position of 
the equilibrium of Eq. 2.9, not something that is of great value to most organic chemists. 
Heats of formation become useful when we compare values for similar molecules. Then, our 
reference state in effect becomes not the elements C and H, but rather some standard organic 
molecule that we can compare other molecules to. When we start to compare heats of forma­
tion for a number of hydrocarbons, definite patterns arise. From these patterns we can de­
velop several notions that are very valuable in considering the thermodynamic stabilities of 
organic molecules. It is best to see how this happens by just looking at the patterns. 

Table 2.3 shows experimental t.Hr0 values for a series of n-alkanes. After some initial 

Table2.3 
Values for the Heats of Formation of 
Simple Linear Alkanes (in kcal/mol) 

Structure 

CH3-CH3 
CH3-CH2-CH3 
CHrCH2-CHrCH3 
CH3-CHz-CH2-CH2-CH3 
CH3-CHz-CH2-CH2-CH2-CH3 
CH3-CH2- CH2-CH2-CH2-CH2-CH3 
CH3-CH2- CH2-CH2- CH2-CHrCH2-CH3 

-20.24 
-24.84 
-30.15 
-35.00 
- 39.96 
-44.89 
-49.81 

4.60 
5.31 
4.85 
4.96 
4.93 
4.92 
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variation, there is a clear p attern. Averaging over a large dataset reveals that every addi­
tional CH2 group adds -4.93 kcal l mol to 6-Ht This pattern continues, and suggests the no­
tion of a group increment-a consistent contribution to the 6-Ht of a molecule by a particu­
lar grouping. The symbolism for the CH2 group we have been discussing is C-(Hh(Ch-a 
carbon attached to two h ydrogens and two alkyl carbons. Only this kind of a CH2 has a 
group increment of -4.93 kcal I mol. The CH2 of 2-bu tanone makes a different contribution to 
6.Hr0 because it is attached to one alkyl carbon and one carbonyl carbon (although the devia­
tion from -4.93 kcal I mol is small; see below) . This notion of a transferable energy increment 
associated with a chemical group is nicely consistent with the bonding model discussed in 
Chapter 1, in which a group such as CH2 also contributes a transferable set of orbitals. 

Once we have a CH2 group increment, it is simple to determine the group increment for 
a CH3 group in an alkane. We take 6-Ht for n-hexane, for example, subtract 4(-4.93 kcal l 
mol) for the four CH2's, and divide the remainder by 2, because there are two CH3's. When 
this is done and averaged over a number of alkanes, a va lue of -10.20 kcal l mol is obtained 
for the CH3 group increment, designated as C-(Hh(C). We can now calculate a priori 6-Hro for 
any linear alkane. For CH3(CH2) , _ 2CH 3, 6.Hr0 is predicted to be exactly (n- 2)(-4.93 kcal l 
mol) + 2(-10.20 kcal l mol) . 

There are enough experimental determinations of 6-Ht for alkanes that group incre­
ments for an alkane CHand an alkane quaternary carbon (C) can be derived, and these are 
given in Table 2.4. Similarly, 6.Hr0 values for a wide variety of organic molecules with a con­
siderable diversity of functionality have been determined. This allows group increment val­
ues to be established for many types of groups, and hence, 6-Ht values for a wide range of 
molecules to be estimated. Table 2.4lists a small subset of all available group increment val­
ues. References to more complete collections are given at the end of the chapter. These group 
increm ents are sometimes referred to as Benson increments, after Sidney Benson, who was 
the prime developer of the concept. Note the manner in which a group increment is desig­
nated- enough attached atoms must be given to unambiguously identify the type of group. 
However, some bonding parb1ers are implicit; for example, a Cd (an olefinic C) must have a 
cd parmer, so that is not designated. 

As an example, Figure 2.4 shows how to calculate 6.Hr0 for isobutylbenzene. The process 
is straightforward, and it gives surprisingly good results. We will use the group increment 
method sporadically in later chapters, and soon we will introduce some additional fea­
tures of the method. At this point, however, we state a few general observations, and a few 
cavea ts. 

First, the quality of a group increment is only as good as the quality of the experimental 
thermodynamic data that were used to obtain it. For the basic hydrocarbon groups, vast 
quantities of thermodynamic data are available, and so the group increments are quite reli­
able. On the other hand, there are published group increment valu es for some fairly obscure 
functional groups, such as diazenes and oximes. Much less data are ava ilable for such com­
pounds, and so considerable caution is in order when using these group increments. Fur­
thermore, the Benson group method ignores interactions between groups, which sometimes 
contribute to hea ts of formation. There are examples where the Benson group values fail, not 

Figure2.4 
Sample calcu lation of t:.Ht usi ng group 
increments, shown for isobutyl benzene. 

5 C8 - (H) = 5 (3.30) = 16.50 

1 C8 -(C)= 1 (5.51) = 5.51 

1 C-(C8)(C)(Hh = 1 (- 4.86) = - 4.86 

1 C-(H)(C)3 = 1 (- 1.90) = -1 .90 

2 C-(HlJ(C) = 2 (- 10.20) = -20.40 

-5. 15 kcal/mol 

Experimental : -5.15 ± 0.34 kcal/mol 
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Table 2.4 
Group Increments (in kcal/mol) for Fundamental Groupings* 

Group flHt Group flHt Group flHt 

C-(Hh (C) -10.20 C-(O)(Cd)(Hh -6.5 C-(O)z(Ch -18.6 
C-(H)z(C)z -4.93 Ce-(0) -0.9 C-(O)z(C)(H) -16.3 
C-(H)(C)3 -1.90 O-(C)2 -23.2 C-(O)z(Hh -16.1 
C-(C)4 0.50 0-(C)(H) -37.9 C-(N)(Hh -10.08 
Cd-(H)z 6.26 0-(Cd)z -33.0 C-(N)(C)(Hh -6.6 
Cd-(H)(C) 8.59 0-(Cd)(C) -30.5 C-(N)(C)z(H) -5.2 
C,c(C)z 10.34 0-(Cslz -21.1 C-(N)(Ch -3.2 
CJ-(Cd)(H) 6.78 O-(C8)(C) -23.0 Cs-(N) -0.5 
Cd-(Ct)(C) 8.88 0-(Cs)(H) -37.9 N-(C)(H)z 4.8 
Cd-(Cs)(H) 6.78 C-(CO)(C)3 1.58 N-(C)z(H) 15.4 
Cc~-(Cu)( ) 8.64 C-(CO)(C)z(H) -1.83 N-(Ch 24.4 

Cd-(Cth 4.6 C-(CO)(C)(H)z -5.0 N-(Cs)(H)z 4.8 
Cu-(H) 3.30 C-(CO)(Hh -10.08 N- (C6)(C)(H) 14.9 
C8-(C) 5.51 C8-(CO) 9.7 N-(C6 )(C)z 26.2 
Cs-(Cc~) 5.68 CO-(C)2 -31.4 N-(C6)z(H) 16.3 
Cs-(CB) 4.96 CO-(C)(H) -29.1 Nt-(H) 16.3 
C-(Cd)(C)(H)z -4.76 CO-(H)z -26.0 NI-(C) 21.3 
C-(Cct)z(H)z -4.29 CO-(Cs)z -25.8 Nt-(Cs) 16.7 
C-(Cd)(Cs)(H)z -4.29 CO-(Cs)(C) -30.9 CO-(N)(H) -29.6 
C-(Cs)(C)(H)z -4.86 CO-(C8)(H) -29.1 CO-(N)(C) -32.8 
C- (Cd)(C)z(H) -1.48 CO-(O)(C) - 35.1 N- (CO)(Hh -14.9 
C-(C8 )(C)z(H) -0.98 CO-(O)(H) -32.1 N- (CO)(C)(H) -4.4 
C-(Cd)(Ch 1.68 CO-(O)(Cd) -32.0 N- (CO)(C)z 
C-(Cu)(Ch 2.81 CO-(O)(Cs) -36.6 N-(CO)(C6)(H) 0.4 
C-(O)(Ch -6.6 CO-(Cd)(H) -29.1 N-(CO)z(H) -18.5 
C-(O)(C)z(H) -7.2 0-(CO)(C) -43.1 N- (CO)z(C) -5.9 
C-(O)(C)(H)z -8.1 0-(CO)(H) -58.1 N- (COMCs) -0.5 
C-(O)(Hh - 10.08 Cd(CO)(C) 7.5 
C-(O)(Cu)(H)z -8.1 Cd-(CO)(H) 5.0 

CJ = double bond; C11 = benzene carbon; N 1 = imine nitrogen. 
*Da ta are from Benson, S. W. (1976). Thermochemical Kinetics: Methods for the Estimation ofThermochemical Data and Rate Parnm· 
eters, 2d ed., john Wiley & Sons, New York. 

because there is insufficient thermochemical da ta, but because we do not have enough data 
regarding interactions between different substituents. 

Along with group increments for 11Hr0
, there are analogous group increments for !1St In 

our discussion of entropy above, we noted that bond rotations and other low energy molec­
ular motions contribute to the en tropy of a m olecule, and hence it may be expected that alkyl 
and functional groups would contribute specific entropies. Since !1G0 determines the equi­
libri urn constant, !1St group increments are potentially useful. In practice, however, they are 
much less frequently used, in part because the entropy differences between m olecules are 
often small, and in part because fewer !1St group increments are available. 

Group incremen ts for heat capacity (11C/ ) are also ava ilable. Recall that heat capacity 
reflects the variation of /1H0 w ith tempera ture (see Section 4.1.1) . Heat capacity group in­
crements are essential when considering temperatures that are considerably different from 
298 K. This is a very important issue, for example, in chemical engineering, where it is often 
crucial to know how much hea t will be libera ted by a particular process-especially if it is 
being run on a 10,000-gallon scale! In more typi cal physical organjc cherrustry, however, heat 
capacity group increments are not commonly used . Both the !1St and hea t capacity group in­
crements are applied in the same manner as the 11Ht group increments, and special tex ts on 
the topic are available. 
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2.1.7 Strain Energy 

Now that we have established a definition of the stability of a compound-its heat of 
formation-we can return to the notion of s train. We introduced strain at the very outset of 
the chapter, defining it as an internal stress within a molecule due to some bonding or struc­
tural / conformational distortion. Now that we have a way to predict the stability of a mole­
cule without any bonding distortions, w e can give a very precise definition of strain energy. 

The group increments method suggests that we can predict t:.Ht for any organic mole­
cule-a powerful tool, indeed. Let's consider some more examples. Table 2.5 shows calcu­
lated and experimental t:.Ht values for simple cycloalkanes. The calculated t:.Ht for cyclo[n] 
is just n(-4.93 kcal / mol). For cyclohexane the result is quite good, but then things start to go 
downhill. The error for cyclopentane is considerable, while cyclobutane and cyclopropane 
are completely off. 

Table2.5 
Calculated vs. Observed t:.Ht Values 
(in kcal/mol) for Selected Molecules 

Cyclohexane 
Cyclopentane 
Cyclobutane 
Cyclopropane 

t:.Hfo calculated by 
group increments 

-29.6 
- 24.7 
- 19.7 
-14.8 

t:.Ht experimental 

-29.9 
- 18.3 
+ 6.7 

+ 12.7 

The problem here is that the smaller rings are strained-cyc!opentane to some extent, 
and cyclobutane and cyclopropane to a much grea ter extent. The strain arises, at least in 
part, from the significant distortion of C-C- C angles from the standard value. The group 
increment method does not account for s train. It was parameterized on simple, acyclic al­
kanes, where no bonding distortions occur, so it fails for these molecules. In fact, the values 
in Table 2.4 are often referred to as strain-free group increments. One significant result of the 
group increments approach is that we can now unambiguously define strain energy. Strain 
energy is the difference between the experimental t:.Ht for a molecule and the value of t:.Ht calcu­
lated using strain-free group increments. 

It is tempting to dissect the total strain energy into components, su ch as angle strain, tor­
sional strain, ring strain, etc., and we discuss all these in this chapter. In principle, this is a 
dangerous practice. The quantum mechanics that defines bonding does not naturally lead to 
such a p artitioning, so often fairly arbitra ry distinctions must be made. In practice, however, 
this is a useful strategy, but one that should be used cautiously. 

2.2 Thermochemistry of Reactive Intermediates 

As we did with electronic structure in Chapter 1, in this chapter on molecular structure we 
will consider reactive intermediates alongside stable molecules. There are many parallels 
and interconnections, but also some unique features for reactive intermediates. The same 
notions of strain and stability can be applied to molecules even if they are reactive, because 
structural issues are fundamentally the same regardless of whether an atom has an octet or 
not. Before looking at thermochemistry, however, we must consider a general issue for reac­
tive intermediates. We consider a reactive intermediate to be "unstable", although for all 
types of reactive intermediates there are special cases that are considered " stable". These are 
imprecise terms, and in the next section we will seek to clarify their meaning. 

2.2.1 Stability vs. Persistence 

A recurring theme in physical organic chemistry, and especially in the study of reactive 
intermediates, is the notion of stability. We describe one structure as stable, but another as re-
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active. Chemists often describe a reactive intermediate as "stabilized". What do we mean by 
this? What does" stable" imply? To be stable, does a species have to live for minutes, hours, 
or days? Furthermore, under what conditions are we considering stability? Are there any 
other species present that could react with our" stable" species? An especially lucid discus­
sion of this point was provided by K. U. Ingold, leading him to invoke a quote from Humpty 
Dumpty in Alice in Wonderland: "When I use a word it means just what I choose it to mean­
neither more nor less". Actually, this is an appropriate description of the typical usage of the 
term "stable" in physical organic chemistry. The term is used by chemists in any way that is 
appropriate to the system under analysis, but it is always used to denote lower internal en­
ergy relative to a reference system. 

Similarly, it is difficult to exactly define what it means to be unstable (reactive). A mole­
cule that spontaneously reacts all by itself at 0 degrees Kelvin in interstellar space is certainly 
unstable. But in a more practical discussion, instability is again always a relative term, where 
the compound under analysis is unstable relative to some reference system. Yet, the refer­
ence system must be studied under the same experimental conditions as the compound 
whose stability is being questioned, because as we now describe, the experimental condi­
tions affect the reactivity of compounds. 

Stability implies some sort of minimal lifetime, but for all reactive intermediates the life­
time will be extremely dependent on the conditions of observation. For example, a free radi­
cal that might be indefinitely long lived under an inert atmosphere could have a very short 
lifetime in the presence of oxygen. Also, we will often encounter two related reactive inter­
mediates, both of which have transient existences, but only one of which is stabilized with 
regard to the other. To clarify this situation, we follow the suggestion of Ingold and distin­
guish between stability and persistence. Persistent simply means long lived, and is a term 
associated with kinetics. A persistent structure has relatively high activation barriers for any 
reaction. Of course, we must agree upon the definitionof"long", and that will depend on the 
circumstances. In some instances a lifetime of seconds will qualify as persistence, while in 
others we will need a lifetime of days or more before we call the structure persistent. Persis­
tence is a notion that is very context dependent. Whether a reactive intermediate is long lived 
or not will depend crucially on whether there is anything around for the reactive intermedi­
ate to react with. Simple variables such as temperature and concentration will also affect the 
persistence of a reactive intermediate. So, by definition, we can describe a reactive interme­
diate as persistent only with regard to a well-defined set of conditions. 

In contrast, stability is an intrinsic property of a reactive intermediate. We define a struc­
ture as stable or stabilized if it is thermodynamically (Gibbs free energy) more stable than 
some reference structure, as discussed above. Here, our focus is upon electronic stability 
rather than sterics, because for most reactive intermediates their electronics dominates their 
reactivity. For example, the benzyl cation is stabilized, because it is thermodynamically 
more stable than its reference, the methyl cation. However, under typical conditions the ben­
zyl cation is not expected to be persistent. Fundamentally, stabi lity is a thermodynamic no­
tion, while persistence is a kinetic one. Stability is intrinsic to a structure, while persistence is 
very much context sensitive. We will do our best to keep these distinctions dear in the fol­
lowing sections. In the chemical literature, however, such precision in terminology is notal­
ways maintained. 

2.2.2 Radicals 

More so than any other area of reactive intermediate chemistry, thermodynamics is a 
valuable predictor of radical reactivity. There will always be exceptions, and we can never 
totally ignore kinetics, but as a first step, we will in most instances turn to the thermochemis­
try of a given situation to predict or rationalize radical reactivity patterns. In addition, there 
is a vast collection of relevant thermodynamic data for radicals-the collection of BDEs dis­
cussed in Section 2.1.3. 

BDEs as a Measure of Stability 

Consider Eq. 2.11, a simple variant of Eq. 2.5. This defines the BDE for a generic R-H 
bond . When comparing Eq. 2.11 for a variety of organic molecules, the contribution to flHt 
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from H• cancels out. As such, the relative BDEs for a series of R-H bonds provide an excel­
lent collection of relative stabilities of the R • radicals. We are indeed considering stability, 
not persistence, here, as we are discussing the relative thermodynamics of a series of reac­
tive intermediates. 

R - H - R"+H" t.Ji 0 = BDE (Eq. 2.11) 

Returning to Table 2.2 and focusing on C-H BDEs, a good deal of information on radical 
stabilities can be obtained. The clear trend in BDEs of methane > ethane > propane > isobu­
tane leads directly to the series of radical stabilities: 3° > 2° > 1 o > methyl. The overall effect 
is substantial, with over 10 kcallmol in stabilization fort-butyl radical relative to methyl 
radical. The reason for this trend is hyperconjugation, which we will explore in depth when 
discussing carbocations (see below) . Based upon BDEs, vinyl and phenyl radicals are sub­
stantially less stable than alkyl radicals. 

Allyl and benzyl radical are substantially stabilized, as anticipated from the resonance 
structures (see Section 1.3.6). Comparing the BDEs of propene and toluene to an appropriate 
reference such as ethane suggests resonance stabilization energies of 12.4 and 14.1 kcal I mol, 
respectively. An alternative way to estimate allyl stabilization is to consider allyl rotation 
barriers (Eq. 2.12). Rotating a terminal CH2 90° out-of-plane completely destroys allyl reso­
nance, and so the transition state for rotation is a good model for an allylic structure lacking 
resonance. For allyl radical the rotation barrier has been determined to be 15.7 kcal I mol, in 
acceptable agreement with the direct thermochemical number. 

(Eq. 2.12) 

The reasoning behind the above analysis is somewhat circular. BDEs are used to deter­
mine the stability of radicals, and the stability of a radical is used to rationalize trends in 
BDEs. BDE is really only the energy it takes to break a bond, which as with any other process, 
depends solely on the properties of the initial and final states of the system. BDE values are 
therefore a measure of the relative stability of the radical products compared to the organic 
reactants, not just the stability of the radicals. We have to assume that other factors, such as 
the stability of R-H (or R-X), are similar in the series for the BDE to reflect solely the radical 
stability. This assumption actually holds true reasonably well for C-H and C-C bonds. 
However, the BDE values for the C-Cl bonds in methyl chloride, ethyl chloride, isopropyl 
chloride, and t-butyl chloride are 84.1, 84.2, 85.0, and 83.0 kcal I mol, respectively. There is no 
trend here. Clearly other factors are involved, and these BDE values are poor measures of 
radical stability. 

Radical Persistence 

The issue of stability vs. persistence of free radicals is an important one that dates back 
to the birth of the field. In 1900 Gomberg prepared the triphenylmethyl or trityl radical ac­
cording to Eg. 2.13. Under appropriate conditions, the free radical persists in solution in­
definitely at room temperature. This initially controversial result was arguably the birth of 
reactive intermediate chemistry, and it spurred volumes of work. The trityl radical is in equi­
librium with a dimer that, for decades, was assumed to be hexaphenylethane. However, nu­
clear magnetic resonance (NMR) and ultraviolet (UV) studies in 1968 revealed that the ac­
tual dimer was the unsymmetrical structure shown in Eg. 2.13, in which one trityl center 
added to the para position of a ring of another radical. 

(Eq. 2.13) 
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We know that a phenyl group stabilizes an adjacent radical due to resonance (benzyl, for 
example), and three phenyls should provide more stabiliza tion than two. This is indeed the 
case; trityl radical is certainly stabilized. However, it is not possible for all three aromatic 
rings of trityl to be in perfect conjugation with the radical center. Simple model building will 
convince you that a fully planar structure would experience severe s teric clashes. The trityl 
radical adopts the non planar, propeller-like structure shown in Figure 2.5. In this structure, 
each ring stabilizes the radical considerably, but the overall stabiliza tion is not three times 
the benzyl stabilization. 

Why, then, is trityl so much more persistent than a typical radical? Methyl and most 
other radicals generated under similar conditions would have a fleeting existence. A clue 
comes from the dimerization chemistry. Apparently, the simple C-C bond formation we 
would expect for other radicals does not happen with trityl. Instead, radical coupling occurs 
in an unusual way that destroys the aromaticity of one ring. Another clue comes from the ob­
servation that placing t-butyl groups in the para positions of all the rings greatly enhances 
the persistence of the radical; dim eri zation is completely suppressed (Eq. 2.14). A para 
t-butyl group wouldn' t significantly stabilize the trityl radical, so why does it make the 
structure more persistent? 

(+-a C· -~No dimers 

3 
(Eq . 2.14) 

Figure2.5 
The trityl radical. Shown are two 
views of a calculated stru ctu re 
for the radical. The radica l 

Ultimately, extensive study showed that the s tabiliza tion provided by the phenyl rings center is shown in color. 

contributes little to the persistence of trityl. The major factor influencing the persistence of tri-
tyl and other radicals is sterics. Figure 2.5 shows that the system is quite crowded . The twist-
ing of the rings seriously occludes the radical center, and this is why trityl is persis tent. Re-
agents cannot easily reach the radical center. 

Once it was appreciated that steric bulk was the key to producing persistent radicals, a 
wide range of long lived structures could be prepared. Table 2.6 shows a collection of radi­
cals and their half-lives under equival ent conditions. Trityl would have a half-life of ~5 min­
utes under these conditions. Very long lived radicals can be prepared without any signifi­
cant stabilization. Note that the last two entries in Table 2.6 could be viewed as persistent but 
destabilized radicals, in that both have sp2 hybridized radical centers. The lesson from free 
radicals that steric protection to reactivity is much more important to persistence than elec­
tronic stabilization carries over to a wide range of reactive structures. 

The extent to which a species is persis tent very much depends on the environment. The 
data in Table 2.6 refer to fluid solution, at room temperature, with radical concentrations of 
10-s M. Under other conditions, different lifetimes would be observed. For example, sam­
ples of methyl radical have been prepared in which the radical is embedded in glass. These 

Table 2.6 
The Persistence of Various Radicals* 

R• t112, 25 oc, 1 o-5 M R• t112, 25 oc, 1 o-5 M 
-~-· 

CH3• 20 )lS Me3Si SiMe3 

I 
------- \ - I 

~· 
C-CH > 110 days 

I \ 
1 min Me3Si SiMe3 

~ -q 6 ms 
4.2 min 

(1-BulJC· 8.4 min SiMe3 
I 

(Me3SilJC· 2.3 days 
Me3Si-C=C 1 min . \ 

CF3 
-· ---

TMS = trimethylsilyl. 
•cri ll er, D., Ingold, K. U. "Free Rad ica l Clocks." Ace. Che111. Res., 13, 317 (1980). 
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H 

Galvinoxyl 

samples are indefinitely stable at room temperature. This is because diffusion is impossi­
ble, negating all possible bimolecular paths. Oxygen and any other reactive species cannot 
come into contact w ith the radical, and the methyl radical has no available photochemica l 
reactions. 

When steric effects are combined with stabilizing effects such as delocalization, radica ls 
that are very" stable" can be prepared . For example, both galvinoxyl and diphenylpicrylhy­

- drazyl (DPPH) are commercially available free radicals that can be handled with no special 
precautions (see margin) . 

Group Increments for Radicals 

If we know tlHr0 for R-H, and the BDE, then we can derive tlHr0 for R • since tlHr0 for H • 
is known. In addition, a number of spectroscopic techniques have directly produced values 
of tlHr0 for a wide variety of free radicals. Because we have a large collection of tlHf0 values 
for radicals, we can derive group increment values for organic free radicals. Table 2. 7 1 ists se­
lected results of this effort. The symbolism is as before, and all the caveats concerning group 
increments for neutrals apply even more so for radicals . Nevertheless, a fairly broad range of 
group increments for radicals is available. Again, comparable values for tlSt are also avail­
able. To calculate the hea t of formation of an organic radical, we will typically combine incre­
ments from Tables 2.7 and 2.4, as appropriate. 

Diphe nylpicrylhydra zyl (DPPH) 

The major value of free radical group increments is in the prediction of stabi lities of pro­
posed radical and biradical intermediates in va rious thermal and photochemical reactions. 
For example, we might want to determine whether an observed thermal rearrangement oc­
curs homolytically, via biradical intermediates, or by a concerted, pericyclic process. One 
valuable piece of information is tlHr0 of the proposed biradical intermediate. If it is too high 
for the biradical to lie on the reaction path, then the biradi cal route can be rejected. We will 
see examples of this type of analysis in Chapter 15. 

Some stable radicals 

Table2.7 
Group Increment Values for Free Rad icals (kcal/mol)* 

Radical tlHt Radical tlH t 

[•C-(C)(H)z] 35.82 [C- (O • )(C)(H)2] 6.1 
[•C-(Ch(H)] 37.45 [C-(O • )(Ch(H)] 7.8 
[• C- (Ch] 38.00 [C-(O • )(Ch] 8.6 
[ • C-(H2)(Cd)] 23.2 [C-(C02• )(Hh] -47.5 
[ • C-(H)(C)(Cd)] 25.5 [C-(C02 • )(HMC)] -41.9 
[• C-(Ch(Cd)] 24.8 [C-(C02 • )(H)(Ch] - 39.0 
[• C-(Cs)(Hh] 23.0 [ • N-(H)(C)] (55.3) 
[ • C-(C6)(C)(H)] 24.7 [ • N-(Ch] (58.4) 
[ • C -( Cs)( C)2] 25.5 [C-(•N)(C)(Hh] -6.6 
[C-(C • )(Hh ] -10.08 [C- ( • )(Ch(H)] -5.2 
[C-(C • )(C)(H)z] -4.95 [C-( • )(Ch ] (-3.2) 

[C-(C")(CMH)] -1.90 [ • C-(HMCN)] (58.2) 

[C-(C")(Ch ] 1.50 [ • C-(H)(C)(CN)] (56.8) 
[Cd-(C • )(H)] 8.59 [• C-(CMCN)] (56.1) 
[Cd-(C • )(C)] 10.34 [ • N-(H)(Cs)J 38.0 
[Cs- C •] 5.51 [ • N-(C)(C8)] 42.7 
[C-( • CO)(Hh ] -5.4 [C6-N • ] -0.5 
[C-( • CO)(Ch(H)] 2.6 
[C-( • CO)(C)(Hh ] -0.3 

C.,= d ouble bond; C 0 = benzene carbon; N1 = imine nitrogen. Values in pa rentheses are 
hi ghly approximate. 

*Data a re from Benson, S. W. {1976}. T!termochemical Kinetics: Methods for t!te Estimation of 
T!ten noc!tcmica/ Data and Rate Parameters, 2d ed., john Wiley & Sons, New Yo rk. 
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2.2.3 Carbocations 

There is a wealth of information on gas phase ion thermodynamics because of the power 
of mass spectrometry and ion cyclotron resonance techniques. Before we discuss carboca­
tion, and subsequently carbanion, stabilities, keep in mind that ionic structures are much 
more sensitive to environmental influences than radicals. The polarity, nucleophilicity, and 
hydrogen bonding ability of the solvent are important influences, as are the nature of the 
counterion. As such, thermodynamic information is a less reliable predictor of reactivity for 
carbocations and carbanions than it is for radicals. Nevertheless, gas phase thermodynamics 
is an excellent starting point, defining the intrinsic stabilities of ions. Any deviation in trends 
between gas phase and solution studies is likely a consequence of solvation effects, a theme 
we will visit many times throughout this book. 

Hydride Ion Affinities as a Measure of Stability 

A common and very valuable measure of gas phase carboca tion stability is the hydride 
ion affinity (HIA), defined as ~Ho for the reaction in Eg. 2.15. This is simply the heterolytic 
analogue of the homolytic cleavage associated with the bond dissociation energy (BDE) just 
discussed . Just as a larger BDE implies a less stable radical, a larger HIA implies a less stable 
carbocation. And, just as wi th the BDE, the usefulness of the HIA is that it provides a number 
that can be compared directly for cations of dissimilar structure. This is less true of other 
measures of cation stability. 

(Eq. 2.15) 

HIA values reflect differences in the energies of the initial and final systems under 
analysis, not just carbocation stabilities (see Section 2.2.2 for similar reasoning related to rad­
icals). However, in the case of HIAs, factors other than cation stability are not as influential 
as with radicals and carbanions (see below), and therefore the HIA values track very nicely 
carbocation stability. This is in part because the differences between the HIA values for vari­
ous cations are much larger than the differences between BDEs for various bonds, and thus 
the HIA trends are less sensitive to other factors. 

Table 2.8 lists HIA values for representative carbocations as determined in the gas phase. 
If we know ~Ht for RH, we can obtain ~Ht for the cation R+, because H- contributes a con­
stant ~Hf0 value of 34.2 kcal / mol to all systems. Note also that not all the va lues in Table 2.8 
were obtained using the same experimental techniques, and as such there is some uncer­
tainty in the numbers. However, the trends in the data are quite reliable. 

The data of Table 2.8 present many familiar, and perhaps some not so familial~ trends. 
All introductory courses describe a carbocation stability sequence based on reactivity pat­
terns that is 3° > 2° > 1 o > methyl, and the data of Table 2.8 support that finding. Before 
quantifying the trend, however, an additional effect must be considered. Consider the series 
of 1 o cations: ethyl, 1-propyl, and 1-butyl. The larger cations are more stable. The effect is 
more pronounced in the series of 3° cations derived from t-butyl cation. Adding extra car­
bons increases stability at first, and then the effect levels off. This pattern is seen in other gas 
phase ion data. This effect is observed because a naked ion in the gas phase is despera te for 
solvation of any kind. A vacuum has the lowest possible dielectric constan t, so anything is 
an improvement. In effect, adding carbons to a small ion slightly ameliorates this si tuation. 
It is as if a small amount of solva tion is being provided by the neighboring carbons. It is not 
a large effect, and it is pretty much saturated by the time we reach a seven-carbon system, but 
any comparison between ions should take this effect into account. Thus, to compare a 2° ion 
to a 3° ion in the gas phase, we should not compare isopropyl tot-butyl, as the latter has one 
more carbon. 

We did not have to worry grea tly about this issue in our discussion of free radical s tabili­
ties in the gas phase. A neutral free radical in the gas pha.se is not desperate for solvation like 
an ion is. As such, adding "spectator" carbons to a free radical does not alter its stability 
significantly. 
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Table2.8 
Gas Phase Hydride Ion Affinities 
(HIA, in kcal/rnol) for Selected 
Carbocations (in kcal/rnol)* 

CH:}V 312 ~ 
C2H~ 273 ~ 

CH3CH2CH~ 266 ~ 
CH3CH2CH2CH~ 265 ~ 

r 265 ~ 
e 

246 (!) /"-.... 

e 
247 G /"-.-./ 

)e 231 HC : C-CH~ 

~ 
e 

229 H2C=CH 

v e 
228 H2C=C-CH3 

)e--1 227 Q- e CH2 

)e--< 226 Q-\e 
)ef 224 Q e 

~ 231 ~ 

~ 225 ~ 

NH2CH~ 218 ~ 
e 

HOCH~ 243 0 
e 

FCH~ 290 0 
NCCH~ 318 

256 

236 

225 

225 

248 

225 

212 

270 

287 

258 

234 

220 

287 

249 

230 

218 

201 

258 

*An excell ent source of gas phase ion da ta is the fo l­
lowing series of vol umes: Bowers, M. T. (ed.) (1979). 
Gas Phase /on Chemistry, Academic Press, New York, 
and subsequent years. 
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Taking the carbon number into effect, we find that 2° ions are indeed more stable than 1 o 

ions by 18-20 kcal / mol, and 3° ions are more stable than2° ions by about 17 kcal / mol. These 
are very large numbers-significantly larger than analogous comparisons for radicals. We 
will see in Chapter 11 that experimental differences for reactions in solution that are consid­
ered to involve carbocations are nowhere near this large. For reasons discussed in Chapter 3, 
solvation always attenuates ionic effects, so the gas phase data always represent the absolute 
maximum any ionic effect can show. 

The origin of the stabiliza tion due to alkyl substitution was discussed in Section 1.4.l.lt 
can be described as a mixing of filled TI(CH3) or TI(CH2) orbitals with the empty p orbital as­
sociated with the cation, or equivalently as a hyperconjuga tive interaction. The former 
model nicely rationalizes why the comparable trend seen in radical chemistry is of smaller 
magnitude. With a free radical, the mixing is a filled orbital with a singly occupied orbital. 
Such three-electron interactions are less stabilizing than the two-electron interaction seen 
with carbocations. 

Many other observations based on Table 2.8 are consistent with expectation and experi­
ence. Allyl cation is substantially more stable than 1-propyl. Perhaps surprisingly, though, 
allyl is less stable than 2-propyl. In the gas phase, therefore, the 2° I 1 o distinction is more im­
portant than allylic resonance. Substituting just one end of the allyl with a methyl is enough 
to make the delocalized system more s table than the localized 2° systems. 

Increasing delocalization, as in the cyclohexadienyl cation, is further stabilizing. This 
structure is simply protonated benzene, and it serves as a model for the intermediate in elec­
trophilic aromatic substitution (see Section 10.18). Similarly, benzyl ion is quite stable for a 
formally 1 o ion. Aromaticity effects are clear, as in the much greater stability of the six '1T elec­
tron tropylium ion vs. the four '1T electron cyclopentadienyl ion (see Section 2.4.1 for a discus­
sion of aromaticity). 

Hybridiza tion effects are quite evident. Cations derived from sp2 carbons are much less 
stable than those fromsp3 carbons (based on the instabilities of vinyl and phenyl ca tions). Re­
call from Chapter 1 that hybridization affects carbon electronegativity in the following or­
der: sp > sp2 > sp3. The more electronegative the atom attached to the cationic center, the 
higher the energy of the cation. As another example, the substantially diminished stabiliza­
tion of the propargyl cation (HC=C-CH 2+) relative to allyl can be explained as a hybrid­
iza tion effect arising from the electron w ithdrawing alkynyl group. Carbons wi th sp hy­
bridization are expected to be inductively electron withdrawing more so than sp2

, and this 
should destabilize propargyl vs. ally l. 

Heteroatom effects are interesting. If we compare the X-CH2 + ions, using ethyl as a ref­
erence, we see that NH2 is very strongly stabilizing, OH less so, while F is destabilizing. This 
tracks with the expected '1T donating abili ty of the atoms. In the case ofF, it is only weakly '1T 

donating, but is strongly u withdrawing, and the net effect is destabilizing. It should not be 
surprising that the highly electron withdrawing cyano group greatly destabilizes a cation, as 
would other, similar groups. 

We noted in Chapter 1 that carbocations prefer to be planar at the cationic center. From 
HIA data, we can estimate the penalty for pyramidalization. In the 1-adamantyl cation, ring 
constraints prevent the ion from achieving planarity. Consistent with this, we find that the 
difference in HIAs between the 1-adamantyl cation and the isomeric 2-adamantyl ca tion is 
only 9 kcal / mol. This relatively small gap between a 3° cation and a 2° cation is consistent 
with the destabilization due to pyramidaliza tion of the 3° ion. In support of this, the x-ray 
crystal structure of the 3,5,7-trimethyl-1-adamantyl cation has been determined. As antici­
pated, the cationic center lies out of the plane formed by its three neighboring CH2 carbons 
by a full 0.212 A, a substantial amount for an sp2 center. 

While the gas phase data just described are very informative, we also have a significant 
amount of thermodynamic data on carbocations in solu tion. This is due to the collection of 
data in stable ion media for carbocations developed so brilliantly by Olah and co-workers, 
leading to the receipt of the Nobel Prize for Chemistry in 1994. In a stable ion medium the 
ions have no possibilities for reactions that quench the ionic charge. While carbocations are 
reactive, if we remove potential reaction partners we wi ll generally not see dimerization or 
other reactions in which two carbocations react with each other. The most common reaction 

1-Adamantyl 

2-Adamantyl 

3,5, 7-Trimethyl-1-adamantyl 
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paths for a carbocation are capture by a nucleophile and reaction w ith a base to form an ole­
fin (see Chapter 11). If we can create an environment that is devoid of nucleophiles and 
bases, carbocations can be long lived. We can thus envision a stable ion medium. Given our 
discussion in Section 2.2.1, w e are really not making the ion any more stable; we are instead 
making it persistent. It would perhaps be more precise to refer to " persistent ion media", but 
the "stable ion media" moniker has stuck, and we will use it here. 

For the most part the stable ion media developed by Olah are based on antimony penta­
flu oride, SbF5. This is a very powerful Lewis acid, and exposure of an alkyl halide to it pro­
duces a carbocation with the Sb2F10X- counterion, as in Eq. 2.16. The counterion to R+ is very 
large, and the negative charge is dispersed over a large number of atoms. As such, Sb2F10X­
is a very poor nucleophile and a very weak base. Inert solvents such as S02 or S02ClF can be 
added as diluents for the SbF5. In addition, powerful protonic acids such as HF-SbF5 and 
FS03H- SbF5 allow the generation of carbocations from alcohol and olefin precursors (see 
Chapter 5). Another advantage of these system s is that they are often fluid to very low tem­
pera tures. This enables spectroscopic studies, most especially NMR, to be performed at low 
enough temperatures to suppress most carbocation rearrangem ents. 

(Eq. 2.16) 

In a rem arkable achievement, Arnett was able to perform calorimetric measurements in 
stable ion media, allowing the thermodynamics of carboca tions to be studied. Arnett mea­
sured both I:!.H 0 for the reaction in Eq. 2.16 and the solvation energy for a series of RX com­
pounds. This allowed a determination of I:!.Hr0 for R+ plus Sb2F10X- in the stable ion medium 
for a series of carbocati ons. When these were compared w ith comparable data from the gas 
phase, an ex traordinari ly good correlation between the values in the two different en viron­
ments was seen. Each kcal l mol of relative stabilization in the gas phase was m atched by a 
kcal I mol of relative s tabiliza tion in stable ion media. For example, the difference in stabili­
ti es between 2-butyl and t-buty l cations was determined to be 14.5 :±: 0.5 kcal l mol in stable 
ion media, in good agreement with the gas phase difference of 16 kcal I mol. These data pro­
vide compelling support fo r the argument that what is being observed under stable ion me­
di a conditions truly is a carboca tion that is essentially devoid of complications from solva­
tion or counterion effects. As such, direct comparisons of d ata from stable ion media to gas 
phase d ata (be it experimental or computational) are valid. 

An interesting analysis ofHIAs can be made for the so-called non-classica l carbocations. 
We saw in Section 1.4.1 that these are compounds with a bridging C-C a or 1r bond to a car­
boca tion center, thereby creating a hypervalent C. A good deal of evidence indica tes that 
such bridged structures are more stable than classical carboca tions in the gas p hase and in 
stable ion medi a. The gas phase HIA data support the view that bridging impar ts stabi lity. 
As shown in Table 2.8, the 2-methyl-2-norbornyl cation has an H IA of 225 kcal l mol, a typi­
cal va lue for an eight-carbon 3° ca tion, and it is generally accepted that this is a conventional 
carbenium ion. However, the HI A of 2-norbornyl is 231 kcal l mol, only 6 kcal I mol higher 
than the analogous 3° system . We discussed above tha t a typical2° 13° energy d ifference is 17 
kcal I mol. The substantially smaller value in this case indica tes a special stabilization of the 
2° ion, consistent with the notion that there is something unique abou t its structure. 

Lifet imes ofCarbocations 

There are less da ta related to carboca tion lifetimes as compared to radical lifetimes. Yet, 
some extensive studies by Mayr, Richards, and others have provided much insight into sub­
stituent effects on their lifetimes. In general, the lifetimes are extremely short in wa ter. For 
example, Toteva found that the t-butyl carbocation has a li fe time of only 10- 12 s in wa ter. 
Hence, although we consider tertiary carbocations stable, they are clearly not persistent in 
this medium. Secondary carbocations are even more reactive toward addition of wa ter, and 
many secondary deriva tives undergo concerted hyd rolysis in w ater that avoids formation 
of the carbocation reactive intermediate. The primary 4-methoxybenzyl carboca tion inter-
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mediate of solvolysis of 4-methoxybenzyl chloride exists for several nanoseconds in water, 
but relatively little is known about the lifetimes of more unstable primary benzyl carbo­
cations, because their neutral precursors show a strong preference for concerted hydrolysis 
that avoids formation of the primary carbocation intermediate. 

2.2.4 Carbanions 

By analogy to the previous sections, we should consider Eq. 2.17 to evaluate the stabili­
ties of carbanions. Because of the universal importance of acid-base chemistry, Chapter 5 is 
entirely devoted to this subject. There we will discuss both carbon acids (where the negative 
charge on A- is primarily associated with a carbon) and heteroatom acids. Here we briefly 
mention trends associated with carbon acids with a goal of defining the essential nature of 
car ban ions. Selected LlH0 values for the reaction of Eq. 2.17 in the gas phase for carbon acids 
are presented in Table 2.9. 

(Eg. 2.17) 

A great number of acidities have also been measured in solution. In such cases, the com­
mon value reported is the pKa. Recall (or skip ahead to Chapter 5) that pKa is the negative log 
of the acid dissociation constant in water. As such, a smaller pKa value implies a stronger 
acid, and each pKa unit represents a factor of 10 in equilibrium acidity. Table 2.10 lists anum­
ber of pKa values for carbon acids. 

Our starting point for discussion is alkanes, with pKa values in the range of 45-70. Re­
member, a pKa of 50 implies an equilibrium constant of 10-so for the dissociation of the acid! 
Deprotonation at an sp2 center (pKa 40-45), as in ethylene or benzene, is favored over an sp3 

center, and the effect is even larger with an sp center (pKa 20-25). A negative charge is more 
stable in a hybrid orbital with mores character, because s orbitals (unlike p) have finite den­
sity at the positively charged nucleus. Allyl anion and benzyl anion are greatly stabilized 
due to a resonance effect. An anion that contains a cyclic array of six electrons is aromatic. 
Four electrons is antiaromatic, hence the 46-unit difference in pKa values for cyclopentadi­
ene vs. cyclopropene (Eq. 2.18 vs. Eq. 2.19). Electron withdrawing and/ or delocalizing sub­
stituents such as carbonyl, cyano, and nitro produce an expected lowering of the carbon 
acid pKa. 

(Eq. 2.18) 

Cyclopentadiene Six rr electrons 

·· 8 

Li (Eq. 2.19) pKa = 61 

Cyclopropene Four rr electrons 

The analysis of pKa values to make comparisons of carbanion stability is a standard ap­
proach. Yet, as discussed earlier with regard to the use ofBDEs and HIAs to analyze radical 
and carbocation stabilities, other factors can affect the values. This is a more important ca­
veat when evaluating pKa values than with BDEs or HIAs. As will be discussed in Chapter 
5, solvation effects can dramatically change pKa values, and sometimes in different solvents 
some pKa values actually reverse in order. Hence, when using pKa values to compare carban­
ion stabilities, it is very important to compare the values under as similar a set of conditions 
as possible. 

Carbanion stable ion media exist. Carbanions are generally less reactive than carbo­
cations to begin with, and it is often quite straightforward to directly observe carbanions un­
der relatively conventional conditions. The major requirement for having a carbanion last 
for a significant time period is for the pH of the medium to be above the pKa of the conjugate 
acid of the carbanion. When working in an aprotic solvent, this means that the pKa of the sol­
vent must be significantly higher than the pKa of the conjugate acid of the carbanion. Under 
these conditions the carbanion will often be persistent. This acid-base chemistry notion is 
discussed extensively in Chapter 5. 

Table2.9 
Gas Phase Values of t:.Ir 
for Eq. 2.17 (in kcal/mol) 

Methane 416.6 
Ethane 420.1 
Ethylene 407.5 
Propene 390.8 
Benzene 400.7 
Fluoromethane 409 
Chloromethane 396 
Bromomethane 392 
Iodomethane 386 
Acetonitrile 373.5 
Acetone 370.0 
Toluene 377.0 
Nitromethane 357.6 

Table 2.10 
pK. Values of Selected 
Carbon Acids* 

Ethane 
Cyclohexane 
(CH3hCH 
Ethylene 
Benzene 
Acetylene 
Phenylacetylene 
PhCH3 

CHz= CHCH3 

PhzCH2 
Ph3CH 
Cyclopentadiene 
Cyclopropene 
CH3COCH3 

CH3COCH2COCH3 
CH3N02 
CH3CN 
CH3SOCH3 

50 
45 
71 
44 
43 or37 
24 
19.9 
41.2 
43 
33.0 
31.5 
16.0 
61 
20.0 
8.84 
10.2 
25.0 
28.5 

*The student should reali ze 
that the very large values are 
approximate. 
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2.2.5 Summary 

The thermochemistry of the three most common reactive intermediates-radicals, car­
bocations, and carbanions-is conveniently analyzed using heats of very similar reactions. 
Homolysis of C-H bonds is used for radicals and then heterolysis of C-H bonds to create 
hydride or proton is used to analyze carbocations or carbanions, respectively. Just as we 
use heats of formation and combustion to analyze the stabilities of standard organic com­
pounds, these three simple reactions and their associated enthalpies are very good starting 
points whenever you are considering the relative stabilities of reactive intermediates. Now 
that we have covered measurements of stability and strain for both normal and reactive or­
ganic compounds, it is time to look at pathways for interconversion between structures, and 
their impact on strain and stability. This next discussion will further tie structure and ener­
getics together. 

2.3 Relationships Between Structure and Energetics­
Basic Conformational Analysis 

We will now discuss at some length the many ways in which deviations from standard 
bonding parameters lead to energetic destabilization of a molecule. We will focus on "sta­
ble" structures (i.e., not on reactive intermediates), but the notions we develop here also 
apply to reactive intermediates. We first explore acyclic systems, wherein molecular mo­
tions directly lead to strained forms. Note that we are not yet considering conventional 
chemical reactivity. We will be considering conformers, or conformational isomers. Recall 
that conformers are stereoisomers that interconvert by rotation around single bonds (see 
Chapter 6 for definitions of stereochemical concepts). These isomers are not to be confused 
with constitutional isomers, where the molecular formula is the same, but the atoms are ar­
ranged differently. 

In this section we discuss both stable conformers and the transition states that intercon­
vert them-a topic generally referred to as conformational analysis . While this is in some 
ways an unconventional placement of this topic in a physical organic textbook, it follows 
naturally from our discussion concerning strain and stability, and ties in well with the notion 
of potential surfaces and molecular motions. For example, a conformer that is less stable 
than the ground state is, by definition, strained. In addition, the paths that interconvert con­
formers derive from particular vibrational degrees of freedom. So, here we are discussing 
strained organic molecules in general, and vibrational modes that interconvert them. After 
considering the acyclic systems, we examine cyclic ones. There can be strains inherent to the 
ring size (small and large), as well as strains introduced upon achieving differing conforma­
tions. Many of these topics are covered in all introductory organjc chemistry texts, and so in 
some places our discussion will be brief. 

The terminology associated with conformational analysis is in many ways abn to the 
terminology used to discuss stereochemistry-namely, cis, trans, anti, syn, etc. In Chapter 6 
there is a glossary of terms used in conformational analysis and stereochemistry, so if a term 
is used below that you are unfamiliar with, look to the end of Chapter 6 for a definition. 

2.3.1 Acyclic Systems-Torsional Potential Surfaces 

In considering acyclic systems we distinguish between two types of strain. The first is 
distortion of the ground state, generally resulting from an accumulation of bulky substitu­
ents around a C-C bond. This leads to bond lengths and angles that deviate substantially 
from the standard values (we examine some extremes in Section 2.5). The second type of 
strain concerns conformers, in which the strained form is manifest in the transition state of a 
rotation or in a less stable conformer. We begin with the latter type, where the focus is on ro­
tations around C-C bonds. In these discussions, the familiar term "sterics" is used. As de­
fined in Chapter 1, sterics, a steric relationship, or steric strain, are all terms that imply a 
buttressing of chemical groups that is destabilizing to the molecule. 
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Left: Torsional itinerary for ethane, showing the three-fold nature of the barrier and the eclipsed and 
staggered forms. Right: Torsional itinerary for butane. The anti-gauche interconversion crosses a barrier 
of ca. 3.4 kcal I mol, while the direct gauche-gauche barrier is 5-6 kcal / mol. 

Ethane 

Recall the use of Newman projections from introductory organic chemistry, in which 
one sights directly down a C-C bond and draws the back atom as a large circle and the front 
atom as a point. The x axis of Figure 2.6 is the dihedral angle between two arbitrarily chosen 
hydrogens, one on the front and one on the rear carbon . We usually think of these as the pro­
jection angles in a Newman projection. Alternatively, the A-B-C-D dihedral angle is de­
fined as the angle between the A-B-C plane and the B-C-D plane. This is, in fact, how com­
puter programs evaluate dihedral angles. 

The staggered form of ethane is more stable than the eclipsed. The energy difference 
between the two-the rotation barrier, Ero1--is 3 kcal / mol. Thus, rotation about even the 
simplest C - C bond is not" free". Instead, it is hindered by a barrier of 3 kcal I mol. However, 
the barrier is so small that the rotations are very fast, as shown in the next Going Deeper 
highlight. 

Remember, the eclipsed form is a transition state; the staggered conformation is the only 
stable form. Interconversion between one staggered form and another is a torsional mo­
tion, where the methyls twist relative to each other. When the torsional vibration achieves 
enough energy to traverse the transition state, the staggered conformers interconvert. 

What does it physically mean when w e state that "the staggered form is 3 kcal / mol 

Going Deeper 

How Big is 3 kcal/mol? 

As an activation barrier, 3 kcal / mol is quite small. Let's 
calculate how fast the bond in ethane is rota ting. As in the 
final Going Deeper highlight of Section 2.1.3, we use the 
Arrhenius equation with an A value of 1013. 

The rate constant at 298 K for a 3 kcal I mol barrier is 
6 X 1010 s-1

• This corresponds to a half-life of 10 picosec­
onds. Rotation about simple C- C bonds is extremely 
rapid! 

93 
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more stable than the eclipsed form"? As ethane molecules undergo the conversion of stag­
gered to eclipsed back to staggered conformations, on average 3 kcal per Avogadro's num­
ber of molecules is absorbed from the ensemble and then released back to the ensemble. The 
energy that it takes to undergo the rotation / distortion can come from a collision between 
ethanes. Here, some of the kinetic energy of the ethanes involved in the collision is converted 
to the potential energy stored in an ethane as it achieves the eclipsed transition state. How­
ever, the energy can also arise from a redistribution of the energy between various vibra­
tional modes within the ethanes, meaning that a collision is not required to achieve the tran­
sition state. 

Where is this potential energy stored at the transition state? It is placed in the form of a 
torsional strain. As the hydrogens become eclipsed, a distortion of the C-Hand C-C bonds 
occurs (albeit small) . As these bonds go back to their normal lengths and angles in the stag­
gered form, the energy required for the distortions is released to the ensemble of molecules 
or into another vibrational mode of the same molecule. 

The transfer of energy back and forth between vibrational modes (stretches, bends, 
wags, etc.) and torsional modes implies that a torsion is a vibration, and we have already de­
fined it as such. Moreover, because the other vibrations are quantized, it makes sense that 
torsional modes are quantized also, as we describe in the next Going Deeper highlight. The 

Going Deeper 

Shouldn't Torsional Motions be Quantized? 

The bond stretching motions and bond bending motions 
discussed in Section 2.1.4 only had certain energies. Bond 
rotations are just another example of an internal degree of 
freedom within molecules. Therefore, why are we not 
explicitly discussing quantized energy sta tes for bond 
rotations? 

All internal degrees of freedom are indeed quantized. 
Below we show a schematic representation of this notion 
in the context of torsions. We define a torsional motion as 
one methyl group rotating relative to the other, but if the 
energy of this motion is below 3 kcal / mol, the barrier to 
the next staggered conformation is not surpassed. Super­
imposed on a portion of the torsional potential surface for 
ethane are energy states for this torsional motion. Only cer­
tain energies for this single torsion motion are actu ally 
allowed. 

As evidence of the fact that torsional motions are 
quantized, excitations between the energy levels of a tor­
sion can be observed in the microwave spectra of organic 
molecules. in fact, a large fraction of the lessons taught 

PE 

in this chapter about conformational preferences were 
obtained from the microwave spectra of the compounds. 

The low energy motions appear somewhat harmonic, 
but the torsional motion quickly becomes anharmonic for 
the higher energy states. A contin uum of energy states 
exists near and above the top of the barrier, meaning that 
multiple energy levels are possible. If the continuum of 
states is thermally populated, the rota tions appear similar 
to any rotation that occurs in the macroscopic world. 

To see if enough energy is present to occupy the con­
tinuum of states for eth ane, we com pare the 3 kcal / mol 
barrier toRT, which is 0.6 kcal / mol at 298 K. Although 0.6 
is less than 3, it is certainly of the same order of magni­
tude. A signi ficant fraction of the ethane molecules are in 
energy states at or near the continuum. This is why we 
view bond rota tions as nearly " free rotors", and quantized 
effects on bond rotations are not relevant for conventional 
organic chemistry at ambient temperatures. 

H ansen, G. E., and Dennison, D. M. "The Potential Cons tants of Ethane." 
]. Clwn. Phys., 20, 313- 326 (1952). 

Torsional potential for ethane 
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picture of atomic motion within a molecule that arises is quite complex, where stretches, 
bends, wags, and torsions can exchange energy and be excited to various extents, depending 
on coll isions and the tempera ture. 

Butane- The Gauche Interaction 

Figure 2.6 also shows the torsional profi le for rotation about the C2-C3 bond of butane. 
Now there are two typ es of staggered forms-the gauche and anti conformers- and two 
types of eclipsed transition states. The anti conformer is more stable than the gauche by 0.9 
kca l I mol. We could say that gauche butane has a strain energy of 0.9 kcal / mol. The conven­
tional explanation of this result is to invoke a steric interaction between the methyl groups in 
the gauche form, termed a vicinal repulsion because it is between groups attached to adja­
cent carbons. The gauche form is chiral, and there are two enantiomeric forms on the com­
plete torsional i tinerary. This means there is a statistical factor of two favoring the gauche 
form when considering thermodynamic parameters. That is, if we want to know the relative 
proporti ons of gauche and anti butane at equilibrium, we must take into account the fact 
that there are two gauche forms but only one anti. The 0.9 kca l/ mol number is an enthalpy. 
The sta tistica l factor in favor of the gauche shows up as Rln2 in the entropy (see the di cus­
sion of entropy in Section 2.1.2). Thus, for butane we would calculate the Gibbs free energy 
using Eg. 2.20. The result is that butane is roughly 70% anti and 30% gauche at 298 K. 

(Eq. 2.20) 

Just as with ethane, the differing forms of butane possess quantized torsional motions, 
now of the methyl groups relative to each other, and of the methyl hydrogens relative to the 
propyl group. Therm al population, collisions, or microw ave excitation can lead to torsional 
energy states possessing the proper energy to overcome the barriers and interconvert the 
conformers. The transition state for interconverting gauche and anti forms is 3.4 kcal / mol 
above the anti, while the direct gauche-to-gauche interconversion must cross a higher bar­
rier of 5-6 kcal / mol. This is a general result of conformational analysis-the easier path for 
interconverting two gauche forms is usually through the anti form, ra ther than crossing the 
direct gauche- gauche barrier. 

While gauche and anti are unambiguous terms for butane, for m ore complex stru ctures 
the more systematic Klyne-Prelog system is often used. Following the guidelines in Figure 
2.7, gauche butane is synclinal (+ or-, depending on which enantiomer), anti butane is anti­
peri planar, and eclipsed butane is synperiplanar. 

The notions of eclipsing and gauche interactions are applicable not only to stable or­
ganic structu res, but also to reactive intermediates. In fact, as described in the next Going 
Deeper highJigh t, the geometry of radicals is influenced by a conformational effect similar to 
those discussed for standard alkanes. 

c 

Fig ure 2.7 
Dihedra l angles. Left: Definition of a dihedral angle, q:,, both in New man projection and as the angle between 
two planes. Right: The Klyne-Prelog system for describing conform ations about a sing le bond. We view the 
placemen t of the group on the front atom as being in regions of space called anti / syn, and d ina!/ peri p lanar 
rela ti ve to a refe rence group (here a methyl) on the rear atom. 
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Going Deeper 

The Geometry of Radicals 

In Chapter 1 we noted that radicals prefer planar struc­
tures, but the barrier to pyramidalization is very low. In 
fact, there is a conformational effect tha t leads to pyrami­
dalization. Computational studies by Padden-Row and 
Houk have shown that even the s implest alky l radicals 
are pyram idalized, and methyl radical is really the only 
totally planar radical. At right are shown three examples. 
The interpretation of these s tructures invokes simple 
conformational analysis. In each case, pyramidaliza-
tion occurs in the direction that minimizes ecl ipsing 
interactions. 

For ethy l and isopropyl the effect is not large. Theory 
predicts, however, that the t-butyl is substantially pyrami­
dalized, with a C-C- C angle of 117.3°. Fort-butyl and the 
other alkyl radicals, the barrier to pyramidal inversion 
is quite small. One measurement suggests a barrier of 
roughly 0.45 kcal I mol fort-butyl radical. So, under most 
experimental conditions, s imple alkyl radica ls can be 

H H ,/ 
~-~-~ 

H''7 . '\--- --
H 6.2o 

XY 
H L6o H 

H ' 

Pyramidalization of radical centers 

treated as if they were planar. Nevertheless, when consid­
ering the reactions of radicals and the potential effects of 
substituents, there really is no strong bias toward planar­
ity at the radical center, and in fac t, the bias is toward 
pyramidalization. 

Padden-Row, M. ., and Houk, K. N. "O rigin of the Pyramidalization of 
/eri-Bu tyl Radica l." f. Am. Clzcm. Soc., 103, 5046 (1981). 

Table2.11 
The 0.9 kcal l mol destabilization of gauche butane relative to anti is not typically 

thought of as a strain energy, but by our definition, that's exactly what it is. The group incre­
ments method, as developed above, ignores such interactions, and so is applicable to anti 
butane, not gauche (in fact, there is a subtle ambiguity about how group increments handle 
gauche interactions; see Exercise 32 at the end of the chapter). However, the group incre­
ments method is not only used to define strain-free tl.Ht values. A number of correction fac­
tors have been developed to allow the method to predict accura te tl.Ht values even for 
strained molecules, and a few of the most common are given in Table 2.11. The first such cor­
rection is the gauche correction . On considering a large number of structures, a value of 0.8 
kca l I mol has been settled on as the group increments correction for a gauche interaction. 
Let's see how this correction is used. 

A Few Common 
Corrections to 
Standard Group 
Increments (kcal/mol) 

Gauche alkane 0.8 
Cis a lkene 1.0 
Ortho correction 0.6 

H 

H~CH2CH3 

H3c Y cH3 
H 

2-Methylpentane 

H 

H~CH2CH3 

H3C Y H 
CH3 

3-Methylpentane 

H 

H~CH3 

H3CH2c Y cH3 
H 

3-Methylpentane 

Consider calculating tl.Ht for 2-methylpentane and 3-methylpentane. Using the values 
from Table 2.4, a "strain-free" estimate of -42.36 kca l I mol is obtained for both molecules. 
However, the experimental fact is that 2-methylpentane is more stable than 3-methyl­
pentane by 0.66 kcal I mol. This is a gauche effect. Draw a Newman projectionsighting down 
the C2- C3 bond of 2-methylpentane. There is necessarily at least one gauche interaction. So, 
the best estimate of tl.Ht for 2-methylpentane using group increments is -42.36 + 0.8 = 

-41.56 kcal I mol. ow consider 3-methylpentane. There are two gauche interactions-one 
along the C2-C3 bond and one a long the C3-C4 bond (see margin). So, the best estimate of 
tl.Ht for 3-methylpentane using group increments is -42.36 + 2(0.8) = -40.76 kcal l mol. 
Now the group increment method correctly " predicts" that the 2-methyl isomer is more sta­
ble. Table 2.12 lists the number of gauche interactions that occur across all bond types. When 
using group increments to get the best possible estimate of 6.Hr0 for a molecule, the appropri­
ate number of gauche corrections should be used. 

Another common group increment correction is for cis double bonds. If an alkene is cis, 
a 1.0 kcal I mol penalty is added to 6.Hr0

, while no such increment is applied to the tran s iso­
mer. This increment is a fairly crude estimate, so it does not apply to all alkenes.ln particular, 
if one of the olefi n substituents is at-butyl or similar group, the increment should become 
considerably larger. Similarly, two substituents in an ortho arrangement on a benzene ring 
would need a correction, called the ortho correction in Table 2.11. Once again, this increment 
would be group dependent, and hence the value given here is a very crude estimate. 
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Barrier Height 

Table2.12 
Number of Gauche Interactions in Variously 
Substituted C-C Bonds 

ForX-Ybond 

Number of 
X y gauche 

R2CH CH3 0 
CH2R 1 or2 
CHR2 2or3 

R3C CH3 0 
CH2R 2 
CHRz 4 

CR3 6 

The barrier to conformational interconversion in butane is larger than ethane due to the 
larger steric repulsions present in the transition states, which possess the eclipsing interac­
tions. Table 2.13 shows some other measured rotation barriers around C-C bonds. For sim­
ple alkyl substituents, the rotation barriers around CHr X bonds generally increase as X gets 
larger, as may be expected. The barriers to rotation along C-N and C-0 bonds are lower 
than analogous C-Cbonds, indicating that lone pairs act smaller than C-Hbonds. In the hal­
ogen series, it may at first seem surprising that the larger halogens do not necessarily give 
larger barriers. This is because the C-X bond length increases with higher atomic number, 
and the longer the bond, the further the halogen is from the methyl group. 

Barrier Foldedness 

Table 2.13 
A Few CH3-Y Rotation Barriers 
for the Bonds Indicated* 

Compound 

CH3- CH3 
CH3- CH2CH3 
CH3- CH(CH3)z 
CH3-C(CH3)3 
CHrCH2F 
CH3- CH2Cl 
CH3-CH2Br 
CH3-CH2l 
CH3- NH2 
CH3- 0H 

Barrier height 
(kcal/mol) 

2.9 
3.4 
3.9 

4.7 

3.3 

3.7 

3.7 

3.2 
2.0 
1.1 

*Lowe, J.P. " Barriers to Inte rnal Rotation 
Abou t Singie Bonds." Prog. Phys. Org. Chem., 
6,1 (1968). 

The ethane and butane molecules both have a three-fold rotation profile. That is, on ro­
tating 360° about the C-C bond, the system goes through three maxima and three minima 
(Figure 2.6) . Not all single bond rotations are three-fold, however. For example, rotation 
about the CHr C6H5 bond in toluene produces a six-fold barrier. Sketch out a rotational dia­
gram if this is not clear. Whenever a three-fold rotor (methyl) opposes a two-fold rotor (phe­
nyl), we'll see a six-fold barrier, because 3 X 2 = 6. The C-N bond in nitromethane also has a 
six-fold barrier, and the Cp-Co-(COh system (Cp = cyclopentadienyl) can be considered to 
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~ 
H 

1,1 ,2,2-Tetrakis(t-butyl)ethane 

have a fifteen-fold barrier (5 X 3). Generalizing, the foldedness (F) of a barrier involving an 
n-fold rotor and an m-fold rotor is given by Eq. 2.21, where q is the number of bonds eclipsed 
in the transition state. Thus, the ethane barrier is (3 X 3) I 3 = 3. 

F=(n • m)/q (Eq. 2.21) 

A general attribute of n-fold barriers where n is large is that E rot tends to be small. For ex­
ample, Erot for nitromethane is 0.006 kcal I mol, and for toluene it is< 0.1 kcal l mol. One way 
to rationalize the low barriers is to appreciate that for toluene to have a 3 kcal l mol barrier 
like e thane but still be six-fold, the energy of the system would have to change very rapidly 
in response to only small changes in torsional angle. This rapid fluctuation in energy is an 
unreasonable situation. 

Tetraalkylethanes 

Consider 2,3-dimethylbutane (tetramethylethane). As shown in Figure 2.8, there are 
two conformers, anti and gauche (defined now by the H-C-C-H dihedral angle). The anti 
form has two classical gauche-butane interactions, while the gauche form has three. So, in 
direct analogy to butane, we would expect a 70:30 mixture of anti to gauche. The experimen­
tal result, however, is that 2,3-dimethylbutane exists as a 1:2 mixture anti:gauche- a sta tisti­
cal mixture (the gauche form is still crural) implying 6.H0 = 0! What has gone wrong? 

H H 

Amplified (H,C~CH,\ /H,CQ)H 
Geminal 
repulsions "gauche" 
do not lead (vicinal) 

\ H3C ~=------CH3/ \ H3C CH3 / 
to amplified interaction 
gauche 

H Geminal CH3 interactions 
repulsion 

__.... 

Anti Gauche 

Figure2.8 
In tetramethylethane, gemina l repulsions between methyls cause 
expansion of the C-C-C a ng le, leading to enhanced gauche butane-type 
interactions in the anti form only. This repulsion counters the fac t that 
there are more gauche interactions in the gauche conformer (3) than in the 
anti (2). The net effect is that the two conformers have very nearly equal 
enthalpies. 

One error in the above analysis is the assumption that the steric relationships present in 
n-butane will carry over unchanged in 2,3-dimethylbutane. It is true that there are gauche 
Me • • • Me relationships in 2,3-dimethylbutane, and these are expected to be destabilizing. 
Howevet~ there are also other interactions, including a geminal repulsion, a steric interac­
tion between methyls attached to the same carbon (Figure 2.8). The geminal repulsion will 
occur in addition to the vicinal repuls ion. 

The consequences of this geminal repulsion are different for gauche and anti-2,3-
dimethylbutane. As shown in Figure 2.8, the geminal repulsion in the anti form exacerbates 
the vicinal repulsion, further destabilizing that form. No such effect exists for the gauche 
form, where the geminal repulsion does not seriously influence the vicinal repulsion. Thus, 
geminal repulsion preferentially des tabilizes the anti form. The net effect is that the two 
forms have essentially the same enthalpies, and a 1:2 mixture (anti:gauche) results from the 
statistical arguments discussed above. 

Thjs geminal repulsion is a general result, and the preference for the gauche form of 
R2CHCHR2 molecules increases as the steric size of R increases. Thus, an important conclu­
sion of thjs analysis is that all tetraalkylethanes are expected to show a preference for the 
gauche conformer. For a molecule with a very largeR group, such as 1,1,2,2-tetrakis(t-butyl)­
ethane, the effect is so large that only the gauche form is viable. 
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These problems illustrate the danger of quantitatively extrapolating notions of confor­
mational analysis based on very simple systems such as butane to more complicated struc­
tures. This caveat is true both in thinking about structures in general and in applying group 
increments correction factors. The correction factors are the best possible estimate, but we 
must be wary of their use. Another important example of this concerns n-pentane and re­
lated structures, which we consider next. 

The g+ g- Pentane Interaction 

A subtle, but important conformational effect is the g + g- pentane interaction, which 
gives rise to what is commonly called syn-pentane strain. Recall that there are two possible 
gauche forms around an internal bond in a linear alkane, and the +I- designation of Figure 
2.7 is used to differentiate them. For n-pentane the all-anti conformer is the most stable. 
However, in some situations gauche interactions will develop. A common example is in are­
action transition state, when reactants are held in a cyclic array. 

As shown in Figure 2.9, the conformation with consecutive gauche bonds of opposite 
handedness-the g+g- structure-forms a nearly cyclic structure (Eq. 2.22) . In fact, the ge­
ometry is very similar to that of the envelope conformation of cyclopentane (see below). This 
form brings the two methyl groups very close together, and an adverse H • • • H steric repul­
sion develops. Compared to the g-g- form, the g + g- is less stable by about 3 kcal / mol, a 
very significant effect. A simple but flawed analysis of these two structures would suggest 
they should be very similar in energy, because both have two gauche interactions. The g+g­
pentane interaction is another important example of the potential vulnerability of simple 
additivity arguments. 

R~R' =0 
R)(R' 

g+g- pentane 

Figure 2.9 
Conformations of n-pentane. Top: All anti . Middle: g-g-. Bottom: g+g-. 
Note the close H • • • H contact in the bottom structure. 

(Eq. 2.22) 
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Going Deeper 

Differing Magnitudes of Energy Values 
in Thermodynamics and Kinetics 

that a 3 kcal / mol kinetic barr ier is extremely small, 
resulting in bond rotations on ps time scales. This analysis 
highlights a stark difference be tween thermodynamic vs. 
kinetic effects. A 3 kcal / mol thermodynamic difference 
represents over a 100-fold preference for the lower energy 
conformation, yet a 3 kcal / mol barrier is insignificant 

Conformational analysis is a good context in which to 
point out the differences in thermodynamic and kinetic 
phenomena for the same energy value. We just sta ted 
that 3 kcal I mol is a "very signifi cant effect" . H owever, 
we also noted in a previous Going Deeper highlight at ambient temperature. 

Cyclopropane 

A lly lie (A 1•
3

) Strain 

Closely related to the g+g- pentane interaction is allylic strain or A1
•
3 strain (also 

known simply as A strain). As shown in Eq. 2.23, this interaction can develop in a simple ole­
fin between a substituent on one end of the olefin, and an allylic substituent on the other end . 
It is, in a sense, a more restricted version of the g+g- pentane interaction, and the energetic 
penalty is comparable. The Au interaction is more commonly invoked-especially in reac­
tion transition states-perhaps because only one C-C bond rotation needs to be constrained 
to achieve the effect (vs. two for the g+g- pentane interaction). This has an effect on the con­
formations of cis alkenes, leading to a preference for the more linear structure. 

R~ 
R' = 0 

R)(R' (Eg. 2.23) 
allylic strain 

2.3.2 Basic Cyclic Systems 

The cycloalkanes have long served as important prototypes for conformational analy­
sis. They are also building blocks for many important organic molecules, and so an under­
standing of their shape preferences is crucial for many studies. The essentials of cycloalkane 
conformational analysis are covered in introductory organic chemistry, but we review and 
expand upon them here. 

Cyclopropane 

Since any three points define a plane, we do not need an experiment to tell us that the 
carbon framework of cyclopropane is planar, the only sa tura ted carbocycle for which this is 
true. The defining feature of cyclopropane is the C-C-C angle of 60°. As discussed in some 
detail in Chapter 14, the bonding in cyclopropane is unique, not really amenable to conven­
tional bonding models, and so here we simply summarize some important s tructural fea­
tures of the molecule. 

The C -C bonds of cyclopropane are short-1.51 A vs. normal C-C bonds of 1.54 A. Also, 
the H-C-H angle is opened up quite a bit to 115° vs. a value of 106° for the H-C-H angle of 
the CH2 group of propane.ln addition, the C-H bonds of cyclopropane are more acidic than 
normal alkanes. All these observations are consistent with the rehybridization expected in 
cyclopropane. To make the C-C-C bond angles smaller, we use more p charac ter. This leaves 
excess s character in the C-H bonds, and greater s character leads to grea ter acidity. 

The s train energy of cyclopropane is 27.5 kcal / mol. The majority of the strain results 
from the deviation of bond angles from their normal values, but there is also expected to be a 
significant contribution from the eclipsing C-H interactions across C-C bonds forced by the 
planar structure. 

Cyclobutane 

If cyclobutane were planar, the C-C-C angles would be 90°. However, the planar con­
formation produces perfect C-H eclipsing along the C-C bonds, an unfavorable situa-
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X y y 

YAY ~~- xV x A. 
X X y 

~ -- 'At B. 

Envelope Half-chair 

Figure2.10 
Aspects of cyc!oalkane conformational analysis. A. The two puckered 
conformations of cyclobutane. Note how the substituents (X andY) 
exchange positions when puckered forms interconvert. B. Left: The 
envelope form of cyclopentane-the conformer conta ins a mirror plane 
in the plane of the page. Right: The half-chair form of cyc!opentane, 
looking down the two-fold rotation axis. 

tion . As a result, the molecule puckers (Figure 2.10 A), relieving eclipsing but reducing the 
C-C-C angles to about 88°. The angle between the two C-C-C planes is 28°. Inversion of the 
ring to interconvert the two puckered forms proceeds over a very small barrier (1.45 kcal / 
mol), and so in many circumstances one can think of cyclobutane as effectively planar (see 
Chapter 6 for a more thorough discussion). The inversion is sometimes called a butterfly 
motion. 

The C-C bond lengths of cyclobutane are 1.55 A-slightly elongated. The strain energy 
is 26.5 kcal / mol, essentially identical to that of cyclopropane. The strain results primarily 
from angle bending, but again residual torsional strain (the eclipsings are not completely re­
lieved by puckering) plays a role. 

Cyclopentane 

Planar cyclopentane would have a C-C-C angle of 108°, very close to the te trahedral 
angle. However, as with cyclobutane, planar cyclopentane would suffer from a large num­
ber of C-H eclipsing interactions, and so the planar form is not a viable conformation. Again, 
the molecule puckers, even though the puckering compresses the C-C-C bond angles (Fig­
ure 2.10 B). Cyclopentanehas 6.2 kcal / mol of strain energy, most of it due to torsional (eclips­
ing) effects, but some due to angle strain. 

Cyclopentane can distort from the planar form to relieve eclipsings in two different 
ways. One way is to move just one carbon out of the plane, producing the envelope confor­
mation, which retains a mirror plane of symmetry (Figure 2.10 B). This conformer resembles 
the g+g- pentane geometry discussed above, but now an adverse H• • •H contact is re­
placed by a bond (see margin). 

Alternatively, cyclopentane can twist about C-C bonds, producing the half-chair form, 
which has a two-fold rotation axis. These two forms are very nearly equal in energy, and they 
interconvert very rapidly (the barrier is < 2 kcal / mol) by a process termed pseudorotation. 
The rapid interconversion of envelope and half-chair forms makes all hydrogens (and car­
bons) equivalent, producing a time-averaged structure that is equivalent to the planar form. 
Note that the interconversion of envelope and half-chair forms does not require passing 
through the fully planar form, which lies - 5 kcal I mol above these structures. Substituents 
can cause a cyclopentane to prefer one conformation over the other, or distort this relatively 
flexible ring to intermediate conformations. An example of where the conformational dy­
namics of cyclopentane has important biological ramifications is in the conformations of 
DNA, as described in the following Connections highlight. 

Cyclobutane 

d analogous to _f 
Cyclopentane vs. g+g- pentane 

Cyclopentane envelope conformation 

Cyclopentane half-chair conformation 
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Connections 

"Sugar Pucker" in Nucleic Acids complex. The reference book ci ted below has approxi­
mately 50 pages devoted to just this topic. Perhaps the most intensely probed fi ve-membered rings 

are the ribose and deoxyribose of RNA and DNA, respec­
tively. The exact conformation of the ring-half-chair, 
envelope, or some intermediary form- has a profound 
effect on the global stru cture of the nucleic acid. DNA has 
been more extensively studied, and it can be seen that the 
differ ing conformations of the deoxyribose ring-termed 
the sugar pucker-strongly influence the global conforma­
tion of the DNA. Two conformations dominate, known as 
the C3·-endo(N) and C2·-endo(S). However, the subtle geo­
metri ca l issues involving these conformations and the 
route by which these two forms interconvert are very 

Cyclohexane 

c~N cL~N 
0 0 10 

0 
H 

Gr enda (S) 

Saenger, W. (1984). Principles of Nucleic Acid St ructure, Springer- Ve rlag, 
New York. 

Cyclohexane is a benchmark of conformational analysis, and it is an important building 
block of many natural and synthe tic products. Ironically, though, cyclohexane is much more 
the exception than the rule for carbocycles. Cyclohexane is unique in tha t it is predominan tly 
found in a single, relatively rigid conformation, the chair form (Figure 2.11 A). 

Chair cyclohexane is best appreciated by a Newman projection sighting down two C-C 
bonds (see below). This form is quite compatible with standard bond and torsional angles. 
The actual structure is slightly flattened from ideal, such that the C-C-C-C torsional angle 
is - 55°. In the chair form, cyclohexane is generally considered to have a strain energy of 
0 kcal / mol. From a Newman projection it is easy to see that each CH2 contains two differ­
ent types of hydrogens, termed equatorial and axial (labeled He and H ., respectively, in the 
picture). The axial and equatorial positions interchange via a r ing flipping process (see Fig­
ure 2.11 A). 

Cyclohexane chair conformation 

Like the hydrogens, a substituent can occupy two different positions-axial or equato­
rial. Consider a methyl substituent (Figure 2.11 B). If we place a CH3 in the axial position at 
Cl and sight down the Cl-C2 bond, the methyl is gauche to one of the carbons of the ring. 
Based on the gauche butane interaction, we might expect this interaction to destabilize the 
structure by 0.9 kcal / m ol. A similar interaction is also evident if we sight down the Cl-C6 
bond. In contrast, if we place a CH3 in the equatorial position, no such gauche interactions 
develop . Thus, we might expect axial methylcyclohexane to be less stable (or strained) rela­
tive to the equatorial conformer by 2 X 0.9 = 1.8 kcal / mol. In this case, such a simple analysis 
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A. 

B. 

c. 

D. 

Figure 2.11 

Gauche 
interactions 

H~CYRH 
Hv-CH2~H 

H H 
Axial 

y 
\*yy 

y X 
y X X 

y 

No gauche 
interactions 

H H H0 CH20 CH3 

Hv-CH2~H 
H H 

Equatorial 

Aspects of cyclohexane conformational analysis. A. Interconverting ch air forms of cyclohexane, with axial 
and equatorial loca tions labeled. In the left s tru cture le tters x are axial while le tters yare equatorial. Note 
that the chair flip moves axial substituents to the equatorial position and vice versa . B. Newman projections 
down the Cl-C2 / C5-C4 bonds of methylcyclohexane. In the axial form, there is a ga uche butane interaction 
between the methyl and C3. C. Views of cyclohexa ne, equatori a l methylcyclohexane, and axia l methylcyclo­
hexane. Note that chair cyclohexane is a relatively disk-shaped molecule, and an equatorial methyl does 
little to disrupt this shape. In contrast, an ax ial substituent puts a "kink" into the structure. Also evident 
is the s teric interaction between one methyl hydrogen and the two axia l hydrogens on C3 and CS. 
D . Cis-1,3-dimethylcyclohexane in the diaxial conformation. Note the significant steric interaction 
between the 1,3-diaxial substituents. 

holds up, producing a very good approximation to the actual situation. As shown in Figure 
2.11 C, equatorial and axial substituents are in substantially different environments, and in­
fluence the overall shape of the molecule quite differently. In the equatorial form, the mole­
cule retains the overall disk shape of the parent cyclohexane, but an axial substituent puts a 
decided "kink" in the structure. 

For most substituents the equatoria l position is preferred , and the magnitude of this 
preference (.!lG0

) is called the cyclohexane A value. A large number of cyclohexane A values 
have been determined (Table 2.14). The A value is one measure of the steric size of a substit­
uent, in that larger groups tend to have larger A values (for another measure of steric size, 
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Table 2.14 
Selected Cyclohexane A Values (in kcal/mol)* 

Group A value Group A value 

D 0.006 CH3 1.74 
F 0.25-0.42 C2Hs 1.79 
Cl 0.53-0.64 CH(CH3)2 2.21 
Br 0.48-0.67 C(CH3h 4.7-4.9 
I 0.47-0.61 CF3 2.4-2.5 
OH 0.60-1.04 C6Hs 2.8 
OCH3 0.55-0.75 C6Hn 2.2 

OC6Hs 0.65 CH2Br 1.79 
OCOCH3 0.68- 0.87 Si(CH3)3 2.5 
0Si(CH3h 0.74 CH=CH2 1.5-1.7 
NH2 1.23-1.7 CHO 0.56-0.8 
N(CH3)2 1.5-2.1 COCH3 1.0-1.5 
N02 1.1 co2- 2.0 
SH 1.21 C02H 1.4 
S02CH3 2.50 C02CH3 1.2-1.3 

•Ef iel, E. L., Wilen, S. H., and Mander, L. N. (1994). Stereochemisty of Organic 
Compounds, john Wiley & Sons, New York. 

see the next Going Deeper highlight). For example, we have the trend CH3 < C2H5 < 
CH(CH3)z < < C(CH3h However, it seems hard to understand the fact that A values of Cl, 
Br, and I are essentially the same, when clearly there are large differences in their van der 
Waals radii (Table 1.5). This is a good illustration of the fact that with all measurements of steric 
size, context is crucial. Some substituents with large A values may, in another structural con­
text, appear to be relatively small. In the cyclohexane context, the longer bond length of C-I 
compensates for the larger van der Waals radius of I, minimizing the adverse steric interac­
tion of the gauche form. However, in another context, I will appear to be larger than CH3. 

Alternative Measurements of Steric Size Taft (see Section 8.4.1). However, given the strong context 
effects of steric interactions, the value of such terms is va r­
iable. In addition, with the ready availability of molecu­
lar mechanics calculations (see Section 2.6) for a wide 
range of structures, the usefulness of such parameters 

A common alternative reference system for steric size is 
the rotation barrier in substi tuted biphenyls, as shown 
to the right. Here, the substituents point toward each 
other, and they must clash considerably during biphenyl 
rotation. For such a system, we see a perhaps more reason­
able size sequence: Br > CH3 > Cl > N02 > COOH > 
OCH3 > F > H. Nevertheless, when considering the 
apparent steric sizes of simple substituents such as CH3, 
Cl, Br, and I, almost any sequence of sizes can be observed, 
depending on the exact structural arrangement of the sys­
tem being used to probe size. As such, some caution is in 
order when trying to anticipate the "size" of a substituent 
in a new context. 

Many other attempts have been made to develop ste­
ric parameters, universal gauges of the steric demands of 
substituents. Perhaps the best known of these are due to 

has diminished. 

X X 

Q-9 
X X 

Twisted biphenyl 

For an ove rview of efforts to evalua te stericsize, see Forste r, H., and Vag­
tie, F. "Steric Interactions in Organic Chemistry: Spa tial Requirements of 
Substituents." Angew. Chem.lnt. Ed. Eng., 16, 429- 441 (1977). 
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Before moving on fu r ther, let's review some nomencla ture 
from introductory organic chemistry that is often confusing. When 
two or more groups are attached to a cyclohexane ring, they can 
either be cis or trans to each other. The definitions can be seen from 
a view of a fla t cyclohexane ring w here the groups are either on the 
same side of the ring (cis) or on opposite sides (trans). This usage 
is distinct from the axial I equatorial terminology. Hence, cis and 
trans groups can occupy various axial and equatorial positions de­
pending upon the substitution pattern. A few examples are given 
to the r ight. 

A values are frequently additive when the axial substituents 
are trans. The relative stabilities of various conformations can be 
obtained by combining A values. When the A values are additive, 
one can use the values as a tool to measure other energies, as de­
scribed in the next Connections highlight. Such additivity can 
break down, however, for cis arrangements. A common example is 
the 1,3-diaxial interaction. When two substituents are in a cis-1,3 
relationship in a cyclohexane, they experience a strong interaction 
if both are axia l, as shown in Figu re 2.11 D. This destabilizing inter­
action is, in fact, just a cyclic version of the g + g- interaction d is­
cussed above. The energetic consequence of this interaction can be 
substantial. For the case of the two methyl groups shown, the 1,3-
interaction contributes 3.7 kcal / mol of stra in to the diaxial form. 

1 ,3-Diaxial interaction 

Connections 

L) ~ 
··o ,. ~ " ~ 
;) 
j) ~ 

¢ -~ 
¢ ~ " ~ 
Dimethyl cyclohexanes 

The Use of A Values in a Conformational Analysis 
Study for the Determination of Intramolecular 
Hydrogen Bond Strength 

The D.G«
1
o was experimenta lly determined using IR 

spectroscopy. Using the A va lues of Tab le 2.14, the D.GHso 
was determined tobe -1.9kcal/ mol. 

The formation of intramolecu lar hydrogen bonds can 
stabilize particular conformations of cyclohexane rings. 
The measurement of the strengths of in tramolecular 
hydrogen bonds can be performed by examining the 
equilibria between different cyclohexane ring conformers. 
For example, the equilibrium show n to the right involves 
conformations m issing (i) and conta ining (ii) an intra mo­
lecular hydrogen bond. Form i is destabilized by two axial 
hydroxy Is whi le form ii is destab ili zed by an axial isopro­
pyl. The D.Geq o of the interconversion can be broken down 
into the A values and the Gibbs free energy of the hydro­
gen bond as written . 

H 

yf' = ~l 
H H 

ii 

Evaluating an intramolecular hydrogen bond 

Huang, C.-Y., Cabe ll, L.A., and Anslyn, E. Y. "Molecul ar Recogn ition of 
Cyclitols by Neutra l Polyaza- Hyd rogen Bond ing Receptors: The Strength 
and Infl uence of Intramolecul ar Hydrogen Bonds Between Vicinal Alco­
hols." f. Am. Chem. Soc., 116, 2778-2792, (1994). 
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As in other cycles, the different types of hydrogens (axial and equatorial) interconvert 
by a conformational process. What is unique about cyclohexane is that the barrier for this 
process is ~ 10.8 kcal / mol, much higher than for other carbocycles. Thus, in many circum­
stances, it is important to distinguish between the axial and equatorial positions. Although 
this barrier is high for a cycloalkane, it is s till low enough to be very easily traversed at ambi­
ent temperatures. In fact, the ring flipping process is fast on the NMR time scale. (For a dis­
cussion of the NMR time scale, see the next Going Deeper highlight.) 

The path by which the chair forms interconvert has been extensively studied, and it is 
summarized in the potential energy diagram given in Figure 2.12. After passing through a 
half-chair transition state, the molecule enters the twist boat conformer. This conformer is 
flexible, like cyclobutane and cyclopentane, and undergoes rapid interconversions among 
equivalent forms via a boat transition state, a process known as pseudorotation. The boat 

Going Deeper 

The NMR Time Scale 

One of the most powerfu l tools for investigating confor­
mational analysis and a range of other phenomena dis­
cussed in this text is dynamic MR spectroscopy. This is 
because the time scale associated with NMR spectroscopy 
is in a range that is well matched to the rates of conforma­
tional processes. All spectroscopies have an associated 
time scale (see Table 16.1 for a more comprehensive list). 
The time scale is set by the Heisenberg uncertainty prin­
ciple, one expression of which is shown in the equation 
below. For spectroscopy, t.E is the energy gap between the 
two states that are connected by an absorption . For exam­
ple, UV spectroscopy involves relatively large energies, 
implying that t.t must be very small, and indeed UV 
absorptions can be thought of as essentially instanta­
neous. However, the energies separating the va rious spin 
configurations probed in MR spectroscopy are extraor­
dinarily small. If t.E is small, t. t must be relatively large, 
making the NMR time scale relatively slow. 

So, what is the NMR time scale? Actually, although 
we don' t often think of it this way, common NMR termi­
nology di rectly defines the time scale. When two peaks 
are separated by 100Hz, they are separated by 100 s-1

, 

the units of a first-order rate. The reciprocal of such a rate 
is time; in this case, it is 0.01 s or 10 ms. The NMR time 
scale is typically in the ms range. 

In particular, we are considering the case of two 
nuclei that display distinct NMR signals, but that inter­
convert through some dynamic process in the molecule. 
If the rate of interconversion is fas t on the NMR time scale 
(larger than the reciprocal of their peak separation in Hz), 
we wi ll see one peak. The result is that we see coalesced 
peaks (two peaks have become one) in an NMR spectrum 
because of a dynamic process. 

. For two singlets of equal intensity that show a chemi­
cal shift separation of t.v under conditions in which there 
is no exchange, the rate of interconversion required to 
achieve coalescence is 

kcoal = 2.22 • .::lv 

Note that 2.22 is simply 1T I y'2. For more complex 
processes, this equation is not exact, but it is still a useful 
guideline. Detailed spectral fitting programs allow quan­
titative analysis of such systems. 

Consider again two singlets separated by 100Hz as a 
common separation. At coalescence, k = 222 s-1

. Whether 
we see two signa ls now depends on the magnitude of the 
barrier to the interconversion process and the tempera­
ture. Using the Arrhenius equation we find that at room 
temperature coalescence corresponds to E. = 15 kcal l mol, 
and this is a useful number to remember. If E. for a process 
is 15 kcal I mol, and the chemical shift separation is about 
100Hz, we expect two signals at temperatures signifi­
cantly below room tem perature (k << 222 s-1

) and one sig­
nal a t temperatures significantly above room temperature 
(k > > 222 s-1

). 

We noted that the barrier to ring-flipping in chair 
cyclohexane is about 10.8 kcal I mol. Since this is substan­
ti a lly less than 15 kcal I mol, a compound such as trans-1,3-
dimethylcyclohexane shows only one methyl peak in the 
1H NMR spectrum. However, if we lower the tempera­
ture, the rate constant for interconversion slows, eventu­
ally reaching a point where two methyl signals can be 
seen. Cyclohexane conformational dynamics are well 
suited to the NMR time scale. Considering the range of 
temperatures and chemical shi ft d ifferences accessible, the 
range of activation barriers that can be probed with con­
ventional NMR spectrometers is 5- 20 kcal I mol-a very 
convenient range for conformational analysis. 

H3C~ 
CH3 

lnterconversion of 1 ,3-dimethylcyclohexane 
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Figure2.12 
Conformational interconversions in cyclohexane. Relative energies are given in kcal / mol. The 1-2 kcal / mol 
barrier for interconversion of twist-boat forms is an estima te, as this process has never been directly observed. 
Note that because of the small barrier, one can expect many twist-boat-tw ist-boat interconversions before 
escape from this local minimum back to the chair manifold. 

form is destabilized by, among other things, a long range steric interaction called the flag­
pole interaction. Eventually, the system escapes the twist boat regime via another half-chair 
transition sta te to the "flipped" chair. At no time during the chair flip process are all six car­
bons in one plane, as this would be a very highly strained structure. 

The value of cyclohexane as a workhorse of conformational analysis is undeniable. With 
its relatively rigid structure, a structure that can be made more rigid by substitution or ring 
fusion, cyclohexane has been a platform for innumerable studies of conformational effects 
on reactivity. Cyclohexane is also an important component of many biological s tructures, 
such as steroids and pyranose forms of sugars (see the next Connections highlight). Figures 
2.11 C and D emphasize the shape of cyclohexane and simple derivatives, an important as­
pect when considering biological recognition processes. 

Larger Rings- Transannular Effects 

As soon as w e progress beyond cyclohexane, w e return to the more typical model of car­
bocycles. Several conformers are close in energy, and they often interconvert over relatively 
small barriers. The situation rapidly becomes very complicated and a domain primarily for 
the aficionado of conformational analysis. Here we describe a few general features of these 
systems. 

The larger rings- (CH2),, where n > 6- do not have large strain energies of the sort seen 
in the small rings. Perhaps surprisingly, though, they are not strain free. Table 2.15 illustrates 
this point. These observations make it possible to group cycloalkanes into small rings (n = 3 
and 4), common rings (n = 5, 6 and 7), medium rings (n = 8- 12), and large rings (n 2:: 13). 
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Table 2.15 
Strain Energies and Group Increment Correction 
Factors for Cycloalkanes, (CH2) ., (in kcal/mol) 

Strain 
n energy 

3 27.5 

4 26.3 

5 6.2 
6 0.1 
7 6.2 

8 9.7 

9 12.6 

Connections 

Ring Fusion-Steroids 

One way to "lock" a cyclohexane into one particular chair 
is by fu sing a second ring onto it. A common building 
block is decalin, which combines two cyclohexa nes. There 
are two ways to fu se two cyclohexa nes, termed cis and 
trans. In the trans form, the second ring is joined to the 
first by two equatorial connections. The trans form is qu ite 
rig id. No chair flipping is possible, and so substituents 
around the ring can be unambiguously assigned as axial 
or equatorial based simply on their cis or trans re lation­
ships to the ring fusion. This assignment has freq uently 
proven to be a useful s trategy for designing s tereochemi­
ca l probes of reacti on mechani sms. 

The cis ring fusion must involve one axial and one 
equ atori al C-C bond. This requirement has severa l impor­
tant consequences. First, cis-decalin is less stable than 
lrans-decalin by about 3 kca I I mol. Second, the cis for m is 
flexib le, as the ax ial and equatori al lin kages ca n intercon­
vert by a chair flippin g process. 

H e::pH 

H 

/ 
Cis fusion 

/ 

c:tJ 
cis-Decalin 

cis -Decalin 

H 

" Trans fusion 

~ 
H 

~ 
H 

trans-Decal in 

trans-Decalin 

Group Strain 
increment n energy 

27.6 10 12.4 
26.2 11 11 .3 

6.3 12 4.1 

0 13 5.2 
6.4 14 1.9 

9.9 15 1.9 
12.8 16 2.0 

The third key difference between cis- and trans­
decalin relates to sh ape. The trans form re tains and 
extends the relatively fl at, disk shape of chair cyclohex­
ane, but the cis form forces a kink into the system. Fused 
cyclohexanes are common in biological structures, a nd 
because molecular shape is always cruci al in biological 
recognition processes, the cis vs. trans ring fusion issue 
is quite important. 

Steroids are importan t fused-ring cyclohexanes. 
Most s teroids, such as cholesterol, have all trans fu s ions 
or have olefins a t a fu sion (as in cholesterol or testoster­
one) or aromati c rings (as in estrone). Either way, the fl a t, 
trans-decalin shape is maintained, making these generall y 
lipophili c molecules adopt an elonga ted, disk-like struc­
tu re. A major role of cholesterol is to insert into and 
the reby stabili ze cell membranes, and no doubt the m olec­
ul ar shape is crucial to this fun ction. There are exceptions, 
such as cholic acid (a component of bile) which adopts one 
cis ring fu sion. This cis ring fusion alters the molecula r 
shape considerably, and also crea tes an interesti ng juxta­
position of the three h yd roxyls. 

HO 

Cholesterol 

HO''" 

Cholic acid 
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Triangle is 2.2 A 
on a side 

I 

Figure 2.13 
A low energy conformation of cyclodecane shown in ball-and-stick and 
space-filling (CPK) representations. Note the close H • • • H transannular 
contact-a similar interaction occurs on the "back" side of the ring. 

There is significant strain in the medium-ring compounds. The larger rings show diminish­
ing strain with increasing n, and for n 2:: 17 the rings become so large that they are barely dis­
tinguishable from long chains. 

What is the origin of the strain in medium-ring compounds? The strain primarily results 
from a novel feature of these systems that is well illustrated by cyclodecane (Figure 2.13). It 
is not obvious at first, but examination of models shows that in closing up (CH2) 10 into a 
cycle, some carbons that lie across the ring from one another will end up being fairly close to 
one another. This transannular strain cannot be avoided without substantial torsional and I 
or bond angle distortion. As such, medium-sized rings are strained. Also, the transannular 
carbons can react with one another in ways that would not normally be expected, because of 
their proximity. Again, a number of interesting reaction mechanisms depend on this effect. 

Group Increment Corrections for Ring Systems 

Except for cyclohexane and the very large cyclic alkanes, all cyclic alkanes are strained 
to some extent. Any strain that primarily arises from non-standard bond angles is called 
angle strain (or Baeyer strain). The strain is often further broken down into small angle and 
large angle strain. However, as discussed, the strain in cyclic systems also arises in part from 
torsional strain. In the context of rings, this is often called Pitzer strain. 

In the group increments method, we assumed that a CH2 always makes a constant con­
tribution to tl.H1° for a molecule. We also saw that a small ring such as cyclobutane leads to a 
substantial failure for the group increment method, because of its strain energy. Just as we 
assumed that a gauche butane interaction will make a consistent 0.8 kcal / mol contribution 
to fl.H1°, it is reasonable to assume that a cyclobutane will do the same. With this in mind, 
a series of correction terms for common ring systems has been developed, with the goal of 
obtaining accurate fl.H1° values for cyclic systems. Representative values are given in Table 
2.15. Note that these are not identically equal to the accepted strain energies for the parent 
ring system, although they are quite close. The group increment correction for a cyclobutane 
is based on fl.H1° values for a number of structures, and represents an average value that 
gives the best agreement with the range of experimental data. In contrast, the strain energy 
of cyclobutane is specific to the parent compound. With these new correction terms, it is 
now possible to predict tl.Ht values for strained ring systems, by first adding up all the ba­
sic group increments [C-(Hh(Ch, etc.] and then adding appropriate ring strain correction 
values. 

Ring Torsional Modes 

The internal motions that we have discussed for the interconversion of conformers of 
cyclobutane, cyclopentane, cyclohexane, and those alluded to with the larger rings, all de­
rive from vibrational modes. Just as high energy bond torsions lead to bond rotations, the in­
terconversion between ring conformers is predicated on high energy ring torsional motions. 
With rings, more than one bond torsion is required (if only one bond rotated the ring would 
break). The concerted bond rotations lead to the interconverting ring conformers. For cyclo-
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[><] 
Spiro[2.2]pentane 

Spiro[5.4]decane 

Bicyclo(3.2.1]octane 

co 
Bicyclo(4.3.0]nonane 

Bicyclo[2.2.1]heptane 
norbornane 

Figure 2.14 
Nomenclature ofbicyclic 
systems. Note that, if we define 
mas the sum of the numbers 
within the brackets, there are 
m + 1 atoms in the ring system 
for spiro compounds, and m + 2 
atoms in the ring system for 
bicyclic compounds. 

butane and cyclopentane, as well as the larger ring systems, the barriers to interconversion 
between conformers are very low, and little energy needs to be put into the concerted tor­
sional vibrational modes to interconvert the conformers. The barriers are all near RT. The po­
tential surfaces that describe the torsional motions of the atoms in these rings are very shal­
low and there is significant motion of the ring atoms. These low energy vibrational modes 
therefore impart favorable entropy to the ring systems, causing the /151° for these systems to 
be more positive than conformationally locked rings. 

Cyclohexane is, as we have already alluded to, the exception to the norm. The potential 
energy diagram in Figure 2.12 has substantial barriers, and the concerted torsional motions 
that lead to the interchange between a chair and twist boat are relatively stiff. Therefore, cy­
clohexane has a significantly higher energy torsional motion than other rings, a motion that 
involves the ring carbons moving toward and away from a half-chair conformation. Once 
again, the energy of this motion would be quantized, but for practical purposes, this quan­
tum mechanical effect has little relevance. 

Bicyclic Ring Systems 

Complex, multi-ring systems figure prominently in many aspects of organic chemistry, 
from exotic tests of theory to equally exotic natural products. We will encounter such sys­
tems throughout the text. Here we mention some fundamental issues inherent to multi-ring 
systems, beginning with a bit of nomenclature. 

When a molecule has two rings and the two share only one carbon in common, the sys­
tem is termed spiro, and the nomenclature is fairly straightforward (Figure 2.14). More typi­
cally, the two rings have two carbons in common, and these are called the bridgehead car­
bons. There will be three different paths between the two common carbons, and the bicycle 
is named by listing the lengths of these paths. Thus, decalin is bicyclo[ 4.4.0]decane. The sys­
tematic nomenclature of more complex multi-ring structures builds on this system, and 
rapidly becomes unwieldy. We'll avoid it as much as possible here. See http: I I www.chem 
.qmw.ac.ukl iupac I fused ring I for all the gory details. 

Figure 2.15 shows ring strains for a number of cyclic and polycyclic systems. As much as 
possible, the data are consistent with each other, but these are not all absolutely firm num­
bers. Care must be taken not to overinterpret the precise values, but the basic patterns can be 
expected to hold. 

Is the strain in a bicyclic system simply the sum of the individual ring strains? Perhaps 
surprisingly, this is very often the case for simple systems. For example, the strain in bicyclo­
[3.l.O]hexane would be expected to be the sum of the strains of cyclopentane (6.2 kcall mol) 
and cyclopropane (27.5 kcal l mol), which is 33.7kcall mol. The actual value is 33.9 kcall mol, 
in excellent agreement. Significant exceptions occur for the smallest rings. Thus, for both 
possible ways of combining two cyclopropanes the expected strain energies are 2 X 27.5 = 

55 kcall mol. However, for spiro[2.2]pentane and bicyclo[l.l.O]butane, the ring strains are in 
the 65-66 kcal l mol range, roughly 10 kcal l mol more than expected. For these systems, 
there is extra strain induced by the ring fusion event. The effect is significantly diminished in 
bicyclo[2.l.O]pentane, and with larger systems the additivity approach is usually effective. 
In an amazing example, the strain energy of cubane (Figure 2.15) is predicted to be 6 X 26.3 
= 158 kcal l mol, and the experimental value is ~ 166 kcal I mol! It is also true that polycyclic 
ring systems (if they do not contain cyclopropane and cyclobutane rings) are often very well 
treated by the molecular mechanics method (see below), making an analysis of ring strain 
straightforward. 

Cycloalkenes and Bredt's Rule 

Incorporating an olefin into a small ring increases the strain of the system; cyclopropene, 
for example, is very highly strained (Figure 2.15). The effect is consistent with expectation, 
in that the smaller rings enforce compressed C-C-C angles, and olefins prefer larger angles 
than alkanes. As such, it should be more destabilizing to have an olefin in a ring than an acy­
clic system. 



2 .3 RELAT IONS HIP S BETW EEN STRU C TURE AND E NE RGET ICS-BASI C CON FORMATIONAL ANALYSIS 111 

6 ~ A D D D <1> 
27.5 54.5 41 26.3 31-34 29 66.5 

-··---·-··---- f---

D> rn 0 0 0 0> ~ 
57.3 50.7 6.2 5.9 I 5-6 33.9 41 .2 

~ ~ 
I H H 

Lb ~ 1\ cp cp 1-Bu 1-Bu 

H H 

24-27 13.0 16.0 11 9.4 15.8 

~ ~ ob ~ h lQ & 
24 25 30 34 37 37 38 --

CJ ~ ~ Lb & @ 4 
16.7 98 104 105 89 -166 - 140 

Figure 2.15 
A potpourri of strained molecules and their associated strain energies (in kcal/ mol). 

When discussing such systems we automatically put the olefin in a cis geom etry-that 
is, trans-cyclopropene seems like a pretty unreasonable structure. But what about trans­
cyclohexene or trans-cyclopentene? The smallest cycle into which a trans olefin can be 
embedded has been a subject of considerable study. It has long been known that trans­
cyclooctene is relatively stable, with a strain energy of - 16 kcal I mol. trans-Cycloheptene 
has been prepared and experimentally characterized at low temperatures, and it has an esti­
mated strain energy of 27 kcal I mol. The olefin in this structure is substantially distorted, as 
indicated in Figure 2.16. 

A related issue is whether it is possible to incorporate an olefin at the bridgehead posi­
tion of a bicyclic system. Extensive investigations have shown that there are substantial lim-

Figure2.16 
Two views of a calculated structure for trans-cycloheptene . The view 
on the left, sighting directly down the C = C bond, shows the substantial 
twisting in the carbon framework. Note, however, that the olefin is 
not only twisted; a significant amount of pyramidalization occurs, as 
indicated by the structure on the right. The extent of pyramidalization is 
indicated by the three valence angles. At a planar center, these three will 
sum to 360°, which is clearly not the case here. 
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its to such efforts. Bredt's rule was an attempt to rationalize which bicyclic systems could 
tolerate a bridgehead olefin. Bredt's rule considered bicyclo[a.b.c]alkanes, and focused on 
the minimal value of 5 = a + b + c that allowed a bridgehead olefin. Early work suggested 
5 = 9 was the limit, but this limit was then dropped to 8 and then to 7. However, it was even­
tually realized that better predictions could be made by simply considering the size of the 
ring that contains the trans olefin. A series of bridgehead ole fins is shown in Figure 2.15, and 
it can be seen that a bridgehead olefin must be trans in one ring of a bicyclic system. To a good 
approximation, the stability of the bridgehead olefin follows the pattern for the simpler 
trans cyclic olefins. Systems in which the olefin can be trans in an eight-membered ring are 
less s trained than those in a seven-membered ring and so on. There is variation, but the ba­
sic trend holds. Although the analysis has changed somewhat, olefins that are especially 
strained because they are at a bridgehead position are still referred to as anti-Bredt olefins. 
Comparable studies of cycloalkynes have been made. The results are similar: cyclooctyne is 
the smallest isolable system, but even cyclopentyne has been trapped as a transient inter­
mediate. 

Summary of Conformational Analysis and Its Connection to Strain 

Structural distortions give rise to strains within molecules, all of which are manifest in 
weaker bonds. The strains arise from both static and dynamic processes. For example, the 
ring strain of cyclopropane cannot be relieved by any dynamic motion, and is therefore 
static. Similarly, strains such as are inherent in anti-Bredt olefins and fused small rings are 
static, and are not relieved by any particular conformational change. Yet, for cyclobutane a 
small pucker arises that alleviates some of the strain. In contrast, for linear butane, the all 
staggered form has no strain, and strain is only introduced during a dynamic process, that of 
bond rotation. Similarly, cyclohexane is also not strained. Yet ring interconversion motions 
have higher barriers in cyclohexane because significant strain is introduced during the cou­
pled torsions that lead to ring flipping. All these examples show that some strains are in­
herent in a structure, and cannot be relieved by a molecular motion, while others are only 
partially relieved by a conformational change. On the other hand, some molecules are not 
strained, and strain only arises during a conformational change. These lessons from organic 
chemistry are applicable to any other field of chemistry-organometallic, inorganic, bio­
chemistry, and polym er chemistry. 

2.4 Electronic Effects 

Thus far, our analysis of structure and energetics has been focused primarily on saturated 
hydrocarbons and simple olefins, where steric clashes and angle constraints imposed by 
ring systems dominate both structure and energetics. With that as a foundation, we can now 
consider more complex systems involving unsaturated groups and heteroatoms. We will fo­
cus on both stabilizing and destabilizing interactions involving such groups, and we will 
discu ss some conformational biases associated with them. Along with steric interactions, 
we will need to invoke orbital mixing arguments to rationalize many observations. 

2.4.1 Interactions Involving TI Systems 

Substitution on Alkenes 

We have already seen that there is a steric strain in cis olefins relative to trans, resulting 
in corrections to the group increments for olefins. There are also stabilizing effects associated 
with increased substitution of the alkene by alkyl groups. Recall from introductory organic 
chemistry that increased substitution on an alkene leads to a stabilization of one alkene 
relative to another. One way to gauge the stability of an olefin is to evaluate its heat of hy­
drogenation (6.Hhyd0

). This 6.H0 is for Eq. 2.24, the reaction of an olefin with H2 to produce 
the analogous alkane, and this reaction is usually quite exothermic. A typical example-
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Heat of hydrogenation values (ll.H0
) for several a lkenes. The effect of alkyl substitution is evident. Also, the 

stability of trans double bonds remains relatively constant, but significant destabilization of the cis alkenes 
is seen as the R group size increases. Derived from data in Turner, R. B., Jarre tt, A. D., Goebel, P., and Mallon, 
B. J. "Heats of H ydrogenation. IX. Cyclic Acetylenes and Some Miscellaneous Ole fins." ]. Am. Chern . Soc. 95, 
790(1973). 

trans-2-butene-is shown, and for most conventional olefins t>.Hhy/ is near the -27.75 kcal / 
mol value shown. 

trans-2-Butene + H2 - Butane 

-2.58 0 - - -30.37 (Eq. 2.24) 

Figure 2.17 shows a collection of heats of hydrogenation for various substituted olefins. 
The stabilization due to alkyl substitution is evident. This stabilization is a sizeable effect, 
such that cis-2-butene is more stable than propene, despite the adverse steric interaction. The 
tetrasubstituted olefin is less stable than the trisubstituted, but less so than expected given 
the destabilizing cis interactions. One way to rationalize the stabilization of olefins by alkyl 
substitution is an orbital mixing phenomenon of the sort we invoked for propene in Chapter 
1. There is some mixing of a filled 1r(CH3) orbital with the 1r* orbital, resulting in the LUMO 
shown in the margin. This is a filled-empty mixing, and so it must be stabilizing. The contri­
bution of the 1r(CH3) orbital here is much smaller than in the HOMO of propene (Figure 
1.18), in a clear manifestation of the energy gap law. The olefin 1r* MO is higher in energy 
than the 1T MO, and so the energy gap to the 1r(CH3) orbital is greater and the mixing is less. 

Figure 2.17 also shows several cis-trans comparisons. As the alkyl group increases in 
size, the energy difference increases. With two t-butyl groups on an olefin, the cis-trans dif­
ference is 10 kcal I mol. Because of these trends, the simple cis alkene group increment of Ta­
ble 2.11 must be used with caution. 

Conformations of Substituted Alkenes 

The most obvious conformational effect in alkenes is that they are planar. The planarity 
is a contra-steric effect that derives from the geometry of the 1T bond. Here, all the groups 

LUMO of propene 
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Preferred conformation 
of 3-pentanone 

around the alkene, including the alkene carbons, are coplanar. However, simple substituted 
1T systems have additional conformational features to consider. For example, propene shows 
a 2 kcal / mol preference for the eclipsed over the staggered form (Eq. 2.25), with the stag­
gered form being the transition state for rotation. 

H \ H ''''·· ··'''' H 
C~H 

I "H H 
(Eq. 2.25) 

Eclipsed (preferred) Staggered 

The origin of the preference for eclipsed over the staggered is subtle. As just discussed 
above, in Chapter 1 we showed how a 'TT(CH3) orbital will mix with the classical olefin 'TT or­
bital to give the HOMO shown in Figure 1.18. To first order, this interaction is the same for 
the eclipsed and staggered forms. However, there is a secondary interaction between C1 and 
C3 that can discriminate between the two conformers. This interaction, shown below, can 
only occur for the staggered form, and it is necessarily out of phase and is thus destabilizing. 
This destabiliza tion of the staggered form has been put forth as the cause of the conforma­
tional preference in propene. In 1-butene, the eclipsed form is still preferred, and surpris­
ingly there is a slight preference for the methyl group to be in the same plane as the alkene. 

Secondary orbital interaction in propene 

A similar bias is seen in carbonyl compounds. Acetaldehyde shows a 1.0 kcal I mol pref­
erence for the eclipsed form over the staggered (Eq. 2.26), with the latter again being a tran­
sition state for rotation. In propanal the conformation having the methyl group eclipsed 
with the carbonyl (Eq. 2.27) is preferred by ~ 1 kcal / mol. Similarly, for 2-butanone and even 
3-pentanone, the conformations with the methyls eclipsed with the carbonyl are preferred. 
It is generally accepted that electronic interactions are controlling these preferences, but the 
effects are subtle. 

H\~>=o 
I "H H 

Eclipsed (preferred) 

(Eq. 2.26) 

Staggered 

H H,, 
\ c.;= a 
I ~CH H 3 

(Eq. 2.27) 

Preferred 

The 1-methylallyl cation displays an interesting conformational effect that is similar to 
those discussed above, and is another nice example of how the group orbitals given in Chap­
ter 1 are useful. As shown in Figure 2.18, the structure with the methyl "in" (s-cis) is less sta­
ble than the one with the methyl "out" (s-trans), the energy difference being a surprisingly 
large 5-7 kcal/moL One way to rationalize this effect is to examine the HOMO of the ion, 
shown in Figure 2.18. This orbital is the out-of-phase combination of a 1r( CH3) orbital and the 
allyl HOMO. With the methyl tucked in, as in the s-cis form, there is some overlap between 
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Repulsive interaction 

Figure 2.18 
The geometrical isomers of 1-methylallyl cation, and the HOMO of the 
s-cis form. 

7T(CH3) and the p orbital at C3. This overlap is necessarily out of phase and so is destabilizing 
to the HOMO and the molecule. Such an interaction is absent ins-trans, thus rationalizing 
the conformational preference. 

Neighboring group orbita ls also influence the conformations of radical cations. With 
ethylene, oxidation of the 'IT bond leads to a structure with a 25° dihedral angle. This dihedral 
angle is due to a competition between residual 'IT bonding (preferring a 0° angle) and the abil­
ity of an occupied 7T(CH2) group orbital to mix with and stabilize an adjacent empty p orbital 
on the other CH2 group (preferring a 90° dihedral angle). 

Conjugation 

Direct attachment of alkenes, without any intervening atoms (conjugation), leads to 
'IT molecular orbitals that are delocalized across all the sp2 hybridized carbons (see butadiene 
in Appendix A). The term conjugated is normally associated with 'IT bonds that are arranged 
in a line or loop, such as with butadiene, cx,l3-unsaturated ketones, or benzene. A cross­
conjugated system is a term used to define conjugation with the 'IT bond arranged in a 
branched fashion, such as w ith the structures shown to the side. Either form of conjugation 
leads to delocalization, which s tabilizes the 'IT system. Estimates of the energetic stabiliza tion 
due to conjugation vary, depending on the reference structure. Simple analyses, such as 
comparing hydrogenation energies of butadiene vs. 1-butene, neglect the stabilizing effect 
of the ethyl group in 1-butene and so tend to underestimate the stabilization. Recent esti­
mates put the conjugative stabilization at 8 kcal l mol for butadiene and 9 kcal l mol for buta­
diyne. The effects are typically not as large as they are in reactive intermedia tes, where ally lie 
stabilization is worth 10-15 kcal I mol. 

Conjugation favors a planar structure, and for a prototype compound such as 1,3-
butadiene, there are two choices, termed s-trans and s-cis (the s signifies geom etry around a 
single bond). Due to sterics, the s-trans conformation is preferred, and the barrier to inter­
conversion is near 4 kcal I mol. In fact, the s-cis is not actually present at all. It is a transition 
state between conformations that are referred to as skew. In the skew conformation, the C1-
C4 repulsion is slightly relieved. This distortion from planarity is further evidence that the 
conjugation in molecules such as butadiene is not an energetically strong effect. 

(Eq. 2.28) 

s-Trans s-Cis 

As with conjugated dienes, cx,l3-unsaturated ketones prefer planar conformations. In 
pro penal the s-trans conformation is strongly preferred ( - 5 kcal I mol, Eq. 2.29), while in 
3-buten-2-one the s-trans is preferred by a factor of about three (Eq. 2.30). This preference is 
reversed in 4-methyl-3-penten-2-one (Eq. 2.31), where the s-cis conformation dominates by 
about a factor of three (you are asked to rationalize these trends in the Exercises at the end of 
the chapter). 

~0 0 
0 (Eq. 2.29) 
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(Eq. 2.30) 

Preferred 

Ylo -- Y( (Eg. 2.31) 

Connections 

A Conformational Effect on the Material 
Properties of Poly(3-Alkylthiophenes) 

Polythiophene is a classic conducting organic polymer, 
often used to study the mechanism of electrical conduc­
ti vity (see Chapter 17 for a discussion of conducting poly­
mers). The mechanism of conduction relies upon effective 
conjugation of the 1T system along the polymer and good 
s tacking between adjacent polymer chains. In the stan­
dard random polymerization syntheses that start wi th 
3-alkylthiophenes as the monomers, one achjeves a vari­
ety of linkages (head-to-tail, head-to-head, and tai l-to-tai l, 
shown to the right). The head-to-head linkage creates a 
s teric interaction that leads to a conformation along the 
polymer chain that disrupts the conjuga tion and would 
impede stacking between adjacent polymer strands. How­
ever, a more directed synthesis can produce a polymer 
that has pure head-to-tail linkage throughout. This direct 
synthesis removes the adverse s teric interactions that 
caused twisting along the backbone, and the conductivity 
of thin films of this polymer is h igher by a few orders of 

Aromaticity 

Preferred 

magnitude. This example shows that careful control 
of conformational effects can have dramatic effects on 
m aterial properties. 
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McCullough, R. D., Tristram-Nagle, S., Willi a ms, S. P., Lowe, R., and jay­
a raman, M. "Self-Orienting Head-to-Tail Poly(3-alkylthiophenes): ew 
Ins ights on Structure-Prope rty Relationships in Conducting Polymers." 
]. Am. Chem. Soc., 115, 4910-4911 (1993). 
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Many students are undoubtedly familiar with the Hiickel4n + 2 rule for predicting aro­
m aticity. Any hydrocarbon or heterocycle with 4n + 2 e lectrons in a fully conjuga ted cyclic 'IT 

system is considered aromatic. Remember, it is the number of electrons, not the number of 
atoms that defines a system as aromatic or not. An aromatic system is more stable than ex­
pected when compared to similar structures. Benzene is the paradigmatic example of an aro­
matic system. As such, several aspects of the chemistry of benzene derivatives are consid­
ered hallmarks of aromatic character-namely, a pattern of substitu tion, not addition, wi th 
electrophilic reagents, and an unusu al resistance to oxidation. 

0 

0 0 

0 000 
8 0 

Aromatic species 

Any 4n + 2 system is aromatic, and hence cyclopropenyl ca tion, cyclopentadienyl 
anion, cycloheptatrienyl cation (called tropylium ion), pyrrole, and furan are all aromatic. 
They are all unusually stable, as described for cyclopropenyl cation in the following Connec­
tions highlight. Furthermore, they are all planar, like benzene. One would hope for a good 
theoretical justification for aromaticity, unifying the similar character of all these com­
pounds. Indeed, arom aticity has been studied extensively with electronic structure theory 
methods. But, as we discuss in Section 14.5.1, there is still significant debate as to the origin 
of aromaticity. We leave a detailed presentation of the theory to tha t section of the book. 

Aromaticity is not restricted to completely conjugated rings. There are rare cases where 
the geometry of the m olecule allows an orbital overlap such that the compound can be aro­
matic, although there is a saturated center somewhere in the ring. These structures are called 
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homoaromatic. For example, homotropylium ion has been extensively investigated in this 
regard. Furthermore, even trishomocyclopropenium ion is considered to be aromatic, al­
though it also can be viewed as a non-classical carbocation. These structures are also con­
sidered homoconjugated, meaning that conjugation arises between atoms that are not for­
mally a bonded together (see Section 11.5.11 for an example of homoconjugation affecting 
reactivity). 

Homotropylium ion 

In some cases, a resonance structure is required to see an aromatic system. The increased 
stability associated with an aromatic system is found for the structure, although the com­
pounds do not appear aromatic unless the resonance structure is considered. Azulene, 
which can be drawn as a cyclopentadienyl anion fused to a cycloheptatriene cation, and 
cyclopropenone, which can be written as possessing a cyclopropenyl cation, are two exam­
ples (see margin). 

Trishomocyclopropenium ion 

A long standing issue in physical organic chemistry is the quantitative extent to which 
benzene is stabilized by aromaticity. Thermochemical s trategies have frequently been em­
ployed for such analyses. For benzene the task is relatively straightforward. The standard 
analysis is to compare the heat of hydrogenation of cyclohexene to that of benzene. One way 
to set up the analysis is to simply calculate tlH0 for the process of Eq. 2.32. This equation 
shows what is known as an isodesmic reaction, because the numbers and kinds of Cs and 
H's are equal on both sides of the equation; for example, there are 12 sp3 and six sp2 carbons 
on each side of the equation. Using experimental va lu es for tlHr0 , tlH0 is found to be -35.5 
kcal/ mol, so the reaction is quite exothermic. It is generally accepted that benzene and cy­
clohexane are strain free, but cyclohexene has a strain energy of 1.4 kcal / mol, and with this 
correction we conclude that the aromaticity of benzene is worth nearly 32 kcal I mol. This 
thermochemical value agrees well with those determined by other approaches. 

3 0 -- 0""' + 2 0 !!.W = -35.5 kcal/mol 
./.{/ 

!!.Ht -1.2 19.7 -29.4 

Antiaromaticity, An Unusual Destabilizing Effect 

(Eq. 2.32) 

In contrast to the stability of aromatic systems, a planar '1T system with 4n electrons is 
generally observed to be unstable, and is called antiaromatic. The instability of such sys­
tem s is quite severe, as shown with one example in the Connections highlight on the next 
page. In Section 14.5.6 we will show that such systems can have biradical character, and 

Connections 

Azulene 

0 

L 
Cyclopropenone 

Cyclopropenyl Cation 

Cyclopropenyl cation is stable enough to be isolated and 
stored in a bottle, albeit at -20 oc. It can be prepared by 
chloride abstraction from 3-chlorocyclopropene, as shown 
below. The 1H NMR spectrum in nitromethane solvent 
shows a singlet at a very downfield shift: 11.2 ppm. 

was found that cyclopropenyl cation has an equilibrium 
constant 1013 more favorable than allyl cation-quite an 
as tounding effect! 

~I SbCI5 
+ 

8 
SbCI6 

Generating cyclopropenyl cation 

One can compare the reactivity of cyclopropenyl cat­
ion to allyl cation as a means of estimating the stability 
imparted by aromaticity. In the following equilibrium, it 

OR 

~ 

RO~ 

e 
H 

e 
H 

+ HOR 

0 + HOR 

"== 
Cyclopropenyl vs. allyl cation 

Breslow, R., and G roves, J. T. "Cyclopropenyl Cation. Synthesis and 
Characteriza tion ." f. Ant. Clrem. Soc., 92,984 (1970). 

8 0 

11 
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II 

Cyclooctatetraene ''tub" 

Connections 

hence are expected to be unusually reactive. The paradigmatic example of an antiaromatic 
system is cyclobutadiene. 

Es timating the destabilization imparted by the antiaromaticity of cyclobutadiene is 
more of a challenge than estimating the stability imparted to benzene. It was not until late 
1999 that D.Ht for this prototype structure was determined by Snyder and Peters. Using pho­
toacoustic calorimetry, a 6.Hf0 value of 114 ± 11 kcal I mol was determined for cyclobuta­
diene. Using this and other relevant data, we find tha t Eq. 2.33, the direct analogue of Eq. 
2.32, is endothermic by 46 kcal I mol ± 11 kcal l mol. It is not obvious exactly how to incorpo­
rate strain effects, but to first order it is a good approxima tion to say that Eq. 2.33 is strain 
neutral. This analysis leads to the conclusion that the antiaromaticity of cyclobutadiene is 
more substan tial than the aromaticity of benzene. This difference is especially true when we 
consider these values on a per carbon basis. 

20 -- D + 0 t!.W = 45.7 kcal/mol 

t!. H f0 37.5 6.7 114 
(Eq. 2.33) 

Cyclobutadiene does not adopt a perfectly square structure. It rapidly interconverts 
between two rectangular forms. The distorti.on from a square arises from a pseudo-Jahn­
Teller effect, which leads to a lowering of the energy of the system. This dynamic process 
(Eq. 2.34) has a very low activation barrier, estimated to be 5-10 kcal l mol. 

D = D (Eq. 2.34) 

Cycloocta tetraene (COT) is also antiaromatic when planar. To avoid the antiaromaticity 
and severe bond angle strain, the ring puckers into a tub shaped conformation (shown in the 
margin) . The barrier to " flipping" the tub is 13.7 kcal l mol. Interestingly, addition of two 
electrons or removal of two electrons would create aromatic systems, and indeed both reac­
tions are known and lead to planar structures. 

NMR Chemical Shifts 

Aroma tic systems possess diagnostic 1H NMR chemical shifts. The circulation of elec­
trons wi thin the MOs that are above and below the plane of the ring (ring current) crea tes 
magnetic fie lds, giving rise to anisotropy. Anisotropy means that the magnetic field strength 
felt by the hydrogens varies as a function of the orientation of neighboring bonds. In an aro­
matic system, the ring current leads to a magnetic field that reinforces the applied fi eld in the 
region of the protons, and shifts the proton resonances downfield (higher ppm), normally in 

Cyclopropenyl Anion 

When one deprotonates propene, it is the methyl hydro­
gens that are the most acidi c. Deprotona tion crea tes the 
resonance stabi li zed allyli c anion. When the analogous 
reaction is attempted with cyclopropene, a vinyli c hydro­
gen is the one removed . Deprotonation of the CH 2 group 
in cyclopropene (Eq. 2.19) would create an anti arom ati c 
anion, an undesirable effect, and thi s reversal in acidities 
provided early support for the notion of destabi liza tion 
due to antiaromaticity. 

Schipperijn, A. j . "Chemistry of Cyclopropene. Preparation and Reacti v­
ity of the Cycloprop-1-enyl Anion in Li qu id Ammoni a." Reel. Trn v. Chim. 
Pays-Bas, 90, 1110- 1112 (1971). 

Cyclopropenyl vs. allyl anion 
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the range of 6 to 8 ppm. Antiaromatic systems show upfield shifts, although it is not clear 
that this shift is due to a ring current effect. The downfield shift due to aromaticity is defined 
as a diamagnetic shift, while a upfield shift is known as a paramagnetic shift. 

Polycyclic Aromatic Hydrocarbons 

Fused benzene rings also possess the reactivity characteristics 
of aromatic systems. For example, naphthalene and anthracene 
undergo substitution reactions with electrophiles instead of ad­
dition reactions. Furthermore, using an analysis similar to the iso­
desmic analysis given above for benzene, one can calculate sta­
bilization energies due to aromaticity of 61 and 84 kcal / mol for 
naphthalene and anthracene, respectively. Not all polycyclic sys­
tems, however, are simple aromatic molecules. Phenanthrene un­
dergoes addition upon treatment with bromine. Apparently, the 
reactivity associated with aromaticity is not as evident in a ring 
when the other rings in the compound can be identifi ed as isolated 
(non-fused) benzene rings. 

Large Annulenes 

Naphthalene 

ceo # 

Anthracene 

Phenanthrene 

An annulene is a cyclic, fully conjugated hydrocarbon, denoted with the nomenclature 
[n]annulene where n is the number of carbon atoms in the ring. Hence, [6]- and [8]annulene 
are benzene and cyclooctatetraene, respectively. The aromaticity of these compounds has 
been extensively investigated. As the ring becomes bigger, there is a lower stabiliza tion im­
parted by conforming to the 4n + 2 rule. As a general rule, it is believed that 22 electrons ap­
proaches the limit of aromaticity, and there is no stabilization for larger aromatic systems. 
An example of an intermediate case is [18]annulene. The structure is planar, and its NMR 
spectrum shows a strong diamagnetic ring current indicative of aromatic character. As the 
ring gets smaller, an effect analogous to transannular strain arises, which does not allow the 
structure to be planar. However, if the compound is bridged, thereby removing the offend­
ing hydrogens, it can become aromatic. An example is 1,6-methano[10]annulene. Further 
discussion of larger annulenes is given in Section 14.5.1. 

Connections 

Porphyrins 

Br 

[18]-Annulene 

1 ,6-Methano [1 O]annulene 

The stabilization imparted by aromaticity has been 
exploited by nature in the use of the porphyrin ring sys­
tem. Shown to the right is the basic porphyrin skeleton. 

Do not count the circled groups 
and the system has 18 electrons­
it 's aromatic 

If we exclude two nitrogens and alkenes not directly 
involved in creating a fully conjugated cycl ic system, we 
can see a porphyrin as a (4n + 2) system . Extensive investi­
ga tions have been conducted to explore the exten t of stabi­
lizati on imparted to these structures due to their aromatic 
character. It is generally believed that the incorpora tion of 
heteroa toms increases the stabiliza tion, allowing these 
large rings to have significantly more stabilization than 
the analogous all-carbon ann ulenes. 

Franck, B., and Nonn, A. "Novel Porphyrinoids for Chemistry and Medi­
cine by Biomimetic Synthesis." Angew. Chem. Int. Ed. Eng., 34, 1795 (1995) . 
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Dioxane diaxial interaction 

2.4.2 Effects of Multiple Heteroatoms 

A basic tenet of organic conformational analysis is that the lessons learned from the exten­
sively studied hydrocarbon systems will carry over more or less unperturbed to systems with heteroat­
oms. The conformational analysis of methyl ethyl ether should not be too different from that 
of n-butane. However, in certain cases, when multiple heteroatoms are superimposed on a 
hydrocarbon framework in close proximity, a number of novel "effects" arise, which often 
stabilize o therwise unstable conformations. These effects, such as the anomeric effect and 
the gauche effect, all have similar origins that can be easily understood using the bonding 
models of Chapter 1. Let's start by analyzing bond length effects. 

Bond Length Effects 

One simple difference in the conformations of pure hydrocarbons and heterocyclic rings 
results from the fact that C-heteroatom bonds are of different lengths than C- C bonds. 
Bonds to 0 and N are shorter, often causing increased steric strain. Bonds to S are signifi­
cantly longer. 

~0 ~N-H ~ 0 
~ s 

Tetrahydropyran Piperidine 1 ,3-0ioxane 1 ,3-Dithiane 

These differences are reflected in the A values for groups attached to cyclohexane an­
alogues. Table 2.16 shows a number of A values for groups attached to various positions 
on heterocycles relative to cyclohexane. Note the dramatic difference between the 2- and 
5-positions on 1,3-dioxane. This difference reflects the shorter C-0 bond lengths, making 
the 1,3-diaxial interactions more repulsive. 

Table 2.16 
A Values (C.G0 in kcal/mol) for Three Groups in Particular Positions in Heterocyclic Systems 

Cyclohexane Tetrahydropyran 1,3-0ioxane 1,3-Dithiane 

2-Position 2-Position 5-Position 2-Position 5-Position 

Group 

Methy l 1.8 2.9 4.0 0.8 1.8 1.0 
i-Pr 2.1 4.2 0.7 1.5 0.8 
t-Bu > 4.5 1.4 > 2.7 

Orbital Effects 

Recall that the introduction of electronegative elements such as F, 0 , and N has a general 
effect of lowering the energies of all MOs to which they m ake a significant contribution. 
Especially important are the low-lying empty MOs (often a * orbitals). In addition, hetero­
atoms introduce lone pair MOs, filled orbitals with very little bonding character that are 
relatively high-lying in energy, even though they are associated w ith an electronegative ele­
ment. Many lone pair orbitals also tend to be relatively "localized", presenting a large elec­
tron density at one site for orbital mixing. This combination, high-lying fill ed MOs and low­
lying empty MOs, is perfect for the always stabilizing two center-two electron interaction 
discussed in Chapter 1. 

It is useful to think of this situation as a donor-acceptor interaction. The high-lying 
filled orbital donates electrons to the low-lying empty orbital, producing a stabilizing inter­
action. However, this interaction is not electron transfer nor the kind of donor-acceptor in­
teractions often discussed in excited-state phenomena (Section 3.2.4). It is s imply orbital 
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,.-, 

: 

:- Acceptor orbital 

Donor orbital *: 
(often a lone pair) ', ', , 

: (often an antibonding 
: orbital ) 

: ',,,*/ 
mixing (see above) . No charge-transfer bands are seen in UV / vis spectroscopy and no 
highly polarized states are seen . It is still a "cova lent" bonding situation, but there are some 
special orbital mixing possibilities. 

Within this framework, then, it is useful to classify the donor and acceptor capabilities of 
certain kinds of groups. Useful sequences are shown in the margin. 

The trends are fairly standard. Lone pairs are better donors than bonding pairs because 
they are at higher energy. Amongst lone pairs two effects dominate. First, donor ability 
increases as electronegativity decreases; and second, donor ability increases as you move 
down a column of the periodic table. These trends are consistent with the bonding models 
we developed in Chapter 1. 

For acceptor MOs (these are empty u* orbitals), the trends are shown in the margin. 
Again, electronegativity and periodic table effects are evident. Note that moving down a col­
umn of the periodic table makes a C-X bond both a better donor and a better acceptor. What 
is dominating here is the polarizability of the X a tom (see Section 1.1.12). Polarizability is not 
explicitly treated in simple orbital mixing models, because it, by definition, involves the re­
organization of electron density (and hence of orbital shapes) th at occurs in response to an 
interaction. We simply have to treat such effects as an extra layer on top of the simple orbital 
mixing models. 

Given this information, we would predict that molecules would adopt conformations 
that maximize interactions between good donor orbitals and good acceptor orbitals (i.e., 
that maximize the mixing of filled with empty orbitals). The only remaining issue is the pre­
ferred geometry of the interacting orbitals, which is a bit counterintuitive. As shown in Fig­
ure 2.19, the optimal arrangement places the donor orbital anti to the C-X bond that is acting as the 
acceptor. The reason for this arrangement is the unique nodal character of au* orbital. Figure 
2.19 shows the interaction of a generic lone pair donor with au* orbital, the latter modeled 

Syn 

Figure 2.19 
Preferred geometry for the interaction of a donor (shown as a lone pair) 
w ith an acceptor u* orbital. The u* orbi tal is modeled after the LUMO of 
CH3Cl, shown at the bottom. 

Donors 

Lone pairs> bonding pairs 
e:- > N: > 0: (p) > 0: sp2 > F: 
I: > Br: > Cl: > F: 
C-H > N-H > 0-H > F-H 
C-Cl > C-C > C-H > C-F 
C-I > C-Br > C-Cl > C-F 
C-S > C-C > C-N > C-0 

Acceptors 

C-F > C-0 > C- N > C- C 
C-I > C-Br > C-Cl > C- F 
C-S > C- 0 
C-P > C-N 
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after the LUMO of CH3Cl. There is considerable cr* orbital density on the backside of the car­
bon, and the interaction of this density with the lone pair orbital is more extensive in the anti 
arrangement. Also, while it is difficult to portray in the picture, detailed orbital analyses re­
veal that the syn orientation experiences both favorable and unfavorable interactions. The 
net effect is that the anti arrangement is preferred . We are now ready to predict molecular 
shapes. 

We begin with a simple system that very nicely illustrates the key principles. Consider 
(fluoromethyl)amine, FCH2NH2. As shown in Eq. 2.35, this system is perfectly set up for a 
donor-acceptor interaction. The preferred conformation puts the nitrogen lone pair (donor) 
anti to the C-F bond, optimizing the donor-acceptor interaction . This is really an optimal 
case, and the conformational preference is substantial. 

F 

H''~ (Eq. 2.35) 

H 

Another simple system is 1,2-difluoroethane, in which the conformation with the fluo­
rines gauche is preferred over the anti by 1.8 kcal / mol, in what would appear to be contrary 
to conventional steric arguments (Eq. 2.36). Donor-acceptor analysis explains the result. 
Aligning the fluorines anti places a poor donor (C-F bond) anti to a good acceptor (C-F 
bond). However, having the fluorines gauche places the two good acceptor bonds (C-F) anti 
to C-H bonds (Eq. 2.37). While C-H bonds are not especially strong donors, they are better 
donors than C-F bonds, and so the gauche conformation is preferred. In this case a favorable 
orbital interaction stabilizes what would otherwise be a strained structure. 

F F F H 

H ,,,1 H _ \. _ t ,,H 
HW - H"'~-

H H H F 

(Eq. 2.36) 

F F 

F~H -
HT H 

H~H 

HT H 

(Eg. 2.37) 

H F 

A classic example of donor-acceptor interactions is seen in hydrogen peroxide, which 
also introduces an additional effect that can arise when several polar bonds are present in a 
molecule. In H 20 21 solely steric arguments predict that the preferred conformation should 
have an H-0-0-H dihedral angle of 180°. This steric argument is augmented by a second ef­
fect. In the anti conformation the two large 0-H bond dipoles are aligned anti to one another, 
often a significantly stabilizing effect. However, the anti conformer is opposed by donor­
acceptor effects (see structures below). 

The 0-H bond is an excellent acceptor, and the best donor is an 0 lone pair. We know 
tha t such an oxygen has two types of lone pairs, a cr(out)-type orbital that is roughly an sp2 

hybrid and a pure p orbital (see Section 1.3.3, and water in Appendix 3). The p-type lone pair 
is higher in energy, and so by the energy gap law we expect it to mix with the accep tor orbital. 
As sh own below, this mixing would favor a 90° dihedral angle. The final geometry reflects a 
com promise among the various interactions, producing a dihedra I angle of - 120°. A similar 
effect might be expected for S-S bonds, and as the following Connections highli ght shows, 
the preferred angle is 90°. 

Steric preference 

H 

®-H 
Donor-acceptor 

preference 
Compromise 
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Connections 

Protein Disulfide Linkages 

The conformational preferences of dia lkyl disulfides are 
similar to those of hydrogen peroxide. The dihedral angle 
is - 90° in a typical molecule such as dimethyl disulfide, 
perhaps because the dipole effect is smaller (Sis less elec­
tronegative than 0). Disulfides are common components 
of protein structures, formed by linking the sidechains of 
the amino acid cysteine. Invariably, such disulfide link­
ages in proteins are approximately gauche. Just like 
gauche butane, a gauche disulfide is chiral, and so exis ts 
in two enantiomeric forms. ln the context of a protein, 
which is always chiral, the two disulfide gauche forms 

are now diastereomeric rather than enantiomeric (see 
Chapter 6 for definitions). Thus, any protei n that has a 
single disulfide can exist in two diastereomeric forms, 
differing in the geometry around the C-S-S-C bond. 
If there are n disulfides, 2" diastereomers are expected 
(assuming there is no global symmetry in the protein). 

R R 
\ .! . s - s = 

R R 

~-. ' s-s 
The two enantiomeric forms 

of a simple disulfdide 

A particularly important conformational phenomenon that can be explained using the 
types of arguments developed here is the anomeric effect of carbohydrate chemistry. The 
an om eric effect can be defined as a contrasteric bias toward the axial (a) glycosidic linkage at 
the acetal carbon over the equatorial (!3) . This preference results from aligning the exocydic 
C -0 bond anti to a lone pair of the oxygen in the ring (see below). Such conform a tiona! pref­
erences are extremely important in carbohydrate chemistry, so much so that the central car­
bon involved (Cl of a sugar) is often referred to as the anomeric carbon. Since the formation 
of such acetals and ketals is generally reversible, it is a simple matter to equilibrate axial and 
equatorial groups at anomeric centers and directly determine which is the more stable form 
without resorting to calorimetry or other more complicated procedures. 

80 
Introduces 

, polarization 

o0 0R 

Anomeric effect 

Figure 2.20 shows four examples of the anomeric effect. In each case, the large group on 
the an om eric carbon of the pyranoside prefers the axial posi tion. The magnitude of the pref­
erence depends upon the group and the substituents on the ring. However, it is also influ­
enced by the polarity of the solvent. For the third entry in Figure 2.20, the axial preference is 
larger in carbon tetrachloride than in acetonitrile. One might have expected the donor­
acceptor interaction to be enhanced in the more polar solvent due to the polarization im­
plied by the effect (see above). However, the opposite is found. The preferred conformation 
of the spirocycle shown as the last entry of Figure 2.20 is the one where each C- 0 bond is 
antiperiplanar to an oxygen lone pair orbital. 

The simple model developed here provides a convenient way to explain and predict 
variations in structure seen in more complex systems. There is, however, some controversy 
concerning the anomeric effect. While most chemists accept that a donor-acceptor interac­
tion of the kind shown above exists, there are clearly other factors. For example, an axial ar­
rangement of the exocyclic C-0 bond cancels dipoles, a potentially favorable effect. Such an 
effect is expected to be most important in low polarity solvents, perhaps explaining the sol­
vent effect shown as the third entry of Figure 2.20. 

~t 
Because of their common physical origin, the various donor-acceptor effects discussed 

here have been collectively called the gauche effect. The best conformation of a molecule 
has the maximum number of gauche interactions between adjacent lone pairs and / or polar 

OR 

Dipole cancellation 
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Figure 2.20 

~~~ 1.5 

OAc OAc 

AcO~OAc 
AcO 0 

A cO 
OAc 

1:32 

~CI = 
~ 

~OCH3 -

Both oxygens axial 

Keq = 3.4 in CCI4 
Keq = 1 .8 in CH3CN 

is the preferred conformation 

Cl 

9 
OCH3 

Top: Three glycosidic systems for which the large group prefers the axial position. Bonner, W. A. 
"The Acid-Catalyzed Anomerization of the o-Glucose Penta Acetates. A Kinetic Thermodynamic and 
Mechanistic Study." f. Am. Chem. Soc. 73,2659 (1951). Anderson, C. B., and Sepp, D. T. "Conformation and 
the Anomeric Effect in 2-Halotetrahydropyrans."j. Org. Chem. 32, 607 (1967). Elie l, E. L., and Giza, C. A. 
"Conformational Analysis. XVIII. 2-Alkoxy- and 2-Alkylthiotetrahydropyrans and 2-Alkoxy-1,3-
Dioxanes. Anomeric Effect." f. Org. Chem. 33, 3754 (1968). Bottom: Another example of a strong 
conformational bias introd uced by the a nomeric effect. 

bonds. Thus, in FCH2CH2F the polar bonds are gauche, and in a peroxide or a hydrazine 
(R2NNR2) the lone pairs are gauche. It is called the gauche effect, but its origin is the prefer­
ence for having lone pairs anti to acceptor a * orbitals, rather than anti to one another. 

An argument based upon an analysis of the rela tive orienta tion (stereochemistry) of or­
bitals is called a stereoelectronic effect. The placement of a lone pair orbital antiperiplanar 
to a polarized acceptor bond is jus t our first example. We will see stereoelectronic effects on 
reactivity in several places in this book. 

Now that we have examined organic conformational analysis and various effects that 
lead to strain and s tability, let's look at some structures where chemists have put these no­
tions to the test. 

2.5 Highly-Strained Molecules 

One of the fundamental goals of physical organic chemistry has been to establish the limits 
of our models for structure and energetics. How long can a C-C bond be? How much angle 
strain can a molecule tolerate? How crowded can a structure be? Such questions have de­
fined m any brilliant research efforts and have produced a fantastic array of bizarre and won­
derful structures. Here we present a collection of representative highly-strained m olecules, 
with an emphasis on the structural concepts that are being tested. 

2.5.1 Long Bonds and Large Angles 

Typical C-C bond len~ths were noted in Chapter 1, and while there is considerable vari­
ation, a C-C bond :5: 1.59 A is not considered exceptional. Many compounds with bonds > 
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Simple structures in which excessive steric crowd ing leads to long bonds 
and I or ex panded angles. 

1.6 A are now known, the primary strategy being to increase the steric demands around the 
bond (Figure 2.21). It is generally true that a long bond is a weak bond, and indeed many 
structures with long C-C bonds are thermally labile. 

Several h exasubstituted ethanes with very long central bonds are known. For example, 
the diphenyltetraJQs(n-butyl)ethane of Figure 2.21 has a central bond of 1.64 A. A prototype 
of thj s family is hexaphenylethane. We discussed in Section 2.2.2 the fact that the triphenyl­
methyl radical does not dimerize to hexaphenylethane, but instead makes the unsymmetri­
cal dimer of Eg. 2.13. Finally, in 1986 a true hexaphenylethane was observed and structurally 
characterized. It has a very long C-C bond of 1.67 A [Figure 2.21, where Ar = 2,6-di(t­
butyl)phenyl] . 

Steric repulsions also provide the primary strategy for creating expanded C-C-C 
angles, and we mentioned this briefly in Chapter 1. Even a simple molecule like di(t­
butyl)methane has a greatly expanded central angle (Figure 2.21). In such a structure it is in­
teresting to consider whether sp3 is really the relevant hybridization for the central carbon 
(recall the variable hybridization discussion of Chapter 1). Certainly, with an angle of 128°, 
the bonding must be different from that of a typical CH2• 

2.5.2 Small Rings 

Deviations of bond angles in the opposite sense-values much smaller than 109S -are 
routinely seen in small-ring compounds. We've seen that cyclopropane is highly strained for 
such a small molecule, and fusion of two rings to produce bicyclo[l.l.O]butane leads to ~65 
kcal / mol of strain (Figure 2.15). The ultimate concatenation of cyclopropane rings is tetrahe­
drane, with an estimated strain energy of 140 kcal / mol. After decades of effort from many 
groups, Maier succeeded in synthesizing the tetra(t-butyl) derivative of this structure. Re­
markably, this molecule is completely stable at room temperature. 

t-Bu 
Tetrahedrane [1 .1.11 Propellane 

Another surprising observation is the considerable stability of [1 .1.1]propellane, first 
synthesized by Wiberg in 1982. Along with cubane (another very strained but very persis­
tent molecule synthesized by Eaton in 1964), [1.1.1]propellane and tetra(t-butyl)tetrahe­
drane illustrate an important concept. Typically, we expect a very strained molecule to be 
" w1stable" or "reactive" -requiring very low temperatures or special conditions for charac­
teriza tion-and this is usually the case. However, simply having a very large amount of 
strain does not guarantee that a molecule will be reactive. The molecule must have a JQnet­
ically viable path to release the strain. The molecules are unstable, but persistent. Alterna­
tively, we say the molecules are thermodynamically unstable, but JQnetically stable. 
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Connections 

From Strained Molecules to Molecular Rods 

A major goal of modern materials chemistry is the devel­
opment of molecular-scale analogues of the gates and 
switches that comprise modern computer chips and elec­
tronic devices-so-called molecular electronics or molec­
ular devices. For this dream to succeed, basic structural 
building blocks that allow precise arrangements and posi­
tioning of molecular structures will be useful. The finding 
that [l.l.l]propellane was stable, and in fact readily syn­
thesized in relatively large quantities, surprised the entire 
organic chemistry community. The unusual bonding in 
this structure suggested novel reactivity patterns, and 
indeed that has been found to be true. Under a variety of 
conditions, the central bond breaks and C-C bonds are 
formed between bridgehead carbons of separate pro­
pellanes. Michl and others have shown that thi s process 
can be contro lled to produce rigid linear structures termed 
staffanes. Such structures could be one component of 

a collecti on of " molecular Tinker Toys®" that may prove 
useful in rationally building molecular-scale devices. 

Staffanes 

Mazieres, S., Raymond, M. K., Raabe, G., Prodi, A., and Mich l, ). 
" [2]Staffane Rod as a Molecular Rack for Unraveling Conformer Proper­
ties: Proposed Singlet Excitation Localization Isomerism in anti,anti,anti­
Hexasilanes." j. Am. CIIem . Soc., 119,6682-6683 (1997). 

For example, in cubane, homolysis of a C-C bond releases only a fraction of the total 
strain of the molecule and produces a biradical that h as nowhere else to go (Eq. 2.38). The 
two newly formed radicals are trapped in an arrangement in which they are simply staring 
at each other-the most sensible reaction is reforming the broken bond. A concerted pericy­
clic process (Eq. 2.39) that might rearrange several bonds and thereby release much more 
strain, is forbidden by the orbital symmetry rules (see Chapter 15). However, if given a path­
way, we might expect cubane to react very violently (see the Connections highlight below). 
The interplay between kinetics and thermodynamics is a recurring theme in all of chemistry, 
and it will be discussed in greater detail in Part II of this text. 

Connections 

Cubane Explosives? 

We noted above that cubane has a stra in energy of roughly 
166 kcal / mol, but the structure is quite persistent. Rapid 
decomposition of cubane might be expected to re lease a 
great dea l of energy, and when this release of energy is cou­
pled with the fact that cubane has a hi gher density as a 
solid than almost any other hydrocarbon, the potentia l 
for cubane-based explosives and / or propellants is clear. 
Most organic explosives contain a number of nitro groups, 
including compounds such as TNT, RDX, HMX, and 
CL-20, which is perhaps the most powerful non-nuclear 
explosive known. For such structures, combustion leads 
to the release of a grea t deal of energy and a number of 
sma ll volatile molecules, such as C02 and N2 , enhancing 
the explosive power. Imagine, then, the potential energy 

(Eq. 2.38) 

(Eq. 2.39) 

s tored in a molecu le such as octanitrocubane, with its 
high density, huge s train, and very large N02 / carbon 
ratio. This compound would be a potent material, and it 
has been the object of long-standing (and carefu l!) syn­
thetic efforts. ln 2000, Eaton and co-workers succeeded in 
making this remarkable structure. Meeting the synthetic 
challenge led to a new challenge. It turns out that octanitro­
cubane did not crystall ize with quite the high density that 
theory predicted. So, now the quest is to find the alterna­
tive crysta l form that will have the desired high density. 

Eaton, P. E. "Cubanes: Starting Materia ls for the Chem istry of the 1990s 
and the ew Centu ry." Angew. CIIcm. Int. Ed. Eng., 31, 1421-1436 (1992). 
Zhang, M.-X., Eaton, P. E., and Gilardi, R. "Hepta- and Octanitrocubanes." 
Angew. Chem. Int. Ed. Eng., 39, 401 - 404 (2000). 
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2.5-3 Very Large Rotation Barriers 

Along with very strained molecules, a related goal has been the development of struc­
tures in which severe steric interactions are present in the transition state for a C-C rotation, 
but not (or much less so) in the ground state. This steric interference would produce very 
large rotation barriers. In some cases, Erot is so large that different conformers can be sepa­
rated and remain stable at room temperature (such structures are termed atropisomers-see 
Chapter6). 

Again, steric bulk is the primary strategy, and quite substantial barriers can be achieved 
using just this strategy. A more clever approach uses the unique shape of structures such as 
triptycene to point substituents directly along the C-C bond and force a gearing-type inter­
action that can lead to very large bond rotation barriers. A spectacular example is the di­
methylbitriptycyl derivative in Figure 2.22, with Erot > 54 kcal I mol! With this strategy even 
hindered rotation around a C-C= C-C bond can be seen, as the ditriptycene acetylene of 
Figure 2.22 gives a rotation barrier of 15 kcal I mol. Furthermore, if the hindered bond rota­
tion can be coupled to another motion, one can envision controlled "gearing", as described 
in the next Going Deeper highlight. 

y 
X H:y 

X'' X y 

X 

A triptycene derivative 

Rotation barrier >54 

X y 

H H 
H CH3 

CH3 CH3 

CH2CI 
C(CH3)2CN 

H3C Br 

:;-tsr 
Br'' t::::' 

Br CH3 

15 

Rotation barrier 

3.0 
4.8 
8.6 

16 
37 

16 

Figure 2.22 
Structures with very large rotation barriers. 
Values are in kcal / mol. 
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Going Deeper 

Molecular Gears 

Often we think of alkyl groups as generic steri c placehold­
ers. However, in some contexts, the precise shape of the 
group can have importan t consequences. It has long been 
appreciated that in the right con text, certain groups could 
fi t together as the cogs of a gea r, creating systems with 
potentially novel static and dynamic behav iors. One such 
system is hexaisopropylbenzene. The molecule adopts a 
perfect cyclic gearing array, in which each isopropyl is 
firmly locked in with its neighbor. Each methine H 
(shown in color) is tucked into the small space between 
geminal methyl groups of the adjacent isopropyl. The bar­
rier to any kind of rotation of an isopropyl group is ~ 22 
kcal I mol, and molecular mechanics calculations (see 
below) suggest that simultaneously reversing the sense of 
the gearing (making all isopropyls point in the opposite 
direction) has a barrier on the order of 35 kcal I mol. No te 
that this is an extreme example of the context dependence 
of efforts to rate the relati ve steric sizes of groups. One can 
place six isopropyls around a benzene because of the 
poten ti al for gearing. However, converting i opropyl 
tot-bu tyl in this context would have disastrous conse­
quences, and hexakis (t-butyl)benzene is a very highly­
strained, as yet unknown structure. 

Hexaisopropylbenzene 

2.6 Molecular Mechanics 

Perhaps the ultimate gearing system is based on trip­
tycene units. We saw in Figure 2.22 how two triptycenes 
facing each other directly can lead to very high rotation 
barriers. When we attach two triptycenes to a central CH2 

group, we now must interlace the ring systems in order to 
a void severe steric clashes. The result is that we see corre­
lated rotation of the triptycenes in a gearing fashion. This 
correlated motion produces novel stereochemical phe­
nomena, and also constitutes a molecular realiza tion 
of a simple mechanical object, the bevel gear. 

A triptycene gear 

Siegel, J., Gutie rrez, A., Schweizer, W. B., Ermer, 0 ., and Mislow, K. 
"Sta tic and Dynamic Ste reochemistry ofHexaisopropylbenzene: A Gea r­
Meshed Hydroca rbon o f Exceptional Rigidi ty." f. Am. Chem. Soc., 108, 
1569-1 575 (1986). lwam ura, H., and Mislow, K. "Stereochemica l Conse­
quences of Dynamic Gea ring." Ace. Chem. Res., 21(4), 175- 182 (1988). 

We' ve introduced the concept of s train as the energetic p en alty that resu lts from dis torting a 
s tructure from normal bonding p aram e ters. For example, consider angle distortion a t a typi­
ca l sp3 carbon, w h ere the " normal" angle is 109.5°. If the angle is compressed to 108°, strain is 
introduced, and the en ergy of the sys tem should go up by some amount. If the angle is fur­
ther compressed to 107°, the energy should go up more; 106° even more, and so on. It is rea­
sonable to assume that the further we distort from the ideal, the larger the strain energy, and 
qualitative observations bear this out. 

Can we put this analysis on a quantitative basis? Could we d evelop som e sort of equa­
tion tha t relates the extent of dis tortion to the en ergy of the molecule? We can, and the 
m ethod is called molecular mechanics. Here we will lay out the basic tenants of molecular 
mechanics and provide a description of its s tren gth s and weaknesses. The m e thod is now 
quite common and easily implemented for sizable molecules on a s tandard p ersonal com­
puter. It is a powerful aid to experimentalis ts in all fields of organic chemistry, as well as in 
molecular-scale s tudies of biology and materials science. It should be appreciated from the 
start, h owever, that the method h as significant limitations and is susceptible to misuse. 
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2.6.1 The Molecular Mechanics Model 

The fundamental concept of molecular mechanics is embodied in Eq. 2.40. That is, the 
total energy of a system can be represented as a sum of individual energies, one related to 
bond stretching, one for angle bending, one for torsional effects, one for non bonded interac­
tions, and perhaps many more. It is important to appreciate from the start that there is no theo­
retical justification for this model. If we look at the quantum mechanics of molecular structure, 
as embodied by the Schrodinger equation (Chapter 14), there is no "bond stretching" term. 
Molecular mechanics is completely and solely justified on empirical grounds-it is valid 
only to the extent that it works. Hence, the term empirical force field is sometimes used as a 
more realistic synonym for molecular mechanics. We will return to this point below after we 
define some terms. 

£tot = £bond + £angle + £torsion + £non bond + 
(Eq. 2.40) 

+ E nb + 

We begin by defining the individual terms of the equation for E101, as well as presenting 
some discussion of the nature of the various parameters. The total energy, E t01 , produced by 
a molecular mechanics calculation is also referred to as the steric energy. It is not to be con­
fused with strain energy, a very different quantity, as we will elaborate below. 

The individual terms in Eq. 2.40 can each be viewed as a potential function, and they 
have the same mathematical forms as those for stretches, bends, and torsions that we dis­
cussed earlier in this chapter. It is important to remember, however, that the parameters used 
in the equations that describe the real degrees of freedom of molecules do not necessarily 
have any relation to the parameters used in the equations of the molecular mechanics 
method. Moreover, whereas the potential surfaces that describe the vibrational degrees of 
freedom in molecules derive from the forces that hold the atoms together, the potential func­
tions in molecular mechanjcs are derived simply to get the right answer. 

Bond Stretching 

The standard equation for bond stretching is Eq. 2.41, where r is the length of the bond 
being evaluated, kr is analogous to a force constant, and r0 is the "natural" bond length. 

kr 2 
E = - (r -r ) 

r 2 o (Eq. 2.41) u.t 

This equation is a classical Hooke's law potential function, and the plot of Er vs. r (Figure 
2.23) is the parabola found for the harmonic oscillator (see the Going Deeper highlight en­
titled "Probability of Finding Atoms at Particular Separations" on page 75). Note that kr 
and r0 are parameters-they are obtained by a fitting process described in more detail below. 
They are not "experimental" force constants or bond lengths of any sort. They are parame­
ters that have the form of a force constant and a length. For example, in the popular MM3 
force field, r0 for a C-C single bond is 1.5247 A-not at all a standard C-Cbond length (recall 
Table 1.4). 

We need a pair of parameters (kr and r0 ) for each type of bond in a molecule. That is, C-C 
single bonds have one such pair, C-C double bonds have another, C-H bonds have another, 
C-0 another, etc. Every type of bond in a molecule has its own set of parameters. It is not the 
case that every bond ina molecule has its own set of parameters. In some force fields (we will 
call a particular implementation of the molecular mechanics method a force field), further 
distinctions are made. For example, a RCH2-CH2R bond might have a different parameter 
pair than a RCH2-CHR2 bond. Almost all modern force fields would differentiate between 
single bonds that are C(sp2)-C(sp3) (as in toluene) vs. C(sp3)-C(sp3) (as in an alkane). This dif­
ferentiation can greatly increase the number of parameters. 

We know from experiment that a Hooke's law function is a poor representation of a real 
covalent bond. The actual potential surface is something more like a Morse potential (Figure 
2.2). When r is fairly close to r0 , a parabola is a good approximation of a Morse potential. 

Figure 2.23 
Hooke's law (parabola; black) 
vs. a Morse potential (color; 
see also Figure 2.2) to describe 
a bond stretching interaction. 



13Q CHAPTER 2: STRAIN AND STABILITY 

However, at greater values of r-when a bond is stretched-the approximation is quite poor. 
For this reason, many force fields add a cubic term to the stretching potential function (Eq. 
2.42). 

(Eq. 2.42) 

This expansion introduces another parameter (k/), but it does improve the force field. 
For the highest possible precision in calculations of organic molecules, such additional 
terms are usually included. However, in a force field for proteins or nucleic acids (see be­
low), structures that rarely deviate substantially from standard bonding parameters, cubic 
terms are often unnecessary. 

Angle Bending 

A similar equation holds for angle bending (Eq. 2.43), where e is the value of the angle 
being evaluated, ke is analogous to a force constant, and 60 is the "natural" bond angle. 

(Eq. 2.43) 

Again, there is a pair of parameters for each kind of angle. As with bond stretching, this 
parabolic-type function is often not optimal, and so a cubic term is added (Eq. 2.44). 

(Eq. 2.44) 

Torsion 

The simplest form for a torsional potential function is Eq. 2.45, where n is the folded ness 
of the barrier, and B = :±:: 1. If B = + 1, then the staggered form of the bond is preferred, 
where as if B = -1, the eclipsed form of the bond is preferred . 

k 
E$ = T [B + cos(n<j>)] (Eq. 2.45) 

When do we ever want B = -1? We want it for C-C double bonds, as in ethylene or ben­
zene! Remember, molecular mechanics knows nothing about 1T bonds or molecular orbitals. 
We have to explicitly tell it that a double bond wants to be planar (i.e., eclipsed with a two­
fold barrier). Again, every particular torsion type has its own set of parameters. 

More modern force fields have found that an expanded torsional equation is beneficial 
(Eq. 2.46). 

E$ = V1 [B + cos<j>] + V2 [B + cos(2<j>)] + V3 [B + cos(3<P)] (Eq. 2.46) 

That is, each torsion is treated as having one-fold, two-fold, and three-fold components. The 
subtleties for more complicated systems can be better treated in this way. For example, in­
specting the torsional itinerary for butane (Figure 2.6) shows that it is not a perfect three-fold 
system, as ethane is. One way to accommodate the deviations is to add non-three-fold terms. 
This addition introduces still more parameters. 

Nonbonded Interactions 

Generally the most important component of any molecular mechanics force field is the 
nonbonding potential function. The traditional form is the Lennard-J ones "6-12" potential 
(Eq. 2.47), where E and r* are parameters that depend on the identities of the two interacting 
atoms and r is the distance between the atoms. 
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= [(r*)J2 _ (r* )6] 
Enb £ r r 

(Eq. 2.47) 

When r = r*, Enb = 0. When r > r*, Enb goes slightly negative for a while- tha t is, there is 
a nonbonded attraction rather than a repulsion. This attraction is illustrated in Figure 2.24. 
This subtle feature can often be quite important. The parameter r* is a cutoff distance, inside 
which a nonbonded interaction becomes repulsive. But what is the nature of E7 1t is a param­
eter that defines the "hardness" of a non bonding interaction. A large value oft: implies the 
energy goes up steeply as r becomes less than r*-the interaction is "hard" . A smaller value 
oft: gives a less steep rise and a "softer" interaction. This dis tinction is illustrated in Figure 
2.24. Table 2.17 shows nonbonding parameters for one particular force field. As we would 
expect, r* increases in the order H • • • H < H • • • C < C• • • C. What is less obvious is why 
this particular force field makes a C • • • C interaction much harder than an H • • • H in terac­
tion, with H • • • C softer s till. Apparently, this particular combination gives the best fit to ex­
perimental data. The message again is that the parameters of a molecular mechanics force 
field are just that-parameters. They do not necessarily reflect any kind of experimental 
reality. 

Cross Terms 

Table 2.17 
Selected Nonbonding Parameters 
From a Particular Force Field 

Non bonding pair 

H • • • H 
H •• • C 
C• ••C 

3.20 
3.35 
3.85 

& (Arbitrary units) 

2.8 
2.1 
6.6 

For hydrocarbons and simple organics, the force field we have defined so far is often suf­
ficient. However, some force fields also include "cross terms". For example, a stretch-bend 
term couples bond lengthening with angle bending. It could, for example, make it easier to 
stretch a bond if the bond is also involved in a distorted angle. Such terms usually make only 
small contributions to the total energy. 

Electrostatic Interactions 

In polar molecules, including proteins and nucleic acids, coulombic interactions be­
tween charged groups and / or partial charges on atoms can become quite significant. Cou­
lombic interactions are treated by an equation of the form Eq. 2.48, where q; = the charge on 
atom i (usually a partial charge), t: = the dielectric constant of the medium, r ;i = distance be­
tween atoms i and j, and N = the number of atoms. This equation is simply Coulomb's law. 
Again, the charges are parameters that are specific to each particular kind of atom. One of the 
biggest challenges of the molecular mechanics method is to obtain the optimal set of charges. 

Hydrogen Bonding 

N N qq 
Eelec = L L -~ /­

j = 1 i > j £i/ ij 

(Eq. 2.48) 

In some force fields hydrogen bonding is handled simply by the electrostatic term just 
introduced. In others, there is an explicit equation for hydrogen bonds. One form for such an 
equation is Eq. 2.49. 

NH NH ( C D ) E = if if 
HB L L Y·" - ~ 

j = 1 j > j I) I) 

(Eq. 2.49) 

',"Hard" 

"Soft" 

Figure 2.24 
The Len nard- Jones "6-12" 
potential function, with 
examples of both a hard 
and a soft potential. 
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This equation is a derivative of a Lennard-Janes potential function. In this equationNH is the 
number of hydrogen bonds, while C and Dare parameters depending on the type of hydro­
gen bond. In this approach we have to explicitly define all the hydrogen bonds in advance so 
this equation can be applied to them. When the simple electrostatic approach is used, hydro­
gen bonds need not be defined explicitly. 

The Parameterization 

Two things define a particular force field-the set of potential functions and the values 
of the parameters. The options in the first case are, for example, whether to include cubic 
terms in bond stretching or angle bending; whether to u se the torsional equation with one-, 
two-, and three-fold terms; how to handle electrostatics and hydrogen bonding; etc. Once 
these decisions are made, it remains to determine values for all the parameters included in 
the various equations. There will be scores if not hundreds of such parameters for a moder­
ately complete force field. Among the most widely used force fi elds are MM#, where # = 1, 
2, and 3 delineates a version of the molecular mechanics (MM) parameters developed by Al­
linger and co-workers. Others are AMBER, CHARMM, and UFF (universal force field), the 
latter including a trea tment for molecules possessing main group elements. 

Where do the parameters come from? Fundamentally, they result from a fitting proce­
dure, in which many types of experimental data are used. Structural information is crucial. 
There is a large database of experimentally determined structures for organic molecules, 
and a good force field should be able to reproduce them. So, parameters are adjusted to 
properly reproduce experimental structures. 

However, energies are just as crucial, and these are sometimes harder to come by. For hy­
drocarbons and simpler organics, there is a large database of heats of formation , and, hence, 
strain energies, and these are valuable in parameterization. Other energies include rotation 
barriers and conformational differences. A competent force fi eld should reproduce the bu­
tane torsional profile of Figure 2.6, and should obtain the A values for many cyclohexan e 
substituents. Due to the similarity to real molecular vibrational modes, IR vibra tions should 
be a valuable source for a force field, but in practice few modern force fields use them in their 
parameterization. 

The value of a force field is directly proportional to the quality of its parameteriza tion, 
and that in turn depends completely on the quantity and quality of experimental stru ctura l 
and energetic data tha t are available. Thus, good force fields for hydrocarbons exist because 
there is a wealth of experimental data on such systems. Another issue is that the factors that 
determine structure and energetics in hydrocarbons are fairly simple, in part because the 
electrostatic and hydrogen bonding terms are not very relevant. As structures become more 
complex, with more and m ore polar groups, parameteriza tion becomes more difficult. 

A recent boon to force field development has been the success of modern, ab initio quan­
tum mechanical methods in predicting the properties of molecules (see Chapter 14 for a 
thorough description of these methods). These computational methods can now provide 
reliable data on small prototype system s for which experimental data are unava ilable, and 
then force field s can be developed based on the quantum mechanical calculations. This is 
a valuable approach, but it is limited in that many interes ting systems are too large to be 
trea ted by the quantum m echanical methods. 

Heat of Formation and Strain Energy 

After all the parameters are obtained, we can now do a molecular mechanics calcula tion. 
What is the result? A s tructure for the molecule is obtained by minimiz ing the total energy. 
This is a straightforward task in principle. Since Eq. 2.40 constitutes an analytical express ion 
relating energy and geom etry, we can use the derivatives of this equation to assist us in ge­
ometry optimization. 

The other outcome from a molecular mechanics calculation is a value for £10 1 (Eq. 2.40). 
However, £101 is not a particularly useful quantity. It is just a number, obtained by adding up 
a collection of equations. We want to minimize £ 101 to obtain the best possible geometry, but 
the actual value of the number does not directly relate to any experimental quantity. As such, 
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another set of parameters must be developed that converts Etot to the heat of formation. Once 
we have the heat of formation, we can obtain the strain energy in the usual way. 

There are some instances in which Etot is useful. If we are comparing stereoisomers, va lues 
of Etot provide useful relative energies. That is because stereo isomers will always have identi­
cal contributors to Etot' both in terms of the equations and the parameters involved. Since all 
structures along a torsional path are stereoisomers (conformers), Etot can be used to deter­
mine rotation barriers. Note that Etot cannot be used for constitutional isomers, such as 
n-butane vs. isobutane. That is because different parameters are likely involved, such as a 
CHr CHR2 k and r0 in isobutane vs. the CHrCH2R k and ro for n-butane. Only after Etot val­
ues for these two structures are converted to heats of formation can energy comparisons be 
made. 

In general, then, the molecular mechanics method produces LlHr0 values. In principle, 
the information to derive LlSt is embedded in the method, but in practice the method is not 
nearly accurate enough to produce meaningful LlSt values. 

2.6.2 General Comments on the Molecular Mechanics Method 

I. There is no theoretical justification for the method. 
That is, nothing that we know about chemistry justifies dissection of the total energy of 
a molecule into separable components as implied by Eq. 2.40. The only justification for 
the method is that it works-not always, but often. 

2. There is no unique, optimal force field. 
A number of different workers have developed molecular mechanics force fields, often 
with different goals in mind. Since there is no theoretical basis for the method, there is no 
reason to think that one particular approach is intrinsically superior to another. Some 
force fields are better at some things than others. 

3. Because of points I and 2, it is risky to attach significance to the individual energy terms ofEq. 
2.40. 

Consider the following hypothetical, but quite plausible, results from two different 
force fields evaluating the same molecule. They get the same geometry for the molecule, 
but the energies look quite different. 

Force field #1 might produce: 

= 5 + 30 + 2 + 7 + 2 = 46 kcal / mol 

Heat of formation = -37 kcal/ mol; strain energy= 45 kcal / mol 

Force field #2 might produce: 

Etot = E, + Ee + E.v + E,b + Eother 

= 27 + 12 + 16 + 43 + 12 = 110kcal / mol 

Heat of formation = -37 kcal / mol; strain energy = 45 kcal / mol 

Remember, there is a force-field specific set of parameters that converts Etot to LlHt, 
and so two different force fields can get very different values for Etot but the same LlHt 
In this example, the two force fields are equally good-both get the same geometry and 
the same heat of formation. 

What about interpreting the individual terms of Etot? Force field #1 predicts most of 
the strain comes from angle bending, while #2 predicts nonbonding interactions and 
bond stretching are most important. Which is correct? Neither! These terms have no 
meaning because molecules do not partition their total energy into neat compartments. 
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Force field #1 has chosen to make bond stretching easy, but angle bending hard; #2 
makes nonbonding contacts quite adverse, and bond stretching difficult. The differing 
terms compensate for each other. As long as the developers of the individual force fields 
did their parameterization jobs well, either force field can get useful results. 

4. Because the energy expressions are all analytical, geometry optimization can be quite efficient. 
Inherent to the molecular mechanics method is a set of analytical expressions for the to­
tal energy of a system. It is a simple matter to derive the first and second deri va tives of 
the energy expression. The first derivatives define the forces on the molecule. At a mini­
mum there are no forces-the system is" at rest". Thus, geometry optimization involves 
minimizing the first derivatives-a process that can be much more efficient than just 
randomly searching for a minimum. Furthermore, at a minimum, all second derivatives 
are positive. 

5. Generally, getting a good geometry is easier than getting reliable relative energies. 
Figure 2.25 illustrates this point. Basically, it is easier to find the bottom of a well than it 
is to know whether a nearby well is higher- or lower-lying. 

B. 

Global minimum 

Figure 2.25 
Two aspects of force field minimization. A. Two different fo rce fi elds 
will usually find the same minima (geometries), but may differ in their 
re lative energies. B. It is a lways difficult to be sure that the minimum 
you have found is the g lobal minimum. 

6. Finding the global minimum can be challenging. 
It is a simple matter to know you are at the bottom of a well-in a true energy minimum. 
But how can you be sure it is the lowest possible structure, the global minimum (Figure 
2.25)? In fact, you cannot be sure. There is no general, reliable solution to the global mini­
mum problem. Just because a geometry optimization has produced a stable structure 
does not mean that a more stable structure cannot be found. The molecular mechanics 
method is especially susceptible to this problem. The more complicated the sys tem, the 
more likely there are multiple minima. 

There are many strategies for avoiding or at least minimizing the global minimum 
problem. These range from exhaustive search approaches, to ways to "kick" a structure 
out of a local minimum and into the global minimum. The user of the molecular me­
chanics approach needs to be aware of this potential pitfall. 

7. The greater the number of polar atoms and/or functional groups, the less reliable the resu / ts. 
There is a huge database of structural and thermodynamic data on hydrocarbons. How­
ever, the number of structures that contain an ester plus an aryl ether plus a dialkylam­
ine for which we have accurate structural and heat of formation data is small (probably 
zero) . So, parameterization of the force field is weaker for this type of structure, and the 
molecular mechanics method must be expected to be less reliable. Also, polar groups in 
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close proximity within a molecule can produce special "effects", such as the gauche and 
anomeric effects discussed earlier, that molecular mechanics knows nothing about (un­
less we add new parameters). The bottom line is always that we must be careful when 
applying the molecular mechanics method to systems that differ substantially from the 
structures on which the method was parameterized. 

8. The molecular mechanics method generally evaluates structures in the gas phase-in the absence 
of solvent. 

Most chemistry, however, is done in a solvent. Again, the difference between the gas 
phase and solution is expected to be greatest for polar molecules. This difference can be 
corrected by explicitly evaluating solvation, and we will discuss strategies for this in 
Chapter3. 

9. The molecular mechanics method is much Jaster than quantum mechanical methods. 
We have gone to some length to point out the weaknesses of the molecular mechanics 
methods. However, when applied carefully, the method can produce very useful re­
sults. And, most importantly, the method is much faster than any quantum mechanical 
method will ever be. As such, for many systems it is the only game in town. This speed 
and the applicability to experimentally interesting systems are the method's greatest 
assets. 

2.6.3 Molecular Mechanics on Biomolecules 
and Unnatural Polymers-"Modeling" 

The molecular mechanics method just described was developed with organic chemistry 
in mind-that is, for "small" molecules with 10 to pe rhaps 50 "heavy" (i.e., non-hydrogen) 
atoms. However, the temptation to apply the method to biological macromolecules proved 
irresistible, and modeling, as it is often called, is now a standard tool. In this section we high­
light some of the major differences in molecular mechanics as it is applied to macromole­
cules vs. small organic molecules. Typically, a number of simplifications are made in order to 
make the calculations more manageable, and hence applicable to very large molecules. 

The force fields used for biopolymers (and unnatural polymers) are typically simplified 
versions of the general force field described above. For example, proteins and nucleic acids 
rarely have C-C bonds that are substantially elongated from normal values or valence 
angles that are greatly expanded or contracted. Typically, biomolecules achieve their com­
plexity by concatenation of fairly ordinary organic structures, not by distorting molecules 
from their usual structural parameters. This allows simplifications to be made. 

First, the cubic terms in bond stretching and angle bending are rarely included. In fact, 
some biopolymer force fi elds keep all bond lengths and bond angles at fixed, standard val­
ues; only dihedral angles and nonbonded contacts matter. 

Second, the united atom or extended atom approach is quite common. There are a large 
number of C-H, N-H, and 0-H bonds in proteins and nucleic acids, and varying their 
bonds lengths and bond angles is usually unimportant. In many instances, they are just ste­
ric placeholders. Thus, it is reasonable to remove them completely. For example, a CH2 be­
comes a single, united atom-a sphere with a van der Waals radius much larger than a nor­
mal C. If every CH3, CH2, and CHis replaced by single, united atoms (with different kinds 
of united atoms for methyl, methylene, and methine), the number of bond stretching, angle 
bending, and, most importantly, nonbonding terms that must be evaluated drops substan­
tially. This united atom approach is not a terrible approximation for carbons, although usu­
ally the sphere is centered at the carbon, while it should be offset toward the hydrogens 
somewhat. It is less attractive for NH and OH centers, and most force fields do not make 
this approximation. 

The electrostatic and / or hydrogen bonding terms are especially important in force 
fields focused on biopolymers, because of the crucial role of hydrogen bonds and ion pair in­
teractions in these systems. Unfortunately, these are often the most controversial, and least 
tested aspects of a force field. 
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t;Ht" 

In general, because of these and perhaps other approximations, force fields used for bio­
polymers are often considerably less accurate than the small molecule force fields. Since 
many of these methods come as part oflarger modeling packages, which also include a num­
ber of visualization and analysis tools, it is often difficult to determine which approxima­
tions are being made at any one time, so caution is in order. Nevertheless, when used prop­
erly, valuable results can be obtained. 

2.6.4 Molecular Mechanics Studies of Reactions 

Since it is a non-quantum mechanical method, molecular mechanics is not intrinsically 
well suited to treating reaction mechanisms other than " reactions" that are simply confor­
mational changes. That is, it would be completely unreasonable to study a bond-breaking 
process using a s tandard molecular mechanics package, because the method was not at all 
parameterized to treat bond-broken structures. Similarly, we might expect that an insuffi­
cient data base would exist to allow the development of reliable molecular mechanics pa­
rameters for reactive intermediates. Nevertheless, in some specific cases the method has 
been applied successfully to the evaluation of reaction mechanisms. 

The first successes came with carbocation rearrangements. Schleyer and co-w orkers 
have studied multis tep rearrangements of polycyclic hydrocarbons under strong acid con­
ditions. For example, exposure of a hydrocarbon to excess A1Br3 leads to reversible hydride 
abstractions such that a carbocation can be formed at essentially any carbon. The ca tions can 
then undergo [1,2]-carbon shifts. Since these are equilibrating conditions, thermodynamic 
predictions can be of value, and it was reasoned that perhaps the relative stabilities of neu­
tral hydrocarbons that could be formed would make it possible to predict whether they 
could be involved in a rearrangement path. A classic example is shown in Eq. 2.50. Strong 
acid can isomerize the readily available tetrahydrodicyclopentadiene to adamantane, a ring 
system that is difficult to prepare by a conventional route. By assuming that hydride abstrac­
tion was possible from an y carbon, and that all [1,2]-shifts were possible, molecular mechan­
ics was used to evaluate the stabilities of potential intermediates. In this way, a path that was 
progressively downhill thermodynamically was developed, as shown in Eq. 2.50. The high 
speed of the molecular mechanics method was essential here. 

J:o - E - ~ - a lG lQ 
(Eq. 2.50) 

- 12.3 - 10.9 -16.7 - 20.2 -21.1 - 32.6 

Tetrahydro- Adamantane 
dicyclopentadiene 

These rearrangem ents are not solely of academic interest. The facile synthesis of the ada­
mantyl ring system made possible the development of 1-aminoadamantane, known a lso as 
SymmetreJ<E, which has been used for the trea tment of influenza A virus and perhaps Parkin­
son's disease. 

Another interesting stra tegy for applying the molecular mechanics approach to reaction 
mechanisms has been proposed by Houk and co-workers. The reaction considered is sim ple 
radical addition to an olefin (Eq. 2.51). Using quantum mechanica l computational methods 
of the kind described in Chapter 14, the detailed s tructures and energetics of the transition 
states for the addition of simple radicals, such as methyl and ethyl, to prototype olefins were 
characterized. From this information, a set of molecular mechanics parameters for the transi­
tion state of the reaction was developed. These parameters were then merged with a force 
field for conventional molecules. This made it possible to predict the relative energies of 
transition states for a series of radical addition reactions. The most interesting cases are cycli­
zation reactions, in which R • and the olefin are p art of the same molecule (Eq. 2.52). Such re­
actions can build in ring strain in the transition state, and molecular m echanics is quite good 
at predicting ring s train. Once a reasonable model of the transition state was in place, the rel­
ative strains of various cyclization transition states could be evaluated, allowing successful 
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prediction of relative reaction rates. Such a merger of quantum m echanical computational 
methods with molecular mechanics is likely to see increasing use in coming years. 

(Eq. 2.51) 

(Eq. 2.52) 

Summary and Outlook 

Topics covered in this chapter include thermochemistry, strain, stability, potential surfaces 
and functions, vibrational states, conformational analysis, and molecular mechanics. The 
unifying theme for all of these is structure and energetics. Let's briefly review some of the 
key lessons. The bonding forces that hold molecules together dictate their molecular struc­
tures and energetics. In that regard, a sum of the bond strengths of one molecule rela tive to 
another gives a good estimate of relative stability, and therefore a table of BDEs makes a 
good reference w hen predicting stabilities. Another excellent method is the group incre­
ments approach. The group increments method provides a way to estimate t:..H t values for a 
wide range of structures, and it leads to a quantitative definition of s train energy. It is impor­
tant to keep clear the two different uses of the group increment m ethod. If the goal is to ob­
tain the best possible estimate for t:..Ht, then all corrections-gauche, cis olefin, ring, etc.­
are applied as appropriate. On the other hand, if the goal is to d etermine a strain energy, 
these corrections are not made. Just the basic group increments are combined, and the sum is 
subtracted from the true t:..Hr0 to obtain a strain energy. 

For all the basic classes of reactive intermediates, thermodynamic data that allow valu­
able comparisons of relative stabilities are available : BDEs for radicals, HIAs for cations, and 
pK. values for anions. The trends in relative stabilities of reactive intermediates are generally 
well treated by the bonding model developed in Chapter 1. 

We also covered the fact that molecular structures are dynamic, not static. Multiple de­
grees of vibrational freedom exist- namely, stre tches, bends, torsions, etc. Each is quantized 
and the motions are constrained by a potential surface. For most organic chemistry pur­
poses, only the quantization of bond stretches becomes relevant. The torsional degrees of 
freedom, when possessing enough energy, lead to the interconversion of conformers, both 
in acyclic and cyclic systems. The study of these interconversions is called conformational 
analysis. 

Lastly, we showed that structure and energetics can be calculated using a meth od called 
molecular mech anics. The equ ations and force constants used in this method are similar to, 
but not identical to, those in the potential functions that describe real molecular vibrations 
and structure. The method, when properly parameterized, can predict structure, give strain 
energies, and calculate heats of formation. 

Given these lessons about structure and energetics, we can now turn our attention to 
multiple topics in advanced organic chemistry. In the next few chapters we examine forces 
that hold pairs or ensembles of molecules together-the intermolecular forces involved in 
solvation and molecular recognition. Predicting solvation and binding phenomena relies on 
the same principles for intermolecular bonding-an examination of the enthalpy and en­
tropy of the particular interaction. Entropy will play a much larger role in these chapters 
than it has in this chapter. We then turn our attention to acid-base chemistry, where thermo­
dynamics is of paramount importance, and many of the lessons p resented here will be re­
called. After that, stereochemistry is covered, where the insights into molecular structure 
and conformational analysis given here will be essential to a complete understanding of ste­
reochemical principles. Taking an even longer look forward, we will see in the chapters on 
kinetics and mech anisms that the interconversion of one molecule into another, a chemical 
reaction, is in fact the excitation and coupling of the kinds of vibrational modes discussed 
herein. Hence, this chapter is one that has very "long legs", being essential for many of the 
future chapters in this book. 
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Exercises 

1. Estimate the percentage of the twist-boa t conformation of cyclohexane present at 25 °C, assuming that the entropies of the 
chair and twist-boat are identical. 

2. Sketch a complete (360°) torsional itinerary for toluene. 

3. Describe the hybridjza tion at the central carbon of di(t-butyl)methane (Figure 2.21) relative to the central carbon of 
propane. 

4. Other strategies for determjning the energetic consequences of aromaticity in benzene have been ad vanced . For exa mple, 
one criticism of the analysis given in the chapter is that benzene contains only sp2-sp2 bonds, but in the cyclohexene refer­
ence the olefinic carbons are attached to sp3 carbons. One possible solution would be to use CH groups from 1,3-butadiene 
(t-.H t = 26.3 kcal / mol) as a reference. Derive an aromaticity value for benzene using this approach, compare it to the va lue 
determined in the text, and comment on wruch seems more appropriate. 

5. The C=C double bond of trans-cyclooctene is relatively short: 1.33 A vs. 1.347 A for trans-2-butene. Provide a rationaliza­
tion for thjs. 

6. Bulky substituents prefer the equatorial to the axial position in cyclohexane. Nevertheless, the equilibrium shown lies to 
the right. Provide an explanation for thjs. 

7. Suggest several different thermochemical stra tegies to evaluate the aromaticity of naphthalene . Comment on any differ­
ences among the values you obtain, and also on the degree of aromaticity in naphthalene vs. that in benzene. Some poten­
tially useful data are given below; other useful d ata may be in the text or could be calculated by group increments. 

Mit (kcal/mol) 

Naphthalene 
trans-Decal in 
Tetralin 
Butadiene 

co~ 
Naphthalene trans-Decalin 

36 
-43.5 

6.22 
26.3 

co 
Tetralin Butadiene 

8. Adamantane has been described as a" thermodynamic sink" because it is the most s table of all the C 10H16 molecules. 
Shown below are adamantane (far left) and several isomers with their molecular mechanics computed heats of formation 
(in kcal / mol). Calculate the strain energy of each. Are your results consistent with the thermodyn amic sink notion? 

-32.12 -14.38 -24.46 -20.54 

9. Explain why the cyclohexane derivative shown prefers the conformation with the methyl group axial (B) rather than 
equatorial (A). 

A. B. 
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10. Predict w hich isomer is preferred, and briefly explain why. 

A. ~{J B. 

11. Sketch a Newman projection of wha t you think would be the preferred conformation of hydrazine (H2NNH2), and briefly 
explain your choice. 

12. Series A and B can be viewed as two different ways to annulate an ethano bridge on to four-, five-, and six-membered rings. 
Using the t:..Hr" values given (in kcal / mol), calculate the strain energy for each compound. Briefly discuss whether the 
trend seen in each series is consisten t with expectations based on additi vity of ring strain. 

A. 

H 

cp 
H 

25.63 

H H cpcp 
H 

0.51 

H 

- 6.1 

B. 

16.37 -12.42 -23.04 

13. Bicyclopentyl sh ows a strong preference for the conformation wi th the highlighted hydrogens anti. Rationalize this result 
w ithin the context of the conformational preferences of other, similarly substituted alkanes. 

d-10 
H 

14. The experimental t:..Hr" va lue for c60 (see Figure 13.10 for a picture) is 634.8 kcal I mol. Based on this, is C6o better thought 
of as an aromatic molecule or a collection of C-C double bonds? The C8F-(C8 F) 3 group increment, with a value of 1.5, will 
be of use. A C8F is a fused benezoid carbon, and C8F-(C8Fh would therefore apply to the Cs in graphite or C60. 

15. Olefin strain energy has been defined as the difference between the strain energies of an olefin and the corresponding 
sa turated hydrocarbon. Generally, the olefin is more strained than the alkane. Given the experimental hea ts of formation 
(in kca l / mol) below, calculate the olefin strain for the olefins shown. Comment briefly on the implications of your findings. 
For some systems, the olefin is actually less strained than the alkane. These have been termed hyperstable olefins. Are any 
of the olefins in this set hyperstable? 

C2H4 0 ~ ~ ~ 
12.5 -1 .20 11 .91 3 .34 -8.95 

C2H6 0 ~ ~ ~ 
-20.02 -29.93 -23.26 -23.88 -26.43 

16. Usually cyclohexane A va lues are reported as t:..Go values, but for some substituen ts, t:..Ho and t:..So values are also available. 
Such values are shown below for methyl and isopropyl (equatorial to axial interconversion). Consider the two chair con­
formers of cis-1-methyl-4-isopropylcyclohexane. Calculate the percentage of each form present at (a) 300 K, (b) 100 K, and 
(c) 75 K. 

MI." (kcal/mol) 

1.75 

1.52 

t:..S0 (cal/mol • K) 

0 
-2.31 
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17. Shown below are the values of t..H r0 (in kcal / mol) for hexamethylbenzene, hexamethyl Dewar benzene, and hexamethyl­
prismane. Determine the strain energy for each compound. You will need to make estimates for some group increments. 
Justi fy your choices for estimates. 

CH3 

H3C* CH3 

I # 
H3C CH3 

CH3 

- 24.0 

CH3 

H3C*CH3 

I I 
H3C CH3 

CH3 

25.5 

H,c~cH, 

H3CTCH3 

CH3 

67.2 

18. Draw a reasonable representation of the three-dimensional shape of cholic acid (see the Connections highlight on page 
108). Comment on the relationship among the three hydroxyls and speculate how this may be important in the biological 
activity of the molecule. 

19. If you are a physical organic chemist interes ted in conformational analysis, one thing you might want to do is design a mol­
ecule that locks a cyclohexane into the boat form. Consider a molecule in which a one-carbon bridge links the" flagpole" 
posi tions of a boat cyclohexane. What do you think the strain energy of such a molecule would be? (Hint: The answer is 
given in this chapter.) 

20. Predict the preferred conformation of fluoromethanol, FCH20H, around the C-0 bond and briefly rationalize your ch oice. 

21. Consider a hypothetical explosive process in which one mole of octanitrocubane is converted to 8 C02 and 4 N2. Estimate 
how much energy would be liberated. Useful heat of formation data: t..Ht = -94.05 kcal / mol for C02; t..Ht = -19.3 kcal / 
mol for CH 3N02. (Hint: You will need to make some approxima tions.) 

22. How many grams of octanitrocubane would be needed in the process in Exercise 21 to heat 1liter of water from 25 oc to 
50 °C. (Hint: You need the h eat capacity of water.) 

23. Use the group increments of Table 2.4 to substantiate or refu te the followi ng s ta tements: 
(a) Branched alkanes are more stable than linear alkanes. 
(b) For alkenes in a linear chain, an internal double bond is more stable than a terminal double bond. 
(c) H ydrogenation of olefins is generally more exothermic than hydrogenation of analogous carbonyls. 

24. Tetraalkylethanes are gauche, and the gau che preference increases as the alkyl group gets larger. H owever, 1,1,2,2-
tetraphenylethane is anti. Suggest why this might be so. 

25. How do you rationalize the fact that the cyclohexane A value for phenyl (2.8) is bigger than that for isopropyl (2.21)? 

26. Provide an explanation for why cyclopentene is less strained than cyclopentane (Figure 2.15). 

27. Show how a blind implementation of a cubic bond stretching term (Eq. 2.42) can lead to the long bond catastrophe, 
in which the force field fails for very long bonds. How would you fix this problem ? 

28. Explain why molecular mechanics is appropriate to calculate the differences in dipole moments be tween two similar m ole­
cules, but is inappropriate to calculate the differences in po larizabili ty. 

29. A molecular mechanics calcu lation with a particular force fi eld gets the heat of formation of spirononane correct, but not 
for [5.3.5.3]fenestrane. Why? 

CXJ 
Spirononane Fenestrane 

30. Consider the various bicycl ic alkanes for which strain energies are given in Figure 2.15. For which one will homolytic cleav­
age of a single C- C bond release the largest amount of strain? (Hint: Consider the strain energy of the ring-opened biradi­
cal to be equivalent to tha t of the analogous cycloalkane.) 

31. X-ray crystallography reveals that tetracyclohexyldiphosphine (Cy2P- PCy2 , where Cy = cyclohexyl) adopts a gauche-like 
conformation, with the dihedral angle between the P lone pairs being - 90°. This has been rationalized by invoking elec­
tronic interactions involving the P lone pairs (the gauche effect). Suggest an alterna tive explanation. [Hint: Tetracyclohexyl­
disilane (Cy2SiHSiHCy2) adopts a very similar conformation.] 
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32. The Benson group increments that we discuss herein (Table 2.4) are derived from {).Hr" data of the sort in Table 2.3. How­
ever, a little thought will convince you that, for example, n-octane at 298 K will have a significant proportion of gauche con­
formers. This in a sense compromises the group increment approach developed above. Using a gauche correction of 0.9 
kcal I mol, and ignoring any non-additive effects (such as the g+g- pentane interaction), what fraction of n-octane mole­
cules will have one or more gauche bond at 298 Kin the gas phase? An alternative set of group increments has been devel­
oped that takes this effect into account, such that the C-(H)z(Ch group increment more correctly reflects what one would 
expect for an all-trans alkane. While these alternative group increments do give better agreement with experiment, they 
have only been developed for the s implest hydrocarbon groups. As such, the Benson group increments, which are more 
broadly applicable, are the most commonly used. Predict whether the value for C-(H)z(C)2 in this modified type of group 
increment should be less than or greater than -4.93. 

33. Use the thermochemical data of the various tables in this chapter to predict the bond d issociation energy for the 0-H bond 
of ethanol. Does your value make sense, considering the comparable value for methanol g iven in Table 2.1? 

34. Rationalize the follow ing trends. 

R s-trans s-cis 

CH3 0.7 0.3 
CH2CH3 0.55 0.45 
iPr 0.3 0.7 
t-Bu nearO - 1 

~o=~R 
R 0 

35. Predict the most s table conformation of the following molecule, called Kemp's triacid. 

H3~C02H 
HO,C '·x·"•CH, 

Hl C02H 
36. Calculate the {).Hrxno for the following reaction using group increments, and then using BDEs for C-C bonds. Ignore 

changes in the strengths of the C-H bonds. How do the values compare? 

II +)-0 
37. Draw on the same plot your predictions as to the relative shapes of the potential surfaces that describe the angle bending 

modes shown in the following molecules. On the x axis, place the minima of the plots (the preferred bond angles of approxi­
mately 109.SO, 120°, and 180°, respectively) all at the same place so that they all overlay at the energy minima. Explain your 
answers. 

vs. 

38. Draw on the same plot your pred ictions as to the relative shape of the Morse potentials for C-C, C-0, and C-F bonds. 
Explain you r answers. 

39. In the Going Deeper highlight entitled "How Do We Know That n = 0 is Most Relevant for Bond Stretches at T = 298 K?" 
(page 76), we calculated the energy gap between then = 0 and n = 1 vibrational states for a C-C bond (modeled by a har­
monic osci llator) with a force constant o£4.5 mdyne l A. The answer was 3.22 kcal l mol. Confirm this number with your 
own calculation (1 dyne = gem I s2). Does this energy gap properly correspond to the IR stretching frequencies of common 
C-Cbonds? 

40. Given that the A value for a metl1yl group on cyclohexane is 1.8 kcal I mol, draw the potential surface for the ring intercon­
version that takes the methyl group from an equatorial to an axial position. What is your prediction as to the relative ener­
gies for the different twist-boat conformations, and how does th is affect your prediction as to the lowest energy pathway 
for the ring interconversions? (Hint: Molecular models will be helpful for thjs problem.) 
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41. We stated in this chapter that many heats of formation a re known due to the fact that many heats of combustion have been 
measured by the petroleum industry. Given that the hea t of combustion of 1-butene is -649.5 kcal l mol, calculate its heat of 
formation . (Hint: The heats of formation of C02 and H 20 are -94.05 and -68.32 kcal I mol, respectively.) How does this com­
pare to what you get using group increments? 

42. After examination of Figure 2.17, what wou ld you calculate as a proper group increment correction for the placement of 
two t-butyl groups cis in an alkene? Assume no strain correction needed for the alkane you need to consider to answer the 
question. 

43. Draw a potential energy surface for rotation along the Cp-Mn (Cp = cyclopentadienyl) vector in the following organo­
metallic complex. Do you expect the barrier to rotation to be large? 

~ 
. Mn~ 

oc'''l ~co 
oc 

44. The Thorp-Ingold effect (also called the gem-dimethyl effect) is an effect on reactivity in cyclizations due to geminal 
methyl groups. Draw the differing conformations of 3,3-dimethylpentane, and predict the lowest energy conforma tion. 
Use the terms syn, anti, clinal, and peri planar to define the relationships between the main cha in carbons. Make a guess 
as to what the Thorp-Ingold effect is. 

45. Acetaldehyde shows the same conformational preference for the eclipsed over the staggered form as does propene, but 
the magnitude of the preference is red uced to 1.2 kca l I mol, vs. 2.0 kcal l mol for propene. Provide a rationalization for this 
observation. 

46. A tertiary radical such as (CH3hC • is more stable than an analogous primary radical such as CH3CH2CH2CH2 • . Yet, in 
Table 2.7, the [ • C- (C)(Hh] group increment is more stabilizing (actually, less destabi lizing) than the [ • C-(Ch] group 
increment. Explain th is. 

47. In Chapter 1 we discussed hybridization extensively, including how distortions from normal bonding arrangements imply 
altered hybridizations. Shown below is the HOMO of trans-cycloheptene (see Figure 2.16 for other views of this molecule). 
Focusing only on then bond, discuss how the shape of this MO does or does not reflect the expected hybridization 
changes for this strained molecule. 

48. Instead of a hyperconjugative effect, some have described the stabilization of cations by alkyl substitution as due to the 
generic electron donating ability of alkyl g roups. In thi light, discuss the HIA value for 2-methylallyl shown. 

HIA = 248 

49. Using group increments and HIA data, provide a best estimate of the rela tive stabilities of 3-phenyl-2-butyl cation and the 
corresponding phenonium ion. 

-
Phenonium ion 
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50. Use your best estimates of pK. values, ring strains, and bond strengths to d etermine whether the equilibrium shown 
should indeed favor the alkoxycyclopropane as shown. 

e 
~ 

0 

e o-<J 

51. One of the most useful free radical rearrangements is the ring closure of the 5-hexenyl radical to form cyclopentylcarbinyl 
rather than cyclohexyl radical. Use group increments to estimate the relative energies of the 5-hexenyl, cydopentylcarbi­
nyl, and cyclohexyl radicals. 

~- o-· o· 
5-Hexenyl Cyclopentylcarbinyl Cyclohexyl 

52. We noted in the chapter that the BDE values for the C-CI bonds in methyl chloride, ethyl chloride, isopropyl chloride, and 
t-butyl chloride are 84.1, 84.2, 85.0, and 83.0 kcal I mol, respectively. There are other factors that make the trend in BDEs a 
poor measure of radical stability. Discuss w hat these factors could be. 

Further Reading 

Strain and Strain Energies 

The primary source of strain energies for this chapter is: Wiberg, K. B. "The Concept of Strain in 
Organic Chemis try." Angew. Chem. Int. Ed. Eng., 25,312-322 (1986). 

Another useful source of data, along with an extensive discussion of the topic, is: Greenberg, A., 
and Liebman, J. F. (1978). Strained Organic Molecules . Organic Chemistry, Vol. 38, Academic Press, 
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CHAPTER 3 

Solutions and Non-Covalent Binding Forces 

Intent and Purpose 

The firs t goal of this chapter is to examine how molecular properties manifest themselves in 
the properties of condensed phases. The forces that hold molecules together in solutions and 
solids derive from the individual molecules that m ake up the aggregate. Several solvent 
scales for determining polarity and internal cohesion are presented. Next, we focus the dis­
cussion on the properties of solutes (entities dissolved) in solutions, including information 
on diffusion. Our goal is to set the s tage for examining reactions that take place in solution. 
Therefore, a discussion of the thermodynamics of solutions and the driving force for reac­
tions in soluti ons is given . The solva tion forces for solutes are much the same forces that con­
stitute solute-solute interactions. Hence, after examining solvation, we explore binding 
forces as a lead into the next chapter on molecular recognition and supramolecular chem­
istry. Chapters 3 and 4 will set the stage for Chapter 9 on catalysis, which will rely heavily 
upon a discussion of binding forces. We can discuss the binding forces involved in solvation, 
molecular recognition, and supra molecular chemistry, without examining kinetics and 
mechanisms, because we are concerned with system s that are und er thermodynamic con­
trol. Finally, this chapter ends with an examination of modern computational methods for 
m odeling solvation. Our intent is to give the student a sufficient background in the proper­
ties of soluti ons to ra tionally design experiments that probe reaction mechanisms and mo­
lecu Jar recognition phenomena. 

3.1 Solvent and Solution Properties 

In Chapters 1 and 2 we covered molecular polarizabilities, dipoles, and conforma tions. We 
are now ready to explore how these properties dictate the properties of solvents, the interac­
tions of solutes with the solvent, and the interactions between solutes. Since the vast major­
ity of reactions performed by organic chemists occurs in solution, the choice of solvent can 
play an extremely important role in controlling the reactions. We need to choose solvents 
that not only solubilize the reactants, but also accelerate the desired reaction and / or impede 
undesirable reactions. Moreover, we can change the solvent to probe reaction mechanisms 
and look for the exis tence of various intermediates (see Grunwald-Winstein scales in Chap­
ter 8). Fina ll y, the interactions between the molecules of a solvent, and the interactions be­
tween solvent and solute, are some of the same interactions that occur between enzyme and 
substrate, antibody and antigen, and syntheti c receptors and various target molecules­
all topics of the next chapter. 

Molecules "stick" together using combinations of forces that chemists have categorized 
as follows: ion pairs, dipole-dipole, dipole-induced-dipole, hydrogen bonding, van der 
Waals / London dispersion forces, solvophobic forces, Lewis acid-base interactions, metal 
coordination, and charge-transfer interactions. Each of these interactions is covered in vari­
ous places in this book. As with many definitions and classifica tions u sed in chemistry, there 
is considerable overlap with some of these terms, and often molecules stick together using 
combinations of these interactions. Most common solvents interact w ith other solvent mole- 145 
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Figure 3.1 

A. 

Distance to first 
shell of molecules 

B. 

A. Schematic rep resentation of 
the radial distribution fu nction 
g(r) for a typical solid. 
B. Schematic representation of 
g(r) for a typical liq uid . After a 
few solvent spheres, there is no 
longer any spatial correlation to 
another solvent molecule. The 
origin on they axis represents a 
50% chance of find ing another 
solvent molecule. 

cules or solutes u sing dipole-dipole, hydrogen bonding, and London dispersion forces. All 
three topics are discussed later in this chapter. 

Before exploring the forces tha t cause solvents to stick together, it is instru ctive to give a 
general picture of the structu re of liquids. Liquids are best described by a state of rapidly 
changi ng molecular order, whi ch retains a high degree of cohesive interactions be tween the 
m olecules. 

3.1.1 Nature Abhors a Vacuum 

As with all chemical phenomena, entha lpy and entropy determine the free energy of the 
system and hence the system's structure. The weak binding interactions that hold solvents 
together are all rela ted to enthalpy, and in general they lower the free energy of the liquid 
state due to negative enthalpy contributions. Yet, entropy has a very large influence on sol­
vent structure also. The entropy of most solvents is relatively large and positive compared to 
the solid state. This large entropy is due to the substantial freedom of movement of the sol­
vent molecules relative to molecu les in a crystal lattice. 

Liquids p refer not to have empty spaces, leading to the common dictum, "Nature ab­
hors a vacuum". The crea tion of a bubble in a solvent is very costly, because there are fewer 
configurations for the entire en semble of molecules to adopt. As su ch, the tendency of liq­
uids to fi ll space is fundamentally an entropy effect. Enthalpy is also significant, because 
bubbles increase the surface area at the expense of intermolecular attractive forces. Yet, in 
some cases enthalpy can become m ore favorable w ith a more open structure, such as ice rela­
tive to liquid wa ter. 

Liquids have structu res in be tween gases (complete randomness) and crystals (highly 
ordered) . The average loca tion of the individ ual m olecules in a solvent is expressed in terms 
of a radial distribution function, g(r). This fu nction relates the probability of finding another 
m olecule at a particular distance r from each m olecule. Figure 3.1 shows a schem ati c repre­
senta tion ofg(r ) fo r a li quid and a perfect crystal. There are definite distancessepara tingeach 
molecule in the crystal, and hence there are predictable and reproducible distances at which 
each molecule in the crys tal will be found relati ve to each other m olecule. These repetitive 
distances are wha t lead to the diffrac tion of x rays in single-crystal crystallography. This re­
petiti ve natu re is referred to as long range order. Such a high degree of order is not found in 
a liquid. There is a good probability of finding a layer of nearest neighbor solvent m olecules 
around each individual solvent m olecule, but the distances to the molecules in the second, 
third, etc., layers becomes less certain . This drop off in repetitiveness is called short range 
order. 

The forces tha t hold liquids together are the same as those that hold molecular solids 
together. However, on raising the tempera ture of a system, these forces become less able to 
compete with therm al energy, and so we transition from a system w ith long range order to 
one with only short range order. We will d iscuss these intermolecular forces in considerable 
detail in this chapter. However, first we consider efforts to characterize solvents on a more 
m acroscopic scale, emphasizing the bulk properties of the liquid. 

3.1.2 Solvent Scales 

Each of the binding forces that hold solvent molecules together plays a role in deter­
mining the bulk p roperties of the solvent. By bulk properties, we are not referring to the mi­
croscopic interactions between the indi vidual solvent molecules, but instead to the proper­
ties that the solvent displays as a whole. For examp le, boiling points and melting points, the 
solubilizing behavior to solutes, su rface tension, and refracti ve index are all bulk solution 
properties. 

Solvents can be classified as protic or aprotic, and as polar or nonpolar. A protic solvent 
has a hydrogen atom attached to a heteroa tom, such as 0, N, or S, and can form hydrogen 
bonds with a solute molecule as well as with other solvent molecules. An aprotic solvent 
lacks a hydrogen on a heteroatom, and therefore cannot act as a donor. 

Creating a definition of a polar solvent is a m ore difficult task. Phenomenologically, a 
polar solvent can be described as a solvent that can solubilize salts or molecules with large 



permanent dipoles, while a nonpolar solvent is one that does not. There are shades of gray 
to this definition, because certain organic ions can be solubilized in very nonpolar solvents, 
and not all polar solvents dissolve all common salts or molecules with large permanent 
dipoles. Solvents whose individual molecules have large dipole moments are often quite 
polar. When no hydrogen bond donor is present, they are called dipolar aprotic solvents, 
and include N,N-dimethylformamide (DMF), dimethylsulfoxide (DMSO), and hexameth­
ylphosphoramide (HMP A). Pro tic solvents are also often quite polar, being able to solubi­
lize many salts via hydrogen bonding. Lastly, although CC14 and liquid Xe are certainly not 
considered polar, they are often good solvents because they are quite polarizable. 

Dielectric Constant 

Most often chemists examine the dielectric constant (t:) of a solvent to determine 
whether it is polar or nonpolar (Table 3.1), with higher t: values reflecting greater polarity. 
The dielectric constant is a bulk property, measured by determining the effect of an interven­
ing solvent on the electric field between two oppositely charged plates. The capacitance on 
the plates is measured, telling the exten t to which the solvent screens the opposite charges on 
the plates from feeling each other. The electric field generated by the charges on the plates 
orients the solvent molecules to oppose the applied field. Large molecular dipoles, large 
molecular polarizabilities, and hydrogen bonding sites on the solvent molecules combine 
to give large dielectric constants, and hence the t: values correlate with our definition of 
polarity. 

Table 3.1 
Various Solvent Scales* 

Solvent e z ET(30) rr* a p 

Form amide 111 83 57 0.97 0.71 0.48 
Water 78 95 63 1.1 1.17 0.47 

DMSO 47 71 45 1.0 0.00 0.76 

DMF 37 69 44 1.0 0.00 0.76 
Acetonitrile 36 71 46 0.75 0.19 0.40 
Methanol 33 84 55 0.60 0.93 0.66 

HMPA 29 63 41 0.87 0.00 1.05 
Ethanol 25 80 52 0.54 0.83 0.75 

Acetone 21 66 42 0.71 0.08 0.43 

Isopropanol 20 76 48 0.48 0.76 0.84 
t-Butyl alcohol 12 71 43 0.41 0.42 0.93 

Pyridine 13 64 40 0.87 0.00 0.64 
Methylene chloride 9 64 41 0.82 0.13 0.10 

THF 8 37 0.58 0.00 0.55 

Aceti c acid 6 79 52 0.64 1.12 0.45 

Ethyl acetate 6 38 0.55 0.00 0.45 
Chloroform 5 35 0.27 0.20 0.10 

Diethyl ether 4 34 0.27 0.00 0.47 

Benzene 2 54 34 0.59 0.00 0.10 

Carbon tetrachloride 2 32 0.28 0.00 0.10 

n-Hexane 2 31 -0.04 0.00 0.00 

*Data taken from the following sources: Riddick,). A., Bunger, W. B., and Sakano, T. K. (1986). Organic Solvents; 
Physical Properties and Methods of Purification, 4th ed . (Techniques of Chemistry, Vol. II), Wiley-lnterscience, ewYork. 
Kosower, E. M. (1 968). An Introduction to Physical Organic Chemistry, john Wiley and Sons, Inc., New York. Kosower, 
E. M. "The Effect of Solvent on Spectra. I. A New Emp irical Measure of Solvent Polari ty: Z-Values." j. Am. Chem. Soc., 
80,3253 (1958). Reichardt, C. (1988). Solvents and Solvmt Effects in Organic Chemistry, 2nd ed., VCH, Weinheim. Kamlet, 
M. J ., Abboud, j.-L. M., Abraham, M. H., and Taft, R. W. "Linear Solvation Energy Relationshi p. 23. A Comprehensive 
Collection ofSolvatochromic Parameters, TM*, K, and 2, and Some Method for Simplifying the Generalized Salvato-
chromatic Equation." j. Org. Chem., 48, 2877 (1983). 
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Throughout this chapter theE parameter will be used in various equations that describe 
binding forces (such as Eq. 3.1, below). Mathematically, it is defined as the ratio of the per­
mittivity of the medium (c) to the permittivity of a vacuum (c0 ). Hence, E = £ 11 I £ 0 . Therefore, 
it is a dimensionless parameter, which is often referred to as the relative permittivity (also 
known as the dielectric constant). 

The dielectric constant gives insight into how well the solvent screens electrostatic 
forces. Solvents with high dielectric constants more effectively screen the attractive or repul­
sive forces between ions and the ends of dipoles. The partial charges on the polar solvent 
molecules interact with and diminish the effective charges on solutes and hence diminish 
the attractive or repulsive forces between charges on solutes. 

The solvent with the highest dielectric constant is formamide, with water running sec­
ond. Formamide has a large dipole, has hydrogen bonding capabilities, and is more polar­
izable than water. These three factors combine to give formamide the highest dielectric 
constant. Comparing water and methanol reveals a significant difference, indicating a sig­
nificant decrease in polarity caused by replacing a single hydrogen of water with even the 
smallest organic fragment (methyl). Completely organic structures such as benzene and car­
bon tetrachloride have very little ability to mediate the forces between charges and so are 
nonpolar solvents. 

The screening effect manifests itself in the equations that describe the electrostatic ener­
gies between full and partial charges. As a first example, Coulomb's law, which describes 
the attractive or repulsive potential energy (E) between two charges q1 and q2 at a d istance r 
(Eq. 3.1), has E in the denominator. Thus, the larger the dielectric constant, the lower the in­
teraction energy between the two charges. We will return to an analysis of this equation 
when ion pairs are discussed (Section 3.2.1). 

(Eq. 3.1) 

Other Solvent Scales 

Many other scales have been developed to measure the polar nature of solvents and 
other specific properties (Table 3.1). These scales make for handy reference when choosing a 
solvent for a particular purpose. Most of the other scales are based upon the solvatochro­
mism of the solvent. Solvatochromism is the change in shape, intensity, and / or position of 
the UV I vis or emission spectrum of a chromophore or fluorophore induced by the solvent. 
The most extensively used scales are the Z scale and the ET(30) scale. 

The Z scale is based upon the spectrum of N-ethyl-4-methylcarboxypyridinium iodide 
(Eq. 3.2). On excitation, this ion undergoes a charge-transfer transition to form the neutral 
radical species shown. The excited state thus has a much smaller dipole than the ground 
state. In a polar solvent, the ground state is therefore preferentially stabilized relative to the 
excited state, and the energy of the light required for the excitation increases (shorter wave­
length). The Z parameters are correlated to the Amax (nm) for excitation via Eq. 3.3. This pa­
rameter finds water the most polar solvent, with formamide similar to methanol. 

hv r ~,M, ~r (Eq. 3.2) 

(Eq. 3.3) 

The ET(30) scale is based upon the spectrum of the pyridinium betaine shown in Eq. 3.4, 
which upon excitation leads to a less polar excited state due to a charge redistribution. 
Again, more polar solvents lead to a higher energy excitation (lower AmaJ · One limitation is 



that the presence of any acids that can protonate the phenoxide of the betaine negate the ac­
tivity. Similar to the Z scale, the Er(30) scale lis ts water as the most polar. 

Ph n 
Ph ~ Ph hv 

a less polar state (Eq. 3.4) 

PhVePh 

0 

A scale known as n* is based upon several different dyes, not just one as with the Z and 
Er(30) scales, and gives a good measure of the ex tent to which the solvent stabilizes ionic or 
polar species. The scale is best viewed as a measure of non-specific electrostatic solva tion. 
Once again water wins, but formamide, DMSO, and DMF all run a close second. 

Finally, scales to determine the hydrogen bonding ability of a solvent have also been de­
veloped. The a scale is a measure of the solvent's ability to act as a hydrogen bond donor 
to a solute, while the f3 scale is a m easure of the solvent's ability to act as a hydrogen bond 
acceptor from a solute. The acceptor and donor ability can be correlated to oth er similar 
non-hydrogen bonding interactions. The a scale derives from a measurement of the UV /vis 
spectrum of 4-nitroaniline, which is sensitive to hydrogen bond donation from the NH2 

group. ThefJscale is much more complex, being derived from studies of a number of dyes in 
protic solvents, subtracting away effects of polarity and polarizability. Water is the b est at 
hydrogen bond donation, with acetic acid a close second, but many solvents are better than 
water at accepting a hydrogen bond. The better hydrogen bond accepting solvents are those 
with strongly polarized bonds to oxygen, such as DMSO, DMF, and HMP A. Alcohols are 
also better than water at accepting a hydrogen bond. Ethyl acetate and diethyl ether are simi­
lar to water in hydrogen bond accepting ability. 

The various solvent scales can be used to determine which property of a solvent has the 
greatest influence on reactivity or any other physical / chemical phenomena. An example of 
their use in a common reaction is given in the following Connections highlight, and we will 
also showcase their use in a Connections highlight concerned with the hydrophobic effect in 
the next chapter. 

Connections 

The Use of Solvent Scales to Direct 
Diels- Alder Reactions 

The rates, regiochemistry, and stereochemistry of Diels­
Alder reactions are affected by the solvent, and are often 
correlated to solvent polarity scales. In Chapter 15, we will 
cover orbital interactions that d ictate the dominant regia­
isomers of Diels-Alder reactions similar to that given 
below. The diene A is considered to be a nucleophile and 

0 

"( +~ -
A B Pseudo-meta Pseudo-para 

Diels-Aider products 

the methyl vinyl ketone Ban electrophile, and preferential 
orbital mixing gives the pseudo-para isomer predomi­
nately, an effect known as norm al electroni c demand. 

For this particular reaction, the pseudo-para I meta 
regioselecti vity did not correlate with the polarity sea lesE, 
Z, or ET(30). However, a plot of log( para I meta) versus a, 
the hydrogen bond donor ability, was linear with increas­
ing pseudo-para product for larger a values. The cone] u­
sion is that the electrophilic activation of methyl vinyl 
ketone by a hydrogen bond from the solvent reinforces 
the normal electron ic demand, further accentuating 
the orbital interactions. 

Cativiela, C., Garcia, J. 1., Mayoral, J. A., and Salvatella, L. "Solvent 
Effects on endo/ exo- and Regia-Selec ti vities of Diels-Alde r Reactions 
of Carbonyl-Containing Dienophiles." j. Chem. Soc., Perkin Trans., 2, 847 
(1994). 
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Table 3.3 
A Few Surface Tension 
Values (y, mN/m)* 

Solvent y 

Water 72.8 
Methanol 22.6 
Benzene 28.9 
Hexane 18.4 
Mercury 472 

*Atkins, P. (1988). Physical Chem­
istry, 6th ed ., W. H. Freeman and 
Company, New York. 

Heat of Vaporization 

The heat of vaporization (flHvap 0 ) of a solvent is the amount of energy required to vapor­
ize the solvent per gram or mole of solvent at the boiling point. It is a direct measure of the 
energy required to overcome the attractive forces between the adjacent solvent molecules 
(Table 3.2). Water has the highest value for such a small molecule, indicating the greatest co­
hesive forces per surface area. Nonpolar solvents such as benzene and chloroform have 
quite low values until their surface area becomes large, as with decane. 

Table3.2 
Heats of Vaporization of Some Common 
Solvents at 1.0 atm (cal! g) and t5 Parameters* 

Solvent flHvap 
0 t5 

Water 540 23.4 
Methanol 263 14.3 
Ethanol 204 12.7 
Acetone 125 9.6 
Benzene 94 9.2 
Chloroform 59 
Methane 122 
Decane 575 

*Atkins, P. (1998). Physical Chemistry, 6th ed., W. H. Free­
man and Company, New York. Abraham, M. H. "Solvent 
Effects on Transition States and Reaction Rates." Prog. 
Phys. Org. Clrem., 11, 1 {1974). 

Another informative solvent parameter that is similar to the heat of vaporization is the 
cohesive energy density (D) . This energy is the mean potential energy of attraction between 
the solvent molecules within a given sample. In other words, it is the energy of cohesion per 
unit volume of solvent, and is defined by the molar heat of vaporization divided by molar 
volume (D = flHvap0 

/ V). The cohesive energy density (D) of the solvent gives insight into 
how difficult it is to create a bubble of a given volume, such as an empty space that a solute 
would need to occupy. Therefore, D has been found to be related to the solubility of solutes, 
and solubility parameters (8) are defined, where D = 8112 (Table 3.2). 

Surface Tension and Wetting 

The surface tension is another measure of the internal cohesive forces within a solvent. 
All liquids tend to adopt shapes that minimize their surface area, because this leads to the 
maximum number of molecules in the bulk interacting with their neighbors. At the surface 
of a solution the solvent molecules cannot have the normal number of intermolecular inter­
actions because these molecules are at an interface with air. 

Table 3.3lists the surface tensions (y) of a few solvents. Solvents with a high surface ten­
sion require the greatest energy to increase their surface area, and will tend to minimize their 
exposed surface the most. Solvents with low cohesive forces will have a low surface tension 
and less of a driving force to minimize exposed surface area. Eg. 3.5 expresses this idea, 
where the incremental amount of work (energy, aw) that is needed to change the surface area 
of a solvent drop is equal to the surface tension times a incremental change in surface area 
(aa). Mercury has an astounding surface tension of 472 relative to water's 73. Have you ever 
broken a mercury thermometer? The mercury metal beads up immediately on almost any 
surface, reflecting the very high surface tension. 

dw = ydO" (Eg. 3.5) 

The ability of the solvent to adhere to a surface is called wetting. When there is sufficient 
attraction between the solvent molecules and the surface such that the solvent spreads over 
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the surface and does not have a propensity to bead, we consider the surface wetted . When 
the energy of interaction between the surface and the solvent is similar to (or greater than) 
that of the solvent molecules with themselves, the solvent will spread out and wet the sur­
face. For example, a drop of water on glass spreads to some extent, and wets the surface due 
to hydrogen bonds formed between the water molecules and the Si-OH groups on the glass. 
Conversely, when water is placed on a teflon surface it beads up, and does not wet the sur­
face. The C -F teflon surface does not make strong interactions with the water molecules, and 
hence the water prefers to stick to itself. 

A phenomenon related to wetting is capillary action. This phenomenon is the tendency 
of liquids to rise up the interior of narrow bore tubes. Liquids that adhere to the interior wall 
of the tubes will creep up the inside, having the effect of curving the surface of the liquid 
within the tube, creating a meniscus. A meniscus will form in a tube, but also between any 
two surfaces. A force results which pulls on the edges of the tube or surfaces toward the inte­
rior. A fascinating use of this force for assembling small objects has recently been reported, 
and is discussed in the following Connections highlight. 

Connections 

The Use of Wetting and the Capillary Action Force 
to Drive the Self-Assembly of Macroscopic Objects 

Recently, capillary action has been used to self-assemble 
macroscopic objects. Objects of various shapes were cut 
from polydimethylsiloxane, a polymer that is not w ettable 
by water but is w etted by fluorinated hydrocarbons. Des­
ignated surfaces were then made wettable by water by 
using controlled oxidation. These objects were then 
floated at an interface between perfluorodecalin (C10F18 ) 

and water. When two non-oxidized surfaces (wettable 
by C10F18) approached each other within a distance of 
approximately 5 mm, they moved into contact, which 
with time created an ordered, self-assembled pattern of 
the objects. The movement and self-assembly was driven 
by the solvent adhesive forces that produce the capillary 
action, thereby leading to an elimination of the curved 
menisci between non-oxidized surfaces. One such pat­
tern is shown to the right. 

Bowden, N ., Terfo rt, A., Ca rbeck, )., and Whitesides, G. M. "Self­
Assembly of Mesosca le Objects in to Ordered Two-Dimensional Arrays." 
Science, 276, 233 (1997). 

Water 

Top and curved edges: 
H20-wettable 

Bottom and flat edges : 
C10F,8-wettable 

Water is becoming more and more important in the field of organic chemistry. The first 
reason for this is that bioorganic chemistry often explores chemical phenomena that occur in 
water, and thus the kinetics and thermodynamics of catalytic reactions and molecular recog­
nition interactions are increasingly being studied in water. In addition, there is a strong push 
in the chemical industry to move away from the use of large amounts of organic solvents, 
and when possible, to perform chemical reactions in water so that there is less organic chem­
ical waste (an example of green chemistry) . Hence, understanding the properties of water is 
important to our understanding of nature, and may prove invaluable in helping our ecology. 

Water is often thought of as a "special" solvent, with singular properties. Rather than 
having "special" properties, it is at the extreme limit of most solvent properties. For exam­
ple, water has either the highest value or close to the highest value in the different polar­
ity and hydrogen bond donor solvent scales discussed previously. However, water is not 
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Going Deeper 

among the best hydrogen bond acceptors, having a lower~ value than DMF, DMSO, and al­
cohols. Early life had to learn to deal with these extreme properties, and evolved to take ad­
vantage of them. The structures of proteins, nucleic acids, and cell membranes, as well as 
many other biological molecules, strictly depend upon water being the solvent. 

The strong intermolecular forces in water, as evidenced by the high surface tension and 
heat of vaporization, are a direct result of the large charge polarization in the 0-H bonds, 
leading to large dipole-dipole attractions and hydrogen bonding properties. The result is 
the high attractive force between the individual water molecules. Because of the tetrahedral 
geometry of water, each water molecule has the potential to hydrogen bond with four neigh­
boring water molecules, thus being capable of making more intermolecular interactions 
than any other salven t. Specifically, in liquid water at 0 oc, each water molecule makes on av­
erage 3.4 hydrogen bonds, with an average 0 to 0 distance of 2.90 A at 15 oc. 

Thus, upon the melting of ice, which is fully hydrogen bonded (four per molecule), only 
about 15% of the hydrogen bonds are broken. Liquid water has considerable ice-like short 
range order but no long range order. Flickering clusters is a term that has been used to de­
scribe liquid water, implying short lived ice-like regions. The fluidity of these regions is im­
parted by the extremely rapid rate at which the hydrogen bonds are broken and formed. The 
half-life of each hydrogen bond in liquid water is only about 10-Jo to 10-11 s. A similar, al­
though even less ordered structure, is expected for other hydrogen bonding solvents, such 
as alcohols and thiols. 

Recall that a polar solvent dissolves salts and molecules with large permanent dipoles. 
Thus, most crystalline salts and ionic compounds dissolve in water, as do many organic 
structures that have dipole moments and/ or hydrogen bonding capabilities. The organics 
include sugars, alcohols, and various carbonyl containing structures. The ability of water to 
align its dipole and hydrogen bond to these organics leads to their solubility. 

The picture of rapid fluxuation in water and other liquids leads to the general phenome­
non that liquids take up more space that solids (water is an exception-ice expands relative 
to liquid water). Most liquids fill only about 55% of the space they occupy. This has interest­
ing ramifications, one of which is on the design of molecular receptors, as discussed in the 
following Going Deeper highlight. 

The Solvent Packing Coefficient 
and the 55% Solution Water h as the largest PC (0.63), while most organic 

solvents vary between 0.6 and 0.5, with a mean near 0.55. 
In other words, most organic solvents fill just over 50% of 
the space they occupy. 

In the next chapter we are going to cover molecular rec­
ognition phenomena-how solute molecules "stick 
together" . There, binding forces, complementarity and 
preorganization will be important issues in the design 
of molecular receptors. However, a very simple postulate 
has recently been put forth by Rebek to guide the design 
of molecular receptors, and it is solely rela ted to solvent 
packing. It is called the 55% solution. 

Organic liquids only occupy a certain percentage of 
space. The volume of filled space by a solvent is defined 
as its packing coefficient (PC), and is another bulk solvent 
property and parameter. It is a ratio of the sum of the van 
der Waals volumes for a solvent (V w) to the given volume 
of space (V). 

PC= Vw/V 

Rebek postulates that one sh ould design a molecular 
receptor for a target molecule where the target fills approx­
imately 55% of the volume within the interior of the recep­
tor. This would create a system with a volume-optimized 
binding behavior that is not significantly different from 
the bulk solvent. A suitable target for a receptor is one that 
has the right shape to fit the receptor, but also has a PC of 
around 55%. 

Mecozzi, S., and Rebek, j ., Jr. "The 55% Solution: A Formula for Molecu· 
Jar Recognition in the Liquid State." Chem. Eur. f., 4, 1016- 1022 (1998). 
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3.1.3 Solubility 

Most reactions that occur in solution require that the reactants be soluble. In general, re­
actions occur within homogeneous solutions. A homogeneous solution is one where there 
are no precipitates, solids, or different phases. In contrast, a heterogeneous solution has sol­
ids present or different phases. Solubility is a complex phenomenon having both a thermo­
dynamic and a kinetic component. In general, if the solute can make more favorable interac­
tions with the solvent than the interactions formed with itself in a crystal, the solute will 
dissolve. This discussion is a simple thermodynamic analysis, but very often the "practical" 
solubility is limited by the rate at which the solute crystal can break apart, losing molecules 
into the solution. Such kinetic considerations are hard to predict, and are usually just empiri­
cal observations. Therefore, we focus below on the thermodynamic aspects of solubility, and 
we discuss the mobility of solutes. However, in all these discussions it is important to re­
member that the practicalities faced in a labor a tory are often more complex than the presen­
tation given, often frustrating the chemist when he or she is working to dissolve a particu­
lar reactant. 

General Overview 

If a solute is to dissolve in a solvent, a reduction of the Gibbs free energy of the system 
must occur (see Section 3.1.5 for the mathematical description) . There are several elements 
that can be considered separately as contributing to the free energy change, even though 
they do not occur separately during dissolution. First, a cavity must be created in the sol­
vent. The creation of a cavity will be entropically disadvantageous (see Section 3.1.1), but 
also enthalpically unfavorable because it leads to fewer solvent-solvent interactions. The 
higher the cohesive energy of the solvent per volume, the greater the cost of creating a cavity. 
This is reflected in the 8 solvent parameters discussed above. The second consideration for 
solubility is that the solute has to separate from the bulk solute (dissolve), leading to fewer 
solute-solute interactions. There is an enthalpic price to pay here, because intermolecular 
solute-solute interactions are breaking. Third, the solute must occupy the cavity created in 
the solvent. This leads to solvent-solute interactions, which are enthalpically favorable. 
Lastly, there is the entropy of mixing, which is favorable because the solute crystal and pure 
solvent taken together are more ordered than the co-mixture of solvent and solute . The first 
two considerations (the solvent-solvent and solute-solute interactions) can be tied to the 
heats of vaporization of the solvent and solute, which correlate with their respective internal 
cohesivenesses. The last two considerations (the enthalpy and entropy of solvent-solute in­
teractions) give the energy gained upon solvation. All these contributors taken together con­
stitute what is called the solvation energy. If the solvent and solute have strong intermo­
lecular interactions, often similar to the kinds of interactions formed between the solvent 
molecules themselves, high solubility will be the result. This leads to the familiar paradigm, 
"Like dissolves like". 

The solvation energies for many solutes have been measured (we give some in Section 
3.2.2), and can be found in standard references such as the CRC Handbook . However, the en­
ergy value that is more useful is the free energy of transfer (LlGtJ This value measures the 
free energy for transferring a dilute solute from one solvent to another. Therefore, this num­
ber does not include the solute-solute interactions, but only focuses upon differential solva­
tion between two solvents. Any solvent can be chosen as the reference, and Table 3.4 gives a 
few values for the salt Et4N+I- and for t-BuCl in several solvents relative to methanol. The 
values indicate that the only solvent better than methanol for solubilizing the salt is water, 
whereas the only solvent worse than methanol for solubilizing the organic structure is 
water, too. The values strongly reinforce the " like-dissolves-like" paradigm. 

In a solution, the solute and surrounding solvent molecules exert an attractive force on 
one another. This leads to aggregation of the solvent around the solute, often causing the sol­
ute to act larger than it's intrinsic size (see the discussion of diffusion below). The region of 
solvent around the solute whose structure is significantly different than bulk solvent is 
called the cybotactic region. The size of the cybotactic region varies depending upon the di­
electric constant of the solvent and the nature of the solute. Charged or highly polar solutes 
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A. 

B. 

Figure3.2 
Solvent shape can affect 
solubility. A. A good 
arrangement, and 
B. a poor arrangement. 
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Table3.4 
~G1,

0 Values (in kcal/mol) Relative to Methanol* 

Solvent ~G"o (Et4N+I-) ~G,,o (t-BuCl) 

Water -1.79 5.26 
Ethanol 2.51 -0.29 
Isopropanol 5.0 -0.34 
t-Butanol 8.29 -0.53 
DMSO 0.19 -0.12 
CH3CN 0.59 -0.45 
Acetone 3.49 -0.95 
Benzene 26.0 -1 .22 

*janz, G. )., and Tomkins, R. P. T. (1972). The Nonaqueous Electrolytes 
Handbook, Academic Press, New York. 

orient high dielectric solvents in the immediate vicinity of the solute due to the strong solva­
tion. However, the ordering rapidly drops off with distance because the high dielectric sol­
vents mediate the electric field of the solute. In low dielectric solvents, the cybotactic region 
around charged and polar molecules is larger because the electric fields extend further in 
space. Interestingly, with charged and polar solutes, the density of the cybotactic region is 
larger than the density of the bulk solvent, because the solvation forces pull the solvent in 
close to the solute. This leads to a phenomenon known as electrostriction, giving a reduction 
in volume. 

Shape 

The shape of the individual molecules in a solvent has a large influence on the solvent's 
ability to solubilize solutes. For example, molecules with their dipole along the long molecu­
lar axis can nicely solubilize an ion because several solvent molecules can approach the ion 
(Figure 3.2). However, when the dipole is along the short axis, solvation is not very effective 
because fewer molecules can approach the ion. 

Using the "Like-Dissolves-Like" Paradigm 

As stated, "like dissolves like" is the guiding principle when considering solubility 
properties. Solutes with full or partial charges dissolve well in solvents with full or partial 
charges. When attempting to dissolve a highly charged or polar molecule, we start by trying 
the highly polar solvents, typically those with the higher dielectric constants. Conversely, 
when dissolving an organic structure with little polarity, we start with solvents of low polar­
ity. Recall from Section 3.1.2 that the concept of polarity was difficult to define, but it is di­
rectly related to dipole moments, hydrogen bonding capabilities, and polarizability. 

Hydrogen bonding plays an important role in solubility. Solvents capable of being hy­
drogen bond donors and/ or acceptors are very good at solubilizing solutes that can also 
form hydrogen bonds. Most polar organic molecules and those that have hydrogen bonding 
sites will dissolve in one or more of the following solvents: THF, acetonitrile, DMSO, DMF, 
and HMP A. Even though water is very polar, most polar organic structures will not dissolve 
unless they possess full positive and/ or negative charges, or are small molecules (such as 
acetone and THF). Conversely, nonpolar solutes tend to dissolve best in lower polarity sol­
vents, such as ether, ethyl acetate, or toluene. 

We can examine some of the solvent scales to predict solubility. HMP A, DMF, and 
DMSO all have very large hydrogen bond accepting (Jvalues. This means they are good hy­
drogen bond acceptors, but also that they can coordinate to positive charges well. Hence, 
these solvents can often be used to solubilize alkali metal salts of common organic molecules 
due to their solvation of the cations. HMP A, DMF, and DMSO have hydrogen bond do­
nating a solvent values of 0.0, meaning that they have no ability to donate a hydrogen bond, 
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and therefore cannot readily stabilize negative charges. Indeed, these solvents supply little 
to no solva tion to anions. We will return to this effect when we explore the nucleophilicity of 
anions in various solvents in Chapter 8. 

Connections 

Solvation Can Affect Equilibria 
Some compounds change their polarity and hydrogen 
bonding capabilities in rearrangement processes. A proto­
typical example is tautomeriza tion. One of the most well 
studied tautomerizations is the interconversion of 2-
hydroxypyridine and 2-pyridone. The equilibrium 
between these two tautomeric forms is sensitive to the 
solvent, where the equilibrium is shifted to the tautomer 
most stabilized by solvation. 2-Hydroxypyridine is more 
stable in the gas phase, but 2-pyridone can be stabilized 
by polar solvents. The equilibrium constants in different 
solvents are given below. 

u K eq Cl 
Solvent K eq 

Gas phase 0.40 
N OH N 0 

Cyclohexane 1.7 H 
Chloroform 6.0 

Tautomerization CH3CN 148 
Water 910 

3.1.4 Solute Mobility 

Although 2-hydroxypyridine has an OH group capa­
ble of hydrogen bonding, it is 2-pyridone that is better sta­
bilized in the high polarity solvents. You are asked in the 
end-of-chapter Exercises to explain this dichotomy. 

Wong, M. W., Wiberg, K. B., and Frisch, M. j. "Solvent Effects. 3. Tau to· 
meric Equ ilibria of Formam ide and 2-Pyridone in the Gas Phase and Solu ­
tion. An ab initio SCRFStudy." f. Am. Chem. Soc., 114, 1645 (1992). 

The ability of an enzyme to bind its substrate, a carbonyl to condense with an amine, or 
a Pd catalyst to couple two alkenyl halides, all depends upon the reactants encountering 
each other in solution. The rate of the encounters depends upon the mobility of the solutes. 
Thus, before exploring reactivity (Part II of this book) or the structures of molecular com­
plexes (Chapter 4), it is best to understand how molecular encounters occur. Here we present 
a brief introduction into the molecular details and mathematics of diffusion and molecular 
encounters. 

Diffusion 

The diffusion of a molecule through a solvent is best described as a" random walk". The 
molecule collides with solvent molecules, changing direction and speed with each collision. 
Each little step (jostling) is smaller even than atomic sizes, because there is little space in a 
solvent for the solute to hop around in. Yet, the speed at which molecules diffuse is relatively 
rapid (see below) . Adding up all the random motions leads to what is referred to as Brown­
ian motion. 

Molecules w ith charges or dipoles diffuse slower in polar solvents. This slower diffu­
sion is because polar molecules are well solvated in polar solvents, and hence must shed and 
interchange solvent molecules as they diffuse, or they must take the solvent with them. 
Shedding the solvent is costly. However, dragging the solvent is also costly because it results 
in increased friction due to the larger size of the entity that is moving. The friction tha t a sol­
ute feels as it diffuses through a solvent is related to its size, shape, and the viscosity of the 
solvent. This friction enters into the equations for translation in solution and determines 
how much solute molecules slow down in each step of the random walk. 
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Fick's Law of Diffusion 

Diffusion of a solute in a solvent is caused by a concentration gradient. A thermody­
namic driving force (F) exists for diffusion of a solute toward a uniform concentration of 
the solute, which is achieved throughout the solvent at equilibrium. However, on a micro­
scopic level, even after bulk equilibrium has been achieved, a solute has a driving force for 
Brownian motion. This is because incremental movements (ax) take the solute to areas of in­
crementally different solute concentration (ac). The driving force (at constant pressure and 
temperature) for the diffusion of a solute in an ideal solution is given by Eq. 3.6, where cis 
concentration and xis a one-dimensional axis in space. After differentiation we get Eq. 3.7. 

F = _ RT ( dine ) 
dx 

F = - RT( de) 
c dx 

(Eq. 3.6) 

(Eq. 3.7) 

The solute will achieve a steady drift speed (s) determined by the thermodynamic driv­
ing force, and the viscous drag from the solvent. The solute flux (J, the number of particles 
passing through a given area of space per unit time) is the drift speed times the concentration 
(Eq. 3.8) . Further, the flux is determined by the diffusion coefficient (D, a proportionality 
constant that takes into account the nature of both the solute and the solvent) times the con­
centration gradient (Eq. 3.9, which is called Fick's law of diffusion). Combining Eqs. 3.7, 3.8, 
and 3.9 gives Eq. 3.10 for the diffusion speed or rate . 

f = sc (Eq. 3.8) 

J = -0 ( ~~) (Eq. 3.9) 

(Eq. 3.10) 

To calculate the speed (rate) at which a solute will diffuse through a solution, we need to 
know the driving force for the diffusion, and the diffusion coefficient for the solute in the 
particular solvent. The diffusion coefficient depends upon the shape of the solute and the 
specific kinds of interactions it has with the solvent. Further, the viscosity of the solvent itself 
affects the diffusion coefficient. Table 3.5 shows several diffusion coefficients for different 
kinds of species in different solvents. In general, standard rate constants for diffusion of a 
solute through a solvent are on the order of 108 to 109 s-1

. Therefore, diffusion controlled re­
actions occur on a timescale of ns . 

Several interesting trends arise from the diffusion coefficients given in Table 3.5. There is 
a large number for H + in water, meaning that this ion moves the fastest of all species in water. 
This is due to a hopping mechanism, whereby the H + diffuses by transfer between waters in­
stead of as a single intact H30 + molecule diffusing through the water. Similarly, OH- mi­
grates quite rapidly, via deprotonation of a neighboring water molecule. In general, smaller 
molecules with little surface area diffuse rapidly through organic solvents. However, large 
biological molecules, such as the enzymes ribonuclease, lysozyme, and the oxygen carrying 
protein hemoglobin, diffuse quite slowly. Finally, collagen, a long polypeptide, diffuses very 
slowly due to its string-like shape. 

Correlation Times 

Correlation times for common organic molecules can be thought of as rotational diffu­
sion times. The correlation times indicate the time it takes for the molecular orientation to be 
randomized relative to the starting orientation. A common organic molecule rotates in sol­
vents very much in the same manner that it diffuses. Constant and continual collisions ran-



Table 3.5 
Diffusion Coefficients (D)* 

Solute 

H+ in water 
I2 inhexane 
Na+in water 
Sucrose in water 
H20 in water 
CH4 inCCl4 
OH- in water 
o -in water 
Ribonuclease in water 
Lysozyme in water 
Serum albumum in water 
Hemoglobin in water 
Collagen in water 

9.38 

4.1" 
1.33• 
0.523 

2.3• 
2.9• 
5.3• 

2.0• 
0.12b 
O.lOb 
0.059b 
0.069b 
0.0069b 

*A tkins, P. (1 998). Physical Chemistry, 6th ed., W. H. Free­
man and Company, New York. 

''A t 298 K. 
bAt293 K. 
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domly rotate the molecules. Small molecules, especially those that are close to spherical, can 
rotate more freely within a cluster of solvent molecules, and hence they have very low corre­
lation times. 

3.1.5 The Thermodynamics of Solutions 

Now that we have a basic understanding of solvents and solutes, let's examine the ther­
modynamics of solubility in more detail. The concepts involved lead directly to the thermo­
dynamics of reactions. The second section of this book delves into the kinetics and mech­
anisms of organic transformations, which are highly dependent upon the nature of the 
solvent and the reactants. Hence, many of the topics discussed above will be revisited in 
these discussions. However, because the thermodynamics of solutions affects reactions and 
molecular recognition (the topic of the next chapter), it makes sense to discuss the thermo­
dynamics of reactions here also. Therefore, in this section we explore the thermodynamic 
driving force for solubility and chemical reactions. 

Our goal is to answer the following question: "Why do chemical transformations spon­
taneously occur?" As with all concepts in chemistry, a quick and easy answer is, "Because 
the energy of the system decreases". The details of this answer are what is fascinating to 
chemists. 

There are three key tenets of thermodynamics that are important to an understanding of 
solubility and chemical reactions that we want to review here. The first is the concept of the 
chemical potential (J1), the second is that all energies are relative (recall Section 2.1), and the 
third is the manner in which the total Gibbs free energy of a solution varies as a function of 
composition. 

The Gibbs free energy (GFE, G) is the energy of an entire system at constant pressure.lt 
is an important parameter, as the difference between two GFEs is what most chemists use as 
the benchmark for the difference in stabilities of two systems. In the analysis given below, 
our system is a solution of solvent and solutes that can undergo a change in composition. 
Since energies are relative, we need a reference point to which we relate the energies of the 
molecules that we are studying. This naturally leads to the fact that the GFEs that we are in­
terested in are differences in energy (~G). Let's see how all these concepts are developed 
rna them a tic ally. 
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Chemical Potential 

Recall from your physical chemistry courses that the stability of an ideal gas is in part re­
lated to the volume that the gas occupies. The entropy of a gas is proportional to nR(ln V). 
This discussion is a simple statistical analysis, stating that the number of ways to arrange a 
set number of gas molecules (n) with a volume V increases with larger V Here, the entire en­
semble of gas molecules is considered to be more stable when V increases. It is important to 
note that the chemical structures of the individual gas molecules themselves have not be­
come more stable just because they occupy a larger volume. 

Ideal gases are not very relevant to most organic chemistry research. Instead, we need to 
analyze solutions. Further, our goal is to analyze reactions in solutions. Reactions are con­
trolled by the stability of the entire solution when reactants are mixed, not just the stability 
of the individual reactants. Hence, our analysis needs to focus upon solutions as a prelude to 
understanding reactions. In essence, we need to understand how the stability of a solution 
varies as a function of the addition of reactants. Let's start by analyzing the addition of a sin­
gle reactant, herein called a solute as we have done throughout this chapter. 

For a solute dissolved in a solvent, the entropy of the solution becomes larger as the sol­
ute is diluted, an effect that lowers the overall Gibbs free energy of the solution. This is analo­
gous to increasing the volume for a gas. The favorable entropy can be derived from the sta­
tistical mechanics of mixing. The solute has more ways to occupy the vessel when it is dilute. 

The GFE of the solution also includes the energy of the individual solute and solvent 
molecules. All the normal enthalpy and entropy factors associated with structure and en­
ergy given in the last two chapters (bond strengths, strains, solvation, degrees of freedom, 
etc.) are considered. Hence, the GFE of the solution is a complicated sum of terms reflecting 
the stability of the solvent, the solute, solvation, and importantly, the entropy of mixing the 
solute with the solvent. 

To determine the GFE of a solution, a term called the chemical potential (f.l) of the solute 
is defined. The chemical potential of A (f../ A) is the extent to which the GFE of the solution (Gt, 
where t stands for total) will change due to a change in the amount of solute A (Eq. 3.11, 
where nA is the number of moles of A). The chemical potential therefore tells us how the sta­
bility of a solution changes as a function of composition, where the solution will spontane­
ously evolve toward greater stability (lower Gt). Hence, f../ A is the link between energy and 
spontaneous changes in composition, such as solutes dissolving and chemical reactions oc­
curring. For a single solute, it is convenient to think of the chemical potential of the solute as 
the driving force for dissolving more A into the solution, or precipitating A out of solution. 
This changes for each specific amount of A already dissolved. Energy is not force, but driv­
ing force gives a good mental image. 

(Eq. 3.11) 

More precisely, chemical potential is analogous to potential energy. The higher potential 
energy of a compressed spring relative to a relaxed spring tells us that a spontaneous change 
will occur when the spring is released. Similarly, a higher chemical potential for a solution 
with a particular amount of A dissolved tells us that the concentration of A will spontane­
ously increase or decrease if given a chance. 

The total GFE of the solution for any particular amount of A dissolved is represented by 
Eq. 3.12. This takes into account the chemical potential of the solvent also (f../5 ). The chemical 
potential of the solvent would be the change in GFE of the solution as a function of the moles 
of solvent molecules in the solution (an equation analogous to Eq. 3.11). 

(Eq. 3.12) 

Remember, energy is relative. To determine the magnitude of the chemical potential that 
drives a change in the composition of the solution, we need a reference state-defined for a 
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particular amount of A dissolved in the solvent. The chemical potential of A would therefore 
be the chemical potential at this reference state (J.1A0

) plus a correction for changing the sys­
tem away from this state (Eq. 3.13). The RT ln(aA) term is the correction to the chemical po­
tential at conditions different than the reference state. 

(Eq. 3.13) 

The activity of A (aA) is used in the correction because we are concerned with the 
amount of A in the solution (nA) that affects the entropy of mixing. In our analysis, we define 
the activity as in Eq. 3.14, where yis the activity coefficient (see Section 5.2.4 for a more thor­
ough discussion of activities). Activity is "like" concentration but without units. Here [A]o is 
a reference concentration, set to 1M (see discussion later in this section). Activity coefficients 
reflect the fact that solutes undergo non-ideal behavior, such as aggregation, which de­
creases the number of particles in solution. The activity gives the number of particles of the 
solute in the solution that affect the entropy of mixing. You may recall from a course in quan­
titative analysis that the activity coefficients for dilute solutions of ions can be estimated us­
ing Debye-Hiickel theory, which uses interionic forces to estimate aggregation state. For 
now, realize that the value of the activity of a compound approaches the concentration of 
that compound as the compound's molarity goes to zero. 

y[A] 
aA = [A]o (Eq. 3.14) 

Let's look at some of the ramifications of Eq. 3.13. Figure 3.3 shows a plot of the total 
Gibbs free energy of solution as a function of the activity of A. The slope at any point along 
the curve is the chemical potential of the solution. When no A has been added to the solution 
there is an infinite driving force to dissolve A in the solvent. This tells us that all molecules 
will dissolve in all solvents at least to some extent. If solid A is added to the solvent, a sponta­
neous evolution will take place causing some A to dissolve. When the GFE is at a minimum, 
there is no longer any potential energy in the solution to be released when dissolving more 
A. When the activity of A is 1, Eq. 3.13 tells us thatf.lA = f.1A 0

• Yet, the slope that corresponds to 
f.1 A0 is for an arbitrary point along the curve, defined by whatever we choose as the standard 
state. Therefore, we now have to define a standard state. The standard state is taken as the 
concentration of A being a molarity or molality of one (we use molarity here) . Therefore [Ala 
= 1M in Eq. 3.14 and the activity of A is simply y[A] I 1M, which has no units . 

Slope at any 
particular 

activity is f.lA 

aA~ 

Slope for the standard 
state of A is f.1 A0 

Activity of A for the 
standard state of A: 
[A]= 1M 

Figure 3.3 
Plot of the total GFE as a function of the activity 
of a solute A. The slope at each point in the curve 
is the chemical potential of solute A (f.lA)· There 
is one specific slope that is defined as the reference 
point. This is the slope for the activity of A when 
[A] = 1M(J.1A0

). 

To summarize, the Gibbs free energy (stability) of a solution has multiple factors associ­
ated with it. First, there is the intrinsic stability of the solvent, the intrinsic stability of the sol­
ute, and the resulting solvation upon their interaction. Yet, there is also an important factor 
related to the mixing of the solvent and solute. We combine all these factors into the notion 
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of the total GFE. The change in total GFE as a function of composition is used to determine if 
changes in the solution will occur, a notion called the chemical potential. We need a reference 
point for the chemical potential, which is defined as the change in Gibbs free energy of the 
solution as a function of composition for concentrations of solute at a molarity of 1. We can 
now tie this analysis to the driving force for reactions. 

The Thermodynamics of Reactions 

To analyze the thermodynamics of a simple reaction as giveninEq. 3.15, we compare the 
stability of a solution of A and a solution of B. The analysis does not tell us if there is a plausi­
ble pathway connecting A and B, but only whether A orB will dominate at equilibrium and 
to what extent. We start by writing an equation forB that is identical to Eq. 3.13. We then sub­
tract the equations forB and A to achieve Eq. 3.16. 

A=B (Eq. 3.15) 

(Eq. 3.16) 

Since f.l A and f.l s are slopes themselves, it can be shown thatf.ls- f.i A is the slope of the GFE 
of the solution when plotted against a parameter ca lled the extent of a reaction that converts 
A to B (you are asked to show this in the end-of-chapter Exercises). The extent of reaction is 
designated by~' and starts at 0 with the mole fraction of B being zero (activity equals zero 
also), and ends at 1, which signifies that all of A was converted to B. Since the f.i 'S are akin to 
driving forces for changing the composition of the solution with respect to each single sol­
ute, a difference inf.i's for individual solutes must be the driving force for interchanging the 
composition of the solu tion by interchanging those solutes. In other words, this difference is 
the potential energy stored in a solution ready to be released when the reaction occurs, in this 
case A to B. This ana lysis is expressed by Eq. 3.17, and is normally designated as LlG,xn· 

(Eq. 3.17) 

If we now define f.iB o - f.1 A o as LlG,.xn °, we obtain Eq. 3.18. This equation allows us to relate 
the driving force (LlG,xn) for interconverting A and B to their activities. When LlG,x, is nega­
tive, increasing the amount of B results in a lowering of the solution's GFE, and is a thermo­
dynamically favorable process that w ill occur spontaneously. In fact, if noB is present, there 
is infinite driving force to form some B. Conversely, when LlG,x, is positive, B will revert to A, 
and if only B is present, there is an infinite driving force to create some A. Figure 3.4 should 
make this clear; the solution will always spontaneously evolve in the direction that lowers 
the total GFE of the solution. 

Figure 3.4 
A plot of the total GFE of the solution as a function 
of the extent of interconversion of A and B (¢'). 
The slope at each.; is L\G"'" which is the driving 
force for achiev ing equ il ibri u m. When egui li brium 
is achieved, L\G"" is zero. Slope at any 

particular I; is Ll. G rxn 

(Eq. 3.18) 

0 
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However, defining (aGrxnl a~) as llGrxn is a bit confusing. We normally think of a llG term 
as a difference between two energy states. In this case you might think it would represent the 
difference in energy of the solution at any point~ and the minimum possible energy. This, 
however, is incorrect. Instead, 11Grxn is the slope of the function that relates the change in GFE 
of the solution to the extent of the reaction. It is the driving force for achieving the minimum 
GFE for the solution at a particular composition of A and B, and is zero when equilibrium 
has been achieved. This is similar to the notion that.u was akin to a driving force for lowering 
the energy of a solution upon dissolving a solute. 

The llGrxn o is a term of paramount importance. Understanding the meaning of this term 
is one of the prime goals of this discussion. Unlike 11Grxn' 11Grxn o does truly reflect a difference 
in Gibbs free energies between two particular compositions of a solution. The reason is as 
follows. We defined 11Grxn° as.u8° -.UA0

, the difference in the chemical potentials of A and Bin 
their respective standard states. The total GFE (Gt) for an ideal solution of A and Bin solvent 
S would be expressed by Eq. 3.19. 

(Eq. 3.19) 

Now we define 11Grxn° to be a per mole quantity. Hence, when a solution of one mole of A is 
considered at its standard state we get GAo= .UA o + n5 .u5, and when one mole of B is consid­
ered at its standard state we get G8 o = .£1 8° + n5 .u5 . Therefore, if we solve for .us o- .UA 0 , we find 
it is a difference of two Gibbs free energies, G8 o- GAo (with the assumption that .us does not 
change with composition). Therefore, 11Grxno is the difference in the stability of a solution of 
one mole of A in its standard state and a solution of one mole ofB in its standard state. Stated 
in another way, it is the energy difference for the conversion of one mole of A to one mole of 
B, both at their standard states. This takes into account the intrinsic stabilities of the solutions 
of the two separate solutes when at their standard states, which includes the stabilities of the 
solutes themselves. 

Since activities are commonly assumed to be close to concentrations, Eq. 3.18 reduces to 
the more familar Eq. 3.20, where Q = [B] I [A]. This equation is simply another (and approxi­
mate) way of expressing Eq. 3.18. It gives the driving force that exists for a reaction to occur 
when the concentrations of Band A do not reflect the difference in the intrinsic Gibbs free en­
ergies of their respective solutions at standard states (11Grxn °). 

llGrxn = .6.Grxn o + RT lnQ (Eq. 3.20) 

After the Gibbs free energy of the solution has been minimized, llGrxn is zero. Now the 
ratio ofB to A does reflect the intrinsic stabilities of separate solutions of Band A at standard 
states. Equilibrium is said to have been achieved, and Band A are at their equilibrium con­
centrations. At this point Q is defined as K eq' the equilibrium constant. When equilibrium 
has been achieved, we can rearrange Eq. 3.20 to Eq. 3.21. Keq therefore reflects a ratio of B to 
A which is indicative of the intrinsic stabilities of A and B, the relative solvation of A and B, 
and the entropies of mixing A, B, and the solvent, at the standard states of A and B. 

.6.G rxn ° = - RT lnKeq (Eq. 3.21) 

You might be wondering how we measure 11Grxno values if the standard state experi­
mental conditions are never used. In fact, it is physically impossible to convert one mole of A 
completely to a mole of B both at their standard states. Hence, the notion of the standard 
state is a bit esoteric. Importantly, our analysis had this in mind. Once equilibrium has been 
achieved, regardless of the actual concentrations involved, the manner in which we have set 
up our analysis leads to GFE values that reflect the intrinsic stabilities of solutions of A and 
Bat their standard states. 

One important ramification of our analysis needs to be mentioned at this stage. With an 
equilibrium where both the forward and reverse reactions are unimolecular, the composi­
tion of the solution can be directly determined by the Keq· In other words, for all total concen-
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trations of reactants and products in the reaction flask, the ratio of reactants and products at 
equilibrium is given by Keg· This is quite different for equilibria that involve reactions of dif­
ferent molecularity in the forward and reverse reactions. When the molecularities of the for­
ward and reverse reactions are different, the composition of the solution at equilibrium 
changes depending upon the total concentration of reactants and products, even though the 
value of Keg does not change. Look ahead to Section 4.1.1 to see this. 

Lastly, have you ever wondered why a reaction of A going to B that is exothermic does 
not just totally convert to all B? After all, ifB is more stable, why doesn't all A just completely 
become B? Inherent in the question is the fact that the term exothermic relates to enthalpy. 
An exothermic reaction means that the intrinsic stability of solvated B is greater than the sta­
bility of solvated A. However, in our discussion of the thermodynamics just above, we ana­
lyzed solutions of A and B mixed together, and focused upon the total Gibbs free energies of 
the solution to describe the reaction. We found an infinite driving force for creating A orB 
when starting with pure BorA, respectively. Since it is the stability of the overall solution 
that dictates reactions, not just the stability of the solutes themselves, there will always be 
some of A and B present independent of how large the endothermicity or exothermicity of 
the reaction. The fundamental reason for this is the entropy of the solution, which is always 
more favorable when some of A and Bare present, regardless of the stabilities of A and B. 

Since it is the ~Grxn ° that controls any equilibrium, and we have now found that part of 
this ~Go depends upon the mixing of solutions, how do we determine just the stability of the 
reactants and products independent of the mixing? In the last chapter we focused upon en­
thalpy changes to determine the stability of organic structures. Therefore, we would like to 
calculate whether a reaction is exothermic or endothermic to make this determination. 
Hence, we need ~Ho values. 

Calculating Mi" and il$0 

We will spend a significant amount of the next chapter analyzing methods to measure 
equilibrium constants, from which the standard GFE of the reaction can be derived using Eq. 
3.21. Yet, a lot of chemical insight derives from measuring ~Ho and ~S0• This can be quite 
easily done using a van't Hoff analysis . By substituting the Gibbs free energy equation, ~Go 

= ~Ho - T~S0, into Eq. 3.21 and rearranging, we get Eq. 3.22. A plot of lnKeq versus 1/ T gives 
a ~Ho value from the slope and a ~so value from the intercept. Hence, by measuring Keq val­
ues at a variety of temperatures, the enthalpy and entropy of reaction can be determined, 
and we show one example in the following Connections highlight. A straight line is ob­
tained in a van't Hoff analysis only if the heat capacity (~C/) of the solution does not change 
(see Chapter 4). Curvature in a van' t Hoft plot indicates that ~C/ ¥- 0. 

(Eq. 3.22) 

In summary, it is clear that the Gibbs free energy of solutions plays a pivotal role in the 
thermodynamics of chemical reactions. In the last chapter we examined the stability of vari­
ous organic structures, which is part of this total Gibbs free energy. Now, in this chapter, we 
found that the nature of the solvent, the resulting interactions with the solutes (solvation), 
and the simple act of mixing solutes and solvents, are also part of the total GFE. It is now ap­
propriate to explore the interactions between solvents and solutes, and between solutes 
them selves, in detail. Once we understand these interactions, we can put together all the 
concepts-chemical structure and stability, solvation, and total Gibbs free energy-and start 
to explore some reactions. 

3.2 Binding Forces 

Now that we have a background into the structure of solvents, insight into polarity param­
eters, and solute mobility, it is time to explore the forces that hold the solvent molecules 
together. The same interactions that hold solvent molecules together are those that cause 
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Connections 

A van't Hoff Analysis of the Formation 
of a Stable Carbene 
In Chapter 11 we will discuss the structure and reactivity 
of carbenes. These are traditionally extremely unstable 
structures, where carbon only has six electrons. However, 
there are cases of stable carbenes, typically possessing res­
onance structures with stabilizing features such as zwitter­
ionic and aromatic character. For example, for moderately 
largeR, car bene A can be isolated and does not dimerize 
to a tetraaminoethylene derivative. Yet, carbene B dimer­
izes irreversibly, presumably due to the lack of additional 
aromatic stability. 

equilibrium with the carbene shown. The equilibrium 
constants for this transformation were determined as a 
function of temperature, and the van ' t Hoff plot shown 
gave t1W = 13.7 kcal / mol and t15° = 30.4 eu. The bond 
strength for the double bond (13.7 kcal I mol) is exception­
ally low relative to normal C= C bond strengths (approxi­
mately 160 kcal / mol; see Chapter 2). 
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Stable carbenes 

As a means to measure the double bond strength in 
a tetraamino-substituted ethylene, the structure shown to 
the right was synthesized. This compound does exist in 

Liu, Y., Lindner, P. E., and Lema!, D. M. " Therm odyna mics of a Diamino­
carbene--Tetraaminoethylene Equilibrium."]. Am. Chem. Soc., 121, 10626 
(1999). 

solutes to dissolve, and are responsible for solute-solute interactions and molecular recog­
nition. Often, these binding forces are present within the same molecule, such as intramolec­
ular hydrogen bonding. Hence, we examine the binding forces all together, and do not nec­
essarily focus upon intermolecular or intramolecular interactions. The interactions can be as 
simple as the electrostatic attraction between a small cation and a small anion, or as complex 
as those associated with the multi-component enzyme assemblies that initiate gene expres­
sion. Hence, we use the term solute to refer to any species dissolved in a solvent, from a sim­
ple ion to a complex biomolecule. 

In most cases the binding forces discussed herein are weak. Therefore, in reading the fol­
lowing sections, it may at times seem that we are discussing such weak phenomena that the 
forces are insignificant. On the contrary, we will demonstrate that cooperativity among 
many weak interactions can be quite powerful. It is an accumulation of many weak interac­
tions that leads to large binding forces between solutes (molecular recognition). This is per­
vasively true both in chemical biology and in materials chemistry, and it is a phenomenon 
we will consistently observe. 

3.2.1 Ion Pairing Interactions 

Oppositely charged ions attract each other strongly. In the gas phase the "binding" be­
tween a simple cation and a simple anion can be worth well over 100 kcal / mol. The major 
contributor to the binding is an electrostatic interaction. We will be discussing electrostatics 
extensively in this section, and it is important to be clear on its usage here. By an electrostatic 
interaction, we mean a strictly Coulombic attraction or repulsion between charges or partial 
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charges that existed prior to the interaction and remain unchanged in the interaction. The 
last restriction is not universally applied. Some would first bring two m olecules together, 
allow their charge distributions to rearrange in response to each other's presence, and then 
consider the Coulombic interaction of these altered charge distributions to be an electro­
static interaction. This is not an unreasonable type of analysis. Here, however, we will re­
tain the "static" of electrostatic, and we will consider binding that results from rearranged 
charge d istributions to be not a strictly electrostatic effect. 

An ion pair is defined to exist when a cation and anion are close enough in space that the 
energy associated with their electrostatic attraction is larger than the thermal energy (RT) 
available to separate them . This means that the ions stay associated longer than the time re­
quired for Brownian motion to separate non-interacting species. We have already examined 
the energy between two charges at a distance r (Eq. 3.n and found it to depend inversely 
upon the dielectric constant. Hence, the extent of ion pairing will also depend upon the di­
electric constant of the solvent. The inverse correlation with dielectric constant is imperfect, 
because other interactions between the cation and anion can be involved. The dielectric con­
stant of the solvent does not take into account the specific coordinating ability or hydrogen 
bonding ability of the solvent toward particular cations or anions. Further, the size and 
shape of the anions and cations will influence their energy of attraction. The solvent mole­
cules also become very organized when surrounding a cation or anion, which is entropically 
costly, whereas the surface around an ion pair is smaller and the solvation requirements 
lower. Thus, ion pair formation can be viewed as a competition with ion solvation as a means 
to lower the Gibbs free energy of the solution. Since most organic reactions are performed in 
solvents of relatively low dielectric constant, ion pairing is a common phenomenon for 
charged reactive intermediates (carbocations and carbanions). 

Since Coulomb's law (Eq. 3.1) includes the dielectric constant of the medium (e), we 
expect the energetics of an ion pair to be medium dependent. On moving from the gas phase 
(e = 1) to an organic solvent (e < 10), the energy of an ion pair is still expected to be quite sig­
nificant. However, in w ater, withe = 78, the interaction should be substantially attenuated. 
In other words, we do not expect oppositely charged ions to bind tightly to one another in 
water. Sodium chloride, for example, is dissociated in water. Note that we d o not expect zero 
binding energy in water, only a relatively sm all binding energy. 

Ionic interactions become stronger w ith polyions. A polyion is a polymer of repeating 
ionized units. For example, a dilute solution of sodium acetate in water is completely disso­
ciated, while polyacrylate [-(CH2CHC02- ) 11-] has a substantial fraction of the sodium ions 
bound to the polymer. This polymer is referred to as a weak electrolyte, in contrast to so­
dium acetate, which is a strong electrolyte. The large negative charge density on the poly­
mer leads to a greater fraction of the sodiums being held in the vicinity of the polymer. A bio­
logical example of this is DNA and RNA, which are repeating units of negative phosphate 
diesters. These structures are well know n to have large numbers of cations closely associ­
ated with the strands. 

Salt Bridges 

We have already noted previously that in molecular recognition, and especially in bio­
logical recognition, large effects often result from the accumulation of a large number of 
small effects. Thus, it becomes quite important to distinguish "no interaction" from a weak 
interaction, and 0.1 kcal I mol from 1.0 kcal I mol. Not surprisingly, when small distinctions 
are controlling, some debate and even controversy can arise. 

The controversy can be quite intense when it is in the context of the salt bridge. A 
salt bridge is an ion pair between two side chains of a protein. The anion is a carboxylate 
(from Asp or Glu) and the cation is an ammonium (RNH3+, from Lys) or a guanidinium 
[RNHC(NH2) 2+, from Arg]. To what extent do salt bridges contribute to protein stability? 
There is no simple answer. We should anticipate that context would be important. If the salt 
bridge is on the surface of the protein, the dielectric constant should be close to that of pure 
water. Such an "exposed" salt bridge might contribute very little to protein stability. Again, 
ammonium acetate is dissociated in water, so an Asp• • • Lys salt bridge should be weak or 
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negligible in bulk water. Alternatively, the salt bridge might be somewhat or completely 
buried in the interior of the protein. Here the question of dielectric constant becomes com­
plex. Often an "effective dielectric" constant anywhere in the range of4-37 is ascribed to the 
interior of a protein. However, we are no longer in a relatively homogeneous medium like in 
a pure solvent, and so any such approximation must be considered fairly crude. 

The consensus from a large number of studies of salt bridges is that they can contribute 
to protein stability, but there is considerable variation. Typically, a surface-exposed salt 
bridge is worth around anywhere from 0 to 2 kcal / mol, and a buried salt bridge can be worth 
up to 3 kcal / mol, with some exceptional cases being worth more. These are small effects, but 
again, molecular recognition is controlled by interactions that are individually small but add 
up to a large effect. 

Another issue in considering the contribution of a salt bridge to protein stability, and 
one that must be considered whenever thermodynamic issues are discussed, is the appro­
priate reference state. Stability, whether we are talking about a protein fold or a reactive in­
termediate, is always a relative term. We noted this earlier in this chapter, in Chapter 2, and 
we will return to it often throughout this book. The following Going Deeper highlight pre­
sents the problem of defining an appropriate reference state. 

Going Deeper 

Exposed and buried salt bridges 

The Strength of a Buried Salt Bridge 

What kind of an experiment would determine the 
strength of a buried salt bridge? It might seem that the 
sensible thing to do would be to measure the stability of 
the protein, a straightforward process involving merely 
heating the protein and watching it "unfold", with and 
without the salt bridge. In this experiment, the stability 
of the protein is defined as the difference in stability of 
the unfolded and folded states. It is a simple matter now­
adays to alter protein structure in controlled ways. 

What does "without the salt bridge" mean? Do we 
simply remove the amino acid side chains that make the 
salt bridge? This would leave a hole in the protein, and as 
we noted at the start of this chapter, nature abhors a vac­
uum. This seems like an unfair reference state. Recall that 

the interiors of proteins have low dielectric microenviron­
ments. Perhaps a more sensible reference state would be 
to replace the two ionic side chains with two "greasy" side 
chains of comparable size. Now we are asking a question 
more like, "Which is more stable, a salt bridge or a hydro­
phobic contact in the interior of a protein?" Studies have 
been performed to address just this qu estion, and often 
the outcome is that the protein is more stable with the 
hydrophobic pair than with the salt bridge. The conclu­
sion would now be that the salt bridge destabilized the pro­
tein! Clearly, the choice of reference s tate influences the 
conclusions-a very important lesson for any thermody­
namic experiment. 

Hendsch, z. S., and Tid or, B. "Do Salt Bridges Stabilize Proteins? A Con­
tinuum Electrostatic Analysis." Protein Sci., 3, 211-226 (1994). 

3.2.2 Electrostatic Interactions Involving Dipoles 

Just as full opposite charges attract each other, oppositely charged ends of dipoles at­
tract each other. This leads to a rough alignment of the dipoles such that positively charged 
ends interact with negatively charged ends. Because solvents are not completely ordered, 
there is considerable disorder in this alignment. Yet, this attraction is one of the forces that 
holds solvent molecules together and raises boiling points. The dipoles do not have to be 
between solvent molecules, but can also be between solutes and solvents, and between two 
solutes. 

Ion-Dipole Interactions 

When a charged solute is dissolved in a solvent with a dipole moment, the electric field 
associated with the charge exerts a force on the dipole, orienting the oppositely charged end 
of the dipole toward the charge. For a dipole whose orientation is fixed in space, the poten­
tial energy of the interaction varies as the inverse squared distance r between the charge and 
dipole (Eq. 3.23, where£ is the dielectric constant of the solvent and,u is the dipole moment; 

Dipoles aligned to some degree 
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Ion-dipole alignment parameters 

11 = q1l). Thus, the ion-dipole energy falls off more rapidly than the attraction between two 
oppositely charged ions (Eq. 3.1). This equation holds for r significantly larger than I. 

J1 q
2
cos () 

E = ----:::-
47rt!t:0r2 

(Eq. 3.23) 

The attractive force can be quite large for a polar solvent molecule in direct contact with 
an ion. This is part of the large exergonic physical change when solid salts dissolve in water. 
The entropy of mixing also favors dissolution (see Section 3.1.5). Table 3.6 shows several 
heats of hydration (equivalent to the heat of solution for water as solvent) for various ions, 
salts, and a few organic structures. 

Important solvation trends are evident in considering the simple ions. A clear trend in 
hydration energies emerges, with Li+ > Na+ > K+ > Rb+. The smaller the ion, the greater the 
hydration energy. This trend is an indication of a largely electrostatic effect. If we consider 
these ions as spheres of charge, the smaller ion has the same total charge as a larger ion, but 
it is distributed over the surface of a smaller sphere. Thus, the charge per unit area is larger, 
and so Coulombic interactions are stronger. Whenever a trend correlating ionic radius and 
interaction energy appears, we should su spect a strong electrostatic component to the inter­
action. The same trend is seen with the simple halogen anions. Consistent with this elec­
trostatic analysis, divalent cations have much larger hydration energies than monovalent 
cations. 

The hydration energies for simple salts are more difficult to interpret because they arise 
from a composite of many phenomena (see the description of solubility in Section 3.1.3), but 
a few trends are evident. The ionic radius trend discussed above is evident when comparing 
the chloride salts of Li+, Na+, and K+-that is, it is more exothermic to solvate the smaller cat­
ions when keeping the anion constant. With the hydroxid e salts, however, the exact opposite 
trend is found. With respect to solvating the anion, the sodium or te tramethylammonium 
salts of chloride, bromide, and iodide are better solvated the smaller the anion, again due to 
increased dipolar attraction with the smaller anion. Interestingly, the dissolution of some 
salts is endothermic, and indeed when NH4Cl or NH4N03 dissolves in water, the solution 
cools. 

A Simple Model of Ionic Solvation-The Born Equation 

The solvation energies of many simple ions are known, especially the hydration ener­
gies. As discussed above, a universal trend is that hydration strongly depends on the radius 
of the ion, with the smaller ions being better solvated. The Born equation (Eq. 3.24) attempts 
to put this kind of trend on a more quantitative basis. It is a simple correlation involving the 
dielectric constant, the ionic radius, and the charge of the ion. Plugging in the appropriate 
values reveals that for a monovalent ion in water at 298 K, the Born solvation energy, Esol = 

-164 / a, in kcal / mol, when a is inA. 

E501 = - (1 - 1/£)(q2 /8rc£0 a), where a is the radius of the ion (Eq. 3.24) 

Such a model is too simple, because it ignores the highly specific kinds of solute-solvent 
interactions discussed later, such as hydrogen bonds. But, it is not as bad as you may expect. 
For example, a chemist may consider NH4+ and K+ as quite different (the former can hydro­
gen bond, etc.). However, simple modeling will convince you that their ionic radii are actu­
ally quite similar, and indeed, as shown in Table 3.6, their hydration energies are also quite 
similar. Also, Na+ and Ca2+ have similar ionic radii, but the divalent ion has roughly quadru­
ple the hydration energy, consistent with the q2 term in Eq. 3.24. 

One interesting implication of the Born equation concerns long range solvation of an ion 
by a solvent with a dipole such as water. We can concede that very close to an ionic solute­
within the first two or even three solvation shells- such a simple model might be inad­
equate because it neglects specific effects. But what about further out? It is probably quite 



Table 3.6 
Heats of Solution of Various Compounds in Water* 

Hydration energy 
Structure (kcal/mol)* 

A. Ions 

Li + - 122 
Na+ -98 
K+ -81 
Rb+ -76 
Cs+ -71 
Mg2+ -476 
Ca2+ -397 
Zn2+ -485 
Sr2+ -346 
Ba2+ - 316 
F- -114 
o - -82 
Be -79 
I- - 65 
NH/ - 80 
Me3N H + -59 
CH3C02- -80 

B. Salts 

LiOH -5.6 
NaOH -10.6 
KOH -13.7 
LiCL -8.8 
NaCL 0.93 
KCI 4.1 
NaBr -0.14 
Nal -1.8 
NH4N03 6.1 
NH4Cl 3.5 
N(CH3)4Cl 0.97 
N(CH3)4Br 5.8 
N(CH3)4I 10.1 

C. Simple Molecules 

NH3 - 7.3 
CH30H -5.1 
Acetone -3.8 
CH3COOH -6.7 
Benzene -0.9 
n-Octane 2.9 

Ionic radius 
<A> 

0.60 
0.95 
1.33 
1.48 
1.69 
0.65 
0.99 

1.36 
1.81 
1.81 
2.16 

*Burgess, M.A. (1978). Meta/ Ions in Solution, John Wi ley & Sons, New York. 
*Negative va lues represent an exothermic process. 
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Dipole-dipole alignment parameters 

Going Deeper 

acceptable. Then, what fraction of the total solvation energy of an ion such asK+ is due to jus t 
long range interactions with the dielectric of the medium? To answer this question, we sim­
ply treat the ion as a very large ion, and plug the distance into the Born equation. For exam­
ple, it is a simple matter to show that over 19 kcal / mol of solvation for a monovalent ion 
comes from water molecules that are :::: 8.5 A from the ion (see the end-of-chapter Exercises). 
This is actually quite a large number, and is an important factor to be considered when dis­
cussing aqueous solvation of ions. 

Dipole-Dipole Interactions 

Similar to the attraction between a dipole and a charge, interactions between dipoles on 
solutes and solvents can be attractive or repulsive. The force between two dipoles depends 
upon their relative orientation and, if the dipoles are fixed in space, the interaction energy 
falls off as a function of the inverse distance between the dipoles to the third power. There­
fore, dipole- dipole interactions are very sensitive to the distance between the dipoles. Eq. 
3.25 gives the energy between two fixed d ipoles that are in the same plane and parallel, 
where t: is the dielectric constant of the medium and the11's are the two respective dipole mo­
ments. If they are not parallel and in the same plane, the equation simply gets more compli­
cated. Further, this is a simplification where r is significantly longer than the dipole length l 
(f.11 = q1/ 1). The angle for which the two dipoles feel no attractive or repulsive force has an im­
portant use in spectroscopy, as discussed in the following Going Deeper highlight. 

(Eq. 3.25) 

The Angular Dependence of Dipole-Dipole 
Interactions-The "Magic Angle" 

in a solid sample (remember, Eq. 3.25 refers to fixed 
dipoles, not rapidly tumbling dipoles as in a free solu­
tion), each nuclear spin will experience a different interac­
tion with the external magnetic field depending on the 
precise angle between the field and the nuclear moment, 
producing extraordinary complexity in the spectra. To 
remove this, the NMR tube is tilted relative to the external 
magnetic field at the magic angle. This trick, coupled with 
rapidly spinning the tilted tube, removes this complexity. 
The spinning causes signals from any spins not aligned 
with the rotation axis to average and cancel. 

An interesting feature of Eq. 3.25 is the 3cos28- 1 term. 
Consider the value of e required to make the magnitude of 
a dipole-dipole interaction go to zero [arc cos (1 I /3)]. This 
corresponds to ~54.7° . For any pair of dipoles, their inter­
action energy is zero if they are aligned at this angle. This 
is a familiar angle to spectroscopists and is referred to as 
the "magic angle". Why is it magic? In NMR spectros­
copy, the nuclear spins can be treated as dipoles, as can 
the external magnetic field of the spectrometer. As such, 

0 - H 
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Network of hydrogen bonds 
in an alcohol 

3.2.3 Hydrogen Bonding 

H ydrogen bonding is another very important binding force. While detailed, quantum 
mechanical analyses of hydrogen bonds can be complex, for weak to moderate hydrogen 
bonds a solely electrostatic model is adequate for most purposes. Such a model describes 
a hydrogen bond as a Coulombic interaction between a polar donor bond (Dn8-- H8+) and 
an acceptor atom (:Aca-). We use this simple model in all the discussions given below until 
short-strong hydrogen bonds are considered. Since the hydrogen bond is a simple Cou­
lombic interaction, any partial negative charge can accept a hydrogen bond, not just electro­
negative atoms, but even 1T systems (as we will show later). The next Connections highlight 
indicates just how unusual hydrogen bond acceptors can become. 

One of the most common examples of hydrogen bonds are those formed in liquid alco­
hols. Most OH groups make a hydrogen bond to an oxygen of an adjacent alcohol, thereby 
creating a network of hydrogen bonds. In liquid alcohols there is a rapid interchange of the 
h yd rogen bonds, with the molecules oriented imperfectly w ith their neighbors. 



Connections 

An Unusual Hydrogen Bond Acceptor 

If hydrogen bonds are essentially electrostatic in origin, 
then any region of a molecule with a partial nega tive 
charge should act as a hydrogen bond acceptor. Can 
hydrogens be hydrogen bond acceptors in some 
circumstances? 

In Chapter 12 we will explore organometallic systems 
known as m etal hydrides. A typical example is LiAlH4. 
Similar to the h ydrogens attached to AI, hydrogens 
attached to most transition metals possess partial negative 
charges. Hence, metal hydrides might be hydrogen bond 
acceptors. Indeed, a few such examples exist. One in par­
ticular is the iridium complex shown to the right, where a 
very short interaction (1.8 A) between the metal hydride 
and the hydrogen atom of an appended alcohol was 
found in the crystal structure. 

Geometries 

Hydrogen bond 
between hydrogens 
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Lee, J. C., Jr., Peris, E., Rheingold, A. L., and Crabtree, R. H. " An Un usual 
Type of H- H lnteraction.lr- H ---HO and Jr- H---NH H ydrogen Bonding 
and its Invol vement in a-Bond Metathesis." J. Am. Chem. Soc., 116, 11014 
(1994) 

Since electrostatic considerations dominate for most hydrogen bonds, the geometry of 
the hydrogen bond is not a major contributing factor to strength (data supporting this is 
given in the next Connections highlight) . Still, the optimal geometry has a collinear arrange­
ment of the three atoms involved, even though significant deviations from linearity can be 
tolerated. In cyclic systems, nine-membered rings containing hydrogen bonds give the most 
linear arrangement, and have been shown to be optimum (see the Connections highlight 
below). In addition, the Dn-H bond axis generally coincides with the imagined axis of a 
specific lone pair of :A c. As discussed in Chapter 1, the hybridization of atoms and the direc­
tionality of lone pairs can be debated. Figure 3.5 shows a few representative geometries for 
hydrogen bonding. When there is only one lone pair, as with RCN: or :NH3, we expect a lin­
ear geometry. With two lone pairs, VSEPR theory can help rationalize the observed angles. 
For water, with an H-0-H angle of ~ 104°, we expect a nearly tetrahedral arrangement, and 
the 55° angle of Figure 3.5 is consistent with this. 

0+ 8-
A- H -·-----·--- B 

180° 
F - H -·--------- N= C- R 

H 
180° I 

F- H ----------- N 

'\'''H 
H 

55°/~ 
F- H -- ·--- -- -· - 0 

~ 
F- H -~~-o~~ 0 

~ 
R 

Figure 3.5 
Hydrogen bonding. Shown are experimentally determined geometries 
for prototype hydrogen bonding complexes, showing the alignment of 
the donor with the putative lone pair acceptor. 
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Connections 

Evidence for Weak Directionality Considerations 

For a carbonyl compound, the hydrogen bond should be 
in plane and at an angle consistent with ~sp2 hybridiza­
tion of the 0-hence, an angle of 120°. However, as we 
have already alluded to, geometry is not so important in 
an electrostatic interaction, and even the directionality of 
the lone pairs is debatable. In support of this view, studies 
of hundreds of crystal structures analyzing the hydrogen 
bonding angles between carbonyls and various d onors 
are consistent with diffuse lone pairs. As shown below, 
the H • • • O = C angles range from oo to 90° (as defined in 

400 

L"N-::o/ 200 

Definition of angle 

the picture), with a maximum at 40° (close to the expected 
angle for a carbonyl lone pair). However, a considerable 
number of hydrogen bonds are oriented along other 
angles, including the axis of the C=O bond(¢ = 90°). 

Taylor, R., Kennard, 0., and Versichel, W. "Geometry of the N H-O=C 
Hydrogen Bond. 1. Lone-pair Directionali ty." f. Am. Chem. Soc., 105, 5761-
5766 (1983). Murray-Rust, P., and Glusker, J. P. "Directionality Hydrogen­
Bond to sp2 and sp3 Hybridized Oxygen Atoms and its Relevance to 
Ligand-Macromolecular Interactions." f. Am. Chem. Soc., 106,1018-1025 
(1984). For a review, see Hubbard, R. E. " Hydrogen Bonding in Globula r 
Proteins." Prog Biophys. Malec. Bioi., 44,97 (1984). 
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Number of hydrogen bonds as a function of angle 

Since directionality is not a dominant factor in the strength of normal hydrogen bonds, 
it is not surprising that there are a multitude of bridging hydrogen bonding geometries. 
Structures such as those shown in the margin are referred to as three-center hydrogen 
bonds, and also frequently as bifurcated hydrogen bonds. In cases where the two donors or 
the two acceptors are part of the same molecule, the term chela ted hydrogen bond is some­
times used. 

Bifurcated hydrogen bonds 

Connections 

Intramolecular Hydrogen Bonds are 
Best for Nine-Membered Rings 

In Chapter 2 we examined the stabilities of various rings, 
and found that the transannular effect raises the energy 
of rings with sizes beyond six ca rbons. However, using 
variable temperature NMR and IR studies, it has been 
determined that nine-membered rings are best for intra­
molecular hydrogen bonds between termin al amides (as 
shown to the right). In methylene chloride, the enthalpy 
of the hydrogen bonded state is 1.4 to 1.6 kcal/ mol more 
favorable than the open chain structu re, while the open 
chain structure is entropicctlly favored by 6.8 to 8.3 eu. The 
enthalpic preferences for the hydrogen bonded state are 
significantly smaller for larger and smaller rings. The rea­
son for the preference of a nine-membered ring derives 

from lower torsional strains present in the hydrocarbon 
linker between the ami des when a nine-membered ring 
is formed. 

I 
0 ·---- -------- H- N 

~N~O 
Nine-membered ring optimal 

for hydrogen bonding 

Gellman, S. H., Dado, G. P., Liang, G.- B., and Adams, B. R. 
"Conformation-Directing Effects of a Single Intramolecular Am ide­
Amide Hydrogen Bond: Variable-Temperature NMR and IR Studies 
on a Homologous Diamide Series." f. Am. Chem. Soc., 113, 1164- 1173 (1991). 



3 2 BI ND I NG FORCES 171 

Now that we have discussed the electrostatic origin and geometries of normal hydrogen 
bonds, let's explore those factors that accentuate the electrostatic attraction. These include 
electronegativity, resonance, polarization, and solvent effects. The goal is to understand 
trends in hydrogen bond strengths, because actual bond dissociation energies for hydrogen 
bonds in solution are hard to come by. We start by analyzing why hydrogen bond strengths 
are difficult to determine. 

Strengths of Normal Hydrogen Bonds 

Hydrogen bonding can be a potent force for molecular recognition, but it should come 
as no surprise that context effects can be substantial. For example, the strength of a hydrogen 
bond depends upon both the nature of the donor and the acceptor, and the microenviron­
ment of the hydrogen bond. Since the microenvironment of the hydrogen bond strongly af­
fects its strength, hydrogen bond enthalpies cannot be transferred from one situation to an­
other as can the bond dissociation energies for covalent bonds. 

Thermochemical studies to determine hydrogen bond strengths have been performed, 
but systematic studies are not as extensive as those involving covalent bonds. Difficulties 
arise in measuring hydrogen bond strengths (enthalpies) because intermolecular interac­
tions are influenced by significant entropic considerations, thereby making the measure­
ment of associa tion Gibbs free energies not easily related to simple enthalpies of the hydro­
gen bonds. Even the enthalpies of association of a Dn-H and an :Ac molecule cannot be 
directly related to the strength of the hydrogen bond, because the Dn-H and :Ac were to 
some extent solvated to start, and these solvation interactions influence the enthalpy of asso­
ciation. Very often the strengths of hyd rogen bonds are determined by examining conforma­
tional equilibria, where one conformation possesses the hydrogen bond, and another con­
formation does not (see the Connections highlight in Section 2.3.2, and the one below about 
solvent scales and hydrogen bonds). Otherwise, measurements are made in the gas phase or 
very nonpolar solvents, where the solvation issue is nonexistent or less severe. On rare oc­
casions, and in very clear-cut cases, one can determine hydrogen bond strengths when the 
association constant of two almost structurally identical molecules with a receptor can be 
determined, wherein one molecule can make the hydrogen bond and one cannot. The differ­
ence in Gibbs free energies of binding can roughly be equated to the intrinsic enthalpy of the 
hydrogen bond. 

In general, hydrogen bond strengths are roughly broken into three catagories. Those of 
15 to 40 kcal I mol are considered to be very strong, those in the range of 5 to 14 kcal I mol are 
moderate, and those between 0 and 4 kcal l mol-the most common hydrogen bonds-are 
weak. Consistent with the electrostatic model, there is a general trend that the hydrogen 
bond is stronger if one or both of the partners is charged, meaning that the electrostatic na­
ture significantly increases due to large Coulombic attraction. 

i. Solvation Effects 
Probably the factor that most influences the strength of a hydrogen bond formed be­

tween a Dn-H and :Ac is the solvent. In the next section we tabulate a few hydrogen bond 
strengths for the gas phase or nonpolar solvents, which vary from 5 to 10 kcal l mol. How­
ever, a value of 0.5 to 1.5 kcal I mol is generally used as the strength of a hydrogen bond in 
the interior of a protein that is dissolved in water (see the ex-helix Going Deeper highlight 
on page 176). If the hydrogen bond is not in the interior of the protein, it is best considered to 
be worth 0 kcal l mol, because water provides fierce hydrogen bonding competition. When 
one of the components, either the donor or acceptor, is charged, the strength increases sub­
stantially, and some researchers quote 4.0 to 4.5 kcal/ mol. This is a bit larger than the 3 kcal l 
mol we gave for a buried salt bridge (see Section3.2.1 on salt bridges). These numbers are not 
fully consistent, which just goes to show the rough nature of the values, and the considerable 
work in this area that is still needed. 

The solvent dramatically influences the strength of hydrogen bonds because the donor 
and acceptor are solvated prior to formation of the Dn-H • • • :Ac hydrogen bond. Many po­
lar solvents can form hydrogen bonds themselves, meaning that the donor and acceptor al-
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ready possess hydrogen bonds prior to their combination. Hence, if the hydrogen bonds be­
tween Dn-H, :Ac, and the solventS are essentially the same in strength, it is a "wash" to 
undergo the reaction shown in Eq. 3.26. Such a solvent is referred to as a competitive sol­
vent. When the solvent is nonpolar and cannot form hydrogen bonds, the Dn-H • • • :Ac in­
teraction more effectively influences the thermodynamics of Eq. 3.26, making the hydrogen 
bond appear stronger. Therefore, the most important factor for determining strength is a sol­
vent's ability to form hydrogen bonds. For example, the dimerization of N-methylacetamide 
occurs in carbon tetrachloride, but is nearly nonexistent in the solvent dioxane, which has 
the same dielectric constant, because dioxane can accept hydrogen bonds. Since the solvent 
influences the strength of hydrogen bonds so dramatically, it is not surprising that the ability 
to form hydrogen bonds correlates to various solvent parameters, and an example of this is 
given in the following Connections highlight. 

N-, 
H 

Secondary amide dimers 

D - H ••• S + A •••H -S = D -H ••• A + S ••• H-S 

(Eq. 3.26) 

Connections 

Solvent Scales and Hydrogen Bonds compared to the hydrogen bond accepting ability of the 
solvent. A higher hyd rogen bond accepting abili ty in the 
solvent significantly decreases the free energy of forma­
tion of the intramolecular hydrogen bond. 

Since the polarity and hydrogen bonding capabilities of a 
solvent are of paramount importance in determining the 
strengths of hydrogen bonds, we might expect a correla­
tion with solvent parameters. Indeed, such correlations 
have been found. In one specific case, the intrinsic ~Go 

for the intramolecu lar hydrogen bond in the substituted 
cyclohexane shown to the right was plotted against sev­
eral different solvent parameters. The best linear fit was a 
combination of the Ey(30) and f3 values, where the /]value 
of the solvent dominated the correlation. Recall that the f3 
value is a measure of the hydrogen bond accepting abi lity 
of the solvent, whereas the Ey(30) value correlates general 
polari ty. The conclusion is that as the polarity of the sol­
vent increases, the strength of the intramolecular hydro­
gen bond decreases, but that this is a secondary effect 

ii. Electronegativity Effects 

Intramolecular hydrogen bond 

Beeson, C., Ph am, N., Shipps, G. Jr., and Dix, T. A. " A Comprehensive 
Descri ption of the Free Energy of an Intramolecular Hyd rogen Bond as a 
Function of Solvation: NMR Study."}. Am. Chon. Soc., 115,6803-6812 
(1993) 

The electrostatic model predicts that for a neutral donor, the larger the partial charge on 
H, the stronger the hydrogen bond. Indeed, hydrogen bonding strengths to a variety of ac­
ceptors follow the trend for donors, HF > HCl > HBr > HI. Note that the hydrogen bond 
strength is not following the strength of the acid for these donors (see Section 5.4.5 for acid 
strengths), but instead the charge on hydrogen . However, when we contrast hydrogens 
attached to the same kind of atom, the stronger acids have a larger charge on the hydrogen, 
and therefore are the better hydrogen bond donors. Therefore, we expect the trend CF3C02H 
> CCl3C02H > CBr3C02H > CI3C02H, which follows the trend in acid strength (see Chap­
ter 5). 

For the acceptor, we see trends such as H20 > H 3N > H2S > H 3P. We would anticipate 
that electronegativity on the acceptor atom is a double-edged sword. It increases the 8- on 
the atom, which is good for hydrogen bonding, but it makes the element less willing to share 
its electrons, which is bad for hydrogen bonding. As such, bonds to Fare quite polar, but F is 
a very poor hydrogen bond acceptor (i.e., a poor electron donor). Hydrogen bonds involving 
F as the acceptor are actuaily rare. The poor hydrogen bonding seen with Sand Pis likely 
due to the very diffuse nature of the lone pairs in third row elements, which makes them 
poor acceptors. Examples of some of the trends we have discussed above are given in Table 
3.7 for gas phase and very nonpolar solvents. 



Table 3.7 
Values of t:.Ho for Some Selected Hydrogen Bonds* 

Strength 
Hydrogen bond Compounds involved Medium (kcal/mol) 

0 - H•••O = C Formic acid / formic acid Gas phase - 7.4 
0-H•••O-H Methanol I methanol Gas phase -7.6 
O-H•••OR2 Phenol I dioxane CC14 -5.0 
0-H• • •SR2 Phenol / n-butyl sulfide CCI4 -4.2 
0 - H• • •SeR2 Phenol / n-butyl selenide CC14 - 3.7 
0-H• • •sp2 N Phenol I pyridine CC14 -6.5 
0 - H• • • sp3 N Phenol I triethylamine CC14 -8.4 
N-H• • •SRz Thiocyanic acid / n-butyl sulfide CC14 -3.6 

*jeffrey, G. A. (1 998). An introduction to Hydrogen Bonding (Topics in Physical Organic Chemistry), Oxford Uni versity 
Press, Oxford . 

iii. Resonance Assisted Hydrogen Bonds 
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As already noted, hydrogen bonds are very sensitive to their context. Solvent and elec­
tronegativity effects likely play the largest roles in modulating their strength. However, sev­
eral other factors can be identified as major contributors. The most frequently cited factors 
are resonance and polarization enhancement, although more recently another factor called 
"secondary hydrogen bonds" has found wide acceptance. 

Resonance assisted hydrogen bonds are those that benefit from a particular resonance 
structure of the donor or acceptor. For example, the intramolecular hydrogen bond of 
o-nitrophenol is known to be exceptionally strong, and is enhanced by the resonance struc­
ture shown below. Such an interaction might just as well be considered as hydrogen bond as­
sisted resonance; it is just a case of semantics. Amides in linear chains, as found in protein 
a-helices (Appendix 4), are also postulated to benefit from such an interaction, and even the 
base pairs in the DNA helix are often considered to possess such an interaction. The follow­
ing Connections highlight gives some data that supports the notion of resonance assisted 
hydrogen bonding. 

--
+Q-()-NC)f 

.. .. 

H 
N 0 ------ ---- H-N' 

,~~N- H------- ---N~ 
R N=< )-N, 

N-H·-------- -0 R 
H' 

Examples of resonance assisted hydrogen bonding 
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Connections 

The Extent of Resonance can be Correlated 
with Hydrogen Bond Length 

A correlation has been found between a parameter that 
measures the extent of resonance delocalization and 
hydrogen bond length in 13-diketone enols. The greater the 
contribution of the ionic resonance structures for chains of 
13-diketones shown below, the closer are the bond lengths 
dv dz, d3, and d4. 

To measure the relative contribution of the two reso­
nanace structures, a parameter called Q was defined as 
Q = d1 - d2 + d3 - d4. As the ionic resonance structure 
becomes more important, the parameter Q becomes 
smaller. In an examination of 13 crystal structures and a 
single neutron diffraction study of 1)-diketone enols, as 
well as several other intermolecular hydrogen bonded 
chains, a correlation was found between parameters such 
as Q and hydrogen bond distance (defined as the intermo­
lecular 0-0 distance). Smaller 0-0 distances (meaning a 
stronger hydrogen bond) correlate well with lower Q val-
ues, meaning more resonance delocalization. 

Gilli, G., Bertolasi, V., Feretti, V., and Gilli, P. " Resonance-Assis ted Hydro­
gen Bond. III. Formation of Intermo lecular Hydrogen-Bonded Chains in 
Crysta ls of j3-Diketones and its Relevance to Molecular Association." Acta. 
Cryst ., 564- 576 (1993). 
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iv. Polarization Enhanced Hydrogen Bonds 

• 
• • 

2.70 2.80 

Polarization enhanced hydrogen bonds (also known as cooperative hydrogen bonds) 
are similar in concept to resonance enhanced hydrogen bonds. This phenomenon arises 
when there are neighboring hydrogen bonding groups that assist the polarization in the 
Dn-H bonds, making them better donors. Consider the water trimer shown in Eq. 3.27. Sta­
bilization of the partial charges on the hydrogens and oxygens of the already formed dimer 
occurs when the third water makes a hydrogen bond. 

R R 
\ I 
o-H ------o 

H 
I 

0 
R _.-- • •• 

H 
O......o.· 

I 
R 

\ 
H 

Cyclic structure formed from 
hydrogen bonding 

(Eq. 3.27) 

The best evidence that such a concept is important in hydrogen bonding arises from ab 
initio calculations. The strengths of hydrogen bonds have been calculated for alcohols in a 
cyclic arrangement, such as the pentamer of an alcohol shown in the margin with all coop­
erative hydrogen bonds. The strengths are found to increase from 5.6 kcal/mol for a cyclic 
trimer, to 10.6 kcal / mol for a cyclic pentamer, and 10.8 kcal / mol for a cyclic hexamer. How­
ever, some evidence also comes from crystal structures, and the following Connections high­
light describes evidence from oligosaccharide structures. 
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Connections 

Cooperative Hydrogen Bonding in Saccharides 

Chains of cooperative hydrogen bonds are commonly 
seen in crystal structures of mono- and oligosaccharides. 
Shown below is a picture of the crystal structure of 
p-nitrophenyl a-maltohexaoside. A long running chain of 
hydrogen bonds can be identified along the 2,3-vicinal 

diol portion of the pyranosides, which orients one mono­
mer with respect to the next. 

Hind ri cks, W., and Saenger, W. "Crysta l and Molecular Structure of the 
Hexasaccharide Complex (p-N itrophenyl u-Maltohexaoside)Bai3-27H20. 
f. Am. Chem. Soc., 112, 2789-2796 (1990). 

Intramolecular hydrogen bonding in oligosaccharides 

v. Secondary Interactions in Hydrogen Bonding Systems 
Since the microenvironment near hydrogen bonds greatly influences their strength, 

it makes sense that the proximity of other hydrogen bonds would also have an influence. 
In fact, when there are hydrogen bonds adjacent to one another, secondary interactions can 
arise which can either reinforce or weaken the primary hydrogen bonds. For example, the 
dimerization of two carboxylic acids yields two hydrogen bonds. However, there are also 
two "transannular" repulsive interactions between the hydrogen bonded species. Electro­
static arguments nicely rationalize these. In this system, the hydrogens are 8+, the oxygens 
8-, and so the H • • • Hand 0 • • • 0 interactions are repulsive. In contrast, when the donors 
are on one structure, and the acceptors on the other, the primary hydrogen bonds are sup­
ported by the secondary interactions. 

vi. Cooperativity in Hydrogen Bonds 
If hydrogen bonds are so weak in water, why is it that they can create such complex and 

diverse three-dimensional molecular architectures? As we will note in our discussion of the 
hydrophobic effect (see below), the major driving force for molecular associations in water 
is nonpolar binding derived from a release of water from around nonpolar surfaces. This 
means that organic molecules will tend to non-selectively aggregate with other organic mol­
ecules in water due to the hydrophobic effect. This non-specific association can contribute 
to making hydrogen bonds significant in water. A significant part of the reason that simple 
hydrogen bonds do not lead to strong association in water is the entropic penalty that must 
be paid for freezing the motions of the two partners. This 6S penalty is typically not ade­
quately compensated by the favorab le 6.H0 for the interaction, remembering that the net 6.H0 

might be guite small (Eg. 3.26). However, if two large molecules are already brought to­
gether because of the hydrophobic effect, the entropy penalty has been partially pre-paid 
(local conformations must still be restricted to form the hydrogen bond). In this situation, it 
is more likely that hydrogen bonding could contribute to the overall association. 

Hydrophobic association is generally non-specific, but selectivity can be imparted to or­
ganic association in water by hydrogen bonds, and especially by arrays of hydrogen bonds. 
As with a salt bridge, we might expect that an isolated hydrogen bond on the surface of a 
protein would contribute little to protein stability. Once again we find a significant context 
effect because the force is weak to start, and we need a reference point to determine the 
strength of the interaction (see the next Going Deeper highlight). However, a spectacular ex­
ample of hydrogen bonding in protein structure is the a-helix (Appendix 4). We noted in 
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Primary hydrogen bonds ( 1111 ) 

Secondary hydrogen bonds ( ---- ) 
Repulsive interactions (-) 
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Chapter 1 that an amide functionality of the sort found in a typical peptide bond has excel­
lent hydrogen bonding capability, both as a donor and an acceptor. In an a-helix a continu­
ous stretch of the protein has all the amide hydrogen bonding potential completely sa tisfied. 
This creates a regular structure in the protein that nature exploits extensively. Why is this hy­
drogen bonding successful in water? One factor is the way the arnides are to some extent 
shielded by the a-helix structure, making the microenvironment more "organic like". This 
partially desolvates the amides, making competition by water less of a factor. Another im­
portant issue, though, is cooperativity. The repeating structure of the a-helix reinforces 
itself. Once a few hydrogen bonds are formed, the system naturally propagates and each 
hydrogen bond reinforces the nex t. This can be viewed as an en tropic effect. The first few hy­
drogen bonds pay most of the entropic cost, making it more and more favorable to continue 
the stretch of hydrogen bonding. 

Going Deeper 

How Much is a Hydrogen Bond in an a-Helix Worth? 
Hydrogen bonding is the key feature that holds together 
the a-helix of protein secondary structure . To quantify 
such an interaction, though, is more difficult than it may 
seem. We have already noted the problems associated 
with placing values on hydrogen bond streng ths. How­
ever, through a clever combination of organic chemistry 
and molecular biology, Schu ltz and co-workers were able 
to obtain a good estimate of the magnitude of the key 
hydrogen bond of the a-he li x. Perhaps surprisingly, the 
protein syn thesis machinery, the ribosome, can be coaxed 
into incorporating an a-hydroxy acid instead of an 
a -amino acid into a specific site in a protein. As shown in 
the picture to the right, this replaces the usual amide of the 
protein backbone with an ester, which disrupts the hydro­
gen bonding in the a-heli x. By removing an NH and 
replacing it with 0 , one hydrogen bond of an a-heli x 
would be lost. However, it is a lso true that an amide car­
bonyl is a much better hydrogen bond acceptor than an 
ester carbonyl, and so the backbone substitution should 
also weaken a second hydrogen bond. By studying a well­
defined helix in a protein of known stability, and by plac­
ing esters a t the beginning, middle, and end of the helix, 
it was possible to dissect out the contributions of these 
various factors. The subs titution of an ester for an amide 

destabilized the a -helix by 1.6 kcal / mol. Perhaps surpri s­
ingly, the weakening of the carbonyl as an acceptor was 
determined to have a larger effect (0 .89 kcal I mol) than the 
deletion of the NH (0.72 kcal I mol). 

Koh, J. T., Cornish, V. W., and Schultz, P. G." An Experimental Approach 
to Evaluating the Ro le of Backbone In teractions in Proteins Using Unnatu­
ral Amino Acid Mutagenesis." Biochemistry, 36,11314-11322 (1997). 

Vibrational Properties of Hydrogen Bonds 

In Section 2.1.4 we described the vibrational properties and potential wells of covalent 
bonds. Any bond possesses therm al motion, even at absolute zero, due to the zero point vi­
brational sta te. For a Dn-H bond, formation of a hydrogen bond to :Ac restricts the motion 
of the hydrogen a tom because the hydrogen is now restrained by two bonds rather than one. 
Using infrared spectroscopy to measure the vibrational frequencies of the Dn-H bond is 
therefore a good experimental tool for characterizing hydrogen bonds. The vibrational fre­
quences of both the Dn- H bond and the H • • • :Ac bond can often be observed. 

When hydrogen bonds are formed, the single well potential that describes the covalent 
Dn-H bond is converted to an energy surface with two minima, reflecting the addition of the 
Ac • • • H bond (Figure 3.6 A). The second minimum describes transfer of the hydrogen from 
the donor to the acceptor. In a typical weak hydrogen bond, there is a significant energy bar-
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Dn - H···Ac Dn- H· ··Ac Dn···H- Ac 

Figure 3.6 
Potenha l energy plots for the vibrahonal states of various hydrogen bonds. 
A. A normal hydrogen bond, B. a low-barrier hydrogen bond, and C. a no-barrier 
hydrogen bond. 
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rier between the preferred On-H • • • :Ac form and the less favorable On-• • • H-Ac form. In 
addition, the zero-point energies for both are well below the barrier. 

There are characteristic vibrational modes that can be observed in the infrared spectra 
that are diagnostic of the double well potential and hence hydrogen bonds. Table 3.8 shows 
the stre tches and bends found for normal hydrogen bonds such as those described by Figure 
3.6 A. We find new frequencies for the in-plane and out-of-plane bends of the On-H bond, 
but also new stretching and bending modes for the hydrogen bond itself. In keeping with the 
picture that the bond between the On and H atom is weakened upon formation of a hydro­
gen bond, the On-H stretch moves to lower frequency, accompanied by an increase in inten­
sity and band width. In support of the picture that the hydrogen atom is now held between 
two atoms, the bending frequencies move to higher values. 

Table 3.8 
Characteristics Vibrational Modes for Normal 
Hydrogen Bonds, R-Dn-H • • • Ac* 

Vibrational modes 

Dn-H stretch 
Dn-H in-plane bend 
Dn-H out-of-plane bend 
H • • •Acbond stre tch 
H • • •Ac bond bend 

Frequencies (cm-1) 

3700-1700 
1800-1700 

900-400 
600-50 

< 50 

•Jeffrey, G. A. (1998). An introduction to Hydrogen Bonding (Topics i11 
Physical Organic Chemislnj), Oxford University Press, Oxford. 

Short-Strong Hydrogen Bonds 

There are some important properties of hydrogen bonds that are evident from the dou­
ble well potential of Figure 3.6 A. Imagine a case for which placing the hydrogen on either 
the donor or the acceptor is of equal energy. Further, if the distance between the heteroa toms 
is made short, often around 2.4 to 2.5 A, the barrier to transfer of the hydrogen bond between 
the donor and acceptor becomes close to the zero-point energy of the vibration that holds 
the H atom in the complex (Figure 3.6 B). Hence, when the energies of the On-H • • • Ac and 
On • • • H-Ac forms become essentially equal and the distance between On and Ac is short, 
the barrier either becomes very low or completely disappears. These hydrogen bonds are re­
ferred to as low-barrier hydrogen b onds (LBHB) or no-barrier hydrogen bonds (Figures 
3.6 Band C). When the barrier to transfer drops completely below or is very close to the zero­
point energy, the hydrogen moves in quite a wide potential well, and on average is centered 
between the donor and acceptor atom. The wide potential well is accompanied by a lower 
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Compounds proposed to possess 
low-barrier hydrogen bonds 

force constant for the stretching vibration, thereby having an interesting ramification on iso­
tope effects. Both the low-barrier and no-barrier hydrogen bonds are referred to as short­
strong hydrogen bonds. 

The model that emerges from this analysis is that we can expect a LBHB in a Dn­
H • • • :Ac system whenever the Dn and Ac atoms are very close and the pK. values of Dn-H 
and H-Ac+ are close, because this puts the two potential wells at nearly equal energies (see 
Section 5.2.1 for a discussion of pK. values). If :Ac is anionic, as is often true for LBHBs, then 
it is the pK. values of Dn-H and H-Ac that must be close. We are not saying that some "spe­
cial" stabilization occurs when the pK. values are close, just that this creates the strongest hy­
drogen bond. The closer the pK. values, the stronger the hydrogen bond. 

The low-barrier and no-barrier hydrogen bonds possess considerable degrees of elec­
tron sharing between the hydrogen atom and the donor and acceptor atoms. In this regard, 
the bond is a three center-four electron bond, and it has a considerable amount of covalent 
character. Hence, the directionality of these bonds is much more important than for tradi­
tional hydrogen bonds, with linear Dn• • •H• • • Ac geometries being strongly preferred. 

The dependence of hydrogen bond strength upon bond length for a series of hydrogen 
bonds in the gas phase is shown in Figure 3.7. For a series of 0 - H • • • 0 hydrogen bonds, the 
energy of the hydrogen bond is plotted as a function of the 0• • •0 distance. The plot is de­
cidedly non-linear. Consider a hydrogen bond with an 0 • • •0 distance of 2.52 A. It would 
have a hydrogen bond energy of less than 10 kcal / mol. Now consider the consequence of 
shrinking the hydrogen bond to 2.45 A. For a very modest contraction of 0.07 A, the hydro­
gen bonding energy goes up to more than 25 kcal / mol. This would now be a short-strong 
hydrogen bond. 
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Hydrogen bond strengths as a function of heteroatom d istances in the gas 
phase. See the first reference for short-strong hydrogen bonds at 
the end of the chapter. 

The prototypical short-strong hydrogen bond is bifluoride [F- H- F]-, which has a F-F 
dis tance of 2.25 A and a bond strength of 39 kcal I mol. Table 3.9 shows a handful of other hy­
drogen bond strengths for short-strong hydrogen bonds. 

In solution, very short distances between oxygen heteroatoms are observed in (3-diketo 
enols and some diacid monoanions. Shown in the margin are just a few structures pos­
sessing hydrogen bond lengths consistent with low-barrier character. 

At present, short-strong hydrogen bonds are well documented in the gas phase, and 
theoretical studies support their existence, but there is still some controversy as to the sig­
nificance of the phenomenon in high polarity solvents. If they do occur in water, they have 
the potential to profoundly influence molecular recognition phenomena and enzymology. 
This point is addressed further in the following two Connections highlights. 
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Table 3.9 
Strengths of Short-Strong Hydrogen Bonds* 

Hydrogen bond Strength (kcal/mol)* Hydrogen bond Strength (kcal/mol)* 

p~ • • • HF 39 
Cl~ • •• HF 22 

Be ••• HF 17 

p~ ••• H02CCH3 
p~ • • • HOCH3 
p~ • •• HOPh 

21 
30 
20 
23 
24 

r~ • • • HF 15 p~ ••• HOH 
CN~ • • • HF 21 H3N ••• H-NH3+ 

*jeffrey, G. A. (1998). An Introduction to Hydrogen Bonding (Topics in Physical Organic Chemistry), Oxford University 
Press, Oxford. 

'Values were determined in the gas phase by ion cyclotron resonance. 

Connections 

Proton Sponges 

Probably the most common use of molecular geometries 
that enforce a very short heteroatom-heteroatom distance 
is in the creation of "proton sponges". These are fused­
ring aromatic diamines where the amines are oriented in 
such a way as to cooperatively bind a single proton. Three 
examples of the conjugate acids of proton sponges are 
shown to the right. The first has a pKa of 12.1 and the sec~ 
ond has a pKa of 16.1, while the third has a pKa of 13.9. 
Therefore, the second compound is 10,000 times less 
acidic than the first. Since the substitution of the methoxy 
groups in the para position did not give the four orders 
of magnitude decrease in the acidity of the parent 
compound, it must be the steric compression from the 
o-methoxy groups that makes the center compound the 
least acidic. This shows how important it is to enforce the 

Connections 

The Relevance of Low-Barrier Hydrogen 
Bonds to Enzymatic Catalysis 

Other than just gaining a basic understanding of the phe~ 
nomenon of hydrogen bonds, why is the discussion of 
short-strong hydrogen bonds significant? Consider a sub~ 
strate bound to the active site of an enzyme (or any other 
catalyst). As discussed in grea ter detail in Chapter 9, 
enzymes achieve their rate acceleration by preferential 
binding of the transition state of the reaction. Since the 
rate accelerations are often quite dramatic, this preferen~ 
tial binding must be substantial. The problem is that the 
enzyme also binds the substrate (the ground state), and 
on going from the ground state to the transition state, the 
geometry changes are often small, and no new hydrogen 
bonds are produced. However, if a very small binding 
change can lead to a very large increase in hydrogen bond~ 
ing energy, we have the ideal situation for preferential 
binding of the transition state. Based on thi s, then, the role 
of the enzyme is to create a microenvironment in which 

short distances between the heteroatoms to achieve the 
short-strong hydrogen bonds. 

0 
/H'., 

0 
/ H ',, 

OMe OMe 

Compounds referred to as "proton sponges" 

Staab, H. A., Krieger, C, Hieber, G., and Oberdorf, K. "1,8-
Bis(dimethylamino)-4,5-dihydroxynaphthalene, a Neutral, 
lntramolecularly Protonated 'Proton Sponge' w ith Zwitterionic 
Structure." Angew. Chem. Int. Ed. Eng., 36, 1884-1886 (1997). 

the necessary change in pKa of the substrate relative to the 
transition state can occur. The postulate would be that the 
pKa of the transition state is becoming closer to the pKa of 
the functional group on the enzyme making contact with 
the transition state. It is well established that a properly 
designed protein environment can substantially alter pKa 
values (see Chapter 5), and so this is an attractive mecha~ 
nism for enzymatic catalysis. 

Many studies have looked for low-barrier hydro-
gen bonds at enzyme active sites, with decidedly mixed 
results thus far. Currently, the qu estion still remains as to 
whether LBHBs are important in many systems or are just 
a novelty associated with specialized hydrogen bonds in 
the gas phase. Stay tuned! 

Gerlt,). A., and Gassma n, P. G." Understandin g the Rates of Certain 
Enzyme-Catalyzed Reactions: Proton Abstraction from Carbon Acids, 
Acyl-Transfer Reactions, and Disp lacement Reactions of Phosphodies­
ters." Biochemistry, 32, 11943-11952 (1993). Cleland, W. W., and Kreevoy, 
M. M. "Low-Barrier Hydrogen Bonds and Enzymatic Catalysis." Science, 
264,1887-1890 (1994). 
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Connections 

In summary, hydrogen bonds are among the most important of the binding forces, yet 
for the most part they are purely electrostatic in nature. Although several factors determine 
their strength, such as resonance, geometry, and the nature of the donor and acceptor, it is 
the solvent that plays the largest role. In competitive solvent systems, a series of hydrogen 
bonds is required to impart a defined structure. The creation of artificial sys tems that possess 
various hydrogen bonding capabilities that mimic natural systems is an active area of mod­
ern physical organic chemistry. The following Connections highlight shows a recent exam­
ple of exploiting hydrogen bonding for structural purposes in a totally unnatural system. 

ll-Peptide Foldamers researchers have used amide hydrogen bonding analo­
gous to that seen in the a-helix (Appendi x 4) to crea te 
well-defined, unnatural fold s. A good dea l of success has 
been obtained by Seebach and Gellman with 13-peptides, 
polypeptides that use 13-amino acids instead of the a­

amino acids of biology. Oligomers of appropria te 13-amino 
acids wi ll fold into well-defined structures. As with the a­
helix, the major organizing force is the chains of amide 
hydrogen bonding. This opens up many new opportuni­
ties for the rational design of organic molecules w ith well­
defined structures and properties. 

A universal feature of proteins is that they fold into well­
defin ed, three-dimensional structures, partially due to 
hydrogen bonding (see Chapter 6). This is crucial to the 
proper functioning of li ving systems, but it is also a very 
interesting phenomenon. It is perhaps surprising that it 
has not been a long-standing goal of physical organic 
chemistry to learn how to make artificial systems that do 
the same thing. What would it take to build organjc mole­
cules that spontaneously fold into well-defined shapes? In 
recent years, this fund amentally interesting question has 
begun to attract the attention of physical organic chemists. 

The targets of such research have been termed fol­
damers, and are defin ed as any polymer or oligomer with 
a strong te ndency to adopt a specific, com pact conforma­
tion. Taking a lead from nature's best known "foldamer", 

~-Amino acid foldamer 

3.2.4 nEffects 

Gell man, S. H. "Foldamers: A Manifesto. " A ce. Chem. Res., 31, 173-180 
(1998). Seebach, D., Beck, A. K., a nd Bierbaum, D. j . "The World of 13- and 
-y-Peptides Comprised of Homologated Proteinogen ic Am ino Acids and 
Other Components." Chcm. Biodiversity, 1, 1111 - 1239 (2004). 

In our discussions of ion pairing, dipole interactions, and normal hydrogen bonding, 
electrostatic factors played a dominant role . In fact, most binding forces have simple electro­
static attractions at their origin (see the hydrophobic effect, below, for an exception). There­
fore, regions of negative charge, no matter what their nature, will in general be attracted to 
regions of positive charge, no matter what their nature. It is the character of the partners that 
leads to our definitions and discussions of the forces. 

One region of negative charge associated with a large number of molecules derives from 
1T systems, whether in aromatic structures or simple alkenes. The existence of such regions 
leads us to expect 1T systems to be involved in a variety of molecular recognition phenom­
ena. These interactions can be surprisingly strong, or at times, exceedingly weak; it is once 
again a matter of context. Three general1T binding forces are discussed here: the cation-1T in­
teraction, the polar-1T interaction, and 1T donor-acceptor interactions. 
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Cation- n Interactions 

Another non-covalent binding force that is comparable in strength to a salt bridge or a 
hydrogen bond (depending on the context!) is the cation-n interaction. This is the non­
covalent interaction between a cation and the face of a simple 7T system such as benzene or 
ethylene. Only in recent years has it begun to be appreciated that this interaction can be quite 
strong and can make significant contributions to molecular recognition phenomena in both 
biological and synthetic systems. Figure 3.8 shows that in the gas phase the interaction can 
be quite strong-the Li+• • • benzene interaction is comparable to even the strongest hydro­
gen bond . Before we discuss context and solvation effects, we need to develop a physical 
model for the interaction. 

The clear trend of Figure 3.8-Li+ > Na+ > K+ > Rb+-is reminiscent of the h ydration 
trends we discussed in Section 3.2.2. The hydra tion trends were rationalized with an electro­
static and size model, and an electrostatic model of the cation-7T interaction has also proven 
to be quite powerful. How can we develop an electrostatic model with benzene as one of 
the partners? 

The electrostatic model of water binding to an ion can be described as an ion-dipole in­
teraction (Section 3.2.2). The cation interacts with the negative end of the large permanent 
dipole moment of water. Benzene has no dipole moment, but it does have a large, permanent 
quadrupole moment. Recall from our discussion in Chapter 1 that a quadrupole m oment is 
simply two dipoles aligned in such a way that there is no net dipole. The quadrupole mo­
ment of benzene is of the form in which two dipoles are aligned end-to-end. 

Recall also that the quadrupole moment of benzene arises because an sp2 C is more elec­
tronegative than H . This creates six C8--H'+ bond dipoles, and under the symmetry of 
benzene, they add up to a quadrupole moment. Similarly, the four C8--Ho+ bond dipoles in 
ethylene combine to make a subs tantial quadrupole in that molecule. This argument has 
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Figure3.8 
The cation- 'ii interaction. A. The basic nature of the 
interaction and binding energies for simple cations 
to benzene (gas phase experimental n umbers). 
B. The relationship between dipoles and quadrupoles, 
and an illustration of six bond dipoles giving rise to 
a molecular quadrupole. Note that the left im age is 
top d own on the benzene, while the right image is 
ed ge o n. C. Substituent effects on the cation-'ii 
interaction. These are calculated values. See a lso 
the ana logous electrostatic potential surfaces in 
Appendix 2. 
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nothing to do with aromaticity, and so is not unique to benzene and its derivatives. While the 
emphasis in molecular recognition studies has been on benzene and its derivatives, ethylene 
and acetylene derivatives can participate in exactly the same way. Another important point 
is that the multipole expansion-pole, dipole, quadrupole, octapole, ... -is not a perturba­
tion series. Terms do not get progressively "smaller" as we move along the series. There is no 
reason that a quadrupole cannot bind an ion electrostatically just as well as a dipole, and to 
first order that is what is going on in the cation-'TT interaction. Another way to visualize the 
quadrupole moment of benzene is by viewing the electrostatic potential surfaces of the mol­
ecules. As shown in Appendix 2, the electrostatic potential surface of benzene is negative on 
the face of the ring and positive along the edge. Again, it is evident that cations should be at­
tracted to the face . The same is true for alkenes and alkynes, as shown in the electrostatic po­
tential surfaces for these molecules. 

Once we accept the existence of quadrupole moments and appreciate that they can bind 
ions in the same way that dipole moments can, we should not be surprised by any of the " 'TT 
effects" of this section. The only surprise is the large magnitude of the effects. For example, 
water binds K+ in the gas phase with t:.Ho = -18 kcal l mol, an interaction we would describe 
to first order as that between the dipole of water and the ion. Benzene binds K+ in the gas 
phase with t:.H0 = -19 kcal l mol. Clearly, a quadrupole can compete with a dipole! 

As with other strongly electrostatic interactions, we would expect the cation-'TT interac­
tion to be strongest in the gas phase, slightly weakened in organic solvents, and significantly 
attenuated in aqueous solvent. This is true to some extent, but the weakening of the interac­
tion on moving into water is much less than we might expect. For example, the methylam­
monium• • •aceta te ion pair is worth - 120 kcall mol in the gas phase, but:::; 2 kcal l mol in 
water. On the other hand, the methylammonium • • • benzene cation-'TT interaction is worth 
only - 19 kcal l mol in the gas phase, but is - 5 kcal l mol in water. Apparently, water is much 
Jess effective at attenuating a cation-'TT interaction than an ion pair or a hydrogen bond. 

There appear to be two reasons for the retained strength of the cation-'TT interaction in 
water. First, remember that one component of the cation-'TT interaction, the benzene, is hy­
drophobic. So, to cover one face of it with an ion might be favorable in water (see the discus­
sion of the hydrophobic effect given below). 

The second issue is more subtle and complex, but relates back to our earlier discussion 
of Born solvation and the substantial long range solvation that water exerts on an ion (Sec­
tion 3.2.2). This long range solvation arises because water molecules will tend to align their 
dipoles for a favorable interaction with the ion. At long distances these waters are not locked 
into a particular orientation. On average, however, there is a tendency for the water dipoles 
to be found more often in the favorable rather than the unfavorable dipole orientation. Now 
consider an ion pair at close contact. What should a water molecule that is 8-10 A away do 
with its dipole? Many waters will be essentially equidistant from the two ions, and it will 
not be possible to achieve a favorable interaction with one ion without simultaneously 
achieving an unfavorable interaction with the other ion. It is as if forming the ion pair neu­
tralized the charges, or at least that is what the more distant solvent molecules must feel. On 
the other hand, when a cation binds to benzene, there is no charge neutralization-the sys­
tem remains a full cation regardless of the separation between the interacting partners. Full 
"Born" solvation is possible. 

The electrostatic potential surfaces of simple aromatics also nicely rationalize the sub­
stituent effects on theca tion- 'TT interaction (Figure 3.8 C). These effects are not what might be 
immediately expected. Usually we think of phenol as electron rich, and so it is a bit surpris­
ing that it is not a better cation-'TT binder than benzene. However, the electrostatic potential 
surfaces fully support this result and the other results of Figure 3.8. To a considerable extent, 
the cation- 'TT interaction is more affected by the inductive influence of a substituent than by 
'TT donation. 

In summary, although less well known than ion pairs and hydrogen bonds, ca tion-'TT in­
teractions contribute significantly to molecular recognition. They are very common in pro­
tein structures (Lys I Arg interacting with Phe I Tyr I Trp ), and many binding sites for cationic 
ligands use cation-'TT interactions (see the example given in the next Connections highlight). 
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Synthetic receptors such as cyclophanes can substantially exploit theca tion-TI interaction in 
binding (see Section 4.2.5). Also, in crysta I packing and many catalytic systems, cation-TI in­
teractions can be important players. 

Connections 

A Cation-n Interaction at the Nicotine Receptor 

Acetylcholine (ACh, Me3N +CH2CH20C(O)CH3) is a com­
m on neurotransmitter. Every time you move a muscle 
voluntarily it is because this small, cationic molecule is 
released from a nerve terminal, drifts across the synapse, 
and binds to a specific neuroreceptor. The same process 
also occurs in the brain, and interestingly, nicotine is 
able to fool the neuroreceptor and elicit a physiological 
response. For this reason, the receptor is called the nico­
tinic acetylcholine receptor (nAChR), and the first step of 
nicotine addiction is nicotine binding to this receptor in 
the brain. The nAChR is a complex, integral membrane 
protein, and no crystal structu re is available. However, a 
cation-TI interaction is involved in binding ACh to the 
receptor. To prove this, the electrosta tic model of the cat­
ion-TI interaction was invoked. In particular, at a specific 
tryptophan residue of the receptor, successive flu orination 
was used to modulate the cation--TI interaction. Fluorine 

Polar-n Interactions 

has a predicable and additive effect on the quadrupole 
moment, and hence the ca tion--TI binding ability, of simple 
aromatics. At the receptor, the tryptophan of interest 
was successively replaced with monofluoro-, difluoro-, 
trifluoro-, and tetrafluorotryptophan, and ACh binding 
was measured. A linear free energy rela tionship was seen 
between cation--TI binding abili ty of the aromatic and the 
effectiveness of ACh at the modified receptor (see Chap­
ter 8 for a di scu ssion of linear free energy relationships). 
This effect was seen at only one specific tryptophan, estab­
lishing a cation-TI interaction between the quate rnary 
ammonium group of ACh and thi aromatic group in 
the protein. 

Zhong, W., Ga llivan,). P., Zhang, Y., Li, L., Lester, H. A., and Dougherty, 
D. A. "From ab initio Quantum Mechanics to Molecular Neurobiology: 
A Cation-'TI Binding Site in the Nicotinic Receptor." Proc. Nat/. A cad. Sci. 

(LISA), 95, 12088-12093 (1998). 

Water binds cations electrostatically by aligning its large permanent dipole moment ap­
propriately. Benzene binds cations electrostatically by aligning its large permanent quadru­
pole moment appropriately. Does this mean that benzene is a polar m olecule? The most 
sensible answer is "yes". Typically, to say a molecule is polar is to say it has a substantial, per­
manent dipole moment. But why shouldn' t a quadrupole moment count just as much as a 
dipole? If a molecule can bind ions strongly through a predominantly electrostatic interac­
tion, it should be considered to be polar. Benzene is polar-it's just quadrupolar rather than 
dipolar. However, benzene is not a polar solvent and is, in fact, hydrophobic, too. This em­
phasizes a clear distinction between molecular phenomena and bulk, condensed phase phe­
nomena. The two are not always tightly coupled. 

Q If benzene is a polar molecule, it should experience molecular phenomena besides just 
cation binding, similar to what other polar molecules do. Water binds water well, and ben­
zene binds water, too. The binding energy between benzene and water is 1.9 kcal / mol in the 
gas phase, and the geometry is as expected with the water hydrogens (the positive end of the 
water dipole) pointed into the benzene ring (see margin). Similarly, ammonia binds to ben­
zene with 1.4 kcal / mol of binding energy in the gas phase. In a nonpolar solvent such as cy­
clohexane, the binding between the NH2 group of aniline and the face of benzene is worth 
1.6 kcal / mol. 

n Hydrogen bonds 

Such interactions have been called hydrogen bonds to benzene. However, this seems to 
be pushing the hydrogen bond designation a bit far. A preferable term is a polar-1t interac­
tion, to indicate that a conventionally polar molecule is in teracting with the quadrupole mo­
ment of a TI system. Any hydrogen bond donor, such as an amide NH or an alcohol OH, will 
experience a favorable electrostatic interaction with the face of a benzene ring because of 
the large bond dipole associated with the hydrogen bond donor. Although weaker than a 
cation-'lT interaction, these polar- TI interactions are also observed in protein structures, and 
are important contributors to solid state packing interactions. 
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Connections 

The Polar Nature of Benzene Affects 
Acidities in a Predictable Manner 

The polar nature of benzene can influence reacti vity in pre­
dictable ways. For example, the substituted benzoic acid 
shown to the ri ght has a subs tantially perturbed pK, value 
of 6.39 (X= Y = H), compared to 4.2 for benzoic acid itself. 
Th is is consistent with the negative electrostatic potential 
on the faces of the neighboring phenyls destabilizing the 
ionized carboxylate, the reby shifting the pK. to a higher 
value. Substituents X andY influence the pK, further in 
ways consistent with this model (see end-of-chapter 
Exercise 4 on predicting these pK, shifts) . 

f ~ CO H 
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Carboxylic acids have 
predictable pKa shifts Chen, C. T., and Siegel, J. S. "Throu gh Space Polar--'TT Effects on the 

Acid ity and Hydrogen Bonding Capacity of Carboxy lic Acid s." f. Am. 
Chem. Soc., 116,5959-5960 (1994). 
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Aromatic-Aromatic Interactions (n Stacking) 

One of the most misused terms in molecular recognition is 'iT stacking. Generally, it is an 
ill-defined concept that would seem to imply that it is somehow favorable to stack two 'iT sys­
tems on top of each other. However, the electrostatic potential surface of benzene clearl y 
shows that this is not the case. To directly stack two benzenes on top of one another will lead 
to an adverse electrostatic repulsion. 

Nevertheless, simple aromatics do experience favorabl e interactions with each other. 
For simple systems like benzene, the T-shaped or edge-to-face geometry is better than 
s tacking. This geometry places a region of negative electrostatic potential (the face of the 
ring) in contact with a region of positive electrostatic potential (the edge). In the gas phase, 
this is the preferred geometry, with a t:.Ho of roughly - 2 kcal / mol. Even in water, where we 
might expect the h ydrophobic effect to favor the s tacked form (see the discussion of the hy­
drophobic effect below), the T-shaped and displaced s tacks are two of several structures that 
are preferred over the stacked arrangement. 

In some more complicated s tructures the T-shaped geometry caru1ot be obtained. In 
these cases, then, it is best to form a displaced or slipped stack. This still aligns regions of 
positive electrostatic potenti al w ith regions of negative electros tatic potential. This type of 
" 'iT stacking" is energetica lly favorable . There is also a favorable hydrophobic component to 
the slipped stack interaction (if wa ter is the solvent-see below) such that slipped stacking 
becomes increasingly important for larger arenes such as naphthalene or anth racene. We 
prefer the term aromatic-aromatic interaction (or 'iT-'iT interaction, because aromaticity is 
not really the issue here) to 'iT s tacking, because it does not imply the direct overlap of regions 
of nega ti ve electrostatic potential. 

Note that the benzene- benzene interaction, especially in the T-shaped geome try, is just 
the logical extension of the notion that benzene is a polar molecule, like water. Thus, if water 
binds wa ter electrostatically, which it does, benzene should bind benzene. 

The Arene-Perfluoroarene Interaction 

While His less electronega tive than an sp2 C, F is more electronegative than an sp2 C. Be­
cause of this, it turns out that hexafluorobenzene (C0F6) has a quadrupole moment that is 
roughly equal in m agnitude but opposite in sign to that of benzene. This means that regions 
of nega tive electrostatic potential in benzene are regions of positive electrostatic po tential in 
C6F6, and so on. See the electrostati c potential surface in Appendix 2. One implication of this 
is that benzene and hexafluorobenzene should experience a favorable stacking interaction, 
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which can be viewed as a quadrupole-quadrupole interaction. This is indeed the case, and 
the most dramatic manifestation is reflected in the solid state properties of the systems. Ben­
zene melts at 5.5 oc and forms a herringbone structure in the solid state that maximizes the 
T-shaped interaction. Hexafluorobenzene melts at 4.0 oc and has the same crystal structure. 
However, a 1:1 mixture of the two melts at 24 oc and has a totally new crystal structure that 
emphasizes perfect stacks of alternating benzene-hexafluorobenzene molecules. It is rare 
that a mixture is higher melting than either pure compound, and this result is a potent 
testimony to the power of electrostatic interactions involving 1T systems. It turns out this 
interaction is general, such that almost any simple arene will stack with the analogous 
perfluoroarene in the solid state to form a mixed crystal of exceptional stability. An exam­
ple of using this interaction in materials chemistry is given in the following Connections 
highlight. 

Connections 

Use of the Arene-Perfluorarene Interaction 
in the Design of Solid State Structures 

One of the most challenging goals of modern physical 
organic chemistry is the rationa l design of solid state pack­
ing patterns-so-called crystal engineering. Many phe­
nomena, most notably non-linear optics and magnetism 
(see Chapter 17), are most commonly observed in solids. 
These and other more mundane, but very important prop­
erties, like solubi lity and processability, depend strongly 
on the exact packing pattern in the crystaL Progress has 
been s low. It has been considered a "scandal" that, with 
modern theoretical methods and substantial computa­
tional power, we still cannot predict the most basic prop­
erty of an organic molecule-namely, its melting point. 

As the x-ray crysta llography of small molecules has 
become fairly routine, a large database of structures has 
developed. From this, certain patterns of favorable pack­
ing patterns have emerged. As a potential organizing prin­
ciple for the field, the notion of a supramolecular synthon 
has been proposed (see the next chapter for a discussion of 
supramolecular chemistry). This is a recurring, supramo­
lecular motif (also known as a non-covalent interaction) 
that appears frequen tly in molecular crystal structures 
and encourages structural order. Many of the synthons 
involve hydrogen bonding and / or metal coordination, 
while others involve related electrostatic interactions. 
One novel interaction that has been established as a way 
to design solids is the arene-perfluoroarene interaction. 

As an example of the use of a supramolecular syn­
thon in materials design, we consider solid state diacety­
lene polymerization (see to the right). Single crystals of 
some diacetylene derivatives can be photopolymerized 
to produce long conjugated chains w ithin the crystal. 
Because of their extensive conjugation, such polymerized 
diacetylenes have novel optical and electrica l properties. 
For polymerization to occur, the diacetlyene must crystal­
lize in a specific geometry that is conducive to polymeri­
zation- the potential reactive centers must be near each 

other and aligned properly. An interesting system would 
be diphenyldiacetylene (mp = 87 °C), but it crystallizes 
in a form that is not conducive to photopolymerization. 
The same is true of perfluorodiphenyldiacetylene (mp = 
114 °C). However, a 1:1 mixture of the two diacetylenes 
(mp = 152 °C) does crystallize in the proper form because 
of the arene- perfluoroarene supra molecular synthon, 
and photopolymerization is possible. Photopolymeri­
zation can also be seen in pure crystals of phenyl (penta­
fluoro)phenyl diacetylene (mp = 124 oc), which nicely 
crystallizes into a stacked structure. Other examples of 
solid state engineering throu gh the arene-perfl uoroarene 
supramolecular synthon have also been seen. 

Coates, G. W., Dunn, A. R., Hen ling, L M., Doug herty, D. A., and 
Grubbs, R. A . " Phenyl-PerAuoropheny l Stacking Interactio ns : A New 
Strategy forSupermolecu le Cons tructio n." Angew. Chem. lnt. Ed. Eng., 
36, 248 (1997). 
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Figure 3.9 
Examples of interactions 
involving induced dipoles. 
The e llipsoid represents a 
nonpolar molecule, and the 
colored arrow represents 
the induced-dipole. 
A. Dipole-induced-dipole, 
B. ion-induced-dipole, and 
C. induced-dipole-induced­
dipole. 

rc Donor-Acceptor Interactions 

The last binding force that we examine which, at least in part, has its origin in electro­
static attractions is the TI donor-acceptor interaction. A donor-acceptor interaction occurs 
between any two molecules, or regions of a molecule, w here one has a low energy empty or­
bital (acceptor) and the other a high energy filled orbital (donor). When these two orbitals 
are aligned properly, some extent of charge transfer can occur from the donor to the ac­
ceptor. This is a stabilizing interaction. We examined in Section 2.3 several examples of or­
bital mixings that were important for the conformations of hydrocarbons that contain het­
eroatoms. A donor-acceptor interaction in that context was defined as a lone pair (or a a or 
TI bond) that could donate toward a low-lying empty orbital, possibly an antibonding orbital 
(recall the anomeric effect) . A donor-acceptor binding interaction is another weak force that 
can be used to impart structure and hold compounds together (see the following Connec­
tions highlight). 

The systems we are considering here d iffer in two ways from the simple orbital mixing 
described in Chapter 1. First, the donor and acceptor are not part of the same molecule. Sec­
ond, the energy gap between the interacting orbitals is much smaller, leading to a stronger 
interaction. To achieve this, the partners in a TI donor-acceptor interaction are generally 
heavily substituted, on e with electron withdrawing groups and one w ith electron donating 
groups. For example, te tracyanoethylene is an excellent acceptor, and it forms complexes 
with electron rich systems such as hexamethylbenzene and tetrathiafulvalene. 

Generally, a large extent of charge transfer leads to colors. For example, tetracyanoethyl­
ene and hexamethylbenzene form a complex that is deep purple. No new bonds are formed, 
however, as each partner can be re-isolated intact. Further, tetracyanoethylene and tetrathia­
fulvalene crystallize as an almost black solid. The complexes formed between the donor and 
acceptor are referred to as charge-transfer complexes. The color arises from an absorbance 
of light that promotes an electron from the donor to the acceptor (we will return to this in 
Chapter 16)-the full charge transfer occurs in the excited sta te, while only " orbital m ixing" 
occurs in the ground state. The absorbance found in the UV I vis spectrum that is indicative 
of this electron transfer is called the charge-transfer band. It is the presence of this charge­
transfer band that most clearly distinguishes this type of interaction from the others in­
volving arenes discu ssed above. For simple system s, no charge- transfer band is seen in a 
cation-TI interaction or an arene-perfluoroarene interaction, and so the electrostatic model 
is emphasized over the orbital mixing I charge-transfer model. When color appears on com­
plexation, though, the orbital mixing m odel takes precedence. The true situation is a contin­
uum, with varying degrees of both effects occurring in differing systems. However, it is im­
portant to note that the electron transfer that gives rise to the optical effect contribu tes little 
to no thing energetically to the association of the donor and acceptor. It is the orbital m ixing 
in the ground sta te that drives the association. 

3.2.5 Induced-Dipole Interactions 

Thus far, in discussing some of the primary binding forces, we have emphasized an elec­
trostatic model. The underlying principle is simply to m a tch regions of positive charge with 
regions of negative charge. We did this because such a simple model is in fact quite success­
ful in making qualitative predictions about the geometries of interactions between mole­
cules and the relative strengths of nonbonding interactions. If, however, we want a fully 
quantitative model of such interactions, we must go beyond electrostatics. It is certainly true 
that when a cation moves close to an anion, the electronic wavefunctions of the two change 
in response to each other 's presence, and this change is termed a polarization. This w ill cer­
tainly enhance the interaction, and the same will happen in hydrogen bonding, dipole in­
teractions, or TI interactions. In such a case, no fundam entally new effects arise from consid­
eration of such polarization-we simply get a better quantitative picture of the interaction. 
However, the perturbation of the wavefunction of a nonpolar molecule by a polar one leads 
to electrostatic attractions that otherwise would not have existed (Figure 3.9 A). 
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Connections 

Donor-Acceptor Driven Folding 

One of the first studies of foldamers centered on mole­
cules that form reproducible secondary structures due 
to 7T donor-acceptor interactions. Stringing together and 
alterna ting aromatic donors and acceptors in the short 
oligomer shown below led to the well-defined secondary 
structure that is shown schematically. The oligomer was 
called an aedamer, aromatic electron donor-acceptor. 
There is also a significant hydrophobic effect driving the 
condensed and s tacked arrangement in water. X-ray crys­
tallography of a co-crystal of the monomeric donors and 
acceptors confirmed the preference for an alternating 
structure, and UV I vis analysis showed the spectroscopic 
changes indica tive of the stacking arrangement. This is an 
exce llent example of the use of a small molecular binding 
force to crea te a large ordered structure. 

Lokey, S. L., and Iverson, B. L. "Syntheti c Molecules that Fold into a 
Pleated Secondary Structure in Solution." Na ture, 375, 303-305 (1995). 

0 H 

0 J-vN 
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0 

Ion-Induced-Dipole Interactions 

Linear aedamer 

Folded structure of 
aedamer in solution 

Consider bringing a small cation near a molecule of ethane. Electrostatically, we expect 
essentially no interaction because ethane has neither a dipole nor a quadrupole. However, 
ethane is a fairly polarizable molecule-it can readily adjust its electron distribution to cre­
ate a favorable interaction with the ion. The ethane will move some valence electrons toward 
the cation, leaving behind a region of depleted electron density (Figure 3.9 B). In so doing, 
we establish a dipole in ethane, where one did not exist before. This ion-induced-dipole in­
teraction is weak-certainly weaker than the interaction of an ion with a permanent dipole. 
But the interaction is not negligible, and the fact is that a cation would rather bind to e thane 
than bind to nothing at all. The interaction energy is described by Eq. 3.28. Not surprisingly, 
the polarizability of the neutral molecule, a, is involved (see Chapter 1). The distance depen­
dence is now r-4

, which means that the energy of interaction falls off more quickly than the 
interactions we have seen before. 

(Eq. 3.28) 

Dipole-Induced-Dipole Interactions 

We now consider what happens when a polar molecule, one with a permanent dipole 
moment,u, approaches a nonpolar but polarizable molecule, producing a dipole-induced­
dipole interaction. To understand this interaction, we start with an examination of the elec­
tric field generated by a dipole. It is the sum of the fields generated by each partial point 

cd:> 
2 

co~ 

co~ 
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charge on the ends of the dipole. The field felt along the axis of the dipole at a d istance r from 
the center of the dipole is given by Eq. 3.29. 

(Eq. 3.29) 

The size of the induced dipole in the polarizable molecule is f.1 = aE1;eJd · If we combine 
this expression with Eq. 3.25, the dipole- dipole potential energy equation (where we drop 
the 3cos28 - 1 term, because we are considering only aligned dipoles), we obtain Eq. 3.30 
for the potential energy of a dipole-induced-dipole interaction (the subscript 1 refers to the 
molecule with the permanent dipole and subscript 2 is for the polarizable molecule). The im­
portant point is that the potential energy of a dip ole-induced-dipole interaction varies with 
inverse distance to the sixth power, and hence is exceedingly sensitive to distance. 

Induced-Dipole-Induced-Dipole Interactions 

- 2J1}a2 

(4n:t:t:Yr6 
(Eq. 3.30) 

We can take this one step further and create an induced-dipole-induced-dipole inter­
action. Consider bringing two molecules of ethane together (Figure 3.9 C). If one molecule 
instantaneously generates a dipole and the other does the same, a net attraction can develop. 
The m ore polarizable the atoms or molecules involved in these interactions, the larger the 
attraction. Although these forces are exceedingly small relative to hydrogen bonds and di­
pole-dipole interactions, they cannot be ignored. In fact, if there is a large surface area for the 
two molecules to interact, these forces can become considerable (see the heat of vaporization 
of decane, Table 3.2). They cause common alkanes to condense together into liquids. The 
induced-dipole-induced-dipole concept is one way to describe what are also known as the 
van der Waals or London dispersion forces. 

An alternative way to think of the induced-dipole-induced-dipole interaction is as an 
electron correlation effect. The motions of valence electrons on the two interacting molecules 
are correlated. That is, as electrons on one molecu le move to the "right", electrons on the 
other molecule also move to the "right" . We simply note here that because van der Waals in­
teractions are a consequence of electron correlation, simple molecular orbital theories are 
not able to quan titatively model these weak interactions. 

The derivation of the potential energy for London dispersion forces is quite involved, 
and usually such interactions are not quantitatively modeled by equations of the sort we 
have been presenting here. Typically, the empirica lly derived Lennard- Janes "6-12" poten­
tial discussed in Chapter 2 or a related function is used . To a first approximation, as w ith the 
dipole- induced-dipole, the energy of interaction can be considered to drop off with an r - 6 

dependence. 

Summarizing Monopole, Dipole, and Induced-Dipole Binding Forces 

The induced-dipole binding forces discussed here can be compared to the permanent 
dipolar binding forces discussed in Section 3.2.2. One of the most important comparisons is 
how the energies of interaction vary as a function of distance. Table 3.10 tallies the d istance 
dependence as a function of the type of interaction. 

Table 3.10 
Comparison of the Distance Dependence of the Energy 
of Interaction for Various Binding Interactions 

Monopole 
Dipole 
Induced-dipole 

Monopole 

1/ r 

Dipole Induced-dipole 
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3.2.6 The Hydrophobic Effect 

Up to this point all the binding forces we have discussed h ave electrostatic a ttractions as 
their origin, or at least as a major component. The last binding force we consider-the hydro­
phobic effect-is a deviation from this theme. The hydrophobic effect drives the association 
of organics together in water. As we noted above, simple organics such as alkanes have little 
attraction for each other (only dispersion forces). There is no p ermanent electrostatic attrac­
tion be tween alkanes. The precise physical origin of the hydrophobic effect has been 
intensely inves tigated and is s till debated. We will not settle that debate here. Instead, we 
presen t some phenomenology and a model that provides a u seful way to think about the 
effect. 

Earlier we noted the many exceptional properties of water as a solvent. As much as what 
d oes dissolve in wa ter, what doesn' t dissolve has a profound effect on molecular recognition 
phenomena. We all know that "oil and water do not mix" . This is the simplest statement 
of the hydrophobic effect-the observation that hydrocarbons and related "organic" com­
pounds are insoluble in water. The hydrophobic effect is the single most important compo­
nent in biological molecular recognition. It is the strongest contributor to protein foldin g, 
membrane formation, and in most cases, small molecule binding by receptors in water. As 
such, it is essential for organic chemists to have some sense of this crucial phenomenon. 

Aggregation of Organics 

From the outset we should distinguish two different manifestations of the hydrophobi c 
effect. One is the low solubility of hydrocarbons in water, which is studied by considering 
tlG0 for the transfer of an organic molecule from the gas phase or hydrocarbon solution to 
water. The other manifestation is the tendency of organics to associate or aggregate in wa­
ter, ty pically probed by m easuring tlG0 of association and / or binding constants. While the 
physical origins of the two must ultimately be related, often we see conflicting conclusions 
from the two different types of studies. To some extent this is due to the differing reference 
states and types of measurements made. 

Much of the essential physical chemistry of the hydrophobic effect has emphasized the 
transfer of small organics from the gas phase to water. As we have said, hydrocarbons have 
very low solubilities in water. While this is the characteris tic feature of the hydrophobic 
effect, o ther thermodynamic effects are seen, including unusual entropy effects and often 
large hea t capacity effects. To a very good approximation, tlG0 of transfer scales with surface 
area of the hydrocarbon that is exposed to water on dissolution. The exact scaling factor is 
debated and appears to depend on context. Values as low as 15 cal / mol in tlG0 for every A2 

of exposed aliphatic or aromatic hydrocarbon and as high as 75 cal / mol • A 2 are reported, 
but a more typical range is 30-50 cal / mol • A2 . If we settle on 40 cal/ mol• A2, and assume a 
surface area of 29 A 2 for a CH2 in an alkane, then every additional CH2 adds 1.2 kcal / mol of 
destabili za tion in a hydrophobic effect. 

The hydrophobicity of organic groups can also be measured by the partitioning of or­
ganic molecules between a nonpolar solvent, typically n-octanol, and water. We define the 
hydrophobicity constant rc for an organic group R as in Eq. 3.31, where Po is the p artitioning 
of an organic molecule between octanol and water without R, and Pis the partitioning of the 
organic structure with R attached. Small organic R substitutents are found to make constant 
and additive contributions to the hydrophobicity of a molecule (Table 3.11). This reinforces 
our view that the hydrophobicity arises simply from the surface area of the group, and is not 
dramatically affected by the environment. 

(Eq. 3.31) 

Given the 30-50 cal / mol• A 2 value, one would expect that once they are in water, hydro­
carbons should minimize their exposed surface area. They can do this in two ways: shape 
changes and aggregation. As an example of the first, consider n-butane in water. Not sur­
prisingly, gauche butane is a more compact structure than anti butane. We would expect a 
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Gauche butane reduces 
exposed surface area 

Table 3.11 
Some Values of 1r and the Incremental Gibbs Free 
Energy of Transfer from n-Octanol to Water* 

Rgroup 1C ~Go (kcallmol) 

-CH3 0.5 0.68 

-CH2CH3 1.0 1.36 

-CHzCHzCH3 1.5 2.05 

-CH(CH3)z 1.3 1.77 

-CH2Ph 2.63 3.59 

*Leo, A., Hansch, C. et al. " Partition Coefficients and Their Uses." 
Clzem. Rev., 71,525-616 (1971 ). 

shift in the conformational equilibrium for n-butane in water, and indeed this is seen. The ef­
fect is small, but enough to change the 70:30 anti: gauche equilibrium mixture seen in the gas 
phase or in liquid butane to 55:45 in water. We expect this to be a general effect for any flexi­
ble organic molecule in water, and for larger molecules that can experience more substantial 
changes in surface area as a result of conformational changes, the effect could be quite large. 
In fact, just such an effect is the primary driving force for protein folding. 

Figure 3.10 shows how the hydrophobic effect can also drive aggregation. The exposed 
hydrocarbon surface area w ill always be diminished when two organics aggregate. Because 
~Go is always favorable for such aggregation, the process is spontaneous in water. The spon­
taneous aggregation of organic groups in water was likely a key event in the development of 
primitive forms of life and I or their precursors (see further discussions of spontaneous self­
assembly in the next chapter). 

Because most pure hydrocarbons barely dissolve in water, aggregation has more typi­
cally been probed by studying amphiphilic molecules-structures that have both a hydro­
phobic region and a polar (hydrophilic) region (Figure 3.10). Such molecules are also often 
referred to as surfactants. Consider a long chain aliphatic carboxylic acid such as stearic 
acid. The polar carboxylate end is quite hydrophilic and the long alkyl chain is hydrophobic. 
The tail is lipophilic, a synonym for h yd rophobic. The result is the spontaneous forma tion 
of a micelle, a roughly spherical structure with the hydrocarbon tail s facing inward and the 
polar carboxylates on the surface. These structures form only above a certain concentra tion 
of the su rfactant, known as the critical micelle concentration. This is a good example of the 
spontaneous self-assembly of a simple molecule into a more complex, partially ordered 
larger structure-a supermolecule. It would be very difficult to " rationally" build a large 
system with a hydrophobic core and a p olar surface using the standard strategies of organic 
synthesis. However, when the building block is designed properly, the system puts itself 
toge ther. As we will see in the next chapter, this kind of process has inspired chemists to try 
to learn the rules of self-assembly. The goal is the design and synthesis, by self-assembly, of 
beautiful, complex systems. 

The spherical picture of a micelle shown in Figure 3.10 should not be taken too literally. 
A micelle is dynamic at many levels, as shown by a large number of physical organic studies. 
Individual surfactants can depart from and return to micelles on a microsecond timescale, 
while s tepwise dissolution of micelles and reassembly occurs on the millisecond timescale. 
A long standing debate is the extent to which water pene trates into the hydrophobic core­
that is, how perfect is the barrier between oil and water? It is now generally agreed that 
water penetrates fairly deeply, perhaps halfway down the hydrocarbon chain. For example, 
an olefin halfway dow n the hydrocarbon chain can react w ith polar reagents. 

In nature, the more common amphiphiles are phospholipids. These are derivatives of 
glycerol (1,2,3-trihydroxypropane), in which two alcohols form esters with long chain car­
boxylic acids. The third alcohol forms a phosphate ester, and the phosphate then makes 
another ester with a simpler alcohol. This creates structures such as phosphatidyl choline, 
phosphatidyl serine, and phosphatidyl ethanolamine (see next page). The polar group can 
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Figure 3.10 
Examples of spontaneous aggregation driven by the hydrophobic effect. 
A. " Dimerization" of a hydrocarbon in water, driven by the reduction in 
surface area. B. Micelle formation with steric acid. The actual micelle is 
roughly spherical in shape. C. Bilayer formation from aggregation of a 
phospholipid. D. Vesicle formation. 

0 

Phospholipids 

be either anionic (phosphatidyl serine) or zwitterionic (having both a cation and an anion) 
as in phosphatidyl choline or ethanolamine. 

Because of their different shape in terms of the polar vs. hydrophobic groups, phospho­
lipids do not form micelles. Instead, they can spontaneously assemble to form bilayers and 
ultimately, vesicles (Figure 3.10 C and D). Vesicles are not nearly as dynamic as micelles. 
Further, there is a clear demarcation between inside and outside with vesicles. We can imag­
ine that such vesicles could form very small reaction vessels and, ultimately, primitive pre­
cursors of life. 
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The size of the head group relative to the tail of a surfactant has a significant effect on 
whether micelles or vesicles are formed. Soaps, detergents, and other single-tail amphi­
philes have polar head groups that are wide (when including solvation) relative to the width 
of the nonpolar tails. The best way to achieve close-packing of such cone-shaped structures 
is an object with a high radius of curvature, a micelle. Conversely, the head group and tail 
widths are more nearly equivalent in double chain species like most lipids, leading to a cy­
lindrical shape. Close-packing of cyclinders leads to aggregates w ith a low radius of curva­
ture, like bilayer structures. This geometric analysis provides a conceptual framework that 
can be easily extended to other shapes for designing aggregates driven by the hydrophobic 
effect. 

The Origin of the Hydrophobic Effect 

What is the physical origin of the hydrophobic effect? Several factors are involved. 
First is the high cohesive energy or, equivalently, the high surface tension of water. The 
water-water interaction is very strong. As such, there is a significant penalty for creating a 
cavity in water. This must occur in order to dissolve a hydrocarbon solute, because some 
water-water interactions are broken (recall our discussion of solvation in Section 3.1.3). Sec­
ond, water and hydrocarbons fail the " like-dissolves-like" test. Hydrocarbons are nonpolar, 
water is very polar, and therefore very little binding occurs between the solute and solvent 
to make up for the lost interactions between the solvent. Moreover, hydrocarbons are polar­
izable and water is not. So, water would much rather interact with water, and hydrocarbons 
would rather interact w ith hydrocarbons (the latter effect is smaller, as evidenced by the 
lower cohesive energies / surface tensions of organic liquids). All these factors are enthalpy 
considerations, and indeed these factors are important, but a recurring observation concern­
ing the thermodynamics of the hydrophobic effect suggests entropy is a factor, too. 

As we have already noted, hydrocarbons aggregate in water. If two molecules of hydro­
carbon are placed in water, ~Go is favorable ( < 0) for the (non-covalent) aggregation. Sur­
prisingly, though, it is often observed that ~Ho for the aggregation is small and perhaps even 
unfavorable(> 0). Necessarily, ~so is favorable( > 0), leading to the conclusion that hydro­
phobic association is often entropy driven . This is certainly counterintuitive. We would expect a 
process in which two or n1ore molecules are brought together to be en tropically unfavorable. 
To rationalize these thermodynamic observations, the model shown in Figure 3.11 is often 
invoked . 

In our discussion, we compare the water structure before and after aggregation of the or­
ganic structures. First, as just stated above, water has a very high cohesive energy. Still, liq­
uid water is dynamic and is not maximally hydrogen bonded. The perfect, rigid structure 
with four hydrogen bonds per water molecule is only seen in solid ice. While ice has a lower 
enthalpy than water due to more hydrogen bonds, it is en tropically disfavored due to the 
increase in order. In the model of Figure 3.11, it is proposed that water in contact with a hy­
drophobic surface becomes more "ice-like". As stated, water in contact with an organic mol­
ecule loses favorable water-water contacts. To compensate, it strengthens its remaining 
water-water contacts, making them more ice-like. The local water structure becomes more 
rigid, and the strengths and number of individual water hydrogen bonds around the solute 
increase. This increase in the number and strength of hydrogen bonds can compensate for 
the lost hydrogen bonds due to the presence of the cavity created by the organic entity, and 
may even be entha lpically favorable. However, and most importantly, due to the increased 
ice-like nature of the waters around the organic, the entropy has significantly decreased. The 
near equal enthalpy of the water before and after dissolution of the organic, along with the 
clearly worse entropy, taken together lead to the low solubility of the organic structure. This 
is an example of enthalpy-entropy compensation, where decreased enthalpy leads to de­
creased entropy also. 

Now let's analyze the same situation w ith two organic structures that dimerize. In es­
sence, due to the lower exposed organic surface area upon dimerization, all the negative as­
pects discussed in the previous paragraph are diminished. When the two hydrophobic mol­
ecules associate, the hydrocarbon surface area exposed to water decreases, diminishing the 
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Figure 3.11 
A model for the hydrophobic effect. Water nea r the surface of a 
hydrocarbon is ordered. Reducing surface area by dimerization 
frees some of the ordered water, producing a favorab le entropy 
fo r hydrophobic aggregation. 
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amount of ice-like water. The release of ice-like water from around the organic structures 
upon dimerization leads to more "normal water" with the associated regular hydrogen 
bonds, which can result in either an unfavorable enthalpy change or a close-to-zero en thai py 
change. Importantly, however, there is an accompanying increase in the disorder of the 
water. The association liberates a number of water molecules from the more constrained 
ice-like sta te, and so association is entropically favorable. The net effect is that the Tll.S0 term 
outweighs the ll.H0 term, producing a favorable ll.G0

• Hydrophobic association is entropy 
driven. 

The discussion above demonstrates that there are some hallmarks of hydrophobically 
driven association of organic structures. One is a favorable entropy. However, another is a 
change in heat capacity during the binding, and in fact, this is often a more reliable indicator 
of the hydrophobic effect than entropy. In the next chapter we discuss the mathematical rela­
tionship used to measure a change in heat capacity (ll.Cp). For now, recall that the heat capac­
ity of a solution measures the amount of energy the solution absorbs per unit change in 
temperature. Because there is a significant change in heat capacity associated with the hy­
drophobic effect, the entropy dominated signature we discussed above for the hydrophobic 
effect is most commonly observed near ambient temperature, but not necessarily at higher 
temperatures. At higher temperatures enthalpy effects commonly start to dominate the 
driving force for the hydrophobic effect. The extent of change of the heat capacity depends 
upon the surface area involved in the hydrophobically driven association. If the fraction of 
h ydrophobic surface area exposed to water is diminished upon association of one or more 
entities, a negative change in heat capacity will occur. 
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Going Deeper 

Table3.12 
/lS 0 and /lCp0 of Association of Biological Receptors 
and Their Substrates in Water at 298 K* 

System !lS (cal/K • mol) 

Aldolase and hexitol-1,6-diphosphate 34 
Heart LDH and NAD+ 3.5 
tRNA ligase and isoleucine 19.7 
Avidin and biotin 1.3 
Hemoglobin and haptoglobin - 73 

!lCp (cal/K • mol) 

-401 
-84 

-430 
-24 

-940 

*Biokzijl, W., and Engberts, j . B. F. N., " H yd rophobic Effects. Opinions and Facts." A11gew. Chem.lnt. Ed. 
E11gl., 32, 1545-1579 (1993). 

Table 3.12 shows some en tropy and heat capacity changes for the binding of several bio­
logical structures with small organic molecules. Although other binding forces besides the 
hydrophobic effect must be involved in each of these cases, the hydrophobic effect is cer­
tainly a large fraction of the driving force. Note that the change in heat capacity is always 
negative, whereas the entropy is not always favorable. 

The "classical" model shown in Figure 3.11 is just one of several viable views of the hy­
drophobic effect. However, it is simple, and depicts many of the unusual features, such as 
unfavorable tlH0 and favorable tlS0 values, and the overall dependence on surface area. Per­
haps the biggest weakness of the model is that it ignores any possible attraction between 
the organic fragments-an enthalpic contribution that should be primarily due to van der 
Waals/ dispersion forces. This should be a small but not entirely negligible effect. It is cer­
tainly not strong enough, nor directional enough, to justify such terms as the "hydrophobic 
bond", which should not be used. The classical model is essentially a solvophobic effect. 
Hydrocarbons associate in water not because they are attracted to each other, but rather be­
cause they are repulsed by the solvent-it is simply lower in energy for the water to get away 
from them. As with the other binding forces we have discussed herein, solvophobic effects 
lead to structural ordering, and the next two highlights give examples in natural and unnat­
ural systems. 

The Hydrophobic Effect and Protein Folding of converting a di sordered chain of am ino acids into a 
well-defined, properly folded protein. As a result, prote in 
foldin g typicall y sh ows the thermodynamic hallmarks of 
the hydrophobic effect, including a fa vorable entropy 
(even though the folded protein is more ordered than the 
unfolded) and large nega ti ve hea t capacity changes. 

An essential feature of proteins is that they spontaneously 
fold into well-defined, three-dimensional s tructures. The 
single most important contributor to protein folding is 
the hydrophobic effect. It is imperative that amino acids 
such as leucine and valine, which have hydrophobic ide 
chains, bury those side chains in the core of the protein, 
away from the aqueous environment of the cell. This 
hydrophobic collapse is a key early event in the process 

Dill, K. A. "Dominant Forces in Protein Folding." Biochemistry, 29, 7133 
(1990). 

3.3 Computational Modeling of Solvation 

In Chapter 2 we described the molecular mechanics approach to computing the structures 
and energies of organic molecules in the gas phase. There are also quantum mechanical 
me thods for achieving the same goals, and these are discussed in some detail in Chapter 14. 
But, of course, most chemistry occurs in solution, and theorists, therefore, have made great 



Connections 

More Foldamers: Folding Driven 
by Solvophobic Effects 

Another foldamer strategy involves oligo(phenylene 
ethynylene) structures that fold into helical conforma­
tions, crea ting tubular cavities. The folding is driven pri­
marily by sol vophobic effects-the nonpolar aromatic 
portions want to get away from the polar solvent, while 
the polar ethylene oxide side chains are exposed. Favor­
able aromatic-aromatic interactions may also be involved . 
These helical structures resemble a common protein 
motif-the a / J3-barrel-and are also promising scaffolds 
for future study. 

Nelson, J. C , Saven, j . G., Moore, j . S., and Wolynes, P. G. "Solvophobi­
cal ly Driven Fold ing of Nonbiologica l Oligomers." Scie11ce, 277, 1793-1796 
(1 997). 
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efforts to model solva tion phenomena. This is distinct from the empirical scales such as 
ET(30) discussed earlier. We are n ow considering efforts to provide a detailed theoretical de­
scription of solvents and solvent-solute interactions. This is a vast and evolving field, and a 
detailed trea tment is beyond the scope of this text. Nevertheless, the future of physical or­
ganic chemistry will involve more and more m odeling of solvents and solvent-solute inter­
actions (solva tion), and so w e present an overview of the various strategies here. 

The mod eling of a solvent-a liquid phase-is especially challenging. In the gas phase, 
the molecules can be treated as isolated species that are easily modeled using quantum me­
chanics (Chapter 14) or molecu lar mechanics (Chapter 2). Modeling a solid is certainly chal­
lenging, but a t least in the crystalline state there is periodi c order, which in principle, simpli­
fies the problem. Still, accurate computer modeling of solids is a major challenge. 

In some ways, though, a liquid is the most challenging medium. It is a condensed phase, 
like a solid, and so is inherently a many-body problem. However, there is no long range 
periodic order (recall Figure 3.1). Also, liquids are by their very nature dynamic, and any 
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model that does not take this into account will likely be inadequate. The challenges are clear, 
and there are two fundamentally different strategies to modeling solutions. In continuum 
(or implicit) models, the solvent is treated as a homogeneous medium that surrounds the 
solute molecule. Computationally, this is implemented as a fairly simple set of adjustments 
to the basic molecular mechanics (or quantum mechanics) model. In explicit solvation 
models, a large number of individual solvent molecules are added to a single solute mole­
cule, and the entire system is treated by molecular mechanics. These methods have the 
advantage of being closer to physical reality, and being more easily interpreted. How­
ever, these benefits are achieved at the price of an enormous increase in computational 
complexity. 

3.3.1 Continuum Solvation Models 

The simplest continuum model includes the dielectric constant of the medium in evalu­
ating electrostatic terms in molecular mechanics calculations. Recall tha t Eq. 3.1 (for simple 
electrostatic interactions) included a dielectric term (E). Such a scaling of electrostatic inter­
actions by the solvent dielectric constant is in principle useful and is theoretically justifiable. 
Note that for molecules dissolved in a solvent, the charges (q;) are partial charges associa ted 
with each atom of the molecule that must be obtained by some other method. In principle 
this is a viable strategy, but in practice it has little impact on calculations. 

More advanced continuum models are based on parameterized, atom-specific terms 
that scale with the exposed surface area. In a molecular mechanics based approach, the 
amount of atomic surface (the sphere defined by an atom's van der Waals radius) that is ex­
posed to solvent is d etermined for each particular atom in a molecule. Then, an equation that 
includes parameters related to the type of atom and to the specific solvent calculates a solva­
tion term. These term s are summed over all atoms in the molecule. Such approaches blend 
into the molecular mechanics method quite naturally, without an overly burdensome in­
crease in computation time. 

An especially interesting model, termed the generalized Born model, has been devel­
oped primarily for water as a solvent. We will describe it briefly here, because it nicely il­
lustrates in a quantitative way some of the topics we have discussed in this chapter. The 
approach is a parameterized method that produces Gsolv' the solvation free energy for a mol­
ecule or ion. First, Gsolv is divided into three terms (Eq. 3.32). 

(Eq . 3.32) 

The Gcav term represents the energy cost for forming a cavity in the solvent. As we noted 
above, this is a substantial effect for water as solvent because of its high cohesive energy. 
It will be less important but still significant for other solvents. The Gvctw term is a solute­
solvent van der Waals term, accounting for the weak dispersion forces discussed above. Fi­
nally, Gpol is the solute-solvent electrostatic polarization term, which accounts for the in­
teractions of charges on the solute with the solvent. It is assumed that for an alkane solute, 
Gpol = 0, and because the solvation energies of alkanes scale with exposed surface area, we 
arrive at Eq. 3.33. 

(Eq. 3.33) 

Here, S; is a parameter for each atom type (in the spirit of molecular mechanics) and SA is the 
solvent accessible surface area for atom i. 

What about Gpol for an ion in water? We need to consider two types of interactions. The 
first is the interaction between solute ions, which should be modeled by Coulomb's law. The 
other is the interaction of an ion with the solvent, and this can be modeled by the Born equa­
tion, as mentioned in Section 3.2.2. These two equations are, to some extent, of a similar 
form, and so can be combined to give Eq. 3.34. 
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G po!= -+ (1-1 / t:) L L (q ;qj/fcB) 
, I 

where£= the dielectric constant, q; is the charge on a tom i, 
andfc 6 (the generalized Born function) is (r;/ +a;/ e- D)

05
, 

where a;j = (a;a/·5 and D = r;/ I (2a ;j)2 and a; is the radius of ion i 

(Eq. 3.34) 

Admittedl y, it is not completely obvious where fc8 comes from. It is an intuiti ve combination 
of Coulomb's law and the Born equation. However, it does reduce to the Born equa tion in 
the limit of r = 0 (i .e., only one ion is present), and it is purely Coulombic if r >> a. The bot­
tom line is this method works well, as shown in Table 3.13. The results are really quite 
remarkable, and they span the entire range from hyd rocarbons to polar organics to ions. Im­
portantly, because the calculation of solvation energy follows very much the form of a mo­
lecular mechanics calculation, this method can be easily added to any force field. Also, calcu­
lating the solvation adds an insignifi cant amount of time to the calculation. Perhaps more 
important for our purposes, this approach shows that useful results ca n be obtained by con­
sidering such effects as cavitation, surface area, and electrosta ti cs. 

Table3.13 
Comparison of Experimental Aqueous 
Solvation Energies with Those Calculated 
by the Generalized Born Model* 

Gso lv (kcal/mol) 

Solute Experimental Calculated 

Methanol - 5.1 - 6.2 
Acetone -3.8 -3.2 
Acetic acid -6.7 -6.5 
Benzene -0.9 - 1.0 
n-Octane + 2.9 + 2.9 
NH4+ -80 -91 
Me3NH+ -59 - 63 
cHJcoz- -80 - 83 

*Still , W. C., Tempczyk, A. et al. "Semiana lytica l Trea tment of 
Solvation fo r Molecul ar Recognition and Dynamics."]. Alll . Cilelll. 
Soc., 112,6127- 6129 (1990). 

A potentially significant improvement of this generalized Born approach involves cou­
pling this model with high-level quan tum mechanical calculations of the charge distri­
bution of the solute molecule. As discussed in considerable detail in Chapter 14, it is now 
routinely possible to calculate the full wavefunctions for typical organic molecules using so­
called ab initio methods. One outcome of such calculations is a detailed and accurate charge 
distribution for the molecule. It is now possible to use the quantum mechanical charge dis­
tribution, rather than the much cruder molecular mechanics charges, to eva luate the electro­
sta tic component of the solvation energy. It is even possible to calcula te the perturbation to 
the molecular charge caused by the solvent and vice versa . This leads to the so-called self­
consistent field (SCF) calculation, directly analogous to the SCF me thods described in detail 
in Chapter 14. These are developing methodologies, but they do hold considerable promise 
as tools for evaluating the effects of solvation on structure and reactivity. 

3.3.2 Explicit Solvation Models 

A great deal of work has been expended to develop explicit solvent models within the 
molecular mechanics approach. Water has been the most ex tensively studied solvent be-
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cause of its obvious importance for biology, and a popular approach is the TIP4P model 
(transferable intermolecular potentials with a 4 point charge model) . In this approach, a 
wa ter molecule is trea ted as three van der Waals spheres (two hydrogens and one oxygen) 
with four centers of partial charge-two positive charges on the hydrogens and two nega­
tive charges at "tetrahedral" locations on the oxygen. Another popular model is TIP3P, 
which has two positive charges that are compensated by a single negative charge on the oxy­
gen. Each water molecule is held rigidly-there is no optimization of bond lengths or bond 
angles. 

Similar models exist for other solvents, such as CH2Cl2, THF, e tc. In each ins tance, the 
solvent molecules are treated as rigid-that is, their internal geometries are not optimized . 
Molecul ar mechanics-type calculations are now done to evaluate interactions be tween the 
solute and the many solvent molecules. 

A single solute molecule is placed in a box that is then filled with solvent molecules. The 
box has periodic boundary conditions, meaning that if a solvent molecule exits the box on 
the right, an image solvent molecule enters on the left to take its place. It is as if the box is just 
one of a lattice of boxes. 

How big should the box be? If it is a cube, and we want to put a moderately-sized solute 
molecule in it, a box w ith 5 A sides would be too small-solute molecules mi ght protrude 
out of the box. A 100 A box would be much better, but really very large in terms of computa­
tion. For small organic solutes, a cube with 20 A sides is often adequate. It is a simple matter 
to calculate that 267 water molecules w ill fit into a 20 X 20 X 20 A box. If the solute is ethane, 
for example, it would take the place of two waters, based on its size. Thus, our calculation 
would be on a box with 265 water molecules and one ethane. 

What do we do with such a system? Do we "optimize" its geom e try? Not really. Liquid 
sys tems are dynamic. An " optimized" geometry is simply a snapshot of what is a constantly 
changing, equilibrating system. Even if we could obtain an optimized structure (image the 
possibilities for false and / or non-global minima!), it would not really tell us what we wan t 
to know about the system. To get a feeling for a liquid system, we n eed to evaluate its proper­
ties as an average over a particular period of time. In this way, meaningful therm odynam ic 
properties of a liquid system can be obtained. 

There are two different ways to execute this averaging: Monte Carlo methods and mo­
lecular dynamics methods. Both methods are commonly used, and both have p articular ad­
vantages and disadvantages. We w ill briefly lay out the basics of these two methods below. 
A thorough derivation of these two fairly complex procedures is beyond the scope of this 
book. Our goal is to provide som e familiarity, so modern work in the field can be intelli ­
gently read. 

3.3.3 Monte Carlo (MC) Methods 

The Monte Carlo (MC) method s tarts with a particular arran gem ent of all the particles 
(solute and solvent m olecules) in the system-a configuration. Then, a three-step procedure 
is applied . 

i. Calculate the energy; 

ii. Move a randomly chosen particle a random distance, in a random direction; and 

iii. Recalculate the energy and return to step ii. 

It is from step ii that the method derives its name-the process of choosin g random 
numbers is as if dice were thrown at a casino. 

This is statistical m echanics, so classical terms such as free energy (G), density {p), pres­
sure (P), temperature (T), volume (V), enthalpy (H), and en tropy (S) will be relevant. In prin­
ciple, if enough configurations are evaluated, the Monte Carlo method will produce an 
average energy that is meaningful. In practice, however, an unrealistically large number of 
configura tions (perhaps hundred s of millions) would have to be evaluated before the aver­
age would becom e m eaningful. 
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This problem can be circumvented by biasing the "randomness" of step ii, introducing 
importance sampling. This causes the method to favor" good" configurations over bad. The 
most important approach to importance sampling is the Metropolis method (Monte Carlo 
is a city, but Metropolis is a person's name). Steps i and ii are the same as above, followed by: 

zzz. Recalculate the energy. 

a) If the energy (E) goes down, keep the new structure. 
b) If E goes up, generate a random number p, such that 0 < p < 1: 

If p < e- <AEIRTl, keep the new structure. 
If p > e- <u!RTl , discard the new structure and return to the original (and count it 
again). 

w. Return to step ii. 

This approach biases the sampling toward low energy structures. It can be shown that Me­
tropolis sampling produces averages that are meaningful from a statistical mechanics view­
point. Another sampling bias usually introduced is to favor moving solvent molecules that 
are closer to, rather than farther from, the solute molecule. 

With these approaches, the Monte Carlo method becomes a feasible, but still large, cal­
culation. For example, to evaluate a simple solute like ethane in water, we might first evalu­
ate 106 configurations just to let the system "settle down" (i.e., equilibrate). Then, we would 
average over 2-4 X 106 configurations to consider the solvation. 

An interesting feature of such sampling methods is that the final average energy is in 
fact a LlG0 value, even though a molecular mechanics force field is used to evaluate the ener­
gies of each configuration. How can a method based on molecular mechanics (which evalu­
ates LlH0

) produce a LlG0 ? Remember that Ll5° is innately a statistical term (recall the discus­
sion of the two conformers of gauche butane in Chapter 2). Thus, by averaging over a very 
large number of configurations, statistical biases for particular arrangements will factor in 
naturally, and so ilGo will emerge from the calculation. Since equilibrium constants are in 
fact determined by LlG0

, not LlH0
, this is a very useful feature. 

3.3.4 Molecular Dynamics (MD) 

The molecular dynamics (MD) method provides an alternative strategy for generating 
the large number of configurations of solute and solvent necessary for meaningful liquid 
simulations. Instead of randomly generating structures as in the Monte Carlo method, we 
take advantage of the fact that molecular mechanics methods provide not only energies 
but also forces, via the first derivatives of the force field equations. The method proceeds as 
follows. 

We begin with a system in an initial state, such as a solute and many solven t molecules. 
We calculate the molecular mechanics energy and also the forces on the molecules via the de­
rivatives of the force field equations. Unless the system is at an absolute minimum with re­
spect to all degrees of freedom-an unlikely situation for an initial configuration-there will 
be finite forces on the system. We now simply apply Newton's classical equations of motion 
and let the system accelerate along the trajectories established by the forces. After a set 
amount of time, we stop and consider the new structure as a new configuration to be aver­
aged, and compute its energy. We then proceed along the dynamics trajectory for another 
time step and repeat the process. After enough steps, this will generate an ensemble of struc­
tures that is comparable to one generated by Monte Carlo methods. 

How long should each time step be? Experience has shown that this must be a very brief 
time-on the order of 1-2 femtoseconds (fs = 10-15 s) . Allowing the structure to follow any 
one trajectory for longer times will carry the system into unrealistic geometries because the 
molecular mechanics method is imperfect- these are not" true" forces . How many steps are 
enough? The more the better. Realistically, it would be useful to run a simulation long 
enough to "see" a conformational interconversion take place, such as a chair-chair inter­
conversion in cyclohexane, but this often is unrealistic. Using the Arrhenius equation (k = 
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Ae-E.fRT; see Chapter 7), and sensible activation parameters (E. = 10.8 kcal / mol; logA = 13), 
k = 1013 X e-0°·80011987" 298) = 1.2 X 105, then t('/2) = 5.8 X I0-6 s = 6 1-LS. The even longer ms 
timescale is an appropriate one when considering protein folding and unfolding. With a 1 fs 
step time, we would need 6 X 109 configurations! This is three orders of magnitude more 
than is typically generated in a Monte Carlo simulation, and is currently unfeasible compu­
tationally. Typically, the lengths of the trajectories studied are in the nanosecond range, and 
this is often enough to get meaningful thermodynamic data, but not enough to directly " see" 
a structural change. 

3.3.5 Statistical Perturbation Theory/Free Energy Perturbation 

We introduce here one more extremely useful molecular mechanics based technique: 
perturbation methods. Although somewhat advanced, the method is so powerful that stu­
dents of modern organic chemistry should know of it. The fact is that the explicit solvation 
methods only became really meaningful for experimentalists when the perturbation meth­
ods discussed here were introduced. We will provide only a very brief introduction . Note 
the m ethod is equally compatible with MC and MD methods. 

Suppose we want to calculate the aqueous solvation energy of organic molecule A. One 
approach would be to first fully equilibrate a box of TIP4P water molecules and obtain the 
average energy. We could then introduce one molecule of solute A and obtain another aver­
age energy. We could then subtract the two energies, and obtain the solvation energy. In 
practice, this is unfeasible for two reasons. First, the perturbation of dropping an A molecule 
into an equilibrated box of water is substantial, and it would take a long time to be sure we 
reach a real equilibrium. More seriously, we would be subtracting two very large numbers 
(the energies of systems with hundreds of molecules) to obtain a relatively small number­
always a risky procedu re. In practice, this just does not work. 

Actually, experimentalists are rarely interested in absolute solvation energies. We want 
relative solvation energies. We noted this when we discussed heats of transfer of solutes be­
tween two solvents in Section 3.1.3. How much more or less soluble is B than A? If we really 
need an absolute energy for B, we start with another molecule (say A) whose experimental 
solvation energy is known. We then determine the relative solva tion energy of B, and then 
combine it with the experimental number for A to get the absolute solvation energy for B. 
A recently developed method termed statistical perturbation theory, SPT (equivalently 
termed free energy perturbation, FEP), can answer this kind of relative energy question 
quite well. The essence of SPT is the Zwanzig equation (Eq. 3.35), 

(Eq. 3.35) 

where G; is the free energy of state i, etc., and " <>/' means averaging over configurations 
generated for state i. 

According to Eq. 3.35, the free energy difference between two states can be obtained 
from a collection of enthalpy differences generated by MC or MD for configurations that fol­
low a smooth perturbation of one state into the other. As long as the perturbation on going 
from s tate j to state i is small, and as long as a proper averaging is done (as in Monte Carlo 
and MD methods), the free energy difference between the two states is obtained. 

So, to get the relative solvation for AlB, we equilibrate A, incrementally permute 
(morph) it to Band apply the above equation. There are two important issues. First, how do 
we morph molecules? Actually, in the molecular mechanics method, this is not difficult. 
Consider A = ethane and B = methanol. To convert ethane to methanol, we simply change 
all the bond lengths, bond angles, and molecular mechanics terms, such as van der Waals radii, 
partial charges, etc., from those for ethane to those for m ethanol. 

The second issue arises from the phrase," as long as the perturbation on going from state 
j to state i is small", given above. Jumping straight from ethane to methanol is, believe it or 
not, much too dramatic. Just like dropping a molecule into the pure solvent system was too 
severe, the solvent system will just have too much trouble readjusting to this dramatic per-
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turbation, and the method fails. We need a smaller perturbation. So, we go from ethane to a 
molecule that is 95% ethane and 5% methanol. This is a small perturbation for sure, but what 
does it mean? Remember, we are not dealing with real molecules, but rather wi th sets of mo­
lecular mechanics parameters and equations. It is actually no problem to simply scale the 
molecular mechanics terms to create a mythical system that is 95% ethane and 5% methanol. 
We are not saying there are many solute molecules, 95% of w hich are ethanes and 5% of 
which are methanols. There is only one solute molecule, and its geometry and molecular me­
chanics terms are a 95:5 weighted average of those for ethane and methanol. Th is perturba­
tion is small enough that we can obtain an accurate ~Go value by Monte Carlo or MD meth­
ods. Then, we permute the 95:5 to a 90:10, and so on until we get to our endpoint of 100% 
methanol. Adding up all the ~Go's for the individual steps gives us the free energy change 
we seek between the initial and final states. Basically, we are simply permuting one molecule 
to another with small enough changes so that the solvent can keep up with them. The molec­
ular mechanics method is well suited to this. 

The bottom line is that SPT methods are very successful. The ethane I methanol relative 
solvation energy is obtained with essentially experimental accuracy. Once the concept is 
established, much more than just relative solvation energies can be obtained, as indicated 
in the following Going Deeper highlight. The method is computationally intensive-the 
study described above would require 21 full MC or MD runs-but the results are often 
worth it. 

Going Deeper 

Calculating Drug Binding Energies by SPT 

A common situation in the pharmaceutical indus try is as 
follows . A successful inhibitor (1 1) of some protein (P) has 
been developed, and a crysta l s tructure of the inhibitor­
protein complex is obtained. The inhibitor is not optima I, 
however, and one would like to design molecules that 
bind more tightly to the prote in. It is very difficult to a pri­
ori calcula te binding energies for small molecules to large 
proteins. The SPT method, however, is perfect for this 
kind of problem. Consider the following thermodynamic 
cycle: 

11 + p 
t.G1 

11. p 

•c,j j•c, 
12 + p t.G2 Iz • p 

I= Inhibitor 
P = Protein 

Thermodynamic cycle used in SPT 

Summary and Outlook 

We know llG1 by measurement. We wan t to know 
llG2, w here 12 is a molecule that is proposed, but perhaps 
not even synthesized yet. It is easy to see that llG1 - llG2 = 
llG3 - llG4. Note that llG3 and llG4 are easily obtained by 
SPT. llG3 is just the relative solva tion energy of the two 
i.nhibi tors, as in the ethane I methanol example in the text 
(the protein, P, does not even fi gure into the calculation of 
llG3.) Similarly, llG4 can be readi ly obtained from SPT by 
permuting 11 as it is bound to the protein to 12 in its molecu­
lar mechanics calcula ted geometry for binding to the pro­
tein. Thus, from two SPT runs that might be expected to 
be quite reliable, we can get llG1 - llG2 and, because we 
know llG1, we obtain llG2 . In principle, this cou ld be done 
for many compounds, and the information could be used 
to decide which new inhibitors are worth the effort of syn­
thesis and testing. 

We have discussed solvent structure, solvation, the thermodynamics of solutions, several 
binding forces, and finally computational methods to model solvation. We found that the 
molecular structures of solvent molecules are the origin of the bulk solvent properties. The 
interaction of the solvent with solutes determines solvation properties, which are combined 
wi th the intrinsic stabili ty of the solvents and solutes, and the entropy of mixing, to give the 
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Exercises 

total Gibbs free energy of a solution. It is this total Gibbs free energy of a solution that drives 
the dissolving of a solute, and any spontaneous chemical transformation. The solvation 
properties can be analyzed as separate binding forces: ion pairing, hydrogen bonding, di­
pole interactions, TI interactions, and the hydrophobic effect. We will return to these con­
cepts of solvation, solvent properties, and binding forces, when we examine reaction mecha­
nisms and ca talysis. However, our next goal is to show how the combination of several 
binding forces in the design of synthe tic receptors leads to the fields of molecular recogni­
tion and supramolecular chemistry. Hence, it is time to explore how the incorporation of dis­
tinct binding forces in the design of multiple chemical entities can lead to the controlled as­
sembly of large molecular aggregates from several small molecule precursors. 

1. Ch loroform shows a significant binding interaction with benzene, but carbon tetrachloride does not. Predict the pre ferred 
geometry for the interaction and describe the physical nature of the attraction between the two molecules. 

2. Show how we know that 267 water molecules fill a 20 A X 20 A. X 20 A box. 

3. Benzene is a polar molecule, but not a polar solvent. In light of the cation-'lT interaction and other molecular recognition 
effects involving benzene that we have discussed above, explain w hy KCl is soluble in water but not in benzene (there are 
at least three reason ). 

4. Predict a trend for electron donating and accepting substituent effects in the Connections highlight entitled "The Polar 
Nature of Benzene Affects Acidi ties in a Predictable Manner". Explain your predictions. 

5. Use a strictly electrostatic argument to rationalize the fact that the binding energy of ammonia to benzene is less than that 
of water to benzene. 

6. We stated in the text that for a monovalent ion in water at 298 K, the Born solvation energy, E sol equals -1641 a in kcal I mol 
(t:0 = 8.854 X I0-12 C2 I J • m). Show that this is so. 

7. We state in the text that over 19 kcal I mol of solvation energy for a monovalent ion comes from water molecules that are 
~ 8.5 A. from the ion. Show that this is so. 

8. The t.Cp (cal i K• mol) for water is 18; for ice it's 9. Do these data provide a simple explanation fo r the heat capacity e ffects 
generally seen in hydrophobic associations? 

9. In a G • • • C base pair of ON A, there are three hyd rogen bonds formed between the bases. As the hydrogen bonds are in 
close proximity, there is a good opportunity for secondary interactions (Section 3.2.3). Jorgensen has analyzed this system 
in general. Consider all possible arrangements of three hydrogen bonds (e.g., three donors on one pa rb1er with three 
acceptors on the other), and the various ways of having two plus one. Determine w hether the secondary interactions are 
stabilizing or destabi lizing for each set. Where does the G• • • C pair fall? 

jorgensen, W. L., and Pranata, j. " Importance of Secondary Interactions in Triply Hydrogen-Bonded Complexes: C uonine-Cytosine vs. Uracil-
2,6-diamino Pyridine." f. Am. Chem. Soc., 112,2008-2010 (1990). 

10. Usi ng the data given in Section 3.2.5, and a 40 cal I mol A val ue for the hydroph obic effect, calculate the difference in sur­
face a rea for anti and gauche butane. Given a n estima ted surfa ce area for anti buta ne of 127 A2

, estimate the surface area of 
gauche butane. 

ll.ln reference to the discussion of Section 3.1.5, w hat is the driving force to form some of B when pure A is first added to the 
solvent? 

12. Arrange the following com pou nds in orde r of increasing hydrogen bond donating ability towa rd me thylamine. Rational­
ize you r answer. 
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13. Arrange the following compounds in order of increasing hydrogen bond accepting ability from methanol. Rationalize 
your answer. 

14. Calculate the energy of attraction in a vacuum for the following arrangement of dipoles (look back to Chapter 1 for bond 
dipoles and bond lengths). What stops the two molecules from simply collapsing together? (1 Debye = 3.33564 X I0-30 

C•m.) 

H 2.3 A H 
C- Cl ------------~::~ C- Cl 

H~ Hof'~ 
H H 

15. If one drop each of 1M solutions of NaCl and sucrose were added to separate 1 L portions of water without stirring, which 
would more quickly form a homogeneous solution? Why? 

16. Why is eH•EIRn used as a criterion for importance sampling in Monte Carlo calculations? Why aren't the endothermic steps 
just discarded? 

17. Why is water a better hydrogen bond donor than methanol, whereas methanol is a better hydrogen bond acceptor (see 
Table 3.1)? 

18. What force(s) is (are) responsible for the higher heat of vaporization of acetone compared to benzene? What force(s) is (are) 
responsible for the higher heat of vaporization of benzene compared to chloroform? 

19. Why is a lack of solvation an important factor in forming a low-barrier hydrogen bond? 

20. List all the possible driving forces forTI stacking found in ON A duplexes. Why is it possible for these TI systems to stack on 
top of one another, while herein we noted that benzene does not do this? 

21. We noted in the discussion of donor-acceptor interactions that the charge transfer seen in the UV I vis spectrum is not a sig­
nificant factor in the binding force. When might you expect charge transfer to become a significant factor in the binding 
force? 

22. The C-N bond rotation barriers in amides are generally lower in the gas phase than in solution. For example, the barrier in 
dimethylformamide is on average 1.5 kcal I mol lower in the gas phase than in the solution phase. There are at least two pos­
sible explanations. What are these? 

23. Why are there no correlation times reported for spherical cations such as Na+? 

24. On average, the diffusion coefficients for lithium salts are smaller than for sodium salts. Explain. 

25. In the following heterocyclic compounds, the keto form dominates over the enol form in solution. Suggest a reason for this. 

Q HN(l I 
# OH ~ 0 



204 CHAPTER 3: SOLUTIONS AND NON-COVALENT BI ND ING FORCES 

Further Reading 

Solvent Structure 

Henderson, D. in Physical Chemistry. An Advanced Treatise, H. Eyring, D. Henderson, and W. H. Jost 
(eds.), Academic Press, New York, 1971, Vol. 8, pp. 377,414. 

Rawlinson, J. S. (1969). Liquids and Liquid Mixtures, Butterworth, London. 
Kohler, F. (1972). The Liquid State, Verlag Chemie, Weinheim. 
McKonald, I. R., and Singer, K. "Computer Experiments on Liquids." Chem. in Brit., 9, 54 (1973). 

Solvent Scales 

Kamlet, M . Land Taft, R. W. "The Solvatochromic Comparison Method. I. The [3-Scale of Solvent 
Hydrogen-Bond Acceptor (HBA) Basicities."]. Am. Chem. Soc., 98,377 (1976). 

Burden, A. G., Collier~ G., and Shorter, J. "Influence of Aprotic Solvents on the 0-D Stretching Band of 
Methan[2H]ol." f. Chem. Soc. Perkin II Trans., 627 (1976). 

Kosower, E. M. (1968) . An Introduction to Physical Organic Chemistry, Wiley, New York, p. 293. 
Reichardt, C. "Empirical Parameters of the Polarity of Solvents." Angew. Chem. Int. Ed. Engl., 29, 4 

(1965). 
Reichardt, C. (1979). Solvent Effects in Organic Chemistry, Verlag Chemie, Weinheim. 
Taft, R. W., and Kamlet, M. J. "The Solvatochromic Comparison Method. 2. The a-Scale of Solvent 

Hydrogen-Bond Donor (HBD) Acidities." f. Am. Chem. Soc., 98,2886 (1976). 
Kamlet, M. J., Abboud, J.-L., Jones, M. E., and Taft, R. W. "Linear Solvation Energy Relationships. 

Part 2. Correlation of Electronic Spectral Data for Aniline Indicators with Solvent 7T and [3 Values." 
f. Chem. Soc. Perkin IT Trans., 342 (1979). 

Kirkwood, J. G. "Theory of Solutions of Molecules Containing Widely Separated Charges With 
Special Application to Zwitterions." f. Chem. Phys., 2, 351 (1934). 

On sager, L. "Electric Moments of Molecules in Liquids." f. Am. Chem. Soc., 58, 1486 (1936). 

The Structure of Water 

Bills, J. L., and Snow, R. L. "Molecular Shapes and the Pauli Force. An Outdated Fiction." f. Am. Chem. 
Soc., 97, 6340 (1975). 

Hall, M. B. "Valence Shell Electron Pair Repulsions and the Pauli Exclusion Principle." f. Am. Chem. 
Soc., 100, 6333 (1978). 

Bartell, L. S., and Barshad, Y. Z. "Valence Shell Electron-Pair Repulsions: A Quantum Test of a Naive 
Mechanical Model." f. Am. Chem. Soc., 106,7700 (1984). 

Thermodynamics of Solutions 

Pigogene, 1., and Defuy, R. (1954). Chemical Thermodynamics, Longmans, London. 
Benson, S. W. (1960). Foundations of Chemical Thermodynamics, McGraw-Hill, New York. 
Cal din, E. F. (1961). An Introduction to Chemical Thermodynamics, Oxford University Press, Oxford. 
Guggenheim, E. A. (1967). Thermodynamics, North Holland, Amsterdam . 
Smith, E. B. (1977). Basic Chemical Thermodynamics, Oxford University Press, Oxford. 

Ion Pairing 

Janz, G. J., and Tomkins, R. P. T. (1972). The Non-Aqueous Electrolytes Handbook, Academic Press, 
New York. 

Coplan, M.A., and Fuoss, R. M. "Single Ion Conductance in Nonaqueous Solvents ."]. Phys. Chern ., 
68, 1177 (1964). 

Greenacre, G. C., and Young, R.N. "Ion-Pairing of Substituted 1,3-Diphenylallyl Carbanions With 
Alkali-Metal Cations."]. Chem. Soc. Perkinll Trans., 1661 (1975). 

Szwarc, M. (ed.) (1972). Tons and Ion-Pairs in Organic Reactions, Wiley, New York. 
Szwarc, M. "Ions and Ion Pairs." Ace. Chem. Res., 2, 87 (1969). 
Robbins, J. (1972). Ions in Solution, Oxford University Press, Oxford. 
Burley, J. W., and Young, R.N. "Ion Pairing in Alki-Metal Salts of 1,3-Diphenylalkenes. Part II. The 

Determination of Equilibrium Constants From Absorption Spectra." f. Chem. Soc. Perkin II Trans., 
835 (1972). 

Szwarc, M. (ed .) (1974). Ion s and Ton Pairs in Organic Reactions, Wiley, New York, Vol. 2. 

Hydrogen Bonding 

Umeyama, H., and Morokuma, K. "The Origin of Hydrogen Bonding. An Energy Decomposition 
Study."]. Am. Chem. Soc., 99, 1316-1332 (1977). 



Legon, A. C. "Directional Character, Strength, and Nature of the Hydrogen Bond in Gas-Phase 
Dimers." Ace. Chem. Res., 20,39-46 (1987). 

Pimentel, G. S., and McLell an, A. L. (1960) . The Hydrogen Bond, Freeman, San Francisco. 
Hadzi, D. (ed.) (1959). Hydrogen Bonding, Pergamon, London . 
Hamilton, W. C., and Ibers, J. A. (1968) . Hydrogen Bonding in Solids, Benjamin, New York. 
Covi ng ton, A. K., and Jones, P. (1968). Hydrogen-Bonded Solvent Systems, Taylor and Francis, London. 
Vinogradov, S. N., and Linnell, R. H . (1971). Hydrogen Bonding, Van Nostrand, New York. 
Ems ley, J. "Very Strong Hydrogen Bonding." Che111. Soc. Rev., 9, 91 (1980). 
Symons, M. C. R. "Water Structure and Reactivity." Ace. Chern. Res., 14, 179 (1981). 
Fersht, A. R., Shi, J.-P., Knill-Jones, )., Lowe, D. M., Wilkinson, A. J., Blow, D. M., Brick, P., Carter, P. , 

Waye, M . M. Y., and Winter, G. "Hydrogen Bonding and Biological Specificity Analyzed by Pro­
tein Engineering." Nature, 314, 235- 238 (1985). 

FURTHER READING 205 

Cox, J.P. L., Nicholl s, I. A., and Willi ams, D. H. "Molecul ar Recognition in Aqueous Solution: An Esti­
mate of the In trinsic Binding Energy of an Am ide-Hydroxyl Hydrogen Bond." J. Chem. Soc. Chem. 
Commun., 1295-1296 (1991). 

Short-Strong Hydrogen Bonds 

Hibbert, F., and Emsley, J. "Hydrogen Bonding and Reactivity." Adv. Phys. Org. Chem., 26,255-379 
(1990). 

Frey, P. A., Whitt, S. A., and Tobin, J. B. " A Low-Barrier Hydrogen Bond in the Ca ta ly ti c Triad of 
Serine Proteases." Science, 264, 1927-1930 (1994). 

Warshel, A., Papazyan, A., and Kollman, P. A. " On Low Barrier Hydrogen Bonds and Enzy me 
Catalysis." Science, 269, 102-104 (1995). Responses by Cleland, Kreevoy, and Frey. 

Scheiner, S., and Kar, T. "The Nonex istence of Specially Stabilized Hydrogen Bonds in Enzymes." 
f. Am. Chem. Soc., 117,6970-6975 (1995). 

Shan, S., Loh, S., and Herschlag, D. "The Energetics of Hydrogen Bonds in Model Systems: 
Implications For Enzymatic Catalysis." Science, 272, 97-101 (1996). 

rr Effects 

Ma, J. C., and Dougherty, D . A. "The Ca tion-TI Interaction ." Chern. Rev., 97, 1303-1324 (1997). 
Meyer, E. A., Castellano, R. K., and Diederich, F. " Interacti ons with Aromatic Rings in Chemical and 

Biological Recognition." Angew. Chern. Int . Ed. Eng., 42, 1210-1250 (2003). 

rr Donor-Acceptor Interaction 

Pearson, R. G. "Symmetry Rules for Chemica l Reactions." Ace. Chem. Res., 4, 152 (1971) . 
Pearson, R. G. " Orbital Symmetry Rules fo r Un imolecular Reactions." J. Am. Chern. Soc., 94,8287 

(1972). 
Klopman, G. (ed.) (1974). Chemical Reactivity and Reaction Paths, Wiley, New York, p . 55. 
Fleming, I. (1976). Frontier Orbitals and Organic Chemical Reactions, Wiley, London. 
Levin, C. C." A Qualitative Molecul ar Orbital Picture ofElectronega tivity Effects on XH3 Inversion 

Barriers." f. Am. Chem. Soc., 97, 5649 (1975). 

Hydrophobic Effect and Heat Capacity Changes 

Blokzijl , W., and Engberts, J. B. F. N. "Hydrophobic Effects. Opinions and Facts." Angew. Chem. Int. Ed. 
Eng., 32,1545-1579 (1993) . 

Sturtevan t, J. M. "Heat Capacity and Entropy Changes in Processes Involving Proteins." Proc. Na t/. 
Acad. Sci, USA, 74, 2236-2240 (1977). 

Orchin, M ., Kaplan, F., Macomber, R. S., Wilson, R. M., and Zimmer, H. (1980) . The Vocabulary of 
Organic Chem istry, Wiley-Interscience, New York, pp. 255-256. 

Si ngh, S., and Robertson, R. "The Hydrolysis of Substituted Cyclopropyl Bromides in Water. IV. 
The Effect of Vinyl and Methyl Substitution on Cp." Can. }. Chem ., 55, 2582 (1977) . 

Robertson, R. "The Interpretation of 11Cp* for SN Displacement Reactions in Water." Tetrahedron 
Letters, 17, 1489 (1979) . 

Muller, N. "Search for a Realistic View of H ydrophobic Effects." Ace. Chem. Res., 23,23 (1990). 

Computational Modeling of Solvation 

Jorgensen, W. L. "Free Energy Calcula tions: A Breakth rough for Modeling Organic Chemistry in 
Solution." Ace. Chem. Res. , 22, 184-189 (1989) . 

Cramer, C. J., and Truhlar, D. G. " Implicit Solvation Models: Equilibria, Structure, Spectra, and 
Dynamics." Chem. Rev., 99, 2161-2200 (1999) . 





CHAPTER 4 

Molecular Recognition and 
Supramolecular Chemistry 

Intent and Purpose 

We have seen how intermolecular forces such as hydrogen bonds and dipole-dipole interac­
tions determine the properties of liquids and the strengths of solute-solvent interactions. 
These same forces also lead to molecular recognition-the specific, non-covalent associa­
tion between a receptor molecule and a particular substrate. Nature is a master of molecu­
lar recognition. Whether it is an enzyme-substrate, antibody-antigen, or neuroreceptor­
neurotransmitter pair, large molecules bind smaller molecules tightly and specifically, and 
binding of this type is at the heart of most biological processes. In addition, large molecules 
interact with other large molecules to form elaborate multisubunit complexes. In each case a 
large number of weak interactions cooperate to produce a substantial effect. 

Inspired by nature's prowess, physical organic chemists have attempted to mimic the 
binding events of biological systems. Immediately, certain key questions arise. What forces 
will be most useful in such systems? What is the role of solvation? How do we design an arti­
ficial receptor? Can synthetic catalysts with enzyme-like properties be built? By characteriz­
ing such model systems, physical organic chemists hope to learn how nature's receptors 
work. Also, the possibility of designing useful new catalysts or sensors by mimicking natu­
ral systems is quite real. 

Our overview of molecular recognition and supramolecular chemistry cannot be ex­
haustive. The fields are exploding at an astounding rate. Our focus will be upon the energet­
ics of different binding interactions, the fundamental origins of these interactions, and the 
guiding principles for creating complex ensembles of molecules. Further, the analysis of af­
finity constants and the f1H0 and !15° of binding, as well as the manner in which they are mea­
sured, are covered . We will see that solvation is a factor of paramount importance in molecu­
lar recognition phenomena, and therefore a discussion of molecular recognition is a natural 
outgrowth of the concepts of solvation presented in the previous chapter. Toward the end of 
the chapter the lessons from molecular recognition are used in a discussion of the art of con­
structing large three-dimensional architectures. 

The guiding principles for molecular recognition that we present should lead to an in­
troductory understanding of the manner in which the molecules of life associate and per­
form functions and tasks. This understanding is a major focus of current physical organic 
chemistry, and therefore this chapter is quite relevant to research tha t many students will en­
counter in their graduate careers. 

4.1 Thermodynamic Analyses of Binding Phenomena 

Several different binding forces were discussed in the previous chapter. In many cases, ap­
proximate values were placed upon the strengths of these binding forces. However, we also 
noted discrepancies in the numbers, debate about the significance or origin of the effects, 
and that multiple small effects are used to generate large overall effects. Due to the relevance 207 
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to biological systems and the need to control these forces to design functional molecules and 
molecular aggregates, physical organic chemists over the last 30 years have devoted signifi­
cant research into these topics. Since it is difficult to get exact quantitative numbers on indi­
vidual small effects be tween a solute and solvents (see the discussion of the difficulties of 
measuring hydrogen bond strengths in Section 3.2.3), the study of binding forces has pri­
marily been explored through solute- solute interactions. As a means of distinguishing the 
solutes, we commonly refer to one as the host and the other as the guest. Typically, the host 
is the larger molecule, and it encompasses the smaller guest molecule. This nomenclature is 
mainly used with synthetic systems, whereas the more familiar terms of enzyme and sub­
strate, antibody and antigen, are the analogs to host and guest in biological systems. By mak­
ing ra tiona! changes in the structures of the host and I or guest, we hope to gain a better un­
derstanding of the individual binding forces between them and their interactions wi th the 
solvent. This is a classic approach to understanding natural phenomena, known as s truc­
ture-activity studies (see Chapter 8 for a thorough discu ssion relative to reactivity). The pri­
mary data collected to gain this understanding are the thermodynamics of binding. 

A know ledge of the thermodynamics of binding is essential if we are to rationally and 
confidently design synthetic system s that perform functions and tasks. Often the goal of mo­
lecular recognition with synthetic systems is to bind (sequester) a desired molecule from so­
lution and interact w ith it in som e manner, such as performing a reaction (catalysis; see 
Ch apter 9) or giving off a signal indica tive of its presence (sensing). However, we first must 
have confidence in how to bind the guest, and past precedent with studies of binding con­
stants and design principles for artificial binding sites are crucial to efforts to create our new 
designs. Before we explore such basic binding studies, we need to analyze how the binding 
constants listed in the following sections are obtained . This provides an excellent opportu­
nity to return to and expand upon the thermodynamic lessons given in Section 3.1.5. 

Although our presentation is within the context of molecular recognition, it is very im­
portant to realize that the principles are very general. Hence, the following sections can be 
u sed to understand the thermodynamics of any two species that combine to form one spe­
cies in a reversible equilibrium: acid + b ase, metal + ligand, Lewis acid + Lewis base, etc. 
We are about to go throu gh an extensive discussion of the thermodynamics relevant to any 
one of these equilibria. Do not get "b ogged down" in the discussions and lose sight of the 
goal-namely, to obtain an understanding of the thermodynamic origin of binding events 
and how to measure and interpret the thermodynamic parameters (K"' ~C0, ~H0, and ~5°). 

4.1.1 General Thermodynamics of Binding 

Using our notation of host (H) and gu est (G), we can express the binding equilibrium as 
in Eg. 4.1, the binding constant as inEq. 4.2 or4.3, and ~co as in Eg. 4.4. Note thatK., the asso­
ciation constant (Eq. 4.2), and Kct, the dissociation constant (Eg. 4.3), are simply reciprocals 
of each other. Historically, chemists have tended to u se Ka, with units of inverse concentra­
tion and the trend that b igger numbers imply stron ger association. Biochemists, though, 
have generally favored Kw with units of concentration and the trend that smaller numbers 
imply stronger association. The student needs to be comfortable w ith both approaches. The 
units of K. and Kc1 are traditionally expressed as M-1 and some concentration (mM, f.LM), re­
spectively, but as the next Going Deeper highlight notes, there are caveats associated with 
these units. 

Equations 4.1- 4.4 explicitly ignore the solvent, even though the discussion in the last 
chapter indicates that the solvent can h ave a dramatic influence on the m agn itude of binding 
forces. We do not need the solvent explicitly written as p art of these equations because ~co 

for the association reflects the s tability of solvated Hand G relative to solvated H • G andre­
leased solvent. As such, binding constants and related thermodynamic quantities should 
always be tabulated as being measured in a particular solvent, as well as at a particular 
temperature. 

H + G=H•G (Eq. 4.1) 
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K = [H•G] 
a [H][G] 

K - [H][G] 
d - [H•G] 

tl.Go = -RT ln(Ka) 

(Eq. 4.2) 

(Eq. 4.3) 

(Eq. 4.4) 

In Section 3.1.5 we explored the thermodynamics of a simple reaction involving a single 
reactant A going to a single product B. The ratio of A and Bat equilibrium reflects their in­
trinsic stabilities at their standard states. The intrinsic stabilities are expressed as tl.G 0 values, 
which are indicative of the energy it would take to convert one mole of A to B if A started at 
its standard state and B ended at its standard state. The ratio of A to Bat equilibrium is con­
stant for any initial concentration of the reactant ([Ala). For example, for a reaction with an 
equilibrium constant K of 10 and an initial concentration [A]o of 11 mM, at equilibrium there 
will be 10 mM Band 1 mM A, because 10 I 1 = 10. If the initial concentration of A was 2.2 iJ-M, 
then at equilbrium there will be 2 11-MB and 0.2 11-M A, because 2 I 0.2 = 10. We now explore 
how a reaction such as that given in Eq. 4.1 differs. 

For a reaction as in Eq. 4.1, the ratios of [H], [ G], and [H • G] are not constant for different 
initial concentrations of Hand G. This is because the numerator of Eq. 4.2 is a concentration 
to the first power, but the denominator is related to concentration squared, and vice versa for 
Eq. 4.3. Let's examine some scenarios of various concentrations to delineate the trends. In 
our analysis we use an association constant of 10 M-1, reflecting an exergonic reaction. How­
ever, for the sake of the following argument, let's assume that the reaction is also exothermic, 
a fact that we would not know unless we measured tlH0

• 

Assume a binding constant of 10 M-1
• Let's start the reaction with 10 mM H and G. At 

equilibrium we have [H] and [ G] = 9.2 mM and [H • G] = 0.84 mM (you have to use the qua­
dratic equation to get these numbers; see the end-of-chapter Exercises). Less than 10% of H 
and G are in the complexed form. 

Now start with Hand G both at 1000 mM. At equilibrium [H] and [G] = 270 mM and 
[H•G] = 730mM. Under these conditions over 70% ofH and G arepartofthe complexH•G. 

0 

(!) 
<l 

H+G 

H·G 

Figure 4.1 puts our analysis in a pictorial fashion for an exergonic reaction between H 
and G. Just looking at this figure, we might conclude that under any conditions, a mixture of 
Hand G will be mostly in the form of H•G. But we just established that this is not so if the ini­
tial concentrations are, for example, 10 mM. To get out of this conundrum we must recall the 
true meaning of the diagram in Figure 4.1. tl.Grxn o reflects the change in Gibbs free energy for 
the conversion of one mole of Hand G to one mole of H•G ifH and G started in their standard 
states and H • G ended in its standard state. Yet, we never really work in the laboratory at stan­
dard states. Depending on whether we work at high concentration or low concentration, the 
dominant species in the flask might be Hand G or H•G. 

Reaction coordinate 

Going Deeper 
--~------------------------------

The Units of Binding Constants 

Given the definition of Ka from Eq. 4.2, we find that the 
binding constant has units of M-1

. Other equilibria can 
have different units. Putting units on K. values is the most 
common convention used by chemists. Yet, we must 
remember that all equilibrium constants are really defined 
by ratios of activities, which are dimensionless values (see 
Section 3.1.5). True binding constants are therefore dimen­
sionless. This should not come as a surprise, because the 

Figure4.1 
A normal reaction coordinate 
diagram for an exergonic 
binding process. 

fact that tl.Go = -RT!n(Ka) requires that the quantity we 
are taking the natural log of must not have any units (you 
can't take the ln of a unit!). Chemists, therefore, routinely 
give binding constants units only because we most com­
monly work with concentrations. Yet, this assumes that 
the concentrations are similar enough to the activities that 
it is acceptable to take the natural log of these equilibrium 
constants. 
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What do we mean by the low and high concentrations that make Hand G or H •G domi­
nant? Low or high relative to what? The most convenient reference point is the dissociation 
constant Kd (Eq. 4.3) . When the initial concentrations of Hand G are the same and are both 
below Kw freeHand G will dominate at equilibrium. When the initial concentrations of H 
and G are above Kd, then H•G will dominate. Finally, when the concentrations of freeHand 
G equal Kd, then [H • G] = Kd. These relationships are why most biochemists (and now many 
other chemists) tabulate and think in terms of dissociation constants instead of association 
constants. 

How can free H and G dominate for certain experimental conditions, even for exother­
mic reactions? There is a very simple mathematical analysis that leads to this conclusion. 
Let's imagine diluting a solution of H, G, and H •G that is at equilibrium but with arbitrary 
concentrations of these species. To see what happens to the relative concentrations of these 
three species upon dilution, we take Eq. 4.2 and express the concentrations as moles (n x) and 
volume V, as shown in Eq. 4.5. The volume Vis the same for all species, because H, G, and 
H•G are all in the same flask, which leads to a single Vin the numerator. Hence, if we keep 
increasing V (dilution), the product nHnc must go up faster than nH•G to keep the entire term 
constant. This simply means that dilution always increases freeHand G relative to H • G. 

K = a (Eq. 4.5) 

The above discu ssion was a mathematical analysis, yet a thermodynamic analysis is 
probably more sa tisfying. Another vantage point from which to understand how freeHand 
G can dominate the binding equilibrium, even for an exothermic reaction, is to analyze en­
tropy. Remember that the Gibbs free energy of the entire solution controls the reaction, not 
just the stabilities of Hand G relative to H•G. Recall from Section 3.1.5 that the entropy of a 
solution is greater when solutes exist in a larger volume (are more dilute) . Hence, diluting 
any solution of H, G, and H•G is a stabilizing act. However, the entropy of a solution of H, 
G, and H•G will increase more rapidly upon dilution when creating freeHand G, because 
there are two species that are leading to an en tropic stabilization (Hand G) relative to the one 
H • G. Therefore, upon dilution, an H • G complex will continually dissociate to Hand G due 
to the favorable entropy of the entire solution. 

We have discussed this phenomenon in the context of a host-guest complex, but as we 
mentioned earlier, it is true of any structure that can dissocia te. We can define any two spe­
cies that stick together to be a host-guest complex. For example, an acid HA will predomi­
nately dissociate to H + and A- when its concentration is below K., where K. is the acid disso­
ciation constant. A confusing but historically sanctioned bit of symbolism defines an acid 
dissociation constant asK., not Kd. The subscript "a" s tands for "acid", not "association". 
Here you might consider A- the host for H+. A metal-ligand complex ML will dissociate to 
MandL when the complex is diluted to a concentration below 1 / Ka, where Ka is the affinity 
constant forM and L (now following standard symbolism). Hence, this is a general concept 
to keep in mind for all molecular coordination phenomena. 

The Relevance of the Standard State 

The concept that the entropy of a solution of reactants (Hand G together) becomes more 
favorable faster than the entropy of a solution of products (H•G) upon dilution means that 
the Gibbs free energy of the solution is changing upon dilution. How can this be, because 
llG0 diagrams are not concentration dependent? Further, because we use the values of llG0 to 
compare the favor ability of one reaction to another, is this fair if the entropy due to the mix­
ing of H, G, and H•G with the solvent is also part of the total Gibbs free energy of the 
reaction? 

The answers to these questions can be understood by analyzing the reference state. The 
key is to remember that the llG0 value is for a single set of conditions, those of the standard 
state. Hence, one cannot analyze Figure 4.1 to draw conclusions about the relative concentra-
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tions of species in solution, except for when they are in the standard state. Further, the entro­
pies of the solution of solutes that are being considered in <1Grxno are for standard states, and 
when we deviate from the standard state the entropies of the solution and hence the ratios of 
H, G, and H • G change. Yet, the <1Grxn° value also includes the inherent stabilities ofH, G, and 
H•G, along with their solvation. To compare different systems we make the reasonable ap­
proximation that the entropy resulting from dissolution in a solvent is the same for any sol­
ute, regardless of its identity. This term cancels out in comparing two reactions. Thus, we can 
compare one <1Grxn° to another and be confident that it is telling us about the relative inherent 
stabilities of H, G, and H • G for two different systems. These stabilities take into account the 
bond strengths, s trains, solvation, and degrees of freedom ofH, G, and H•G. Hence, we use 
<1Grxn° values as a way of comparing the favorability of one reaction to another, allowing us 
to draw conclusions about the strengths of interactions involved within H, G, and H • G. 

Since the key to understanding <1G0 diagrams is the realization that they are relevant 
only to the standard state, we can ask what will happen if we change our definition of the 
standard state. This is very seldom done, but it can be quite instructive to do so. During this 
exercise, it is important to state right up front that any mathematical analysis w ill not affect 
the intrinsic stabilities ofH, G, and H •G. Yet, as you will see, it does effect what we define as 
an exergonic or endergonic reaction. 

Let's once again look at some thermodynamic relationships, essentially repeating much 
of what we did in Section 3.1.5. For H, G, and H•G, we write an equation analogous to Eq. 
3.13 and shown for H only below (Eq. 4.6). The <1Grxn of the reaction would then be Eq. 4.7, 
which can be simplified to Eq. 4.8, where <1Grxn° is defined as G1.1.c

0
- G11° - Gc 0

• We find that 
the potential for a spontaneous change in composition to occur is the difference in the Gibbs 
free energies of H, G, and H • Gin their standard states plus a term that reflects the mismatch 
between the experimental ratios ofH, G, and H • G and their intrinsic ratios at standard state. 
Once equi librium has been achieved (<1G rxn = 0), we write Eq. 4.9. Since the activities are de­
fined as in Eq. 3.14, a little bit of algebra results in Eq. 4.10, and then Eq. 4.11 upon substitut­
ing inK •. Here we use K. = (y,,.c[H• G] I y11[H]yc[G]), but chemists also normally drop the 
activity coefficients. 

(Eq. 4.6) 

t.Grxn = .U H• G - ,UH - ,U c = ,U H•Go- ,UH
0

- .Uc 0 + RT ln (aH.c) - RT In (a H)- RT In (a c) 
(Eq.4.7) 

(Eq. 4.8) 

(Eq. 4.9) 

(Eq. 4.10) 

(Eq. 4.11) 

Let's first assume a K. of 106 M-1 or equivalently a Kd of 10-6 M. Normally, we let the stan­
dard state concentrations be 1M. If we do this and use Eq. 4.4, we get a <1Grxno of -8.16 kcal / 
mol, reflecting an exergonic reaction. However, we are now going to change the standard 
state. 

Let's see what happens if the standard state for H, G, and H•G are all set to 10-12 M, 
which will lead to a Gibbs free energy for reaction that we call <1Grxn *.The reference state we 
choose has nothing to do with the size of the K. that we will experimentally measure, which 
is a value that depends solely upon the ratios ofH, G, and H•G that we find at equilibrium, 
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and soaK. of 106 M-1 is still correct for our new ~Grxn *analysis. Yet, now with a different ref­
erence state ([H]0 , [G] 0 , and [H • G]o = 10-12 Min Eq. 4.11) the ilGrxn *is now found to be +8.16 
kcal / mol, reflecting an endergonic reaction! This tells us that there is an 8.16 kcal Gibbs free 
energy change to convert one mole of Hand G both starting at 10-12 M to one mole of H • G a t 
10-12 M. This is what we would predict for these dilute species, because indeed Hand G are 
preferred when dilute. 

We chose this standard sta te for demonstration purposes because it is far below the Kd 
for this reaction and would therefore be an experimental condition that leads to a preference 
for freeHand G relative to the complex H • G. A ~G* diagram would show H•G higher in 
energy than Hand G, meaning that given this reference state, freeHand G are preferred. 
Hence, the key to unders tanding ~Go diagrams is to note that they reflect the exergonicity or 
endergonicity of the reaction in the defined reference state. These diagrams do not necessari ly 
reflect the relative ratios of the reactants and products under your experimental conditions. 

The Influence of a Change in Heat Capacity 

In discussing binding interactions of the sort considered throughout Chapters 3 and 4, 
we see many binding constants, K., which in turn lead directly to ~G0 • It is also common to 
dissect ilGo into ~Ho and il5° terms, in hopes of gaining some physical insight into the nature 
of the binding interactions. Chemists commonly assume that ~Ho and il5° do not change 
with temperature, and we have assumed this in all our thermodynamic analyses thus far. 
However, this is often not true for many types of binding interactions. Instead, we find that 
~Ho and ~So values do change with temperature, a clear indication that the heat capacities of 
the reactants and products are different. Let's see how this happens. 

The enthalpy of any substance increases as the tempera ture increases at constant pres­
sure via Eq. 4.12. The slope of a graph of enthalpy as a function of temperature is the heat ca­
pacity of the substance [ CP(A)0

, where" A" designates the substa nce and the " 0
" means s tan­

dard state]. The heat capacity is the amount of energy that a substance absorbs as a function 
of temperature. It relates to all the different ways the substance can store internal energy at 
constant pressure. For example, vibrational and rotational modes can absorb thermal en­
ergy, and a compound that has more such modes will be expected to have a larger heat 
capacity. 

(Eq. 4.12) 

For any substance, then, we can describe enthalpy as a function of temperature.lt is con­
venient to define a reference temperature, let's say 298 K, leading to Eq. 4.13, where HA0

' is 
the enthalpy of A at 298 K. 

(Eq. 4.13) 

To get ~Hrxn° for the conversion of A to B, we write an equation analogous to Eq. 4.13 for 
B, and then substraction gives Eq. 4.14. ilCp0 is the difference in hea t capaci ties between B 
and A. Since 298~Cp0 is a constant, we can incorporate it into ~Hrxn°', leading to a new term 
defined as ~Ho = L1Hrxn°' - 298~Cp0 (Eq. 4.15, where we now drop the "rxn" subscripts for 
simplicity). This equation gives the ~Ho for the reaction as a function of temperature relative 
to a reference enthalpy ilH0 . The important point is that the ~Ho for the reaction is found to 
be temperature dependent if the heat capacities of the solvated reactants and products are 
different. For some reactions, such as thermal isomerizations, we might expect ~Cp0 to be 
close to zero, and an assumption of a ilH0 that does not vary with temperature is acceptable. 

LVlrxn o = LVirxn o• + (T- 298) ilC p o (Eg. 4.14) 

(Eq. 4.15) 
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Now what about the entropy? It makes good sense that the entropy of a system should 
increase with temperature, because any form of increased movement leads to more disorder. 
Once again, the amount of energy that the system absorbs as a function of temperature (the 
heat capacity) should affect how much the disorder of the system changes as a function of 
temperature. The more energy a system can absorb per unit change in temperature, the 
larger the change in entropy as a function of temperature. Eq. 4.16 gives the entropy of sub­
stance A at any final temperature (T1) relative to the entropy at some initial temperature (n, 
let's say again 298 K. 

(Eq. 4.16) 

Similar mathematical substitutions as above produce Eq. 4.17 and Eq. 4.18, where ll50 = 

ll5°' + tlC/ ln(1 I 298). 

(Eq. 4.17) 

(Eq. 4.18) 

Given these new relationships between tlH0 and ll5° for reactions as a function of tem­
perature, we can consider how Ka changes as a function of temperature. Recall Eq. 3.22, 
which leads to a van'tHoffplot. Combining this with Eqs. 4.15 and4.18 gives Eq. 4.19. When 
fitting experimental data of R lnKa vs. 1 I T using this equation, we have to adjust three vari­
ables to obtain the best fit (llH0 , ll50 , and llCp). Then, to get llH0 or ll5° at a particular temper­
ature, Eqs. 4.15 and 4.18 are used. We will use these relationships later in the chapter when 
examining the hydrophobic effect, but they are of general utility for any reaction where there 
is a difference in heat capacity between the reactants and products. 

(Eq. 4.19) 

Cooperativity 

The last thermodynamic concept that we want to describe here is the energetic conse­
quence of forming multiple binding interactions in a single molecular recognition event, or 
any binding event. We have already discussed that nature uses multiple small effects to cre­
ate a large effect. Each individual binding force, dipole attraction, hydrogen bonding, or TI 

effect, is often quite small in magnitude, but when combined they can lead to a substantial 
affinity between two molecules. The large effect is not a simple sum of all the small effects, 
though, because there is often a further interaction called cooperativity. Positive coopera­
tivity arises when the Gibbs free energy of binding is more negative than the sum of all the 
Gibbs free energy changes for each individual binding interaction. Negative cooperativity 
occurs when the Gibbs free energy of binding is more positive than the sum of the individual 
parts. Another form of cooperativity observed with biological molecules that bind more 
than one molecule is discussed in a Going Deeper highlight in Section 4.1.2. 

Figure 4.2 shows a schematic binding event that occurs between a host Hand guest mol­
ecule called A-B. The host has two independent binding regions, one for region A and one 
for region B of the guest. These separate binding regions can be thought of as consisting of 
single binding interactions, such as a single hydrogen bond, or they can represent several 
binding interactions. 

The binding energy for molecule A-B to the host can be broken into three parts (Eq. 
4.20): the intrinsic Gibbs free energy (GFE) for binding of A (LlGAi), the intrinsic GFE for 
binding of B (LlG8 i), and what is known as the connection GFE (llG5

). The connection GFE is 
the extent to which the binding of A-B differs from the sum of the individual interactions of 
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Figure4.2 
Binding of a molecule A-B to a host H 
that has completely independent binding 
regions for the separate entities A and B. 

+ -

A and B. The favorable portion of the connection GFE is often postulated to be mostly en­
tropic (the following Connections highlight notes that enthalpy can be commonly involved 
also). To a first approximation, the losses in translational and rotational entropy upon bind­
ing A, B, and A-B to the host are all the same. This is because translational entropy has only 
a small dependence upon size, and differences in rotational entropy are not very large for 
molecules of moderate size. In essence, the entropy required for binding B while A is bound 
is partly paid by linking A and B. Likely there is some loss in the entropy of internal bond ro­
tations in A-B upon its binding relative to separate A and B, but this is small compared to 
translational and rotational entropy (see Section2.1.2). Hence, in binding A and B separately 
to the host, the translational / rotational entropy is paid twice, while in binding A-B to the 
host it is only paid once. The binding of A-B will be more favorable than LlGA; + LlGB; by an 
amount that corresponds to the loss of translational and rotational entropy of a single mole­
cule. This additional favorable binding found when A and B are tied together is often re­
ferred to as the chelate effect in inorganic chemistry (for example, ethylenediamine binds 
metals better than two separate amines), and the term now finds widespread use in organic 
chemistry. 

(Eq. 4.20) 

Now we need to define the intrinsic binding energies of A and B. The intrinsic binding 
energy of any group X is the additional binding that this group imparts to the binding of the 
rest of the molecule if no differences in strain or entropy result upon interaction of X with the 
host. This is expressed by Eq. 4.21. Substituting B for X in this equation, doing a similar sub­
stitution of A for X in an equivalent equation involving B subscripts, and using the results in 
Eq. 4.20 leads to Eq. 4.22. Now we see that a positive Gibbs free energy of connection is repre­
sentative of favorable positive cooperativity, and a negative Gibbs free energy of connection 
is representative of unfavorable and negative cooperativity. 

(Eq . 4.21) 

LlGs = t.GB o + t.GAo- t.GABo (Eq. 4.22) 

There are enthalpic considerations that can negate the positive cooperativity that results 
from a favorable GFE of connection. For example, in the extreme case, if A is connected to B 
in such a way that once A binds, B cannot even reach its binding site on the host, then all the 
intrinsic binding energy forB cannot be gained. More commonly, conformational changes in 
A-B or the host may be necessary to bind A-B that are not necessary in the binding of sepa­
rate A and B. Further, strains may be introduced or relieved in the binding of A-B that were 
not present in binding A and B separately. When unfavorable enthalpy effects overwhelm 
the favorable entropy effects, LlGs is negative and negative cooperativity occurs. An interest­
ing example of how cooperatively can be influenced by enthalpy considerations is given in 
the following Connections highlight. 

There is an interesting practical use of Eq. 4.22 that needs to be mentioned . It is common 
practice to multiply the Ka values for binding A and B to the host as a means of estimating the 
expected binding constant of A-B if no positive or negative cooperativity occurs. Any differ-
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ence between the real Ka of A-B and this estimated value is considered the cooperativity. 
However, using LlG0 = -RT InK and Eq . 4.22leads to Eg . 4.23. This gives an empirical way to 
measure the cooperativity. One experimentally determines K(\, K13, and K(\ 13, and using these 
values in Eq. 4.23 gives the Gibbs free energy of connection. 

(Eq. 4.23) 

There are two other forms of cooperativ ity often found in molecul ar recognition events. 
The coopera ti vity phenomena discussed above involved ex tra binding energy for A-B 
above and beyond the energy of binding A and B separately. Another form of cooperati vity 
arises when binding A to one por tion of the receptor enh ances the bind ing of B at another 
site. In some manner the binding of A affects the affinity of a remote site for the binding of B. 
This is called allosteric cooperativity. Thi s is commonly found in nature, and a Connections 
highlight concerned with hemoglobin (on page 219) discusses su ch an example. 

Another form of cooperativity is called multivalency. Multivalency arises when multi­
ple receptors te thered together (often on a surface, such as a biological cell) bind multiple li­
gands (a term used analogous to gues ts) th at are tethered together. These are very often all 

Connections 

Cooperativity in Drug Receptor Interactions 

One of the most challenging problems in modern medi­
cine is the increasing resistance of infectio us bacteria to 
long used antibiotics. This has spurred the development 
of new generati ons of antibiotics which are effective 
against resistant strains of bacteria. A mains tay of the new 
genera ti on of antibioti cs is va ncomycin . In additi on to its 
medicinal importance, this novel stru cture has served as a 
prime ta rget of the synthetic organi c community and as a 
valuable pla tform for unrave ling key issues in molecular 
recognition. 

Vancomycin (in black to the right) and related stru c­
tures disrupt bacterial cell wa ll synthesis by binding to the 
C terminus of a protein that will be incorpo rated into the 
ce ll wall. The protein ends in the sequence o-alanine­
o-alanine (color), an interesting use of the unnatural con­
figurati on for an amino acid . The antibiotics make numer­
ous hydrogen bonding contacts to this dipeptide (see the 
drawing to the right), as w ell as hydrophobic contacts 
with the methy l groups of the o-Aia's. By systematica ll y 
modify ing the structure of small polypeptide mimics of 
the protein sequence and s tudying the binding of these 
analogs, Williams and co-workers aimed to di scove r the 
magnitude of, for example, an indi vid ual amide-amide 
hydrogen bond. In early efforts, one hydrogen bond was 
dele ted (for example, #2 in the drawing). The deletion led 
to a subs tantia l drop in the binding of the drug, sugges t­
ing the hydrogen bond was worth almos t 5 kca l I mol in 
wate r. Further analysis, thou gh, revealed that removing 
hyd rogen bond #2 weakened the remaining inte racti ons, 
so that the drop in binding ove restimated the strength of 
the sing le hydrogen bond. Similar results were seen as 
the other interactions were deleted. It becomes apparent 
that, working in the other directi on, as each new b ind ing 

interacti on is added, the pre-exisiting interactions become 
s tronger. This is rela ted to the entropy-enthalpy compen­
sa ti on di scussed in Ch apter3and in the nex t secti on. Each 
addi tiona l interaction leads to a ti ghter complex, further 
restricting vi bra ti onal and translati onal entropy and 
thereby strengthening all the interac ti ons. 

0-Aia-D-Aia 

Deta iled analysis of thi s system led to values of 0- 2 
kca l / mol fo r an amide-a mide hydrogen bond, as well 
as an estimate of ca . 50 cal / mol-A2 for the hydrophobic 
effect. Such values are w ell in line with othe r estimates. 
The e studi es prov ide an excellent exa mple of the use of a 
natural system to provide detailed, quantita tive insights 
into the fundamentals of molecul ar recognition and the 
effect of coopera ti vi ty. 

Wi lli ams, D. 1-1 ., and Westwell, M.S. " Aspects of Weak Interactions." 
Chcm. Soc. Rev., 27,57-63 (1998). 



216 CHAPTER 4: MOLECULAR RECOG N ITIO N A 0 SUPRAMOLECUL A R CHEM I STRY 

the same ligand. Tethering all the ligands together via covalent or non-covalent means can 
lead to substantial increases in binding of the tethered ligands to the tethered receptors. The 
issues discussed above that give rise to positive cooperativity are certainly involved here. 

Enthalpy-Entropy Compensation 

When studying the t:.Ha and !:.5° of binding as a means to try to improve the affinity of a 
receptor, an often frustrating feature arises, generally referred to as enthalpy-entropy com­
pensation. Whether looking at one binding event over a range of conditions or a series of 
related binding interactions, we often find that as the binding becomes more enthalpically 
favorable, it becomes more entropically unfavorable. The net effect can be that tlG 0

, which 
determines the equilibrium constant, remains fairly constant. Why does this happen? 

Long considered mysterious, and perhaps some consequence of the unique features of 
water, in recent years an interesting, general model for the effect has emerged. Remember 
these are inherently weak associations, much less than the strength of a covalent bond. As 
such, there is a considerable range in how" tight" or "locked in" a binding event is. Consider 
a fairly weak association, one with a small, favorable t:.H0

• The ligand will bind at the recep­
tor binding site, but not very tightly-any pair-wise interaction will be weak, and there still 
will be considerable flexibility in both ligand and receptor, meaning considerable residual 
motion. Now make the interaction stronger-that is, make tlH0 more favorable. Individual 
interactions will become stronger, and the receptor will grab onto the ligand more tightly. 
But this will restrict motions of both the receptor and the ligand more significantly, making 
6.SO less favorable. In this view, enthalpy-entropy compensation is a natural consequence of 
the fact that stronger binding is tighter binding, and so as !:.H0 becomes more favorable, tl5° 
becomes less favorable . It is very important to keep such issues in mind when considering 
the design of better receptors or better ligands, the latter being a central aspect of modern 
drug design. We shall discuss enthalpy-entropy compensation again in Chapter 8 when lin­
ear free energy relationships are examined. 

4.1.2 The Bind ing Isotherm 

To this point considerable discussion has been given to t:.Ga and K. values, as well as en­
thalpy, entropy, and heat capacity. We have noted that these para meters are the primary data 
used to decipher the binding forces of molecular recognition, and to test our postulates for 
creating molecules that associate in predictable ways. Now that we have some understand­
ing of these thermodynamic parameters, we can delve into the manner in which they are de­
termined. We would like, however, to once again stress that although we present this discus­
sion in the context of molecular recognition, the rna thema tics and ex peri mental methods we 
are discussing here are completely general for any two different compounds that are in­
volved in an equilibrium to form a single structure. 

Almost all experimental methods to measure binding constants for any kind of reaction 
rely on the analysis of a binding isotherm. A binding isotherm is the theoretical change in 
the concentration of one component as a function of the concentration of another component 
at constant temperature. We measure the concentrations using some experimental method 
(NMR, UV I vis spectroscopy, etc.), and fit the experimental data to the theoretical binding 
isotherm. Here we discuss only one-to-one binding, such as that between a single host (H) 
and guest (G), but binding isotherms have been generated for equilibria involving signifi­
cantly more complex stoichiometries. 

Normally the experiment is performed holding the concentration of one species rela­
tively constant (either strictly constant or with slight dilutions during the experiment), 
while varying the concentration of the other species. For example, when holding the concen­
tration of the host constant, it is common to employ a relationship such as Eg. 4.24, where 
[H]0 is the initial concentration of H. This equation is derived from Eq. 4.2 using the relation­
ship that [Hla = [H• G] + [H].If we can measure the H • G concentration as a function of the 
concentration of free Gin solution, we can calculate K •. Most commonly, some parameter re­
lated to the concentration of H•G is plotted along they axis (see examples below), not actu­
ally [H • G] itself. 
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[H]0 Ka [G] 

1 + Ka [G] (Eq. 4.24) 

Importantly, [G] inEq. 4.24 is not the amount of G that is added to the solution ([G]0 ), but 
instead it is free G. Since the experimentalist controls [H]0 and [G]0 , in a graphical analysis 
it is one of these values that would be used for the x axis. Routinely, the analysis is done 
for many concentrations of Go with Ho constant, where [G]o = [G] + [H•G] . A plot of ex­
perimentally determined [H•G]s as a function of many [Glo values gives the curve to be 
analyzed . 

Since [G]0 is not in Eq. 4.24, whereas [G] is, we must make some assumptions about [G] 
or solve for [G] in terms of [G] 0 • If [G]o > > [H]0 , we can make the assumption that [G] = [G]0 , 

because at a ll points in the isotherm only a small fraction of G is converted to H • G. This is 
the basis of many methods for determining binding constants, and one in particular called 
the Benesi-Hildebrand method that is covered in an upcoming Going Deeper highligh t. 
However, when this assumption is not valid, Eq. 4.25 can be used to relate [G] and [G]0 • Now 
for each [G]0 value one solves this quadratic to get [G], and that particular [G] is used in Eq. 
4.24 to genera te the isotherm. To calculate [G] from this equation we must firs t know K" 
which is the goal of our analysis. Hence, we first guess a K, to calculate [G] values for differ­
ent [G]o values, and then iteratively change Ka until the theoretical isotherm matches the ex­
perimental data (see the next section for examples). 

(Eg. 4.25) 

A plot of [H •G] versus [Glo is given in Figure 4.3. A hyperbolic relationship is found 
where the concentration of [H•G] approaches [Hla with increasing concentrations of [G]0 • 

This is called saturation behavior. At high concentrations of G0 , most of His converted to 
the H•G complex and is considered saturated with G. We can see this using some simple 
mathematics. 

Assume a binding constant of 10 M-1
. If we start the reaction with 100 mM Hand 10 mM 

G, at equilibrium [H] = 95.1 mM, [G] = 5.1 mM, and [H • G] = 4.9 mM. About half of the ini­
tial G is part of H • G, but we have barely changed the concentration of H (you should check 
the math for yourself). 

If we start the analysis with 100 mM Hand 1000 mM G, instead, at equilibrium [H] = 10 
mM, [G] = 910 mM, and [H• G] = 90 mM. Now most of the host is in the form ofH • G. 

What is a high enough concentration of G to give saturation? High relative to what? Just 
as in our analysis of dilution (Section 4.1.1), the concentration is relative to the Kd for the 
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• • • • • • 0.08 • • 
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~ 0.06 • Figure4.3 

8 • A theoretical binding isotherm as a function 
• of [G]o for a system with Ka = 10 M-1 and 
~ 0.04 • [H]o = 100 mM . 

• 
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Figure4.4 

equilibrium, but now it also depends upon [H]0 • In the two numerical examples above, we 
choose [H]o to be the same as Kct. 

Eq. 4.26, obtained from Eq. 4.3 by substitution of [H] = [H]o- [H • G], gives quick insight 
into predicting saturation behavior, especially when [H]o = Kd. For example, when [H]0 = Kd 
and [G] < < Kd, the denominator of Eq. 4.26 can be approximated by Kd, and consequently 
we find that [H•G] = [G] . Under these conditions the host is not saturated but the concen­
tration of H•G tracks with how much G has been added. Conversely, when [H]o = Kct and 
[G] > > Kct, the denominator can be approximated by [G], and [H•G] = [H]0 , meaning that 
the host is now saturated. If we now use a low [H]0 relative to Kct, it will take more G to satu­
rate H, and if we start with a high [H]0 relative to Kct, it will take less G to saturate H. 

(Eq. 4.26) 

Such analyses can be performed for a series of host-guest complexes with differing 
binding constants (Ka)· With a higher binding constant, it takes less G to saturate H than for 
a complex that has a lower binding constant. To see this, let's plot several binding isotherms 
as a function of different K. values but the same host concentration. We now plot [G]o/ [H]o 
as the x axis (Figure 4.4). A very distinct shape to the curves is evident. Each curve is still 
hyperbolic, has its highest extent of curvature at a 1:1 ratio of guest to host, and is saturating 
to the same level. These three points are clear for the two curves with the higher Ka val­
ues. However, when 1 I K. is significantly below H 0 , the curve is quite flat, and as alluded to 
above, it takes more and more guest to saturate the host. For an optimal analysis, it is a good 
practice to perform the experiment at a [H]o near Kd. Recall that all these binding isotherms 
are for the same [H]0 • Hence, we want to make it quite clear that the shape of the isotherm 
is only indicative of the association constant when coupled with a knowledge of how [H ]o 
compares to Kd. This is just another example of the effects discussed in Section 4.1.1, where 
we showed that the composition of the solution varies as a function of the starting concentra­
tions of the reactants. 

In the discussions above we focused upon measuring [H•G] as a function of [G]0 • In 
practice, it is arbitrary which compound we call Hand which we call G, so we can plot 
[H•G] as a function of either the added concentration of host or guest while keeping the 
other constant. Remembering that this is a completely general discussion, you can plot 
against either of the two components that come together to create a complex. 
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Going Deeper 

The Hill Equation and Cooperativity in Protein­
Ligand Interactions 

An interesting cooperativity in binding is seen with some 
proteins that have multiple binding sites for the same 
ligand. The classic example is hemoglobin, which has four 
binding si tes for 0 2, but many other examples exist. If the 
four binding s ites are independent of one another, such a 
system has no real advantage over four copies of a mole­
cule with one binding site. However, if the binding sites 
can communica te with one another, ei ther directly or, 
more commonly, indirectly, then an important Jdnd of 
cooperativi ty can develop. If binding of the ligand at one 
s ite makes the subsequent binding event more favorable, 
we have positi ve cooperati vity. Alternatively, the binding 
can inhibit further binding, producing negative coopera­
tivity. This is a different kind of negative and positive coop­
erativity than that discussed in Section 4.1.1, where we 
analyzed how adding binding s ites can assist binding. 
Here, several binding sites communicate with each other 
via an allosteric effect. 

What is the biological advantage of positive cooper­
ativity? Consider the binding isotherm for a cooperative 
system, shown in the graph. We define a saturation value, 
5, as the extent to which all binding sites are occupied, 
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varying from 0 to 1. In a cooperative system, as we 
increase ligand concentration, binding becomes more and 
more favorable, because the first binding si te is filling up, 
followed by the second, which is a stronger b inder. One 
way to mod el such a system is with the Hill equation, 
which considers the degree of saturation as a function of 
ligand concentration, [L]; EC50, the ligand concentration 
necessary to achieve half-maximal binding; and an expo­
nent, nH, called the Hill coefficient, which measures the 
degree of cooperativity. The graph shows three situations, 
a ll with the same EC50, but w ith differing degrees of coop­
era tivity, as evidenced by the Hill coefficient. Note how in 
the cooperative systems, the dose-response curve is much 
steeper around EC50. This means that relatively small 
changes in ligand concentration can produce large 
changes in response. Now consider a system in which 
ligand binding produces a signal, but only when all bind­
ing sites are occupied. Cooperativity has allowed nature 
to shape the dose-response curve to make a system more 
sensitive to small changes in ligand concentration, and 
this is just what you would want from a signaling system. 
This strategy is used in a range of biologica l s ign aling 
pathways. 
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4.1.3 Experimental Methods 

Given the general shape, caveats, and lessons from the 1:1 binding isotherm noted 
above, we can now consider how one implements an experimental study. We need methods 
to determine [H • G] as a function of [ G]o or [ G]o I [H]0 • In practice, because [H • G] is being 
measured from some chromatographic, electrochemical, or spectroscopic method, there are 
proportionality constants that relate the experimental signals to [H • G]. Most commonly we 
do not know what these proportionality constants are, and we do not know K •. Therefore, 
theoretical binding isotherms for various K. 's and proportionality constants are compared 
to the experimental data, and the "best fi t" between experiment and theory gives the K •. 
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A key issue in such studies is the timescale of the measurement. Remember that the total 
binding energy for a host-guest complex is much less than a covalent bond energy in all but 
the most exceptional cases (see Section 4.3.3 on carcerands and carceplexes for exceptions). 
As a result, under most conditions, the complex is constantly forming and breaking up. 
These are dynamic systems. To emphasize this, we show in Eq. 4.27 an alternative way to 
represent Kd and K. as a ratio of rate constants. These expressions make sense. A tight bind­
ing constant should have a slow dissociation rate-a small value of korr relative to kon· This 
would make Kd smaller and K. larger, as expected. 

(Eq. 4.27) 

We can get a feeling for these rate constants by making some reasonable assumptions. 
For small molecules, kon will often be near the diffusion rate constant kd. This occurs for 
"open" hosts binding to small guests, bases binding to protons, and unsaturated metal com­
plexes binding to ligands. We can make the assumption that kd is on the order of 109 M-1 s-1

. 

This means that for a reasonably strong complex with Kd = 10 j.LM, korr must be on the order 
of 103 s-1, meaning our complex has a lifetime ( r = 1 I korr) on the order of a millisecond. If our 
probe method is faster than this time scale, we can expect to see individual signals for H, G, 
and H • G. Alternatively, a slower probe will see only a time average of the various species. 
That is, signals we might associate with G will be a weighted average of the spectrum 
of free G and the spectrum associated with H • G. This will complicate the analysis, but 
typically the problem can be solved. Below we will briefly discuss the several common ap­
proaches to evaluating binding constants, although any method that produces distinguish­
able signals for Hand I or G vs. H • G can be used. References that provide detailed discus­
sions of this topic are given at the end of the chapter. 

UV/Vis or Fluorescence Methods 

In Chapter 16 we analyze UV I vis (absorption) and fluorescence (emission) spectros­
copies. For the present discussion we need consider only two issues. First, both methods are 
quite rapid; absorption and related phenomena occur on ps or faster time scales, and fluo­
rescence emission requires ns or less. Thus, we are in the rapid observation regime, where in­
dividual signals from the various species can be observed. Second, for both methods it is a 
straightforward matter to relate the concentration of a species to the intensity of the signal 
associated with it (for one way, see the Going Deeper highlight below). An advantage of 
these approaches is that they can be quite sensi tive (especially fluorescence) . A disadvan­
tage is that they are "guest limited"-only guests with desirable spectroscopic properties 
are amenable to study. 

NMRMethods 

It is often observed that the 1H NMR signals of a guest shift considerably on binding to a 
host. This is especially true for cyclophane hosts (see below), which have aromatic "walls" 
and so can produce large shielding effects. NMR has thus been a powerful tool for evaluat­
ing host-guest complexes. However, in most cases the NMR time scale is slow compared to 
on and off rates for the complex (for an explanation of the NMR time scale, see the Going 
Deeper highlight in Chapter 2). This means that we cannot see a separate signal for the host­
guest complex. The signal observed for "G" will actually be an averaged signal for G and 
H•G. The consequence is that the chemical shift of the Gin the complex H•G is an addi­
tional unknown that must be solved for in our analysis of the experimental shifts as a func­
tion of concentration changes. This complicates the analysis, and increases the error bars 
associated with values of Kd determined by NMR. Nevertheless, NMR has been the most 
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Going Deeper 

The Benesi-Hildebrand Plot 

It is common and convenient in host-guest chemistry for 
one component of the study (host or guest) to be transpar­
ent in the absorption I emission range being probed. If we 
say, for example, the host is transparent, this means we 
only have to consider G and H • G (as always, the roles of 
Hand G can be reversed). Using Beer 's law (A = Ebc, see 
Chapter 16), thi s leads to the equation shown for the 
absorbance of the system (a comparable equati on for fluo­
rescence can be obtained). 

When we define A o = Ecb[ G]0 as the first absorbance 
value (that obtained before addition of any H); l1 E = 

E11 .c-Ec as the difference in extinction coefficients 
between the two species in volved; and t1 A = A- Ao 

as the change in absorbance on adding an incremental 
amount of H, we get the following equation: 

t1 A = b[H • G]f1E 

After substituting the binding iso therm ([H• G] = 
[[G]aKa[H] I (1 + Ka[H])]) for[H • G] and assumjng that 
[H] = [H] 0 , we get the first equation below. The assump­
tion is only valid when [H]o > > [G]0 • A double reciprocal 
plot of 1 I t1 A as a function of 1 I [H]o gives a line from 
which l1 E can be ca lculated from the intercept, and Ka can 
be ca lculated from the slope. This is called the Benesi­
Hildebrand method, and it has seen extensive use in both 
artificial and biological molecular recognition. 

t1A = ME[G]aKa[H]al (1 + K.[HJo) 

1 I t1 A = 1 I ME[ Glo[H]oKa + 1 I M E[ Gla 

common tool used for evaluating artificial (non-biological) host-gues t system. 
A benefit of the NMR method is that along with Ka, the fitting produces the NMR spec­

trum o f the H•G complex. Since NMR spectra can provide valuable s tructural insights 
(much more so than UV I vis or fluorescence spectroscopy), NMR titrations produce impor­
tant additional insights into the binding event, often providing considerable detail on the 
precise binding geometry. This is especia lly true when hydrogen bonding is the primary 
binding force, as the existence or absence of hydrogen bonds can be established directly. 
Let' s briefl y look at the mathematics u sed with the NMR technique. 

If, for example, our experiment involves monitoring the chemical shift of the host upon 
addition of various concentrations of guest, Eq. 4.28 would hold. The value of the observed 
resonance (8obs' chemical shift, ppm) is a weighted average of the chemical shifts of the free 
hos t (8H) and the host-guest complex (8H.c) . The observed shift is weighted by the mole frac­
tions of H (XH = [H] / [H] 0 ) and H•G (XH•G = [H•G] / [H]0 ). Since XH = 1- XH •G' we can 
rearrange Eq. 4.28 to Eq. 4.29. Once again, we use the standard binding isotherm (Eq. 4.24) 
for [H • G], but now we also divide by [H]o to get Eq. 4.30. After defining 8obs - 8H = 1.18 and 
(8H•G- 8H) = !J.b'tot' we obtain Eq. 4.31. This equation once a gains predicts a hyperbolic shape 
to the observed isotherm. 

(Eq. 4.28) 

(Eq. 4.29) 

(Eq. 4.30) 

(Eq. 4.31) 

Isothermal Calorimetry 

The NMR and UV I vis techniques discussed above are used to determine a single bind­
ing con stant Kct, from which !J.G0 can be determined via Eq. 4.4. To determine the !J.H0 and 1.15° 
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Figure 4.5 
A plot of the heat released per time for a solution of the enzyme RNase 
as a function ofinjections of2' -cytidine monophosphate. Early in the 
titration there are large changes in the concen tra tion of H • G that occur 
during the spontaneous evolution to equilibrium, while toward the end 
of the titration there are sma ll changes in H•G concentration, and hence 
little change in heat released. Wiseman, T., Williston, S., Brandts, J. F., 
and Lin, L.-N. "Rapid Measurement of Binding Constants and Heats 
of Binding Using a New Titration Ca lorimeter." An11/. Biochem., 179, 
131- 137(1989). 

values, a van' t Hoff analysis would need to be employed (see Section 3.1.5). Recall that in a 
van't Hoff analysis, Ka values at different temperatures are measured, and a plot of 1 / I ver­
sus lnKa gives the thermodynamic parameters t:.H0 and 115°. However, there is an experi­
mental technique that gives K, and I1H0 all in one analysis, thereby allowing one to solve 
easily for I1G0 and 115° using Eq. 4.4 and I1G 0 = I1H0

- Tl15°. It is referred to as isothermal 
calorimetry. 

Upon associa tion of a host and a guest, heat will either be released or absorbed. In iso­
thermal calorimetry, a measurement of the change in heat is made for a series of additions of 
guest to host (Figure 4.5). The heat released or absorbed in each step is measured by compar­
ing the temperature changes that occur between a sample cell where guest is added to host, 
and a reference cell where the guest solution is added to a "blank" solution (an identical so­
lution, but lacking host). Additions of guest into the two cells are monitored until addition of 
guest no longer results in temperature differences between the cells. Eq . 4.32 relates the total 
heat (Q) genera ted or absorbed for all the additions of guest, where Vis the volume of the 
vessel. Using the binding isotherm (Eq. 4.24) for [H• G] gives Eq. 4.33. The reason that the 
heat released or absorbed can bed irectly related to I1H0 for the reaction is given in the follow­
ing Going Deeper highlight. 

Q = VAH 0 [H•G] 

Q = VL'.H°Ka[H0 ][G] 
1 +Ka [G] 

(Eq. 4.32) 

(Eq. 4.33) 

In this way, we produce a binding titration just like we did from an NMR or a UV /vis 
study. This allows us to determine K., and I1H0

• From K. we get I1G0
, and then we can solve for 

115°. As promised, a single titration has produced all the quantities of interest. Isothermal 
calorimetry is thus a very powerful technique for evaluati ng binding. It does require fairly 
sophis ti cated instrumentation that is dedicated to such measurements. Also, fairly large 
quantities of material are sometimes needed, especially for hydrophobic binding interac­
tions which can have fairly small I1H0 values, and thus release or absorb relatively little heat. 

4.2 Molecular Recognition 

Molecular recognjtion presents special challenges for physical organic chemistry, and de­
fines one of the frontiers of the field. We will present an overview of the basic strategies and 
some key results of studies in molecular recognition. This is a large and rapidly growing 
field, and we cannot hope to cover all systems. Several comprehensive reviews are noted a t 
the end of the chapter. 

We have already explored the reasons why K. and Kd values are the primary data ob­
tained in our analyses-that is, to gain insight into weak binding forces. Molecular recogni­
tion events can be quite potent-binding interactions of tens of kcal / mol are common-and 
the consequences in a biological context or in a designed sensor can be quite dramatic. How­
evet~ w hen we try to analyze the physical underpinnings of an event-the stock-in-trade of 



Going Deeper 

How are Heat Changes Related to Enthalpy? 

To understand how the heat released or absorbed can be 
related to ilH0

, we must delve once again into some ther­
modynamic relationships. First, we can ask why heat is 
released or absorbed. In our discussion of spontaneous 
changes in composition in Section 3.1.5, we analyzed how 
the Gibbs free energy of a solution evolves to a minimum 
upon addition of solutes to a solution. This is exactly what 
happens when one adds an aliquot of a guest to a solution 
of host. Immediately after addition, the system is not at 
equilibrium, and it spontaneously evolves to change the 
composition to that of the equilibrium composition of 
host, guest, and host-guest complex. The Gibbs free 
energy of the solution is minimized, but the enthalpy of 
the solution may either increase or decrease in this reac­
tion depending upon whether the reaction is endothermic 
or exothermic. 

To relate the enthalpy change to heat, we must better 
understand what enthalpy consists of. The enthalpy of a 
solution equals the internal energy of the solution (U) plus 
a term that includes the pressure and the volume of the 
solution (see right). The change in internal energy of a solu­
tion (dU), such as that which might occur during the evolu­
tion of the system to the lowest Gibbs free energy, is the 
heat released or absorbed (dq) plus how much work (dw) 
the solution performs during this evolution. We now 
write an equation describing the change in enthalpy of the 
solution during the change in composition from the initial 
state (i) to the final state (f) . When the solution does no 
work (dw = 0) and there is no pressure or volume change, 
the change in heat is simply the change in enthalpy. 
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Hence, the heat evolved or absorbed during the spontane­
ous change that ensues while a solu tion evolves toward 
equilibrium is simply the enthalpy change for the 
solution. 

H = U + PV 

dU = dq + dw 

dH = dq + dw + (PrVr-PY i) 

dH = dq 

Here dH is not a molar quantity because it is the heat 
evolved for addition of an aliquot of G to H. lt needs to be 
scaled to the molar quanti ty that we define at standard 
state, which gives the following equation. Here, il[H • G] 
is the change in moles of H•G that occurs immediately 
after each injection of G, and Vis the volume of the solu­
tion. Taken together, they represent a scalar (a propor­
tionality constant) that reduces ilH0 to a quantity that 
represents the heat change for the number of moles actu­
ally changing during the addition of each aliquot of guest. 

The total heat released for all additions of guest (Q, 
the sum of dq' s after each injection) is given by Eq. 4.32. 
Hence, we find that the total heat released is directly pro­
portional to the total amount of H • G formed and the heat 
of reaction (llH0

) . 

physical organic chemistry-we find that big effects result from the accumulation of a large 
number of relatively small e ffects. Weaker interactions such as those involved here can be 
difficult to analyze. We are not going to see classical substituent effects, w h ere adding one 
phenyl group increases the rate of a reaction by 103

. We w ill often be at the ed ge of detectabil­
ity, in a region where interpretation is challenging. Also, weak interactions are especially 
sensitive to environment. An interaction that is potent in chloroform might b e nonexistent in 
DMSO, or even in 95% chloroform / 5% DMSO. And then there are the special complexities 
of water, a key solvent for molecular recognition, and the difficulties in deciphering the ori­
gin of the hydrophobic effect. The student should appreciate going into this discussion that 
hard and fast quantitative rules will not emerge. Trends are clear, and unifyin g principles ex­
ist, but many ch allenges rem ain. Nevertheless, the importance of such interactions cannot 
be denied . Our ability to understand biology at a chemical level and to design materials with 
desired properties depends to a great degree on our ability to understand and control the 
weak interactions of molecular recognition. 

The analysis of molecular recognition is a natural extension of our understanding of sol­
vent- solvent, and solute-solvent interactions. In analyzing the driving force for association 
of any solute we must consider two factors: differential solvation effects and the interactions 
between the two solutes. For example, consider Eq 4.34. Upon association of A and B, their 
specific intermolecular interactions are replacing those that A and B made w ith the solvent. 
Similarly, the replacement of solvent molecules around A and around B by the interactions 
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between A and B leads to release of solvent molecules, which in turn solvate each other. All 
these interactions are part of the total Gibbs free energy of the solution. Hence, we can relate 
all molecular recognition phenomena to differential solvation between the reactants and 
products. If the solvent makes less favorable interactions (either enthalpically or entropi­
cally) with A and B than those gained when A and B associate and the released solvent asso­
ciates, then the complex A-B will be preferred over free A and B. Therefore, in the following 
discussions, we will be focusing upon the differences between the binding forces between A 
and B with solvent and A and B together, but also often analyzing interactions between the 
released solvent molecules, as we did with the hydrophobic effect. 

s s s s 
', :' 

s .. --.>A. ___ ·s + 
·s 

', ,/ ~. ,.s 
s----_/ ··--. __ .. 8-:" + s ------ s 

(Eq. 4.34) 
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4.2.1 Complementarity and Preorganization 

Before exploring various systems that have the primary binding forces at their origin, it 
is instructive to analyze two guiding principles of molecular recognition: complementarity 
and preorganization. Complementarity is the concept of using a host that has the proper 
structure to complement the structure of the guest. As a crude analogy, one does not put a 
circular block into a square hole. Preorganization is the notion of having the receptor be 
complementary prior to the binding event, a notion that is quite energetically favorable. It 
costs energy to deform a square hole to fit a circular block, and this energy cost is subtracted 
from the overall binding energy. It is much better for binding to preorganize the hole to the 
shape of a circle. Our exploration of these two principles is in the context of crown ethers, the 
molecules that sparked the birth of "molecular recognition", although the principles are ap­
plicable to all kinds of hosts and guests. 

Crowns, Cryptands, and Spherands-Molecular Recognition 
with a Large Ion-Dipole Component 

A watershed observation was reported by Pedersen in 1967 based on studies performed 
at DuPont Central Research. Pedersen noted that the cyclic polyether called 18-crown-6 
formed remarkably tight complexes with simple cations like K+. The "crown" nomenclature 
arose because of the shape of the complex, with six oxygens binding the cation ina character­
istic macrocyclic shape (Figure 4.6). The seminal observations of Pedersen were brilliantly 
exploited by other workers, most notably Cram and Lehn, and these three shared the 1987 
Nobel Prize in chemistry for this work. "Host-guest" chemistry was born, with the crown 
ether serving as a molecular host to the cationic guest. 

It is not surprising that one ether oxygen should interact favorably with K+_ The lone 
pairs on oxygen or, alternatively, the dipole associated with a C-0-C unit, will have a sig­
nificant electrostatic attraction to a cation (see the ion- dipole interaction in Section 3.2.2). 
The same forces are involved when a simple salt dissolves in water. What, then, is special 
about the crown ether? 

Consider the interaction of K+ with a single molecule of water (Eq. 4.35), the oxygen of 
which is similar to the oxygen of a crown ether. High pressure mass spectrometry studies es­
tablish that the binding interaction is enthalpically favorable, with t:.Ho = -18 kcal / mol in 
the gas phase. However, there is a significant entropy price for freezing out the motions of 
two particles, so that !:.5° is considerably negative (in this case = -22 eu). The net effect is that 
t:.Go is only - 11.5 kcal / mol, perhaps not as favorable as we might expect. With each addi­
tional water we add, t:.H0 becomes slightly less favorable (the K+ is now not as desperate to 
find a binding partner), but the t:.So penalty persists for each step. To get six ether or water 



4.2 MOLECULAR RECOGNITIO 

\ ?/ 
o -- u+--o 

Lb~ 
18-Crown-6 15-Crown-5 12-Crown-4 

Figure4.6 
Several views of representative crown ethers binding alka li metal 
ions, along w ith two views of 18-crown-6. 

oxygens around the K+, we have to freeze out the motions of seven particles-a severe en­
tropic penalty. 

(Eq. 4.35) 

Now consider the complexation of K+ by 18-crown-6. We get six favorable 0 • K+ interac­
tions, but now we only have to res trict the movement of two molecules. The t:.Ho component 
has not changed substantially, while !:.5° clearly has, and hence !:.Go will be more favorable . 
As is always true in thermodynamics, you can't get something for nothing. The entropy pen­
alty has to be paid somewhere. It is paid during the synthesis of 18-crown-6 (it is difficult to 
close the macrocyclic ring) instead of during the complexation process. As a result, t:.Go for 
the complexation is much more favorable. This is a general theme, in which the synthesis of 
an artificial receptor involves s teps that pay the entropy price of preorganizing a binding 
si te, thereby m aking complexation more favorable. 

Another important insight from the crown ether work was the template effect in syn­
thesis (Figure 4.7). Crown ethers are macrocycles, and the synthesis of macrocycles is often 

0 0 0 
HO ./"-..../ [j ~ 0 ./"-..../ ~ 0 ./"-..../ ~ OTs 

Figure4.7 
The templ a te effect in the synthesis 
of crown ethers. 
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Connections 

challenging, because of the statistical difficulty of getting the ends of a long chain together so 
they can react to make a ring. However, with the crown ethers it was discovered that if a po­
tential guest for the final macrocycle is present during the ring closure reaction, the yield of 
the ring closure improved significantly. For example, having a K+ salt in the reaction mixture 
improves the synthesis of 18-crown-6. The acyclic polyether is being coaxed by the K+ into a 
form that resembles the macrocycle and so is more amenable to cyclization. This template ef­
fect has found good use in the crowns/ cryptands field, and is also adaptable to other types 
of ring closures. 

Besides being an important scientific advance, this kind of success in molecular recogni­
tion has practical uses, too. Salts such as KCN can be dissolved in organic solvents when an 
equivalent of 18-crown-6 is present. In such a system the K+ is encapsulated by the crown, 
but the CN- is in a sense "naked", lacking any significant ion pairing or solvation, making it 
an especia lly potent nucleophile (see the discussion of nucleophilicity in Chapter 8). In an­
other example, the oxidant KMn04 can be dissolved in benzene when 18-crown-6 is present, 
and this "purple benzene" has unique oxidizing powers. The key advance of the crowns, 
then, was the development of a way to bring a normally water soluble salt into a less polar 
medium. This is done by creating a very polar "microenvironment" that stabilizes the cat­
ion. Essentially notl1ing is done to stabilize or solvate the anion, but the salt will still dis­
solve. Another modern use of crown ethers is in the creation of molecular devices, and an ex­
ample of a transport agent is given in the next Connections high light. 

A key advance in the crown ether field was the development of a range of crowns, such 
as 12-crown-4, 15-crown-5, etc. Table 4.1 shows a series of binding constants between vari­
ous metals and crowns. Now the concept of complementarity is evident. There is a trend, but 
not a perfect one, that the smaller crowns have selectivity for the smaller cations, while the 
larger crowns target the larger cations preferentially. 

Using the Helical Structure of Peptides and the 
Complexation Power of Crowns to Create an 
Artificial Transmembrane Channel 

The predictable helical nature of many peptides leads to 
the possibility of using an a-helix as a scaffold to create 
chemical devices. One such d evi ce builds upon the molec­
ular recognition properties of crown ethers discussed 
here. When every third amino acid in a 21 amino acid long 
peptide has an appended benzo-21-crown-7 entity, the 
crown ethers stack to form a column. This structure ali gns 
within lipid bilayers spanning one side to another. The 
affinity of the crown ethers for K- Ieads to conduction 
of thi s cation from one s ide of the membrane to the other 
via migration through the channel created by the stacked 
crowns. 

Meil lon, J.-C., and Voyer, N. A. "Sy nthcti c Tronsmembra nc Channel 
Acti ve in Lipid Bil aycrs." An gem Chc111 . Int. Ed. Ens., 36,967- 969 (1997). 

An artificial ion channel 
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Table4.1 
LogKa Values for Various Crown-Like Structures and Cations* 

Host Cation Conditions 

12-Crown-4 Li+ MeOH (anion CJ-) 
Na+ MeOH (anion CJ-) 
K+ MeOH (anion CJ-) 

15-Crown-5 Li+ MeOH (anion CJ-) 
Na+ MeOH (anion CJ-) 
K+ MeOH (anion CJ-) 

18-Crown-6 Li+ CDCh (anion picrate) 
Na · CDCh (anion picrate) 
K+ CDCh (anion picrate) 
Li+ MeOH / C6H6 8/ 2 (Cl-) 
Na+ MeOH (anion CJ-) 
K+ MeOH (anion CJ-) 

[2,1,1] -Cryptand Li+ MeOH (0.05 M Et4NCI04 ) 

Na+ MeOH (0.05 M Et4NCJ04 ) 

K+ MeOH (anjon rutrate) 
[2,2,1 ]-Cryptand Li+ MeOH (anion nitrate) 

Na+ MeOH (0.05 M Et4NC104) 

K+ MeOH (0.05 M Et4 NC104) 

[2,2,2]-Cryptand Li+ MeOH (anion nitrate) 
Na+ MeOH (0.05 M Et4NC104) 
K+ MeOH (0.05 M Et4N Cl04 ) 

Spherand Li+ D20 saturated CDCI3 

(aruon picrate) 
Na+ D20 saturated CDCJ3 

(aruon picrate) 

logKa 

< 0.5 
1.73 
0.86 
1.21 
3.42 
3.38 
5.63 
6.11 

>11.0 
< 0.5 

4.32 
6.15 
7.90 
6.64 
2.36 
4.69 
9.71 
8.40 
2.46 
7.8 

10.49 
> 16.7 

10.0 

~0~0~ 
\ - e I 

*There is considerable variation in these values depending upon the conditions and the tech­
nique used to measure the binding constants. To the best of our ability, we choose simi lar cond i­
tions and techniques. However, for a very comprehensive tabulation of binding constants see Izatt, 
R. M., Pawlak, K., and Bradshaw, ). S. "Thermod ynamic and Kinetic Data for Macrocycle Interac­
tions with Cations and Anions." Chem. Rev., 91, 1721 - 2085 (1991). 

N -- -----------: Rb .. ------------- N 
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Many variants of crown ethers have been developed, with the goal of altering selectivity 
or increasing binding. The cryptands, tricyclic compounds that fully encapsulate or entomb 
(hence the name cryptand) the cation, provide tight and selective binding in which the guest 
really is substantially encapsulated. More so than for the crown ethers, Table 4.1 shows a cor­
relation between the binding constant and how well the cavity size matches the cation size 
for the cryptands. 

18-Crown-6 can bind not only K+, but also ammonium ions of the form RNH3 +,although 
the selectivity is minimal. In contrast, the triazacrown shown in the margin selects ammoni­
ums over K+, making it a specific receptor for that functional group. 

An important lesson from these early studies was the value of space-filling models (also 
known as Corey-Pauling-Koltun or CPK models) in designing new systems. In particular, 
when designing hosts that are intended to have cavities or voids, only space-filling models, 
versus various forms of ball-and-stick or wire-frame models should be trusted. Whether us­
ing physical models or computer images, the message is the same. 

Although 18-crown-6 binds K+ well, we want to be able to quantify this process and 
learn how to maximize it. A central theme that we have already mentioned is preorganiza­
tion. We described above the significant entropic advantage of a macrocycle such as 18-
crown-6 compared to six molecules of water. However, as noted in Chapter 2, we expect 
an 18-membered macrocycle to be conformationally quite flexible . This flexibility is lost 
on complexation, with a concomitant entropic penalty, and so 18-crown-6 is not truly opti-

A cryptand 

A triazacrown 
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A spherand 

"Cleft" 

"Tweezer" 

mal. This is confirmed by crystal structures, which clearly show that in the absence of a com­
plexing cation, 18-crown-6 adopts a collapsed structure quite different from the binding, 
crown shape. Thus, the molecule must reorganize itself to bind a ca tion, and there must be an 
energetic penalty for this. The preorganization is imperfect. 

Cram showed that in better designed systems, in which the six oxygens are held in the 
optimal binding position even in the absence of a cation, much higher affinities can be 
achieved. The more closely the structures of the free and bound host are matched, the be tter 
the binding. An example of such a structure is the spherand shown in the margin. Now, crys­
tal structures of host with and without guest are essentially superimposable- that is, the 
host is perfectly preorganized. The consequences of such preorganization can be profound. 
For a spherand of the type shown, the benefit of preorganization can be as much as 16 kcal / 
mol in the binding of a simple ion (use Table 4.1 to compare the binding ofLi+ to 12-crown-4 
and the spherand) . Recalling from Chapter 2 that every 1.36 kcal / mol is worth a factor of 10 
in an equilibrium constant at room temperature, the 16 kcal/ mol corresponds to almost 12 
orders of magnitude in a binding constant! 

Tweezers and Clefts 

The crown ether structures nicely highlight the advantage of having a macrocycle for 
molecular recognition studies. Several other macrocyclic structures will be examined below 
with regards to specific kinds of binding interactions. However, other general shapes h ave 
also found significant utility. The terms tweezer and cleft are now quite common in the liter­
ature. A cleft often resembles "half" of a macrocycle, and involves a well-defined but open­
ended surface that can bind a guest. A tweezer is a chemical structure with two or more bind­
ing sites that converge on a single guest. Often a tweezer will contain a cleft. Inherent in these 
structures is a "binding site" - quite analogous to the clefts and cavities of natural systems 
such as enzymes and antibodies. A com monly used guiding principle for molecular design 
that arose from these kinds of molecular receptors is that of convergence. The binding enti­
ties of the host are preorganized to point toward (converge on) a common area, creatin g the 
binding site. 

Now that a few general design principles have been described, we explore the use of 
several binding forces in the creation of synthetic receptors, and the lessons learned from 
these systems with regards to the forces involved. We emphasize again that it will become 
clear that context is very important for these weak interactions. The energetic importance of 
the non-covalent interactions considered here will vary considerably depending on the su r­
rounding environment, and a major goal of this section will be to develop an apprecia tion of 
these context effects. 

4.2.2 Molecular Recognition with a Large Ion Pairing Component 

One way to examine ion pairing is to measure the equilibrium constants for ion pair for­
mation. Table 4.2 shows the association constants for the tetra(n-butyl)ammonium and per­
chlorate ions in a variety of solvents. Exceptionally strong ion pairing takes place in the low 

Table 4.2 
Association Constants (K., M-1

) for Tetra(n-butyl)ammonium 
and Perchlorate in Various Solvents* 

Dielectric 
Solvent constant (c) K. 

Benzene 2 3 X 1017 

o-Diehl o robenzene 10 93,400 
Isopropanol 18 1950 
Acetone 21 200 
Acetonitrile 36 53 

*janz, G.)., and Tomkins, R. P. T. (1972). The Non-Aqueous Electrolytes Handbook, 
Academic Press, New York. 



Going Deeper 

Preorganization and the Salt Bridge 

We discussed in Chapter 3 how the salt bridge, the ion 
pair between a side chain carboxylate and a side chain 
cation (ammonium or guanidinium) in a protein often 
contributes very little to protein stability. A recent study 
shows that if one of the components of the pair is immobi­
lized, the energetic contribution of the salt bridge is sig­
nificant. In particular, a water-exposed Lys-Giu salt 
bridge was evaluated and found to contribute essentially 
nothing to protein stability. Howeve1~ in the same protein, 
the interaction between a different Glu side chain and the 
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N-te rrninai -NH3+ of the protein was found to contribute 
1.5 kcal / mol to protein stability. TheN-terminus of the 
protein is highly structured, and so the process of protein 
folding immobilized the terminal ammon ium. This 
removed the en tropic cost of freezing out bond rotations 
that would accrue when Lys contributes the cation to the 
salt bridge. Again, preorganization is a key to molecular 
recognition. 

Strop, P., and Mayo, S. L. "Contribution of Surface Salt Bridges to Protein 
Stability." Biochemistry, 39, 125,_.1255 (2000). 

dielectric solvents, but it becomes significantly weaker as the dielectric increases. Whereas 
benzene leads to an association constant of 1017

, acetonitrile only gives an association con­
s tant of 53, and in water the salt is totally dissociated. The influence of microenvironment 
upon the strength of ion pairing is further discussed in the two Connections highlights pre­
sented here. 

Recent s tudies of molecular recognition driven primarily by electrostatic interactions 
have focused upon deciphering the roles of enthalpy and entropy during the binding event. 
Certain trends may be expected. In the discussion of crown ethers, a large enthalpic driving 
force for coordination of the ether oxygens to the cation was revealed, with preorganiza tion 
of the binding sites further accentuating the binding. With electrostatic binding, similar con­
siderations should be evident. However, with the large electrostatic driving force between a 
full anionic and cationic charge, even larger enthalpy considerations may be expected, as is 
evident from the variation of Ka with solvent dielectric given in Table 4.2. Yet, some surprises 
"pop up" from time to time (see the Connections highlight below). 

Connections 

A Clear Case of Entropy Driven 
Electrostatic Complexation 

Using the host shown to the right, with varying X and R 
groups, the thermodynamic parameters for the complex­
ation of sulfate (SO/-) in methanol were determined 
using isothermal calorimetry. Surprisingly, all the en thai­
pies of complexation were positive (endothermic), while 
large favorable entropies of complexation were found 
(between 4.9 and 17.2 eu). Since both the guanidinium and 
sulfate anions are well solvated in methanol, the positive 
enthalpies of complexation reflect the endothermic reorga­
nization of the solvent shells upon complexa tion. Even 
with the electrostatic attraction between the host and 
gue t, the overall solvation is worse for the complex. Yet, 
the release of solvent upon coordination of the host and 
guest must dominate, given the large positive entropy. 
The study reveals an important lesson. Our instinct is to 
design receptors incorporating more favorable enthalpic 
interactions, and this can indeed be quite a successful 

stra tegy. H owever, we must not forget about solvent 
release and differential solvation. This lesson is another 
example that all the factors implied by Eq. 4.34 should be 
considered during a binding event. 

A sulfate binder 

Berger, M., a nd Schmidtchen, F. P. "The Binding of Sulfate Anions by 
Guanjdinium Receptors is Entropy-Driven." A11gew. Clzem. /11 1. Ed. E11g., 
37, 2694-2697 (1998). 



23Q C HAPTER 4: MOLECULAR RECOGNITION AND SUPRAMO LE CU LAR CHEM ISTR Y 

Connections 

Salt Bridges Evaluated by Non-Biological Systems 

We have noted several times that it is a challenging task to 
evaluate the contribution of an ion pair or salt bridge to a 
binding constant in aqueous media. We expect the exact 
value to depend strongly on the context of the interaction. 
In an effort to minimize context effects, Schneider evalu­
ated a large number of ion pairs in fairly simple com­
plexes in water. Sample s tructures are shown. Perhaps 

surprisingly, on considering about 40 ion pairs, a roughly 
constant increment of 1.2 ::.':: 0.2 kcal I mol per salt bridge 
was seen. This is consistent with other studies, and pro­
vides a nice confirmation of the protein studies using 
quite simple model systems. 

Schneider, H.-)., Schiestel, T., and Zimmermann, P. "The Incremental 
Approach to Noncovalent Interactions: Coulomb and van der Waals 
Effects in Organic Ion Pairs." f. Am. Chem. Soc., 114, 7698-7703 (1992). 

Sample anions 

Simple ions to probe ion pairing 

4.2.3 Molecular Recognition with a Large Hydrogen Bonding Component 

In the gas phase, and in organic solvents, hydrogen bonding is a potent, reliable force for 
molecular recognition. Because there is a significant directional component involved, hy­
drogen bonding can be used to orient molecules and build quite specific structures, and 
we'll see examples of its use in designed complexes below. One reason hydrogen bonding 
has seen extensive use in this regard is because it is easier to create organic molecules with 
hydrogen bonding abilities that are soluble in organic solvents than it is to exploit full elec­
tros tatic attraction with ion pairs, given the low solubility of ionic compounds. However, 
due to the competitive nature of water and alcohols, these solvents have received much less 
attention for studing hydrogen bond driven molecular recognition than have solvents such 
as chloroform and acetonitrile. 

Representative Structures 

A large fraction of the molecular complexes that have been synthesized to study hydro­
gen bond driven molecular recognition have involved rigid molecular scaffolds. Discussed 
below are just a few examples of the kinds of structures and designs that have been used in 
this manner. Admittedly, much of this work was performed to show that chemists can create 
structures that are complementary to reasonably complex guests, rather than to specifically 
study effects directly relevant to a biological process. However, several general lessons were 
gained that can be u sed to design receptors for practical purposes in low dielectric m edia, 
and these and other examples demonstrated that chemists can create receptors that function 
using hydrogen bonds. 
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Figure4.8 
Examples of hydrogen bond driven molecular recognition in low dielectric medi a. A. Kelly, T. R., and Maguire, M . P. 
"A Receptor for the Oriented Binding of Uric Acid Type Molecules." ]. Am. Chem. Soc., 109,6549 (1987). B. Chang, S.-K., 
Engen, D. V., Fan, E., and Hamilton, D. A. "Hydrogen Bonding and Molecular Recognition: Synthetic, Complexa tion, 
and Structural Studies of Barbiturate Binding to an Artificial Receptor."]. Am. Chem. Soc., 113, 7640 (1991). C. Bell, T. W., 
and Liu, J. "Hexagonal Lattice Hosts for Urea . A New Series of Designed Heterocycl ic Receptors." ]. Am. Chem. Soc., 
110,3673 (1988) . D. Park, T. K., Schroeder, J., and Rebek, J., Jr. "New Molecular Complements to lmides. Complexa tion 
of Thymine Derivatives." ]. Am. Chem. Soc., 113,5125 (1991). E. Hung, C.-Y., Hophner, T., and Thummel, R. P. "Molecular 
Recognition: Considera tion of Individual Hydrogen-Bonding Interactions." ]. Am. Chem. Soc., 115, 12601 (1993}. F. Huang, 
C.-Y., Cabell, L.A., and Anslyn, E. V. "Molecular Recognition of Cycli tols by Neutral Polyaza-Hydrogen-Bonding 
Receptors: The Strength and Influence of Intramolecular Hydrogen Bonds Between Vicina l Alcohols." f. Am. Chem . 
Soc., 116,2778 (1993}. 

Several examples are given in Figure 4.8. The complex A has a very high K"' and was one 
of the earliest examples of an array of hydrogen bonds between a host and a guest that are 
displayed in such a manner as to be complementary. Both the concepts of preorganiza tion 
and complementarity are evident in this complex. Similarly, complex B with barbital as the 
guest is an excellent example of how simple synthetic construction can lead to multiple in­
teractions between a host and a guest. Likewise, due to its high complementarity, complex C 
solubilizes urea in chloroform, in which it is normally completely insoluble. Complex D is 
just one example of a myriad of complexes formed between synthetic hosts and thymine de­
rivatives. Interestingly, by varying the number of hydrogen bonds in complexes such as E, 
good estimates of the strength of hydrogen bonds in chloroform have been made. These 
range from 1.2 to 1.7 kcal / mol, but do not take into account secondary interactions (see 
Chapter 3). Lastly, with an analysis of complex F, it became evident that multipoint hydro­
gen bonding is much less effective for the recognition of arrays of hydroxyls on cyclitols and 
carbohydrates, in part due to the intramolecular hydrogen bonds within these guests. In es­
sence, these guests are internally solvating themselves. 

All these examples illustrate how the use of small binding forces such as hydrogen 
bonds can result in good binding affinities when several are added together. Yet, it is impor­
tant to emphasize that low dielectric organic solvents were used . In all cases the studies were 
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Figure 4.9 

done in non-competitive solvents-solvents that themselves are neither hydrogen bond 
donors nor acceptors (solvents with low a and f3 values; see Table 3.1). Removing any com­
petition from the solvent maximizes the host-guest hydrogen bonding interactions. Recall­
ing Eq. 4.34 shows why the strategies are successful. The solvation of the separate hosts and 
guests is low, and the creation of hydrogen bonds only occurs upon interaction of the host 
and guest. This would not be the case in alcohols or water as the solvent. Since water is such 
a potent hydrogen bond donor and acceptor, it competes effectively with any particular hy­
drogen bond that might be designed into a molecular recognition system. As a result, the de­
sign and characterization of synthetic molecular recognition systems based on hydrogen 
bonding has been restricted, with few exceptions, to organic solvents such as chloroform. 
Even addition of a small amount (eg., 10%) of a solvent like DMSO, a potent hydrogen bond 
acceptor, can be enough to completely disrupt a hydrogen bonding system. 

Molecular Recognition via Hydrogen Bonding in Water 

We just stated that synthetic molecular recognition with hydrogen bonding as a major 
binding force is only possible in non-competitive solvents, and that is certainly the case for 
the s tructures given in Figure 4.8 and related systems. But, let's not lose perspecti ve. Hydro­
gen bonding is successfully exploited in aqueous media by biological systems. Recall the 
a-helix and (j-sheet of protein secondary structure and the double helix of nucleic acid struc­
ture (however, the role of hydrogen bonding in the DNA duplex is currently debated, as 
shown in the Connections highlight given at the end of this discussion). In proteins and nu­
cleic acids, hydrogen bonding is used to augment associations tha t have a significan t hydro­
phobic component, and there is cooperativity in the formation of many hydrogen bonds. 
Can a similar combination of effects, in which hydrophobic and perhaps ion pairing interac­
tions lead to a strong association and hydrogen bonding leads to selectivity, be developed 
for a synthetic molecular recognition system? The answer is "yes", as shown in a series of 
synthetic systems designed to recognize specific sequences of DNA 

As shown in Figure 4.9, the edge of the DNA double helix in the so-called " minor 
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Molecular recognition by hydrogen bonding in the minor groove of 
DNA. The polyamide makes specific hydrogen bonding contacts with 
the various base pairs, allowing sequ ence recognition. For example, 
when hydroxypyrrole pairs with p yrrole, a T • A base pair is recognized; 
when imidazole pairs with pyrrole, a G • C pair is recognized. Side views 
of the lone pairs within the minor groove are designated as circles with 
double dots, and side views of hyd rogens in the minor groove are 
designated as circles with H inside. Dervan, P. B., and Edelson, B.S. 
"Recognition of the DNA Minor G roove by Pyrrole-Imidazole 
Polyamides." Curr. Op. Struct. Bioi., 13, 284 (2003). 
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groove" exposes a variety of hydrogen bond donors and acceptors within a shallow hydro­
phobic cleft, with structural patterns that vary depending on the base pair involved. Build­
ing off the structure of the natural product distamycin, Dervan and co-workers developed a 
series of polyamides based on three small heterocyclic building blocks: methylpyrrole, hy­
droxymethylpyrrole, and imidazole. The minor groove of DNA is wide enough to accom­
modate a stacked pair of such small heterocycles. When the heterocycles are put in the cor­
rect sequence and with the right spacers, a hairpin turn develops, and the organic structures 
nestle into the minor groove. The binding is tight and the sequence specificity remarkable, 
allowing simple pairing rules for targeting any desired sequence. There is cooperativity here 
- hydrophobic interactions drive the association; but many hydrogen bonds are formed di­
recting the site of association. Also, when the polyamide " lays down" in the minor groove, 
the newly formed hydrogen bonds are very much protected from solvent, making competi­
tion from water nearly impossible. Thus, when well-designed, multiple hydrogen bonding 
contacts are formed, the competition with water and the intrinsic entropy penalty of associa­
tion can be overcome. The ability to rationally design small organic molecules that bind spe­
cifically to any desired DNA sequence could be of considerable value, and work is under­
way to see if polyamides of the sort shown could be used as a form of gene therapy. 

Connections 

Does Hydrogen Bonding Really Play 
a Role in DNA Strand Recognition? 

Probably the most well known example of how hydrogen 
bonds can direct selectivity is the base pairing in DNA 
and RNA. Guanine (G) pairs with cytosine (C) while 
adenine (A) pairs with thymine (T) or uridine (U). The 
accepted reason for this specific pairing is the three hydro­
gen bonds in the first combination, and two hydrogen 
bonds in the second combination. It is this specificity that 
has always been thought to guide the fidelity of DNA rep­
lication, where A is always inserted opposite toT and vice 
versa, while G is inserted opposite to C and vice versa. 
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However, this reasoning has recently been brought 
into question. In an ingenious study, 2,4-di fluorotoluene 
(F) was used as a thymine isostere in a DNA rep lication 
experiment. A strand of ON A where F was one of the 
"bases" at a particular site was created. Surprisingly, A is 
efficiently inserted opposite to F during replication with 
almost as high an effici ency as that opposite T, while C, T, 
and G are selected against very effectively. Recall that flu­
orine is generally considered to be a very poor hydrogen 
bond acceptor (if it is an accep tor at all), and the interac­
tion shown between the HofF and theN of A would be 
much weaker than a conventional hydrogen bond. The 
assertion is that shape and steric fit are the more impor­
tant fa ctors in the selection of bases during the replication 
process, and not the ab ili ty to form hydrogen bonds. More 
work is needed to delineate the role of shape versus hydro­
gen bonding in DNA replication, but the ramifications 
could be far reaching. 
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N 'N- H --- -- ----- ·F 

,r~N---------· H n 
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Moran, S., Ren, R. X.·F., Rummey, S., IV., and Kool, E. T. "Difluoroto· 
luene, a Nonpolar lsotere for Thymine, Codes Specifically and Efficiently 
for Adenine in DNA Replication." f Am. Chem. Soc, 119, 2056- 2057(1997). 
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4.2.4 Molecular Recognition with a Large Hydrophobic Component 

In order to learn about molecular recognition in a biologically relevant context and to 
tackle the diversity of sizes and shapes of organic guests, many workers have attempted to 
develop water soluble organic molecules with well-defined, hydrophobic binding sites. Sol­
ubility is a challenge, but two systems have proven to be especially valuable: cyclodextrins 
and cyclophanes. In some sense these structures are the inverse of crowns and cryptands, 
which are typically organic soluble with a polar core. We are now considering water soluble 
molecules with a polar surface (for solubility) and a hydrophobic core. 

Cyclodextrins 

Cyclodextrins are cyclic oligomers of glucose obtained by the enzymatic degradation of 
amylose. a -, 13-, and -y-cyclodextrin have six, seven, and eight glucoses in a ring, respectively. 
The toroid of sugars elaborates a central cavity and, perhaps surprisingly, this cavity is fairly 
hydrophobic. Organic molecules, especially small aromatics such as substituted benzenes, 
show significant binding affinities toward cyclodextrins in water. Because of their ready 
availability and their potential for functionalization (a significant synthetic challenge, but 
one that was eventually overcome), cyclodextrins serve as an ideal platform for developing 
concepts of molecular recognition. 

When the size and shape complementarity of host and guest are well matched, substan­
tial binding affinities can be seen. Table 4.3list several binding constants of various guests to 
cyclodextrins in water. Notice a few trends. First, anthracene has the highest binding affinity 
to the medium-sized 13-cyclodextrin. Smaller hydrophobic entities such as benzoic acid and 
cyclohexanol bind best to the smaller cyclodextrin. However, the large aromatic compound 
pyrene has the highest affinity to the largest cyclodextrin. Where detailed thermodynamic 
measurements have been made, binding to cyclodextrins shows all the hallmarks of hydro­
phobic association, including relatively modest !::.H0 values and favorable 1::.5° values. 

Cyclophanes 

Table4.3 
Log(K.) for Various Hydrophobic Guests 
with Cyclodextrins in Water (298 K)* 

Guest (a-CD) 

Anthracene 1.87 
Benzoic acid 2.96 
Cyclohexanol 1.81 
1-Hexanol 2.95 
Pyrene 2.17 
Ferrocene carboxylate 

(fl-CD) 

3.31 
2.57 
2.70 
2.34 
2.69 
2.85 

*Saenger, W. "Cyclodextrin Inclusion Compounds in Resea rch and 
Industry." A ngew. Chem.lnt. Ed. Eng., 19,344-362 (1980). 

(y-CD) 

2.35 
2.10 

3.05 

Cyclodextrins were important in establishing many principles of biomimetic chemis­
try-a phrase coined by Breslow to describe efforts to invent new substances and reactions 
that imitate biological chemistry. However, cyclodextrins are limited by the inability to 
modify cavity size. If a guest of interest does not fit into a-, 13-, or -y-cyclodextrin, it cannot be 
studied. Also, the hydrophobic cavity of cyclodextrins is not easily modified so as to evalu­
ate different binding forces. With these features in mind, a number of groups turned to 
cyclophanes, which are simply cyclic compounds with aromatic rings as part of the cycle 
(Figure 4.10). When water-solubilizing groups are attached (see several examples on the 
next page), adjustable sizes and shapes could be designed and a much wider range of guests 
became amenable to study. In addition, several other receptor designs similar to cyclo­
phanes and cyclodextrins have been created, and a few are shown in the Going Deeper high­
light at the end of this section. 
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A. B. 

c. D. 

Figure 4.10 
Representative examples of cyclophanes s tudied for molecular recognition in water. ALai, C.-F., Odashima, 
K., and Koga, K. "Synthesis and Properties of Water-Soluble Bis-Paracyclophanes." Tetrahedron Lett., 26, 
5179- 5182 (1985). B. Dhaenens, M., Lacombe, L., Lehn, J.-M., and Vigneron, J.-P. " Binding of Acetylcholine 
and Other Molecular Cations by a Macrocyclic Receptor Molecule ofSpeleand Type." f. Chem. Soc. Chem. 
Conunun., 1097-1099 (1984). C. Diederich, F. "Complexation of Neutral Molecules by Cyclophane Hosts." 
Angew. Chem. Int. Ed. Eng., 27, 362-386 (1988). D . Petti, M. A., Shepodd, T )., Barrans, R. E., Jr., and Dougherty, 
D. A." 'Hydrophobic' Binding of Water-Soluble Guests by High- Symmetry, Chiral Hosts. An Electron-Rich 
Receptor Site with a General Affini ty for Quaternary Ammonium Compounds and Electron-Deficient 'IT 

Systems." f. Am. Chem. Soc., 110, 6825-6840 (1988). 

With well-defined host- guest systems available, fairly precise measurements of hydro­
phobic association processes can be m ade (in contrast to studies of micelle or vesicle for­
mation, where man y particles come together to form an ill-defined structure). Early systems 
(Figure 4.10 A) established basic trends. Generally, cyclophane cavities are much more h y­
drophobic than cyclodextrin cavities, and hydrophobicity is the key determinant of binding 
ability. As long as the structure canfitinto the cavity, the larger, and thus the more hydropho­
bic, the guest, the stronger the binding. Also, aromatic guests generally seem to be preferred 
over alkanes, contrary to solubility (hydrophobicity) trends. This presumably reflects the in­
creased binding possibilities available to aromatics via cation-TI and polar-TI interactions. 
Even with such simple systems, fairly strong binding can be seen with Kd < 1 mM. 

Along with shape complementarity and hydrophobicity, preorganization is also impor­
tant in cyclophane binding. In several systems it was demonstrated that increasing rigidity 
in the " linker" region [the (CH2) 4 region of host A and related structures] increases binding 
affinity. 

We stated that an ad vantage of cyclophanes and other models is that they allow more 
detailed dissection of the structural fea tures that promote molecular recognition. Let's ex­
amine a couple of cyclophane studies in detail-first, one that again accentuates how com­
plex the h ydrophobic effect really is. Figure 4.11 shows the results of a study to determine 
6.H0 and 6.5° for the association reaction of the cyclophane given in Eq. 4.36 and methylquin-
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Figure4.11 
Determining the themod ynamic properties of the binding event shown in Eq. 4.36 in water. A. The van' t 
Hoff plot. Note the curvature, implying a significant heat capacity change. B. Variation of tJ.G0

, tJ.H0
, and 

TtJ.So with temperature. Modified from Stauffer, D. A., Barrans, R. E., Jr., and Dougherty, D . A. "Concerning 
the Thermodynamics of Molecular Recognition in Aqueous and Organic Media. Evidence for Significant 
Heat Capacity Effects." f. Org. Chem., 55, 2762- 2767 (1990). 

oline. The first thing to notice is that the van't Hoff plot is curved. Since the slope of the plot 
is related to t.H0

, a curved plot (i .e., one with a changing slope) must indicate that t.Ho 
changes over the temperature range studied (see Section 4.1.1). Thus, a curved van't Hoff 
plot indicates t.C/ ¥- 0, but we would expect this for a process with a large hydrophobic 
component (recall our first discussion of the hydrophobic effect in Section 3.2.6) . Fitting InK 
vs. 1 IT now requires the complicated Eq. 4.19, which does fit the data quite well. 

e e co2 
0 2C 

(Eq. 4.36) 

~0 
e o2c e 

C02 

With all the relevant thermodynamic data in hand, we can hope to learn something 
about the mechanism of the association reaction. Figure 4.11 also shows the variation of t.G 0

, 

t.H0
, and Tt.So with tempera ture for this simple association process. We see that t.G 0 is rela­

tively insensitive to temperature. Remember, though, that K. = e- I1C/RT, so the association 
constant s till changes with temperature. Note, however, the substantial variations in t.Ho 
and Ttl 5° with temperature. These lead to some puzzling conclusions. At high temperatures 
we would conclude that this process is almost completely "enthalpy driven" ( lt.H0 1 > > 
IT t.5°1 ). However, if we lower the temperature only 40 K, sudden! y the process becomes" en­
tropy driven" (1Ttl5°1 > > lt.H0 1). This is not uncommon-it is often observed that enthalpy 
dominates hydrophobic association at high temperatures, while entropy is more important 
at low temperatures. Certainly, though, this makes detailed mechanistic interpretation chal­
lenging. Perhaps the most we can conclude is that the hydrophobic effect is complicated. 

The second cyclophane study we examine sheds light on the "special" nature of water. 
Is water absolutely unique as a solvent for molecular recognition? Or, is the hydrophobic ef-
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A plot of -LlG 0 of binding versus Er (30) for the binding of pyrene to the cyclophane shown in Eq. 4.37. Note 
that water is only a slight outlier. TFE = 2,2,2-trifluoroethanol; EG =ethylene glycol. Smithrud, D. B., and 
Deiderich, F. "Strength of Molecular Complexation of Apolar Solutes in Water and in Organic Solvents is 
Predictable by Linear Free Energy Relationships: A General Model of Solvation Effects on Apolar Binding." 
J. Am. Chem . Soc., 112,339 (1990). 

feet just one end of a continuum of solvophobic effects? To address this question, the bind­
ing of the cyclophane given in Eq. 4.37 with pyrene was studied across a very wide range of 
solvents (Figure 4.12). Both the guest and the host are essentially devoid of functionality that 
might lead to specific binding effects (i.e., no hydrogen bonds, salt bridges, etc., are possi­
ble) . To a good approximation, binding affinity should be determined by solvophobicity and 
any innate attraction between host and guest, with the latter assumed to be solvent indepen­
dent. Surprisingly, a steady continuum of binding affinities across the range of solvents was 
found. In fact, LlG0 correlated well with the simple solvent polarity parameter ET(30). In this 
particular system, water is not unique, it just defines the endpoint of a continuum. 

(Eq. 4.37) 

This experiment provides considerable food for thought, but extrapolation to other sys­
tems must be done cautiously. The host-guest interactions in Eq. 4.37 are almost exclusively 
aromatic-aromatic, while more typical studies of the hydrophobic effect involve aliphatic 
groups. As noted earlier and below, aliphatics and aromatics have some considerable differ­
ences in their properties, mostly related to the quadrupole moment of the aromatics. Pyrene 
especially may not be representative of a typical hydrophobic molecule. In other manifesta­
tions of the hydrophobic effect, water does seem unique. For example, formamide is quite 
close to water in the ET(30) scale, and would therefore be expected to be close to water in the 
pyrene binding experiment of Figure 4.12. Nevertheless, micelles and vesicles are not found 
at all in formamide. 
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Going Deeper 

Calixarenes-Important Building 
Blocks for Molecular Recognition 
and Supramolecular Chemistry 

As physical organic chemists design ever more compli­
cated systems for studying molecular recognition and 
supramolecular chemistry, it is very useful to have syn­
thetically accessible building blocks that readily lend 
themselves to elaboration into complex structures. Cer­
tain types of cyclophanes have proven to be amenable to 
large scale synthesis and adaptable to molecular recogni­
tion studies. We highlight two such structures here. 

The calixarenes (from the Greek calix, meaning chal­
ice) are a family of structures that have seen extensive use 
in many contexts. Shown below is the remarkable, one­
step synthesis of the prototype calixarene. This condensa­
tion reaction is a variant of the phenol-aldehyde conden­
sation that produces bakelite, the first synthetic polymer. 
Early workers spent considerable effort to optimize this 
synthesis, biasing the product toward the calixarene 

OH R' 

¢ H+ 
+ RCHO-

R' 

R' 

R' R' 

R' 

A calixarene cone conformation 

rather than the polymer. Like the cyclodextrins, calixar­
enes come in differing sizes, with anywhere from four to 
eight aromatics in the ring. The tetramer shown is the 
most easily prepared and isolated, and is the basis of 
most advanced systems. 

Extensive studies of the conformational preferences 
of calixarenes have established certain shape preferences, 
and a view of the cone-shaped form that has found the 
most use in molecular recognition studies is shown below. 
It should be remembered, though, that without additional 
structural constraints that favor this form, a simple calixar­
ene is conformationally mobile and exists in several differ­
ent forms. 

A related construct is the resorcinol analog of a 
calixarene. It is also a bowl-shaped molecule that can be 
used in many ways. In such structures there is a conforma­
tional constraint from the additional hydrogen bonding 
motif shown. 

R' R' 

H 

Calixarene 

A resorarene analog of a calixarene 

A Summary of the Hydrophobic Component of Molecular Recognition in Water 

After our discussion here and in Chapter 3, the student may feel somewhat confused 
about the hydrophobic effect. Welcome to the club! Perhaps one source of the confusion is 
that such a broad range of phenomena is rationalized by invoking a "hydrophobic effect". Is 
it sensible to use the same explanation for such diverse observations as the insolubility of 
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ethane in water, the formation of vesicles by phosphatidylcholine, the binding of pyrene by 
a cyclophane, and protein folding? Indeed, the origins of these phenomena are related. 

Focusing on biological molecular recognition, some overall conclusions remain. Cer­
tainly bilayer formation is driven by the hydrophobic effect. In addition, most bimolecular 
associations in biology-be they protein-small molecule, protein-protein, protein-nucleic 
acid, etc.-have a substantial hydrophobic component. In the most studied cases-small 
molecules binding to proteins and protein folding-hallmarks of the "classical" hydropho­
bic effect are seen. These include large heat capacity effects and a strong entropy component. 
Even if we are uncomfortable that a precise physical model for the hydrophobic effect is un­
available, we can certainly anticipate that hydrophobic effects will be important whenever 
organic molecules interact with water, and that the magnitude of the effect will scale with 
the amount of hydrocarbon surface area exposed to water. 

4.2.5 Molecular Recognition with a Large 1t Component 

Cyclophanes are ideally suited to probing and quantifying the various binding interac­
tions involving TI forces discussed in Chapter 3. Early studies of cyclophane binding consis­
tently found that aromatic guests were significantly preferred over aliphatic guests, while 
efforts to prepare hosts that were primarily aliphatic were generally unsuccessful. System­
atic studies came to reveal that there are various TI interactions that were favoring aromatics 
in molecular recognition. Therefore, layered on top of the hydrophobic effect that is the pri­
mary driving force are the TI interactions, which enhance binding, provide selectivity, and 
promote specific binding orientations. In fact, as the next Connections highlight hints, these 
secondary interactions are commonly exploited in natural receptors. 

Connections 

Aromatics at Biological Binding Sites 

We have noted above thatthe hydrophobic effectis a domi­
nant force in chemical biology, both in protein folding and 
in protein-ligand interactions. As such we might expect 
an overrepresentation of hydrophobic residues at protein 
binding sites. This is true, but hydrophobicity is not the 
on ly issue. The simple hydrophobic amino acids such as 
Leu, lie, and Val are not overly common at biological bind­
ing sites. Howeve1~ it has repeatedly been observed that 
the aromatic amino acids Phe, Tyr, and Trp are much more 
likely to appear at bi.nding sites tha n other residues. For 
example, nature's generic binding s ite is found in antibod-

ies, where a wide range of diverse binding sites are 
produced on a common scaffold. Structural analysis 
of antibody binding sites shows that both tyrosine and 
tryptophan are roughly five times more likely to appear at 
an antibody binding site than they are found in proteins in 
general. In fact, in one study, over 35% of the residues that 
contributed to antigen binding were tyrosine or trypto­
phan. This is no doubt due to their ability to make TI inter­
actions as well as present hydrophobic surface area. 

Mian, L S., Bradwell, A. R., and Olson, A. ). "Structure, Function and 
Properties of An ti body Binding Sites." f. Mol. Bioi., 217, 133-151 (1991). 

Cation-rr Interactions 

Cyclophanes have figured most prominently in studies of the cation-TI interaction. 
More recently, structural studies of the cation-TI interaction have derived from crown ether 
hosts (see the next Connections highlight) . Qualitatively, the effect is perhaps best described 
when the guest shown in the margin binds with cyclophanes. The t-butyl and trimethylam­
monium groups are essentially isosteric, the only real difference between the two being that 
one is neutral and one has a positive charge. In all cyclophanes, 1H NMR is a powerful tool 
for sh1d ying binding. Any guest will experience a large upfield shift in its NMR spectrum on 
binding, because its protons will point into the faces of the aromatic rings of the cyclophane, 
experiencing the shielding associated with the aromatic ring current. When this guest and a 
cyclophane host (Figure 4.10 D) are mixed in aqueous media, the trimethylammonium pro­
tons shift upfield the most. The hydrophobic effect favors binding the t-butyl group. Calcu­
lations suggest that the aqueous solvation energy of the NMe/ group is better than that of 
the t-butyl group by 60 kcal / mol! Nevertheless, the hydrophobic cavity of the cyclophane 

1-Butyl-trimethylammonium guest 
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prefers the charged group, establishing the viability of the cation- 'TT interaction as a binding 
force in aqueous m edia. 

-6G0 5.9 8.4 

Several efforts have been made to quantify the cation--'TT interaction through cyclophane 
studies. As with salt bridges and hydrogen bonding, it is difficult in water to sort out the 
quantitative contribution to binding of one particular host-guest interaction, because usu­
ally several interactions are occurring and, more importantly, solvation-desolvation phe­
nomena are so complex. A study of a large number of relatively simple systems that can ex­
perience a cation-TI interaction concluded that a typical interaction between an organic 
ca tion and a single aromatic ring contributes about 1 kcal l mol to llG0 of binding. Another 
interesting comparison concerns the binding of the two gues ts shown to the side to the 
cyclophane of Figure 4.10 D. As much as possible, these two guests have the sam e size, 
shape, and hydrophobic surface area. Like the t-butyl l trimethylammonium comparison, 
the major difference is that one is neutral and the other is a cation, and the cation is better sol­
vated than the neutral. The 2.5 kcal I mol preference for the cationic guest gives a sense of the 
ex tent to which cation-'TT interactions can influence binding in an optimal system. Well con­
trolled studies of cation-TI binding in proteins also lead to the conclusion that, in an appro­
priate system, a cation-TI interaction can contribute 2-3 kcal I mol of binding energy. 

(kcal/mol) 

The perfluoroarene effect has also been probed using cyclophane systems. In particular 
the interaction of a cation with an a rene and a fluorinated arene has been probed in several 
systems. An interesting comparison between the '1T effects found for standard arenes and 
perfluoroarenes can be made simply by exa mining the electrosta tic surface maps shown in 
Appendix 2 for benzene and hexa fluorobenzene. The charges derived from the quadrupole 
moments for benzene and hexafluorobenzene are opposite on the faces of the arenes, nega­
tive for benzene (red in Appendix 2) and positive for hexafluoroben zene (blue in Appendix 
2). As expected, fluorination turns an attractive cation--'TT interaction into a repulsive cation­
fluoroarene interaction, and the difference can be on the order of several kcall mol. 

Connections 

Combining the Cation-n Effect and Crown Ethers 

Earlier in this chapter we noted the selecti vity of 18-
crown-6 for K• relative to other crown ethers of different 
sizes. Shown below is a diaza-18-crown-6 receptor pos­
sessing phenol groups as arms (lariats) . This crown has a 
simil ar selecti vity forK ', but also binds this ca ti on with 
some degree of a cation- TI effect. The accompanying crys­
tal s tructure (selected portions) shows that the phenyl 
rings stack above and below the plane formed by the 

Crown and cation- rr complexation 

crown ring, placing the electron rich TI system and nega­
ti ve ends of the benzene quadrupole directly oriented a t 
the cation. Thi s is a beauti ful structural confirmation of 
the binding of a lkali metals we discussed in our orig inal 
introduction of the cation- 'TT binding force. 

DeWall, S. L., Barbour, L. )., and Coke!, G. W. "Ca tion-"lT Complexa tion of 
Potassium Cation w ith the Phenoli cSidechain of Tyrosine." ]. Alii. Chem. 
Soc., 121,8405-8406 (1999) . (The iodide counterion is shown as a dark 
sphere.) 
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Polar-tr and Related Effects 

Cyclophane hosts are in principle ideal for exploiting the various weak interactions in­
volving aromatics, such as polar-TI interactions (polar bonds such as NH and OH inter­
acting with the face of the aromatic) and aromatic-aromatic interactions (T-shaped and/ or 
slipped-stack). An aromatic guest slipping into a cavity formed by a cyclophane host can 
hardly avoid aromatic-aromatic interactions. Often a cyclophane forms a box-shaped cav­
ity, and an aromatic guest will naturally point its edges toward one of the walls of the box, 
forming T-shaped interactions. Similarly, slipped-stack interactions can be expected be­
tween the face of the guest and other walls of the host. We expect aromatic-aromatic interac­
tions to be pervasive in cyclophane binding, and this is one reason why aromatic guests are 
generally better than aliphatics for cyclophane hosts. 

It is precisely this pervasive nature, along with the intrinsically weak magnitude of such 
interactions, that makes quantifying polar-TI interactions quite challenging. In aqueous 
media, where a hydrophobic effect is superimposed on any aromatic-aromatic interaction, 
quantitative analysis is difficult. The same is true of other polar-TI interactions in which NH 
or OH bonds interact favorably with the face of an aromatic. Typically, the NH or OH groups 
are very well solvated by water. Given the weak nature of the polar-TI interaction, it is diffi­
cult to overcome this favorable solvation. As such, documented examples in which such in­
teractions are established to contribute significantly to binding in aqueous media are rare. 
Instead, confirmation of their importance has relied more on statistical arguments. Analysis 
of a large number of protein crystal structures reveals that NH and OH bonds tend to point 
toward the faces of aromatic ring systems. 

In organic solvents polar-TI interactions are often easier to quantify, just as was the case 
with hydrogen bonds. We noted in Section 3.2.4 an example of perturbation of the pKa of a 
carboxylic acid through a polar-TI effect. Another example is given in the Connections high­
light below. Opportunities for such interactions also occur in many of the "hydrogen bond­
ing" receptors noted above. These are weak but potentially important and fairly pervasive 
interactions that should always be considered in studies of molecular recognition. 

4.2.6 Summary 

Sections 4.2.1-4.2.5 described systems designed to probe the origin and strength of the 
types of binding forces discussed in the previous chapter: ion-dipole, ion pairing, hydrogen 
bonding, solvophobic effects, cation-TI, and polar-TI. Although the list of binding forces dis­
cussed is large, it is not comprehensive. For example, we did not cover dipole-dipole bind­
ing (an important factor in alignment in materials; see the discussion of liquid crystals in 
Chapter 17). Regardless of the length of the list of possible binding forces, the origin of all the 
forces derives primarily from electrostatics and solvation/ desolvation phenomena. Elec­
trostatic considerations dominate the discussion of ion-dipole, ion pairing, hydrogen bond­
ing, cation-TI, polar-TI, and dipole-dipole interactions. In contrast, solvation/ desolvation 
phenomena dominate the discussion of solvophobic effects. Yet, the entropically favorable 
shedding of solvent is often also part of molecular recognition events that have strong elec­
trostatic components. For example, the Going Deeper highlight of Section 4.2.2 described 
entropy driven ion pairing complexation. Therefore, although electrostatic considerations 
give a good foundation for understanding molecular recognition, we must never forget Eq. 
4.34, where the enthalpy and entropy of host-guest solvation and solvent release are impor­
tant contributing factors to the overall affinities between hosts and guests. 
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Connections 

A Thermodynamic Cycle to Determine 
the Strength of a Polar-7t Interaction 

As we have already discussed in this chapter, one of the 
goals of studying synthetic receptors is to quantify a par­
ticular binding force. By comparing the Gibbs free energy 
of binding for two very similar complexes, one possessing 
and one lacking the binding force, we can estimate the 
strength of that binding force. However, it is often chal­
lenging to design a system that precisely isolates one par­
ticular interaction. In the case analyzed below, a clever 
strategy was implemented to overcome this limitation. 
This "thermodynamic cycle" approach was originally 
developed for studying biological receptors using site­
directed mutagenesis. However, it adapts very well to 
synthetic receptors. 

The goal of the study was to measure the strength of 
an NH-TI interaction (the "attractive" interaction in com­
plex A). Comparing the Gibbs free energy of association of 
complex A and B could give an estimate of its strength. 

A. 

c. 

However, complex A also has a repulsive interaction 
between the pyrrole NH of interest and the nearby amide 
NH of the binding partner, and this interaction is lacking 
in complex B. Hence, the strength of the NH--'lT interaction 
would be underestimated by comparing just A and B. To 
address this, a comparable study was made on complexes 
C and D, one of which has and one of which lacks the 
offending interaction. The Gibbs free energies of associa­
tion were determined for all four complexes. With the 
accompanying equation (you are asked to derive it in 
ExerciseS at the end of the chapter), a ~G0(NH-7r) value 
of 1.1 kcal / mol was determined. This is a nice example 
of measuring the strength of a molecular recognition 
process, coupled with a good insight into the different 
interactions present in the complexes under study. 

~Go(NH-1T) = ~GA0 -~Gs0 -~Gco + ~Goo 
----

Adams, H., Harris, K. D. M., Hem bury, G . A., Hunter, C. A., Livingstone, 
D ., and McCabe, j . F. "How Strong is a "IT-Facia l H ydrogen Bond?" f. Chern. 
Soc. Chern. Commun., 2531 - 2532 (1996). 

B. 

D. 

Thermodynamic cycle 



Going Deeper 

Molecular Mechanics/Modeling 
and Molecular Recognition 

Model building has proven to be an indispensable aid in 
efforts to design new systems for m olecu lar recognition. 
While physical m odels of the CPK type were initially 
used, now computer-based models are more common. 
Given this, it is often an irresistable tem ptation to try to 
make quantita tive predictions about a given system using 
molecular mech anics. This should be done with caution 
for at least two reasons. First, simple molecular mechanics 
ignores the solven t, and we have gone to grea t lengths to 
emphasize that weak interactions are extremely sensitive 
to context. The importance of a hyd rogen bond, for exam­
ple, will almost always be substantially overestimated by 
molecular mech anics. Second, w eak a ttractions can occur 
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between simp le groups that are near van der Waals con­
tact. These are the induced-dipole-ind uced-dipole interac­
tions discussed in Chapter 3. In molecular mechanics they 
arise from the non bonded term as the slightly a ttractive 
region of the Lennard- } ones potential at d istances just 
beyond va n der Waals contact (see Figure 2.24). However, 
this is one of the most poorly parametrized aspects of the 
molecular mechanics methodology- that is, there are few 
quanti ta tive s tudies of such interactions that are relevant 
to the kinds of systems con sidered here. As su ch, the 
molecular mechanics method is in general poorly sui ted 
to quantita tive p redictions concern ing molecular recog­
nition. It can serve a qualitative role, much like physical 
models can, but anything beyond that is risky. 

We noted above that one reason the h ydrophobic effect is so important is that it provides a 
way for the spontaneous assembly of many molecules into a more complex, (partially) or­
dered structure. In pure aqueous m edia, neither hydrogen bonding, ion pairing, nor the cat­
ion- 7T interaction can accomplish this alone. Nevertheless, nature self-assembles m ore com­
plicated structures than just micelles and vesicles. Especially impressive are structures such 
as tobacco mosaic virus, in which exactly 2130 identical copies of a p rotein spontaneously as­
semble around a strand of RNA to make a 3000 A long virus; or the ribosome, in which over 
50 different proteins and thousands of nucleotides of RNA co-assemble into a rem arkable 
molecular machine that executes p rotein synthesis. 

While the h ydrophobic effect is a necessary contributor to these rem arkable assembly 
processes, the high architectural specificity is achieved by using the more directed interac­
tions-the hydrogen bond, the ion pair, and the cation- 7T interaction . To fi rst order, the hy­
drophobic effect provides the initial d riving force for assembly and pays the entropy cost of 
bringing together many molecules, and then the m ore specific interactions define the pre­
cise structure. 

Because of their intellectual and practical importance, and their aesthetic beauty, chem­
ists have longed to mimic such large, multimolecular complexes. The phrase supramolecu­
lar chemistry-chemistry beyond the molecule-h as been coined to describe this field. Cer­
tainly, the host-guest systems we discussed above are simple examples of supram olecules, 
and the molecular recognition forces we've enumerated will provide the driving force for 
assembly. But, when a large number of molecules assembles into one complex system, new 
issues arise. Here we will summarize some of the general issues associated with supramo­
lecular chemistry, and then we will present some examples of especially successful or infor­
m ative systems. 

A key point in considering supramolecular chemistry is that we are now doing organic 
synthesis under thermodynamic control rather than kinetic control (see Chapter 7 for a full 
explanation of these terms). Synthetic organic chemistry has been fabulously successful in 
assembling complex structures, genera!Jy in a stepwise fashion. With few exceptions, there­
actions of organic synthesis are under kinetic control. They are irreversible, and the product 
is determined by the relative energies of all possible transition states. A m ajor goal of physical 
organic chemistry has always been to develop a detailed understan ding of the mech anisms 
of such reactions, so that predictions can be made and syntheses can be designed. 



244 CHAPTER 4: MOLECULAR RECOGN ITION AND SUPRAMOLECULAR CHEMISTRY 

In supramolecular chemistry, however, reactions are generally under thermodynamic 
control. The components are mixed, and the final product is the one wi th the most stable 
ground state. This requires that all reactions be reversible under the reaction conditions, so 
that an inherently dynamic system can find the lowest energy structure. As such, newly 
formed bonds must be rela tively weak, so they can break and reform repeatedly under the 
reaction conditions until the thermodynamic sink (the lowest energy structure) is found. 
This is supramolecular chemistry in its purest form. In some systems, a mixture of weak and 
strong interactions may be involved, ultimately trapping the system in one state. 

As we will see, supramolecular chemistry allows the synthesis of very large, complex, 
but well-defined organic structures. And, often, the synthesis involves just a few steps! 
While the accomplishments of modern synthetic organic chemistry are impressive indeed, 
structures with molecular weights in the thousands require long difficult routes (except 
many polymers), and generally produce only small amounts of product. Many have argued 
that if we are to design " smart" molecules for molecular electronics or targeted drug deliv­
ery, we will have to design them so that they "synthesize themselves". Nature has shown 
that this is possible, and if physical organic chemists can master this art, the potential payoff 
is trem endous. 

Another general feature of supramolecular chemistry research is that thus far, few suc­
cesses have been achieved in aqueous m edia. Early studies meant to establish the principles 
of the fi eld have emphasized organic solvents, in which the more directional forces such as 
hydrogen bonding are stronger and can mediate spontaneous self-assembly into complex 
systems. Certainly, though, a long term goal of modern physical organic chemistry m ust be 
to design systems that use the h ydrophobic effect in combination with other forces and 
spontaneously assemble into complex, well-defined systems. 

4.3.1 Supramolecular Assembly of Complex Architectures 

One goal of supramolecular chemistry is to design molecules that spontaneously assem­
ble into complex systems with well-defined structures. Lehn has noted an analogy to com­
puter programming-namely, the molecules must have information programmed into their 
design s that directs the assembly of the supramolecular system. The chemistry then reads 
out the information embedded in the design and builds the complex. Many examples have 
been developed in recent years in which many components are simply mixed together in a 
flask, and this " intelligent" molecular system assembles itself. 

Self-Assembly via Coordination Compounds 

Figure 4.13 shows an example of self-assembly using metals to guide the association. 
A fl a t, hexaazatriphenylene unit provides three bipyridyl-type ligands at the corners of a 
triangle. The quaterpyridyl (four pyridines in a row) provides another pair of bipyridyl 
binding sites. Cu + binds bipyridyls in a tetrahedral arrangement, so it seemed possible that 
adding Cu+ would assemble these two units, and indeed this happens as shown. It really is 
remarkable to add eleven components (two triphenylenes, three quaterpyridyls, and six 
coppers) into a solution and then just wait while a beautiful, complex structure "makes it­
self". Imagine the effort required to m ake an analogous structure wi th all covalent bonds by 
conventional synthetic methods. We recognize that purists may object to the presence of 
m etals in this and other supramolecular systems, but we see no value in such a limited view. 
As emphasized in this textbook, physical organic chemistry reaches across all of chemistry, 
biology, and materials science in its effort to understand how molecules behave. 

A key in supramolecular assembly is to have some weak, reversibly formed bonds. In 
this way, "mistakes" can be corrected. Figure 4.13 shows an example. When assembling 
m an y particles into one supramolecular structure, misconnections and blind alleys will re­
sult. I£ the linkages are reversible, however, the mistakes can be undone. And if the design is 
clever enough that the desired product is the thermodynamic sink, eventually the goal will 
be reached. In m any examples of supramolecular assembly, it seem s likely that the final 
product is, in a sense, formed irreversibly. Once the entire system is in place, the weak bonds 
can reinforce each other. For example, with the" correct" complex in Figure 4.13, if one bond 
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Supramolecular assembly of a complex "box" from 11 separate components by spontaneous self-assembly. 
Note that the phenyl groups of the precursor hexaphenylhexaazatriphenylene are omitted in the complex 
for clarity, and the back guaterpyridine is gray. The complex on the right is a "mistake" that is corrected 
by equilibration. Baxter, P., Lehn, J. M., Decian, A., and Fischer, J. "Multicomponent Self-Assembly­
Spontaneous Formation of a Cylindrical Complex from 5 Ligands and 6 Metal-Ions." Angew. Chern. Int. 
Ed. Eng., 32, 69-72 (1993) . 

is broken, we have a dangling edge, but the whole system does not unravel. Unless one or 
more other bonds also break quickly, the most likely path is to simply repair the initial lesion. 
This kind of cooperativity in holding the structure together is reminiscent of the hydrogen 
bonding pattern of the a-helix in proteins. 

Self-Assembly via Hydrogen Bonding 

Another common motif used for supramolecular assembly is the hydrogen bond. For 
reasons discussed above, most studies are performed in a non-competitive solvent such as 
chloroform. In this regard, one motif that has found extensive use is the association of mel­
amines and isocyanuric acids (Figure 4.14). "Tapes" and "ribbons" are formed from this 
association in the solid state. Building upon this motif, very complex three-dimensional 
structures have been assembled from relatively simple monomers. For example, a hexam­
eric melamine structure (given in Figure 4.14) and six isocyanuric acids self-assemble into 
a stacked three-dimensional supramolecule. No partially formed aggregates are observed 
when only three equivalents of isocyanuric acid are mixed with the hexameric melamine 
structure. Instead, only the fully assembled structure and free monomers can be observed. 
This indicates an extremely high level of positive cooperativity among the binding sites 
of the hexameric melamine structure. Upon binding each individual isocyanuric acid to 
the hexameric melamine structure, the subsequent binding of other isocyanuric acids is 
enhanced. 

Consider the various forces of molecular recognition involved in these systems, as well 
as the other design principles that favor controlled assembly. One key issue is directionality. 
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A (2]catenane 

A rotaxane 

Figure 4.15 
Definitions of catenanes and 
rotaxanes. 
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Hexameric melamine structure 

Cyanuric acid 

Schematic representation Supramolecule 

Figure 4.14 
The crea tion of a hexameric melamine compound gives very high positive cooperativity for the creation of 
asupramolecule containing six isocyanuri c acids. Mathias, J. P., Seto, C. T., Simanek, E. E., and Whitesides, 
G. M. "Self-Assembly th rough Hydrogen Bonding: Preparation and Characterization of Three New Types 
of Supra molecul ar Aggrega tes Based on Para llel Cyclic CAr M3 'Rosettes' ." f. Am. Chern. Soc., 116, 1725-
1736 (1994) . 

If you want to assemble a "box", you need bidentate ligands and connectors that support a 
90° angle. For a helix, a structure compatible with twisting must be designed. Also, preorga­
niza tion is evident in several systems, where units are linked together beforehand in order to 
bias the assembly process. Another strategy has been termed peripheral crowding. More 
generally, this involves strategic placement of sterically imposing groups that can disfavor 
formation of one type of product, leading the system to assemble in the desired way. An ex­
ample of this is the methyl groups at the end of the quaterpyridyl group of Figure 4.13. Self­
assembly will be an essential component of other interesting supramolecular systems dis­
cussed below. The rules of supramolecular chemistry are emerging, and we can anticipate 
even more spectacular, self-assembled supramolecules in the near future. 

4.3.2 Novel Supramolecular Architectures-Catenanes, Rotaxanes, and Knots 

Organic chemists have always been fascinated by cyclic molecules and elaborate arrays 
of complex ring systems. As such, the notion of looping two rings through each other has 
long been a goal. Such a structure is termed a catenane (Figure 4.15). If there are only two 
rings, it is a [2]catenane; three rings make a [3]catenane, etc. A catenane presents a novel 
bonding situation with the potential for novel properties. It is a supramolecule held together 
because of the topology rather than exclusively binding of the sort we have discussed here. 
Related structures are rotaxanes, which have a dumbbell-like unit plus one or more rings en­
trapped on the "bar" of the dumbbell (Figure 4.15), and knots, single ring systems with 
novel topologies (see Chapter 6). The notions of molecular recognition and supramolecular 
chemistry have revolutionized efforts to prepare such systems. We will show several exam­
ples of such systems here and also in Chapter 6, where we discuss the novel stereochemical 
features associated with them. 

Early attempts at preparing catenanes relied on a more or less statistical threading ap­
proach. By cyclizing very long chains (with over 30 carbons) to make very large rings, there 
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was some chance that one chain would be looping through one pre-formed ring when it 
closed, and a ca tenane would result. Brilliant studies in the 1950s established the feasibility 
of this approach, and produced the first catenanes. The yields were extremely low, however, 
so catenanes remained rare curiosities. 

The breakthrough came when it was realized that the concepts of molecular recognition 
and supramolecular chemistry could be put to use to make catenane synthesis a rational and 
efficient processes. Two independent strategies-the use of metal complexation chemistry 
and '1T donor-acceptor forces in organic systems-were exploited to make novel structures. 

The system exploiting '1T donor-acceptor effects is shown in Figure 4.16. Early host­
guest studies along the lines of those discussed above established that a cyclophane crown 
could bind cationic guests su ch as the bipyridinium compound (also known as paraquat, 
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A. An example of a host- guest complex between paraquat and a polyether cyclophane. 
B. Catenane formation using the m olecular recognition forces involved in the complex in part A. 
C. "Olympiadane", a complex catenane made by such a threading procedure. Fyfe, M. C. T., 
and Stoddart, J. F. "Synthetic Supramolecu Jar Chemistry." Ace. Chern . Res., 30, 393-401 (1997). 



248 CHAPTER 4: MOLECULAR RECOGNITIO N AND SU PR AMOL ECULAR C HEMI STRY 

2 

HO OH 
HO 

1. Ts0-(CH2CH20)4CH2CH2-0Ts 
2. Remove cu+ 

Figure 4.17 
The Cu+ I phenanthroline strategy to prepare novel supramolecular architectures, as exemplified 
by the synthesis of a simple catenane. Sauvage, J.-P. "Transition Metal-Containing Rotaxanes and 
Catenanes in Motion: Toward Molecular Machines and Motors." Ace. Chem. Res., 31,611-619 (1998). 

a common herbicide). In an important intellectual leap, Stoddart reasoned that the same 
forces that led to such binding could be used to preorganize a system to favor catenane for­
mation. Indeed, when the cyclophane crown, dication, and the dibromide shown in Figure 
4.16 are mixed, the catenane is formed with a spectacular 70% yield! The likely mechanism is 
as follows. After the firs t alkylation by the dication, a bipyridinium is formed which binds in 
the cavity of the cyclophane crown in a threading process. Now, when the ring closure oc­
curs, a catenane naturally forms. The key advance was that instead of just "hoping" that 
threading would occur, the forces of molecular recognition were used to strongly encourage 
it. This motif has been expanded all the way to the synthesis of "olympiadane" a structure 
with five catenated rings that is assembled from eight components in just two chemical 
steps! Also, similar designs can be used for the synthesis of rotaxanes. One of the most im­
portant aspects of this work is that structures like catenanes and rotaxanes represent physi­
cal entities that can be exploited to control movement of one object relative to another. 

The second strategy for making supramolecular structures with novel topologies was 
developed by Sauvage, and it is shown in Figure 4.17. Quite simply, component pieces are 
first held together in a desired orientation using metal coordination. Then, when the system 
is assembled, the metal is removed, leaving a topologically interesting system. This templat­
ing strategy has considerable potential for the design of novel architectures, and systems 
based on Cu+ I phenanthroline have been especially successful. Highlights include the prep­
aration of a trefoil knot, and other topologically unique systems that will be discussed in Sec­
tion 6.6 ("Topological and Supramolecular Stereochemistry"). 

Nanotechnology 

Molecular recognition and supramolecular chemistry are extremely important for 
building complex molecular entities for use in the new and emerging field called nanotech­
nology. Nanotechnology seeks to create devices, such as switches, ga tes, machines, e tc., on 
the nm scale. The notions of self-assembly of chemical structures from the "bottom up" (con­
struction by assembly of molecules) will ultimately meet and merge with the construction of 
devices from the" top down" (such as microlithography; see Section 17.6). In this quest, enti-



4.3 SUPRAMOLECU L AR C H EM ISTRY 249 

ties such as catenanes, rotaxanes, and other as yet undiscovered supramolecular motifs, 
along w ith self-assembly, will be key design principles (the following Connections highlight 
shows one of the most exploited self-assembly tools). 

Connections 

Biotin/Avidin: A Molecular Recognition/ 
Self-Assembly Tool from Nature 

The insights from molecular recognition studies are now 
commonly being used to design and crea te molecule­
based devices, and the discussion of su pramolecular 
chemistry given above has shown some exa mples. 
When two molecules need to be non-cova lentl y brought 
together in the creation of a device, one can ex ploit the 
natu ra l interaction between biotin and avidin. Biotin is a 
cofactor that binds to the protein receptor av idin (or strep­
avidin), and the binding constant has been measured to be 
near 10 15 M-1

. Thi s is one of the largest affiniti es associated 
w ith any molecular recognition event, and ca n be consid­
ered irreversible. Avidin is a te trameric protein that binds 
four biotins independently. The fac t that the protein binds 
four biotins and has such a large affi nity for each, makes 
thi s system a powerful tool for assembly processes . 

Biotin 

Avidin 

Biotin A 

Biotin- avidin interaction 

Strategies for coupling two different s tructures (A 
and B) together using biotin / avidin p roceed as follows 
(see below). Both A and Bare first cova lently attached 
(conjugated) to biotin, a process known as biotinylation. 
Biotin-conjuga ted A is exposed to avidin, leading to asso­
cia tion (we show two binding events below, but the bind­
ing is really statisti cal). Any open sites on avidin are now 
available for binding biotin-conjugated B. The "sand­
w ich" thus created attaches one or more A to one or more 
B through the intermediacy of the avidin protein. Yet, no 
cova len t bonds are required.lnstead, the components are 
simply mi xed in a specific order, and the fin al structu re 
self-assem bles. The biotin I avidin interaction is li kely the 
most widely used self-assembly process ex ploited by 
chemists and biochemists, and we will see examples 
throughout this text. 

B 

A 

A 
B 

4.3.3 Container Compounds-Molecules within Molecules 

One of the most fascinating new supramolecular structures has been the general motif 
of the container compound, a closed surface structure that completely encapsulates an 
inner void. Under appropriate conditions, this inner void can be filled by another molecule 
(nature abhors a vacuum), producing a novel supra molecular s tructure. The inner molecule 
is not held in the interior by any chemical bonding, as is an ion in a cryptand. And there is no 
linkage between the two components, as in a catenane. A molecule is simply trapped inside 
another molecule, with no viable escape route. These are intrinsically interesting types of 
structures, and it has even been proposed that the interior constitutes a " new state of mat­
ter", in that it is not obviously gas, liquid, or solid. In addition, we can imagine novel chemis-
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Synthesis of a career and. C ram, D.). "Molecular Container Compounds." Nature, 356,29-36 (1992). 

try occurring inside a container compound, and even the possibility of drug deli very sys­
tem s, if controlled release could be developed. 

We will consider two different types of container compounds. In the first, the con tainer 
is formed fully by covalent bonds, and a molecule trapped in the interior can only get ou t if 
a bond breaks or if it can squeeze through a hole in the container. In the second form, the con­
tainer itself is a supramolecule, formed by the spontaneous assembly of parts. Since this step 
can be reversible, so can encapsulation. 

An important series of "covalent" container compounds has been developed by Cram 
and termed carcerands. Figure 4.18 shows the synthesis of the prototype system. It begins 
wi th a calixarene that has been modified to include bridges that lock the molecule into the 
cone form while leaving four p henols for further elaboration. When two such units are cou­
pled th rough a one-carbon bridge, it is generally observed that a small molecule, typically a 
solvent such as DMF or DMSO, is trapped within, making a carceplex. Yields of the con­
tainer complex are in the 50-60% range, quite impressive for a process in which eight new 
bonds are formed. Interes tingly, if the reaction is attempted in a solvent that is too large to be 
contained in the cavity, such as (CH2)sNCHO, the assembly completely fail s. This indica tes 
tha t the entrapped gu es t is actually templating the synthesis of the carcerand, much like the 
templ a te effect discussed earlier in the context of crown ethers. 

Once inside, most molecules never get out. However, the entrapped molecules "com­
muni ca te" with the outside world, as ev idenced by the fact that carceplexes that differ only 
by their internal contents separa te easil y on thin layer chromatography. Many varian ts of 
the basic system have been prepared, including structures in which one of the links formed 
in the final syntheti c s te p is missing (see the Connections hi ghlight on the next page) or in 
which the link is longer. In these systems, termed hemicarcerands and hemicarceplexes, 
molecules still ge t trapped inside, but conditions can be found in which the guests move in 
and out of the cavity, allowing very novel dynamics studies. 

Another intriguing class of compounds with well-defined interior cavities are the cryp­
tophanes. These are analogous to the carcerands except, instead of a calixarene as the basic 
building block, cryptophanes are derived from a structure called cyclotriveratrylene. The 
phenols provide a valuable "hook" for linking units together. A typical structure is shown in 
the margin . lt contains a C3 axis, but no other symmetry elements, and so the cryptophanes 
are chiral. These structures form well-defined complexes wi th the guest completely encap­
sulated . Tetramethylammonium ion is very tightly held in the" crypt", presumably because 
of constrictions that impede escape and attractive ca tion-'IT interactions. 



Connections 

Taming Cyclobutadiene-A Remarkable 
Use of Supramolecular Chemistry 

The isolation and characterization of cyclobutadiene has 
been one of the holy grails of physical organic chemistry. 
It is the prototype antiaromatic compound, it has been the 
subject of innumerable experimental and theoretical stud­
ies, and it is discussed in several locations in this text. 
Cyclobutadiene did eventually succumb to experimental 
characteriza tion, primarily involving spectroscopic stud­
ies in cryogenic matrices at very low temperatures that we 
will discuss later in thi s book. However, using supramo­
lecular chemistry, cyclobutadiene can be characterized 
by NMR and IR spectroscopies at room temperature! 

The key sequence is shown below. The cyclobuta-

hv 

R R R R 
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diene precursor a-pyrone was inserted into a hemicarcer­
and. In a hemicarcerand, guests can shuttle in and out at 
elevated temperatures, and then be trapped in when the 
temperature is lowered. Photolysis leads to several reac­
tions, but under appropriate conditions, C02 is expelled 
from the hemicarcerand, and cyclobutadiene is formed . 
The incarcera ted cyclobutadiene shows a singlet in its 
NMR spectrum at o 2.27 (a confirmation of its antiaroma­
ticity ). Thus, cyclobu tadiene, a molecule that has always 
been viewed as extremely reactive, is indefinitely stable 
at room temperature-as long as it is encapsulated in a 
su pramolecular container. 

Cram, D.J., Ta nner, M. E., and Thomas, R "The Taming of Cyclobuta ­
diene. " Angew. Chem. Int. Ed. Eng., 30, 1024 (1991). 

R R 

Encarcerated cyclobutadiene 

An intriguing addition to the molecular container field has been the development of 
self-assembling containers. An early example is shown in Figure 4.19. The building block di­
phenylglycoluril is readily available. Rebek recognized that when two such units are linked 
to an aromatic ring, a system that is concave and self-complementary forms . That is, the mol­
ecule has both hydrogen bond donors and acceptors on it, and if two of these come together 
in the desired perpendicular arrangement, an effective dimeriza tion is possible. Indeed, 
when the bisglycoluril is dissolved in chloroform, it dimerizes efficiently. In dimerizing, it 
forms an interior cavity that is large enough to encapsulate small molecules such as meth­
ane. This system resembles a tennis ball, which is similarly made by the union of two identi­
cal pieces. 

When the basic hydrogen bonding unit is greatly expanded (Figure 4.19 C), dimeriza­
tion still occurs, but a much larger cavity is formed. Now structures such as benzene or tet­
ramethyladamantane can fit into the cavity. In fact, prototype chemical reactions such as a 
Diels-Alder reaction can be induced to take place in the larger cavity. This illustrates a po­
tential benefit of such systems. Since formation of the container compound is a reversible, 
supramolecular process, one could in principle design systems that would function as 
unique catalysts that can exhibit true turnover. This is not very practical for the covalent con­
tainers, because guests are pretty much trapped in the interiors. We anticipate many other 
exciting new container molecules in the near future. 
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Figure 4.19 
The " tennis ball" strategy. A. Synthesis of the monomer from the diphenyl glycoluril building block. 
B. Dimerization of the monomer through eight hydrogen bonds produces a cavity-containing 
supramolecule. Note that the phenyl rings are omitted for clarity. C. A larger building block that 
produces larger cavities. Wyler, R., DeMendoza, J., and Rebek, J. "A Synthetic Cavity Assembles 
Through Self-Complementary Hydrogen-Bonds." Angew. Chem. Int. Ed. Eng., 32, 1699-1701 (1993). 

Summary and Outlook 

This chapter has covered the thermodynamics of binding, analytical methods to determine 
binding constants, several classes of receptors used in molecular recognition studies, and 
supramolecular chemistry. Along with weak forces, the topics of this chapter could easily be 
expanded into a complete textbook, and an entire one- or two-semester course. Therefore, 
we have really only briefly introduced each of these topics. However, our discussion has 
been deep enough that we can take the concepts and apply them to many of the topics of the 
second part of this textbook. Examples of topics in the second part that use concepts from 
this chapter include measuring thermodynamic parameters, solvent effects on reaction ki­
netics, and the use of weak forces to control reaction stereochemistry. 

Yet, before analyzing kinetics, mechanisms, and catalysis, there are two remaining top­
ics that must be covered. The first is acid-base chemistry. Since it is predominately a subject 
that d eals with thermodynamics, it belongs in the first part of this book. In fact, in this chap­
ter we already alluded to the fact that a base can be considered a host for a proton. Hence, 
topics in acid-base chemistry naturally evolve from the kind of understanding of the ther­
modynamics of complexation processes described in the last two chapters, and the mathe­
matical development given in this chapter can be used to describe acid-base chemistry. The 
second topic that must be covered is stereochemistry, the final chapter of Part I of this book. 
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Exercises 

1. Discuss the kinds of forces that could be involved in the binding of paraquat to the polyether cyclophane of Stoddart 
shown in Figure 4.16. 

2. Thermodynamic measurements establish that the binding of the artificial polyamide heterocycles to DNA (Figure 4.9) 
shows a large favorable entropy in aqueous media. Explain this, and be as specific as possible. 

3. The following drawing shows the association constants of three different complexes in chloroform, all three of which have 
three hydrogen bonds. What is the difference between the three complexes that makes the binding constants so different? 
Ex plain in detail. 
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Ka near 102 M- 1 Ka near 104 M- 1 Ka above 105 M- 1 

4. The cyclophane of Figure 4.10 D has been shown to be a general receptor for a wide range of organic cation ic guests 
through cation-TI interactions in water. Generally, guests of the sort RNMe3+ are preferred over RNH3+, w ith the latter 
generally not showing strong binding. Suggest a reason for this. 

5. Derive the equation for t1G0 (NH-TI) given in the Connections highlight entitled " A Thermodynamic Cycle to Determine 
the Strength of a Polar- TI Interaction". 

6. Show all the mathem atics that leads to the double reciprocal plot used in the Benesi- Hildebrand method. How much does 
the host need to be ke pt in excess over the guest so we can safely assume that [H] = [H]0 ? 

7. ln the Benesi- Hildebrand method, one component needs to be kept in large excess over another. In our Going Deeper high­
light, we kept the host concentration much larger than the guest. Under such circumstances, one often finds that the guest 
is saturated upon the very first addition of host. Hence, no change in [H • G] occurs during the experiment. What is the sim­
p lest solution to this problem that you would implement in your second attempt to measure the K,, for this system? 

8. Derive Eq. 4.19 sta rting from Eqs. 4.15, 4.18, and 3.22. When would you expect a significant heat capacity difference 
betvveen the reactant and products, such that this a nalysis is important? 

9. The fo ll owing molecular tweezers b ind 2,4,5,7-tetranitroAuorenone (TENF). The associa tion constants for A, B, and C are 
3.4 X 103,7.0 X 102

, and 1.7 X 102 M- 1
, respecti vely. Expla in this trend . 

MeO 

OMe TENF 

A. B. c. 

10. The azacrown ether discussed in Section 4.2.1 was said to have reasonable selectivity for binding ammonium over K+. 
Recently, however, the following s tructure, developed by Chin and Kim, was found to have approximately 400:1 
selectivity for ammonium relative to K+. Propose a binding geometry for ammonium, and explain why the selectivity 
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is so good. Also, explain the role of the three e thyl groups. 

11. Explain why it is best to determine an equilibrium constant for any binding scenario when one of the component's concen­
trations is near Kd for the complex. 

12.ln Section4.1.1 (on chang ing the standard sta te) we showed how an exergonic reacti on could be v iewed as an endergonic 
reaction simply by changing the standard state. Examine this di scussion again, and decide how you could define the s tan­
dard state for a binding reaction such that the GFE of that reaction is zero (that is, neither exergonic nor endergonic). 

13. The follo wing series of molecular recognition reactions were studied and the associati on cons tants given were de ter­
mined . Based upon these values, and the definitions of cooperativity given in this chapter, does the binding of cis-1,3-
cyclohexanediol in the las t equation show positive cooperativity? By how m any kcal / mol is the binding cooperative 
in a positive or nega tive sense? 
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14. Wh y is it a good genera l rul e to perform a binding titration ex periment so that o ne achieves a t least 70% saturati on of the 
component that is being kept relati ve ly cons tant? 

15. One of the simplest ways to make rotaxanes has been recentl y introduced by Vogtle. lt invo lves the alkylation of a phen­
oxide or alkoxide an ion with an alkyl halide. By examining the barbiturate receptor of Figure 4.8 A, write down a reaction 
sequence that could crea te a rotaxane. 

16.ln the following polymeriza ti on reaction, explain why one might ex pect a fa ster polymeri za ti on rate by lowering the 
temperature. 

H R 

A 
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17. Explain the trend in binding constants (in CH2Cb) for the complexation of phenol derivatives by the synthetic receptors 
shown. 
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H 4-N02 2340 
H 4-CN 815 
H 3-N02 115 
Cl 4-N02 700 
NMe2 4-N02 16000 

18. The followin g cyclophanes bind p-nitrophenol in the manner shown in Exercise 17. The binding constants for A, B, and C 
are 1.6 X 104,3.5 X 104

, and 1.0 X 105 M- 1
, respectively. Give a possible explanation for this trend. 
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19.lf two receptors bind the same guest, which one has the s tronger affinity, the one with a Kd of 10 fLM or the one with a Kd 
o£100 f.lM? 

20. Boronic acids form reversible complexes with vicinal diols in aqueous media as shown below. This strategy has been incor­
porated into receptors for saccharides. It typically takes a few minutes for these equi libria to be achieved in solution. Given 
this simple observation, do you expect the study of these binding events to be on the slow or fast exchange time scale on a 
300 MHz 1H NMR spectrometer? Do you expect to see different resonances for the boronic acid and the boronate ester, or 
an average of the signals? Explain your answer. 

21. Derive Eqs. 4.24 and 4.25. 

22. Why is it that with isothermal calorimetry we can determine two thermodynamic parameters (Ka and t..H0
), while titra­

tions involving other methods give only one thermodynamic parameter (Ka)? 

23. A useful graph of a binding isotherm plots the mole fraction of H • G with respect to H on they axis and log[ G]0 on the x 
axis with [H] held constant and is called a semilogarithmic plot. Make such a plot where [Hlo = Kd using log [G]o/ [H]0 

on the x axis. Span a concentration range for [G]0 from 100 times lower than [H]0 to 100 times greater than [H]0 • At 
what [Glo is the mole fraction of H•G = 0.5, and what are the mole fractions of H • G for each unit change in log[G]a? 
What does this plot tell you about the extent of binding as a function of each decade change in guest concentration? 
(Hint: You will need to solve for [G] in Eq. 4.25, and then use this information in Eq. 4.24 to calculate the mole 
fraction of H •G.) 
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24. An interesting binding phenomenon is sometimes found between nitro groups and halogens on aryl rings, especially iodo. 
Further, amine groups also have an affinity for halogens on aryl rings, as w ell as iodos on fluorinated alkanes. Speculate as 
to the origins of these kinds of m olecular recognition events. 
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25. In the text, we analyzed a scenario with a binding constant of 10 M-1 and initial concentration of Hand Gat 10 mM. Verify 
that at equilibrium we have [H] = [G] = 9.2 mM and [H• G] = 0.84 mM. 
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CHAPTER 5 

Acid-Base Chemistry 

Intent and Purpose 

Depending upon your definition of an acid and base, chemists can characterize almost all 
chemical reactions as some form of an acid- base reaction. Because proton transfers are ubiq­
uitous in chemistry and biochemistry, we start this chapter focusing upon this single kind of 
acid- base reaction . However, a la ter portion of this chapter concentrates on filled and empty 
orbitals as our base and acid equivalents (Lewis definitions), thereby broadening our acid­
base reactions considerably. Hence, the reason for discussing acid-base chemistry thor­
oughly, and even devoting an entire chapter to this one reaction type in Part I of this book, is 
that it plays a central role in all chemical disciplines. 

One of the most important insights we can gain about acid-base chemistry is the ability 
to predict what is the stronger acid or base when confronted with a comparison. Here, this 
will be a completely thermodynamic analysis, and we leave it until Chapter 9 to discuss the 
kine tics of proton transfers. In order to be able to make a sound prediction, we will cover cor­
relations between gas phase and solution acidities. Then, numerous factors that control acid­
ity will be covered-namely, solvation, resonance, electronegativity, inductive effects, etc. 
These are all topics that we have covered in Chapters 1-4, and hence this chapter serves as a 
nice recap. 

Related to predicting the stronger acid is being able to decide the protonation state of an 
acid or base at a particular pH. This is of paramount importance for understanding many 
types of reactions, as well as catalysis and enzymology. Although all introductory chemistry 
courses cover the mathematics of quantifying the extent of protonation of an acid at a partic­
ular pH, surprisingly, most students cannot make a qualitative estimate of the protonation 
state of a particular acid at a specific pH. We will show you how to do so here. Our analysis 
may seem a bit elementary at times, but acid-base chemistry is a topic that many students 
have difficulty understanding. Therefore, much of the beginning of this chapter will be a 
review. 

In organic chemistry, the acids and bases are widely varied in s tructure, and are used un­
der a variety of experimental conditions, including different solvents and temperatures. 
H ence, although we are used to considering acid-base chemistry with water as a reference, 
we should also become proficient at predicting acid-base chemistry under unusual circum­
stances. Therefore, discussions of nonaqueous solvents are included herein, as well. 

5.1 Bmnsted Acid-Base Chemistry 

In Chapters 2, 3, and 4 we covered thermodynamics and equilibria in general. Based on the 
discussion of molecular recognition in Chapter 4, we can now think of a base as a host for a 
proton. Recall, too, that for reactions at equilibrium, the equilibrium ratio of concentrations 
can be expressed by equations such as Eq. 5.1. 

(Eq. 5.1) 
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The equilibrium constant (Keq) gives quick insight into whether the reactant or product is 
more stable, and the extent to w hich the reactant or product is preferred. 

Probably the most widely studied reactions, for many thousands of equilibrium con­
stants have been measured, are Bmnsted acid-base reactions (also called Bmnsted-Lowry) . 
A Bmnsted acid is defined as a proton donor, and a Bnmsted base is a proton accep tor (a 
more narrow definition was given b y Arrehenius, where an acid is a proton donor and a base 
is a h ydroxide donor). More precisely, a Bmnsted acid is a hydron donor. A hydron is a gen­
eral term for H+, which does not imply an isotope; it includes proton, deuteron (2H+), and tri­
ton (3H+). Proton and hydron should not be confused with protium, which is the specific iso­
tope for a hydrogen atom 1H. Since most chemists realize these dis tinctions, but do no t use 
these terms in everyday discussions, we will consistently just use the term proton to imply 
all the isotopes involved in natural abundance. Thus, an acid and a base under the Bmnsted 
definition are substances that react as HA and B, respecti vely, in Eq. 5.2. We have arbi trarily 
chosen the acid and base to be neutral. However, each can have any charge: neutral, po iti ve, 
or negative. Yet, independent of their initial charges, after proton transfer, the acid gains one 
unit of negative charge and the base gains one unit of positive charge. 

HA + B 

Acid Base 

AG 

Conjugate base 

+ 

Conjugate acid 
(Eq. 5.2) 

In the reverse reaction, the A and B entities change roles (Eq . 5.2). Now A- is the base and 
BH+ is the acid. To keep track of the side of the reaction we are referring to, we designate the 
substances in the reverse reaction as the conjugate acid and the conjugate base. The side of 
the equilibrium that is preferred de pends upon the relative acid-base strength of all species. 
Hence, we need to be proficient at predicting the relative acid- base s trengths of com mon 
chemi cals to rapidly predict the outcome of such equilibria. 

Inherently, the acid must have a labile bond to a proton, and the base mu st ha ve two elec­
trons that can accept the proton . In principle, any compound with an H can be an acid. Typi­
cally, the base has a lone pair of elec trons, but some times even bonds (1r or u) can accept the 
pro ton. Therefore, in principle, any compound can be a base. 

Since in principle any compound is a base, compounds we normally view as acid s can 
also act as bases. For example, sulfuric acid can protonate acetic acid; now ace tic acid is a 
base (Eq. 5.3) . Further, compounds we normally consider as bases can be acids. Diphenyl­
ace ta te can be deprotonated by n-butyllithium; now diphenylacetate is an acid (Eq. 5.4) . In 
both of these examples, we needed an acid or base that is stronger than the acid or base we 
were considering in order to invert the expected reactivity. This further emphasizes that rel­
a ti ve acid- base strength is a key factor we need to become proficient a t predicting. 

0 

---{ 
OH 

e 
0 - H 

= ----{ 
OH 

Ph 0 Ph 0 
w/-~ + n-Bu

8 Lie - Lie e)--{ + n-BuH 
Ph o G Ph o G 

(Eq. 5.3) 

(Eq. 5.4) 

The solvent is not considered in Eq. 5.2, and indeed acid- base reactions can be per­
formed in many different solvents or in the gas phase. When in solution, a ll four species in 
Eq. 5.2 will be solvated, and solva tion is one of the major factors controlling which side of the 
equilibrium is preferred. We do no t show H + as a free entity, because it does not exist to any 
appreciable ex tent w hen in a soluti on . It is always attached to an A, B, or the solvent (S). 

Many solvents are capable of picking up a proton. For example, putting an acid into pyr­
idine creates pyridinium, or an acid in an alcohol ROH creates ROH2 +.The protona ted form 
of the solvent is referred to as the lyonium ion of that solvent. The most well known exa mple 
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of this is hydronium ion (H30 +), the protonated form of water. The conjugate base of any sol­
vent is called the lyate ion. For water this is hydroxide, and for DMSO this is CH3SOCH2- . 

The lyonium and lyate ions are also solvated. In fact, hydronium ion is thought to exist in 
water with several waters strongly associated, and hence a formula such as H+(H20)11 is most 
appropriate. However, we will always simply write H 30 +. Overall, the ability of a solvent to 
accept a proton is influenced both by its own electronic ability to accept the proton, but also 
by how well it solvates the lyonium ion. 

5.2 Aqueous Solutions 

If an acid is added to water, Eq. 5.5 describes the reaction, because the base in solution is 
water. Further, if a base is added to water, Eq. 5.6 describes the reaction, because now water 
is the acid. These acid-base reactions are critical to life itself, since nature's solvent is water. 
Having a good understanding of the thermodynamics of these reactions is not only impor­
tant for understanding organic reactions in water, but is of the upper most importance in un­
derstanding biochemical reactions, almost all of which have acid-base dependencies. The 
factors that control the thermodynamics of acid-base reactions are the strengths of the acids 
or bases and the pH of the solution, so these measurements of acidity need to be examined 
in detail. 

5.2.1 pK, 

HA + H 20- A0 +H30 ° 

B + H 20 = BH0 + H0° 

(Eq. 5.5) 

(Eq. 5.6) 

The thermodynamics of Eq. 5.5 can be expressed in the typical equilibrium expression, 
Eq. 5.7, with the key quantity being K •. Water is missing in the expression forK. because it is 
the solvent and is in large excess (essentially 55.5 Min dilute acid solutions). Its concentra­
tion does not change significantly during the reaction, and therefore it is incorporated into 
K •. It is important to remember this, though, when using K. values to determine equilibrium 
concentrations of species. As with any Keq, large values indicate that the products are more 
stable, and values less than 1 indicate that the reactants are more stable. Here, we are dis­
cussing thermodynamic acidities, where the relative free energies (~Grxn°) of the reactants 
and products determine the K. values. This is in contrast to kinetic acidities, where the rela­
tive rates of deprotonation of various acids are used to determine the acid strengths. We w ill 
examine rates of proton transfer reactions in Chapter 9. 

[H30 +][A-] 
K eq = [HA][H20] or 

[H30 +][A-] 
K eq = [HA][55.5] or 

[H30 +][K] 
[55.5]Keq = [HA] 

(Eq. 5.7) 

[H30 +][A-] 
Ka = [HA] 

Since the K. values reflect the relative stabilities of the species on the different sides of Eq. 
5.5, we can use the K. values to draw conclusions about the acid strength of HA relative to 
the strength of H30 +. For example, we can first conclude that forK. values larger than 1, HA 
is a stronger acid than H 30 +. This is because HA gives up its proton more efficiently than 
H30 + does. Second, we can conclude that A- is a weaker base than H 20, because a K. greater 
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than 1 means that the proton prefers to be on water rather than on A-. These two correlated 
conclusions about acid and base strengths on the different sides of the equilibrium are al­
ways coupled. The exact opposite conclusions are reached forK. values less than 1; HA is a 
weaker acid than H30 + and A- is a stronger base than H20. 

As we will see, Ka values range from very large (1012) to extremely small (l0-50). Hence, it 
is not particularly convenient to write these numbers with a ridiculously large number of ze­
ros before or after the decimal point. Hence, an acidity scale called pK. is defined, which 
makes for a convenient way to tabulate the K. values. The pK. is given by Eq. 5.8. The nega­
tive sign in this formula often leads to confusion. The ramification of this sign is that strong 
acids have small or negative pK.s, whereas the weaker the acid the larger its pK •. However, 
because this is a log10 scale, it makes for a particularly convenient way to compare acidities. 
All the tables of acid strength in solution given herein will include pK. va lues. 

(Eq. 5.8) 

Just as we expressed Eq. 5.5 in an equilibrium expression (Eq. 5.7), we can express Eq. 5.6 
similarly (Eq. 5.9). The Kb value gives insight into whether the base is a stronger base than 
hydroxide ion. Kb values grea ter than 1 tell us that the added base is indeed stronger than hy­
droxide ion, while values less than 1 mea n that the base is weaker. 

(Eq. 5.9) 

The Ka of an acid and the Kb of its conjuga te base are related to one another via Eq. 5.10, 
where Kw is the heterolytic dissociation constant of water (l0-14 M 2 = Kw = [H30 +J[QH-]). Be­
cause of this relationship, the pKa values for acids are also indicative of the base strengths of 
their conjugate bases. Hence, we do not tabulate either Kb or pKb values, but instead only 
pKas. As an exa mple, an acid w hose pKa is 1 unit larger than another acid means that its con­
jugate base is 10 times stronger than the other acid's conjuga te base. Hence, larger pK. values 
directly correlate with larger basicities of the conju ga te bases. This is a convenient concept 
to remember. 

(Eq. 5.10) 

Since the pK. scale tell s us the rela tive strengths of acids and bases, we can use it to pre­
dict the outcome of mixing two or more acids and bases, such as w hi ch side of Eq. 5.2 wi ll be 
preferred. When the pK. of HA is larger than that of Hs+, this mea ns that BH+ is the stronger 
acid. Hence, Hs+ is more reactive and the equilibrium shifts away from the more reactive 
acid, thereby preferring the reactants. Conversely, when the pK. ofHA is smaller than that of 
HB+, now HA is the stronger acid, and the reaction prefers products. The guiding principle 
is that the reaction will always prefer the side of the equilibrium that possesses the weaker acid. This 
trend is also readily expl ained by considering base strength . Eq. 5.2 represents a competition 
between Band A- for the proton. Whatever base is stronges t will win the competition for the 
proton, thereby pulling the equilibriu m towards its protonated form. 

We do not want to rely on our own memory of pK.s, nor do we want to always go find 
pK. values in books to make our pred ictions about reactions such as Eqs. 5.5 and 5.6. Instead, 
our chemical intuition should be good enough such that the structures of H A and BH+, or the 
structures of A and s-, will lead us to our predictions. Developing such a predictive ability is 
a large fraction of what this chapter addresses. However, we should also be able to predict, 
without resorting to calculations, what the protonation state of an acid or base will be when 
dissolved in water. This is d etermined by examining the pH and the pK •. 

5.2.2 pH 

The positions of acid-base equilibria in wa ter are not only controlled by the relative 
acid- base strengths, but also by the pH. The pH of a solution is given by Eq. 5.11. It tells 
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us the concentration of H30 + in solution. Since it is a log10 scale, a single unit pH difference 
reflects a 10-fold difference in H30 + concentration. Further, once again, the negative sign 
can be confusing. More acidic solutions have a lower pH, whereas basic solutions have a 
high pH. 

(Eg. 5.11) 

Unlike the intrinsic strength of an acid (pK.), which we can only manipulate by chang­
ing the acid, the pH of a solution is a quantity that we can experimentally adjust and m anip­
ulate. Changing the pH actually changes the extent of protonation of the acids and bases in 
the solution (the protonation state). To see this, it is convenient to take the log10 of both sides 
of Eq. 5.7 to acheive Eg. 5.12, known as the Henderson- Hassel balch equation. 

(Eq. 5.12) 

If we take an HA with a pK. of 4.0 off the shelf, make a dilute solution in water (see our 
discussion of "activity" below to understand why the solution must be dilute), and adjust 
the pH of the solution to 3, Eq. 5.12 tells us that the [A-] I [HA] ratio is 1 I 10. This means there 
is 10 times more HA in solution than A-. As another example, if the pH is adjusted to 7, the 
[A-] I [HA] ratio is 1000 I 1. Now A- has a 1000-fold preference over HA. Lastly, if the pH 
equals the pK., then [A-] = [HA]. 

In these examples we control the extent of protonation of A- by physically adjusting the 
pH. The important point is that the pH is adjusted relative to the pK. of the conjugate acid of 
the base A- to change the protonation state. The pH therefore tells us the proton donor abil­
ity of the solution toward species A-. In other words, it tells us the power of the solution to 
donate a proton to a particular base. In the next section we introduce a similar concept, acid­
ity functions, which give the proton donor ability of extremely concentrated acid solutions. 

Using the insight that the pH gives the proton donor ability of the solution, and the pK. 
gives the proton donor ability of an acid, we are ready to make predictions as to the p roton­
ation states of acids based solely on their pK.s and the solution's pH. The following three 
rules apply: 

1. When the pH is the same as the acid's pKa, the solution has the same ability to proto nate the 
conjugate base A- as the acid HA has the ability to protonate the solvent, and hence the acid exists 
as a 1:1 ratio of its HA and A-forms. 

2. When the pH is above the pK, the solution does not have enough donor ability to proto nate the 
conjugate base, and therefore the acid exists mostly in its conjugate base form A-. 

3. When the pH is below the pKa, the donor ability of the solution is strong enough to protonate A-, 
and mostly HA exists. 

Therefore, all that is needed to predict protona tion state is knowledge of the acid's pK. 
and the pH of the solution. This is an extremely important insight to remember when look­
ing at any acid- base chemistry that occurs in solution. These predictions are also easy tore­
member if we recall the general shape of a pH titration curve for a weak acid. Figure 5.1 
shows experimental points for the titration of an acid, and a theoretical fit for that acid using 
a pK. of 8.35. The plot was generated by using Eq. 5.12 (for a more realis tic titration curve, see 
the Connections highlight on page 265). The units on the x axis are relatively arbitrary, since 
they represent the concentration of added base, and their values depend upon the concen­
tration of the acid added at the start . However, the pH scale (y axis) is not arbitrary. The in­
fl ection point in the curve along they axis is the point at which the measured pH is the pK. of 
the acid. At concentrations of added base below the inflection point (low pH relative to the 
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Figure 5.1 
The pH titration curve of 
3-ni trophenol with a pH range 
near the pK •. 
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Connections 

pK. ), the acid is mostly protonated, but at higher concentrations of added base the acid con­
verts predominately to its conjugate base form (high pH relative to the pK. ), just as was dis­
cussed above. 

The change in protonation state of an acid that occurs around its pK. is exploited in the 
use of pH indicators, molecules that change color as a function of their protonation state. 
One drop of a pH indicator to a solution is often enough to visually signal a change in the pH 
of that solution during a reaction or titration. In this case the indicator is either protonated or 
deprotonated during the pH change, and the color changes. Such indicators are used in a 
wide variety of applications, and the next Connections highlight shows how they can be 
used in sensing applications. 

This discussion of controlling the pH relative to a pK. may sound familiar. In the last 
chapter, we examined the sa turation of a host with a guest. If the host concentration is near 
Kd of the H • G complex and the guest is in excess, we say that the hos t is being saturated wi th 
guest. This is identical to the discussion of acids and bases given here. Since the pH controls 
the amount of hydronium ion, if it is lower than the pK. of the acid, then the conjuga te base 
is "saturated" with hydronium ion, meaning that the acid form dominates the equilibrium. 
This is true as long as the concentration of the conjugate base in so lution is at or hig her than 
the K. for the acid. 

Using a pH Indicator to Sense Species 
Other Than the Hydronium Ion 

attachment of pH indicators to syn thetic receptors allows 
one to exploit the response of the indicators to hydronjum 
ion, while coupling that response to the add ition of other 
analytes. 

One very active subfield of molecular recognition is the 
crea tion of sensors using syntheti c receptors. In Chapter 3 
we di scussed the use of cyclodextrins as entities for the 
binding of hydrophobic organic molecules. As we explore 
with multiple examples in trus chapter, this being only 
the first, pK. val ues are quite sensitive to solvation and 
charges near the acidic group. The attachment of the pH­
sensitive indicator alizarin yellow to cyclodextrin leads 
to a sensor for various hydrophobic groups, because the 
microenvironment near the phenol changes upon binding 
various compounds to the cyclodextrin. In other words, 
the pK. of the phenol is different for the free host and a 
host-guest complex. This leads to a differing extent of 
protonation of the indicator for the host and host-gues t 
complex, and in turn a different color. In particul ar, the 
binding of 1-adamantanol to the cyclodextrin host shown 
to the right leads to a ye llow-to-red transition, allowing 
one to quantify 1-adamantanol if desired. Hence, the 

5.2.3 The Leveling Effect 

0 O N02 
H ~N I 'NJI"\D " N ""'-~Ho I # rTJ-oH 

H2N~ {;t--J 
L__j ---• Color change 

Phenol pKa shift leads to color change 

Aoyagi, T., Nakam ura, A., Ikeda, H., Ikeda, T., Mihara, H., and Uc no, A. 
"Aliza rin Ye ll ow-Modified 13-Cyclodextrin as a Guest-Responsive Absorp­
tion Change Sensor." A11al. Clzem., 69,659-663 (1997). Wisku1; S. L., Ai l­
Hadd ou, 1-1 ., Lav igne, J. )., and Anslyn, E. V. "Teaching Old Ind ica to rs 
New Tricks." Ace. Clze111 . Res., 34,963 (2001). 

In the discussion of Ka values given above, it was noted that conclusions can be drawn 
about the relative acid strength of acid HA and the acid H30 + by examining the K. (or the 
pK. ) of HA. For those acids where the K. was greater than 1, the conclusion was that HA is a 
stronger acid than H 30 +. We can also compare the re lative pK. s. The pK. of H 30 + is -1.74. 
Any acid whose pK. is less than -1.74 must therefore be a stronger acid, and the equilibrium 
in Eq. 5.5 favors products. This logic leads us to the conclusion that H 30 + must be the strong­
est acid that can exist to any appreciable extent in dilute aqueous solutions (we will see be­
low what happens in concentrated solutions of acids) . The reasoning is as follows . All acids 
with pK. values smaller that -1.74 create H30 + because the equilibrium of Eq. 5.5 is shifted 
toward products. For example, HCl is a stronger acid than H 30 + because it has a pK. of 
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around -6. However, after adding HCl to water, it is essentially fully dissociated, and the 
real acid in such a solution is simply H30 +. 

A similar situation holds for base strength. For a dilute solution, no base stronger than 
HO- can exist to any appreciable extent in water. Adding a base whose conjugate acid has a 
pK. above 15.7 will cause the products in Eq. 5.6 to dominate. For example, if one makes up 
a solution of the base Na+NH2- (the pK. of NH3 is 35) in water, the NH2- will completely de­
protonate water, and therefore the real base in such a solution is simply HO-. These phenom­
ena have been discussed in terms of water, but are general to any solvent, leading to what is 
known as the leveling effect. 

The leveling effect states that: 

• An acid stronger than the conjuga te acid of the solvent cannot exist in any appreciable 
concentration in that solvent, and 

• A base stronger than the conjugate base of the solvent cannot exist in any appreciable 
concentration in that solvent. 

The leveling effect creates a limitation on the s trengths of acids and bases that can be de­
termined in particular solvents: 

• The pK.s of acids stronger than the conjugate acid of the solvent cannot be m easured in 
that solvent, and 

• The pK.s of acids whose conjugate bases are stronger than the conjugate base of the 
solvent cannot be measured in that solvent. 

Given the leveling effect, the range of pK. values that can be determined in water 
roughly spans -1.74 to 15.7. Moreover, in practice, those acids whose pK.s approach -1.74 
and 15.7 become very difficult to measure. Throughout this chapter, however, pK. values 
outside of the range of -1.74 and 15.7 are given. There is no single solvent that all these pK.s 
are determined in, but relative acidities of the acids can be determined in various solvents 
and scaled to a consistent set of va lues for a single solvent. Water is taken as the standard sol­
vent for setting up the acidity scales for all compounds. Therefore, with the exception of our 
discussion of nonaqueous systems below, we can assume that the pK.s we give are relative 
to an aqueous solution. 

Connections 

Realistic Titrations in Water 

The titration curve given in Figure 5.1 may notlookfamil­
iar to you. The shape you may recall from an introductory 
chemistry or quantitative analysis course is given to the 
right. There are three parts that are near level. The one in 
the center is indicative of titrating the acid added to solu­
tion, such as the 3-nitrophenol of Figure 5.1. The other two 
level regions are indicative of the leveling effect. When 
one plots a large range of pH values, the graph is near 
level at low and high pH. The addition of a base to the 
low pH solutions leads to titration of hydronium ion, the 
strongest possible acid in water. The addition of a base to 
solutions at high pH leads to titra tion of water to create 
hydroxide ion, the strongest possible base in the medium. 
Hence, on the extremes of any titration curve the leveling 
effect takes over. 

14 

:a 8 

2 

Volume of base 

Example of a potentiometric titration 
over a wide pH range 
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5.2.4 Activity vs. Concentration 

The discussion above focused upon the use of concentrations in the equilibrium expres­
sions. Experimentally, the typical manner in which these concentrations are determined is 
related to measuring the amount of acid or base added to the solution by weight or by use of 
a syringe. The concentration of H 30 + is most often measured using a pH meter. The concen­
trations of H A and I orB- are assumed to be directly related to the amow1t of each entity 
added to the solu tion. For dilute solutions, this is acceptable. However, for increasingly con­
centrated solutions these methods have increasing error, leading to what is known as non­
ideal behavior. In dilute solutions the acid, base, hydronium ion, and/ or hydroxide ion a ll 
are well separa ted, and association of ion pairs is minimal. Howeve r~ as solutions become 
concentrated, aggregation of these entities can occur, and ion pairing becomes significant. 
The concentrations of individua l solutes surrow1ded only by solvent begins to drop because 
the solutes become involved in solute-solute interactions (recall our discussion of ion pair­
ing in Chapter 3). Therefore, the concentration of free entities that you might expect from 
your laboratory measurements may not actually be what exists in the solution. For reactions 
involving ions, such as acid-base reactions, water is quite good at m edia ting charges, and 
hence these aggregation effects are not as severe as with other solvents. Yet, these effects 
need to be considered when working in concentrated soluti ons in water. 

Hence, strictly speaking, the equilibrium expressions in Eqs. 5.7 and 5.9 should be ex­
pressed in terms of the activities (a) of the entities, not their concentra tions as given. Like­
wise, the definition of pH in Eq. 5.11 shou ld really include the activity of H30 +, not its con­
centration, because activity is what the pH meter really measures. 

Recall that activity was used in our development of the thermodynamic driving force 
for a reaction in Section 3.1.5. It is the number of free solute particles in a solution that af­
fects the entropy of that solution, and hence the activity has to be u sed in thermodynamic 
relationships. 

The activity is related to the concentration (moles/ liter) of the compound (X) by Eq. 5.13, 
where y is the activity coefficient. Gamma is always less than one, and is an empirically de­
termined factor that mediates the concentration of the compound to reflect the amount of 
compound free in the solution. The activity coefficient of ions can be es timated from Debye­
Hiickel theory. Consult any quantitative analysis tex tbook to get a thorough discussion of 
activities and activity coefficients. It is particularly important to use acti vities in place of con­
centrations for concentra ted solutions in wate1~ and for nonaqueous solvents, which are the 
next two topics. 

(Eq. 5.13) 

5.2.5 Acidity Functions: Acidity Scales for Highly Concentrated Acidic Solutions 

For many organic reactions catalyzed by acids, such as alcohol eliminations, alkene 
hydrations, acetal hydro lysis, and ester hydrolysis, one needs to add high concentrations of 
very strong acids to water. Mineral acids such as sulfuric acid, hydrochloric acid, and phos­
phoric acid are typically used, often in concentrations ranging from 1 M to nearly nea t so­
lutions. These high concentrations of strong acids are required in order to create significan t 
amounts of the protonated forms of the organic substances undergoing reaction . The nature 
of the solvent changes significa ntly in these strongly acidic solutions, such that we are no 
longer dealing with normal aqueous solutions. The mineral acids can be non-dissociated, 
aggregated with themselves, and aggregated with hydronium ion. Activities are definitely 
required in the equilibrium expressions. 

The notion of pH given in Eq . 5.11 is not a sufficient measurement of the acidity of such 
solutions, even when activities are used instead of concentrations. Remember the leveling 
effect, which limits the acid strength one can achieve in a dilute solution. Therefore, now, 
new acidity sca les are needed, giving a m easurement of the effective abili ty of the concen-
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tra ted solution to dona te p rotons to an organic compound, just as the pH is the ability of a di­
lu te acid solution to d onate protons. These scales are known as acidity functions . Several 
acid ity functions have been established to measure the proton donating abilities of highly 
concentra ted acid solutions, all of which are determined by examining the extent of proton­
ation of a series of w eaker and weaker bases in more and more acidic solutions. Here, only 
one acidity function is analyzed . 

The most commonly used acidity function is based u pon the ex tent of protonation of a 
series of anilines with electron withdrawing groups (EWG) attached (Eq. 5.14).It is called 
the Hammett acidity function . O ther acidity functions have been developed based upon 
ni troanilines, indoles, and amid es by several individuals, such as Arnett, Cox, Ka tritzky, 
Yates, and Stevens. Since these functions are not as common as the Hammett function, they 
are not d iscussed here, but other physica l organic tex tbooks referenced at the end o f this 
chapter have good descrip tions. 

Wi th the Hammett function, as more and more electron w ithdrawing groups are 
attached to an aniline, the basicity of the NH 2 group continues to drop. Ani lines were chosen 
because UV I v is spectroscopy all ows one to conveniently measure the ex tent of protona tion 
in the di He ren t solutions of acids. 

(Eq. 5.14) 

The first aniline (B1) that is examined has a basicity such that its ex tent of protonation can be 
measured in a normal dilute aqueous acidic soluti on . Eq. 5.15 gives the equilibrium expres­
sion for its conjugate acid, where Ka-B, H• and the activity coefficients y8 , and rs,w cru1 be de­
termined under these normal conditions. K •. IJ , H • is a constant reflecting the acidity of the 
conjuga te acid of Bv and does no t change in different concentrations of acids. However, the 
activity coefficients w ill change. 

(Eq. 5.15) 

The second aniline (B2) is too wea k of a base to be protonated under normal dilute acid 
solutions in wa ter. In a several percent solution of the strong acid (HB 1 +), however, it can be 
p rotonated. Impor tantly, B1 and B2 were chosen such that significant concentra tions of both 
the protonated and deprotonated form s of both anilines will be present in this more acidi c 
solution . Divid ing Eq. 5.15 by an identical expression for B2 1eads to Eq. 5.16. The activity of 
H 30 + drops ou t because the measurements ofB 1 and B2 are made in the sa me acidic solution. 

Ka- B1H * 

Ka- B2W 

[Bl] [B2H +] Ys , YB
2
H. 

[Bl H +] [B2J Ys, H*YB2 

(Eq. 5.16) 

Si nce B1 and B2 were chosen so th at all the relevant concentrati ons can be determined by 
UV I vis spectroscop y, the unknowns in Eq. 5.16 are Ka -B

2
and the acti vity coefficients. A rea­

sonable assumption is that the acti vity coeffi cients for the B2 entities are the same as for the 
B1 entities in the new solution, beca use aggrega tion and non-ideal behavior are rela ted to 
molecular structure, and both B1 and B2 a re anilines. Given this assumption, Eq. 5.16 reduces 
to Eq. 5.17. Now Ka-s

2
wcan be de termined . The next step is to choose an even weaker aniline 

base, B3, which requi res a higher percent acid for appreciable protonation, but for which the 
p rotonation state of B3 and B2 can both be measured in the same acidic soluti on . This allows 
calcula tion of K •. s,w , and so on. 
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[B1][B2H+] 

[B1H +][B2] 
(Eq. 5.17) 

After determining the Ko values for the series of conjugate aci ds of aniline bases, we are 
ready to establish the acidity function. Rearrangement of Eq. 5.15 gives 5.18, where h0 is de­
fined as aH,o- y8 / Ysw· Taking the log 10 of both sides gives Eq. 5.19, similar to the Hendersen­
Hasselbalch equation (Eq. 5.12), w here the acidity function is defined as Ho = -log10h0 • 

(Eq. 5.18) 

( 
[B] ) 

Ho = pKa + loglo [BH+] 
(Eg. 5.19) 

Note that as the concentration of the strong acid approaches zero, the solutions become more 
like normal water, and the activity coefficients forB and BH+ will approach 1. When the acid 
is sufficiently dilute, H 0 will become pH. Hence, H o can be viewed as a pH surrogate for very 
very acidic solutions, reflecting "pH" values as low as -10. Remember that for a dilute solu­
tion of acid, we could never achieve a pH of -10 in water (due to the leveling effect) . For an 
example of the use of acidity scales in an industrially important reaction, see the next Con­
nections highlight. 

Since H0 is our pH surrogate, we need to know how to measure Ho for any acid solution 
that we might prepare in order to perform a reaction. pH is simply measured using a pH me­
ter. However, when checking the ability of a concentrated acid solution to donate a proton 
(H0 ), one can make up a solution of the acid in water, find the proper aniline base that is a 
mixture of protonated and deprotona ted forms in that solution, and put those concentra­
tions (determined via UV / vis spectroscopy) along with the pK. in to Eq. 5.19. Fortunately, 
for most acids, scales have a lready been developed, and hence we can just refer to graphs 
such as Figure 5.2. This graph shows Ho for several different mole fractions of strong acids in 
wa ter. The acid that makes solutions with the largest proton donating ability is HC104• HCI 
and H 2S0 4 are similar, and HF becomes a very strong acid when neat. The organic acids 
HC02H and CF3C02H both achieve Ho va lues near -2 when neat, making for very acidic 
solutions. 

Figure 5.2 
H0 va lues for mixtures of several d ifferent 
acids in wa ter as a func tion of their mole 
fractions. The da ta come from Cox, R. A., 
and Yates, K. "Acidity Fu nctions: An 
Update." Can. f. Chem., 61, 2225 (1983). 
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Conr~ections 

An Extremely Acidic Medium is Formed 
During Photo-Initiated Cationic Polymerization 
in Photolithography 

In Chapter 17 we will describe the photolithography pro­
cess, in which 0.25 f..liD or smaller features in silicon chips 
can be created. The process involves a photo-initiated cat­
ionic polymerization, and/ or cross-linking reaction. In 
some cases, photo-initiated deprotection of phenol groups 
is used to change the polarity of certain regions of the 
chip. In all of these applications, the transformations 
are initiated by very strong, photo-generated acids. 

As we explore later in this chapter, one way to pro­
duce an exceptionally strong pro tic acid is to have a non­
aqueous environmen t and a very non-coordinating 
conjugate base, su ch as BF4 - , PF6 -,and AsF6 -.In fact, one 
reason that computer chips are manufactured in clean 
rooms is to remove all sources of bases that quench the 
acid-catalyzed processes. Water is one su ch base, but so 
are the va rious amine bases that we have in our breath 
and fingerprints. 

The photo-initiated production of catalytic amounts 
ofHBF4, HPF6, or HAsF6 mostcommonly derives from 
irradiation of diaryliodonium salts, w here the counter ion 
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MtX,- is any one of the special non-coordinating anions. 
Irradiation produces mixtures of cation radicals, cations, 
and radicals of the aryl groups, which are extrem ely reac­
tive species. These compounds oxidize, abstract hydrogen 
atoms, or abstract hydrides from most monom ers or the 
polymer backbone (RH). The resulting cationic monomers 
or polymers lose a proton to form unsaturated positions, 
yielding the HMtX, acid tha t initiates polymerization, 
cross-linking, or deprotection. 

Ar- I~Ar MIX G ~ Ar - i0 MIX G + Ar· ~ HMIXn n n 

e e 
or Arl + Ar MIXn 

Studies on the experimental cond itions created by the 
photo-produced acidic media reveal H0 values from-15 
all the way to - 30. Thus, the modern day process of com­
pu ter chip manufacturing relies heavily on the production 
of extremely strong acids, which generate acid ities that 
can only be m easured using acidity function scales. 

Crivello, ) . V. "The Discovery and Development of Onium Salt Cationic 
Photoinitiators." f. Poly. Sci. Part A, Poly. Chem., 37, 4241-4254 (1999). 

The use of acidity functions to determine the proton donating ability of a solvent is use­
ful for the analysis of acid-catalyzed reactions. Many reactions, however, are base-catalyzed, 
and s trongly basic solutions can be created by adding strong bases to water. Therefore, acid­
ity function methods have also been d eveloped for basic solu tions, establishing scales desig­
nated for the ability of the solution to remove a proton from a reactant. One such scale, H_, is 
given by Eq. 5.20, and correlates mixtures of DMSO and water with added tetramethylam­
monium hydroxide. Again the A- and AH are aniline d erivatives that can be analyzed in the 
UV /vis spectra, but now the neutral forms are acting as acids. As shown in Figure 5.3, the so­
lutions are made more basic by the addition of increasing percentages of DMSO. In almost 
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Figure 5.3 
A plot of H_ values fo r solutions of 0.011 M (CH3) 4NOH 
in water / DMSO solutions as a function of the mole 
fraction of DMSO. The data come from Cox, R. A., and 
Stewart, R. "The Ionization of Feeble Organic Acids in 
DMSO-Water Mixtures. Acidity Constants Derived by 
Extrapolation to the Aqueous State." f. Am. Chem. Soc., 
98,488 (1976) 
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Connections 

pure DMSO, the ability of the solution to remove a proton increases dramatically. Under 
these conditions the hydroxide ion is not solvated by DMSO (see the discussion in Chapter 
3 of DMSO solvating anions) and the (CH3) 4N+ counter ion does not coordinate. Therefore 
the base is becoming essentially naked. Once again the acidity function is a pH surrogate, 
and solutions approaching a basicity value of 26 can be achieved. 

5.2.6 Super Acids 

The extreme of strongly acidic solutions are those formed from what are called super 
acids. Our Connections highlight on the acids used in photolithography (see above) intro­
duced these acids (HMtX11 ) . Some of the strongest proton donating solutions known are 
those formed from BF3, PF5, AsF5, and especially SbF5 in liquid HF, often diluted with FS03H 
and S02ClF. This creates acids of the extremely non-nucleophilic and non-coordinating 
anions BF4- , PF6- , AsF6 -, and SbF6 -.Such solutions can protonate bases as weak as benzene to 
create persistent carbenium ions. This means that benzene is actually a stronger base than 
these anions! Even more impressive, they can be used to protonate alkanes, as the following 
Connections highlight shows. 

Super Acids Used to Activate Hydrocarbons pentane leads to the two cations sh own . Protonation of a 
C-H bond leads to loss of H 2 and formation of a carbe­
nium ion (which undergoes rearrangements not shown), 
whereas protonation of a C-C bond leads to a linear carbe­
nium ion after a rearrangement (along with other isomers 
not shown). With added CO, trapping of the carbenium 
ions occurs to m ake persistent acylium ions, which 
undergo a reaction with ethanol upon workup to make 
ethyl esters. This is just one example of an amazing reac­
tion-the activation of a hydrocarbon with an acid. 

If acidity functions of -20 to -30 are accessible with super 
acids, can one proton ate alkanes? The answer is "yes", 
and in fact, the 1994 Nobel Prize in Chemis try presented 
to George Olah was partially in acknowledgement of this 
discovery. The realization of u bond basicity led to the abil­
ity to activate hydroca rbons a t low temperature toward 
various reactions. 

One recent example of this is the carbonylation of 
methylcyclopentane in HF-SbF5 solutions. An array of fas­
cinating reactions occurs upon protonation of an alkane, 
and they are illustrated in the following scheme. The rela­
tive basicity of u bonds in alkanes is 3° C- H > C-C > 2° 
C-H > > 1° C-H. Hence, the protonation of methylcyclo-

Sommer, )., Hashoumy, M., Cui mann, ) .-C., and Bukala, J. "Activation 
and Carbonyla tion of Methylcyclopentane in H F- SbF; ." New]. Chetn., 21, 
939-944 (1997) 

~e u co 

yo<~ 
u EtOH 

co 

Super acid activation of methylcyclopentane 
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The previous sections have analyzed the scales u sed to tabulate the thermodynamics of 
acid-base reactions, the leveling effect, and how one de termines the acidity of dilute and 
highly concentrated solutions. Much of what was discussed is applicable to any solvent, but 
water is the solvent most often referred to when one is discussing acid-base chemistry. Yet, 
chemists do not perform all of their acid-base reactions in wa ter, and so an understanding of 
acid strengths in nonaqueous systems is very important also. Further, the interiors of en­
zymes and proteins are quite organic in nature, and therefore correlations between organic 
solvents and the microenvironments crea ted by nature for catalyzing reactions are often 
made. Hence, we also wan t to explore acid- base chemistry in nonaqueous media. 

5.3 Nonaqueous Systems 

We noted earlier that all standard pKa values are relative to those that can be determined in 
water. Most of the time pKa values change significantly when measured in different solvents, 
although there are examples where acidities are nearly identical in different solvents. For 
example, picric acid (2,4,6-trinitrophenol) is just as strong an acid in DMSO as it is in wa ter 
(see discussion below). Moreover, the relative ordering of acid stren gth can change from 
one solvent to another. For instance, in water HCN is a stronger acid than malononitrile 
[CH2(CN)2], but in DMSO malononitrile is the stronger acid. Thus, solvation has a large in­
fluence in altering the in trinsic ability of a compound to act as a proton donor. 

There are two general changes that occur for pKa values in organic solvents relative to 
water. First, the pKa values are almost always larger in the organic solvent than in water. Sec­
ond, pKa di fferences are accentuated in the organic solvent, meaning that they tend to spread 
out over a larger pKa range. The reason pKa values are larger is that organic solvents are not 
as effective at supporting the charges that develop upon creating the lyonium ion. Table 5.1 
shows a few pKa values in different organic solvents. Note that the lower the polarity of the 
solvent, the higher the pKas of the various acids. The most common solvent, other than 
water, that pKas have been measured in is DMSO, and Bordwell has developed an ex ten­
sive listing. 

TableS.! 
pK.s of Various Acids in Differing Solvents 

Solvent 

Acid H20 CH30H DMSO DMF CH3CN 

CH3C02H 4.76 9.5 12.6 13.5 
p-N02C6H40H 7.15 11 .4 11.0 12.6 21 

PhNH3' 4.6 3.2 4.2 

There are some severe limitiations to measuring pKa values in organic solvents. Often 
salts are strongly ion paired so that the acidity of a cationic acid really reflects that of its salt. 
Simi larly, for neutral acids, the resulting lyonium ion h as to be ion paired with the conjugate 
base of the acid. These factors strongly affect the acid strength because the strength of an ion 
pair will influence the measured acidity. For example, when using an anionic base to depro­
tonate an acid, Eq. 5.21 describes the reaction. This kind of ion pairing often causes an acid­
base titration to appear non-ideal. Figure 5.4 shows titrations of the sodium 15-crown-5 salts 
of 1,3-cyclohexanedionate and cyanonitromethide in acetonitrile, which clearly do not con­
form to the shape of the Henderson-Hasselbalch equation (Eq. 5.12 and Figure 5.1). 

(Eg. 5.21) 

The second trend, that of accentuating the differences between acids, again derives from 
the fact that the organic solvents are not very effective at stabilizing the charges created 
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Figure 5.4 B 
Titration of sodium 15-crown-5 salts of 1,3-cyclohexanedionate (A) 
and cyanonitromethide (B) with picric acid in acetonitrile. The line 
drawn through the data is a Henderson-Hassel balch fit. The data 
come from Kelly-Rowley, A.M., Lynch, V. M., and Anslyn, E. V. 
"Molecular Recognition of Enolates of Active Methylene Compounds 
in Acetonitrile. The Interplay between Complementarity and Basicity, 
and the Use of Hydrogen Bonding to Lower Guest pK.s." f. Am. Chern. 
Soc., 117, 3438 (1995). 
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when the acid donates its proton to the solvent. Due to the relative lack of ion pairing, many 
pK.s of organic acids have been determined in DMSO, and hence this solvent makes for a 
nice comparison between acid strengths in an organic solvent. Examine the pK.s of the acids 
given in Table 5.2. The differences are generally greater in DMSO than in water. For example, 
the difference between the acidities of phenol and methanol is 5.5 pK. units in water, but it is 
11 in DMSO. Since the organic solvent cannot as effectively stabilize the anionic conjugate 
base of the acid, the intrinsic electronic factors that make one acid more acidic than another 
are accentuated. In essence, the trends in acidity in organic solvents and the differences be­
tween one acid and another become more similar to what is observed in the gas phase (see 
below). From another vantage point, the strong solvating nature of water very effectively 
stabilizes the anionic conjugate bases, thereby making the intrinsic stability of these bases 
less important, and the corresponding acidity differences between acids becomes smaller. 
When the anionic charge of the conjugate base is highly delocalized, solvation effects would 
be expected to be less important, and indeed with picric acid and malononitrile, the pK.s are 
essentially the same in water and DMSO. 

Table 5.2 
pK. Values for Various Acids in Water and DMSO* 

Acid pK. (water) pK.(DMSO) 

HBr -9 0.9 
HCJ -8 1.8 
HF 3.2 15 
Picric acid 0.4 0.0 
Aceti c acid 4.75 12.3 
Phenol 10.0 18.0 
Methanol 15.5 29.0 
Water 15.57 32 
HCN 9.1 12.9 
CH2(CN)2 11.0 11 .0 

*Bordwell, F. G. "Equilibrium Acidities in Dimethyl Sulfoxide Solution." 
Ace. Che111. Res., 21, 456 (1 988) . 
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5.3.1 pKa Shifts at Enzyme Active Sites 

Our analysis of nonaqueous pKas makes it clear that the environment of an acid strongly 
influences its strength. As stated above, organic solvents generally lower acidity, whereas 
polar solvents increase acidity. Similarly, electrostatic interactions influence acidity. As we 
will explore later, the second pKa of a dicarboxylic acid is higher than the first pKa due to the 
formation of a dianion with the associated electrostatic repulsion. Hence, we must examine 
all the aspects of the microenvironment around an acid to fully understand or predict its 
strength . 

The active sites of enzymes are not identical to water, and in fact are often considered 
quite organic in nature. However, they also can possess charges. Therefore, acids at enzyme 
active sites often have pKas that are quite different than the normal pK.s for those acids in 
water. This is because the active site of an enzyme presents a significantly different solvation 
environment than just water. Table 5.3lists a few enzymes and the pK.s of the side chains in 
solution and within the enzyme. For example, if a neutral acid, such as a carboxylic acid, is 
placed in proximity to a positive charge, the acid will become more acidic because there­
sulting anionic conjugate base is stabilized due to electrostatic attraction. Conversely, when 
a positive acid, such as ammonium, is placed near a negative charge, it will become less 
acid ic. Now the electrostatic attraction is lost when the acid donates its proton and becomes 
neutral. These effects can be quite large, and changes in acidity strength of four to five orders 
of magnitude are common. 

Table 5.3 
pK. Values of Side Chain Residues in Three Enzymes 
Relative to the Solution pK,, Values* 

Enzyme Residue pK. in solution 

Lysozyme Glu-35 4.2 
Acetoacetate Lys-43 10.0 

deca rboxylase 
Pa pain His-150 6.0 

pK. in enzyme 

6.5 
5.9 

3.4 

*Fersht, A. (1999). Structuren11d Mechn11ism i11 Protei11 Science, W. H. Freeman and Company, New 
York. Urry, D. W., Gowda, D. C., Peng, S. Q., Pa rker, T. M., and Harris, R. D. " Design a t Nanometric 
Dimensions to Enhance Hydrophobicity-Jnd uced pK,, Shifts." f. Am. Che11r Soc., 114,8716 (1992). 

5.3.2 Solution Phase vs. Gas Phase 

Before launching into an analysis of pK.s of representative acids and a discussion of 
those factors that influence acidities, we examine gas phase acidities. In the gas phase, the 
intrinsic proton d onor abilities between various acids can be determined without influence 
from solvents. Hence, an examination of gas phase acidities makes a nice in troduction to de­
termining relative solution acidities, where we can take the lessons from the gas phase and 
perturb them with knowledge of how the solvent influences acidities. For an example of 
how gas phase acidities have been used to interpret pK. changes in solution, see the Connec­
tions highlight given at the end of this discussion. 

How can we measure the acidity of an HA bond in the gas phase (it would require the 
heterolysis of the bond to create naked H+ and A-)? Such a reaction is quite unreasonable in 
the gas phase. For example, the heterolytic bond dissociation energy for methane is 417 
kcal I mol (see Table 2.9), but the homolytic bond dissociation energy is only 105 kcal I mol 
(see Table 2.2). Hence, thermolysis would simply lead to homolysis. Moreover, most alkyl 
anjons are not stable in the gas phase, possessing a negative or low positive ioniza tion po­
tential, and therefore spontaneously lead to a radical and an electron. Hence, in these cases, 
one must consider three different reactions. Adding together the bond dissociation energy 
of the A-H bond, the ionization potential of the hydrogen atom, and the electron affinity 
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of the A radical (Eqs. 5.22-5.24) gives the acidity reaction (Eq. 5.25). 

A-H -A• + H• t..Ho = BDE(A-H) 

H • - e0 + H 0 t..Ho = IP(H) 

A• + / 3-A0 t..H0 = EA(A) 

0 0 A- H -A + H t..H0 (HA) = BDE(A-H) + IP(H) + EA(A) 

(Eq. 5.22) 

(Eq. 5.23) 

(Eq. 5.24) 

(Eq. 5.25) 

We must measure the t..Ho of these three reactions to derive the acidity of HA in the gas 
phase. The acidity is reported as a t..Ho value, not a pK., because it does not reflect the dona­
tion of the proton to any solvent. Instead, the value is a heterolytic bond dissociation energy. 
In those cases where the base (anionic or neutral) is stable in the gas phase, one can deter­
mine the proton affinity of this conjugate base of the acid, which would be the negative of the 
heterolytic bond dissociation energy (Eq. 5.26). The most pertinent number for any reaction 
is t..Go not t..H0

, which would require knowledge of 6.5°. 6.5° can often be estimated, but for 
most gas phase acidities the entropies of the reactions are all similar, such that relative 6.G0 is 
barely different than relative 6.H0

• Therefore, Table 5.4 lists gas phase acidities solely as 6.H0 

values. 

(Eq. 5.26) 

There are many points of interest in Table 5.4. First is the proton affinity of water in the 
gas phase, which is -167 kcal / mol. Interestingly, coordination of more waters continues to 
release energy. A second water releases 32 kcal/ mol, and up to eight waters in the gas phase 
continues to release energy. This is part of the evidence for our earlier statement that H30 + in 
water is better described as H+(H20), . The increasing release of heat upon the addition of 
several water molecules to H 30 + has been interpreted to mean that the proton is equally 
bound to a few waters, rather than being most strongly associated with a single molecule of 
water. 

One quite interesting trend is that the interchange of atoms with differing electronega­
tivities does not necessarily yield the expected results. For example, examine the acidities of 
the various monohalogenated acetic acids. The most acidic is iodoacetic acid, and the least 
acidic is fluoroacetic acid. Similarly, of the substituted methanes, the most acidic is iodo­
methane and the least acidic is fluoromethane. This can be understood on the grounds that 
iodine is more polarizable than fluorine, being better able to accept and spread out the in­
crease in electron density than the smaller harder fluorine in the absence of any solvent to 
mediate the charge. In fact, although surprising at first glance, chloroform is more acidic 
than fluoroform in water by a factor of 107 for the same reason. Although we will discuss 
electronegativity below as a major factor influencing acidity, we cannot always rely on sim­
ple electronegativity arguments to predict acidities. 

Another interesting and important trend is the relative acidities of methanol, ethanol, 
isopropanol, and t-butyl alcohol. Acidity increases as the size of the alkyl group increases. 
Once again polarization is found to be important. The larger the alkyl group, the better it can 
accept the increase in electron density upon heterolysis of the 0 - H bond. We normally think 
of alkyl groups as electron donating, but whether they are electron donating or electron ac­
cepting depends upon the context. Interestingly, the exact opposite trend in acidity is found 
in solution, where methanol is the strongest acid . We examine the reasoning for this inver­
sion in the order of acidities in the next section. 

Finally, examine the trend for the decreasing acidities of ammonium species with in­
creasing alkyl substitution, as revealed by studies from Brauman and Blair. Ammonium is 
more acidic than methyl ammonium, which in turn is more acidic than dimethylammo­
nium, and so on. The charge is being stablized by dispersion with m ore alkyl groups. 



Table 5.4 
Selected Values of Gas Phase Acidities (Mf') and Proton 
Affinities (PA) of Organic Compounds, in kcal/mol* 

Compounds 

Carbon acids 

Methane 
Ethane 
Ethylene 
Propene 
Benzene 
Fluoromethane 
Chloromethane 
Bromomethane 
Iodomethane 
Aceton itrile 
Acetone 
Toluene 
Nitromethane 
Methane-H* 
Ethane-H* 
Ethylene-H* 

Oxygen acids 

Diethyl ether-H* 
Tetrahydrofuran-H* 
Acetone-H* 
Propyl acetate-H* 
1-Butyl alcohol-H* 
Methanol-H* 
Water-H* 
Water 
Methanol 
Ethanol 
Isopropyl alcohol 
t-Butyl alcohol 
Trifluoroethanol 
Phenol 
Formic acid 
Acetic acid 
Benzoic acid 
Fluoroacetic acid 
Chloroacetic acid 
Bromoacetic acid 
Iodoacetic acid 
Trifluoroacetic acid 

Nitrogen acids 

Ammonia 
Ammonium 
Me thy !ammonium 
Dime thy !ammonium 
Trimethylammonium 
Pyridinium 
Anilinium 

416.6 
420.1 
407.5 
390.8 
400.7 
409 
396 
392 
386 
373.5 
370.0 
377.0 
357.6 

390.8 
381.7 
378.6 
376.7 
375.9 
361.0 
349.8 
345.3 
341.5 
340.1 
338.6 
336.0 
335.2 
334.7 
324.4 

PAofconjugate 
base 

-390.7 

-369.1 
-380.8 
-356.4 
-130.2 
-142.7 
-162.6 

- 200.2 
- 198.8 
-197.2 
-202.0 
- 195.0 
- 182.5 
- 167.3 
-390.7 
-380.6 

-403.6 
-204.0 
-214.1 
-220.6 
-224.3 
-220.8 
-211.5 

*Note how closely the two values agree for those cases where both values 
have been determined experimenta lly. See references at the back of the chapter 
for more extensive lists. 
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Connections 

The Intrinsic Acidity Increase of a Carbon 
Acid by Coordination of BF3 

As discussed above, measuring acidities in the gas phase 
allows a determination of intrinsic acidity without solva­
tion effects. In many synthetic reactions, Lewis acids are 
used to increase the enolization of an aldehyde or ketone 
as well as to enhance electrophili city of the carbonyl car­
bon . Although the acidity of the a carbon to a carbonyl 
will undoubtedly increase w ith carbonyl oxygen coordina­
ti on to an electrophile, quantitative information has been 
lacking. 

Recently, in the gas phase, the increase in the acidity 
of acetaldehyde by the addition of BF3 was determined. 
This was done using mass spectrometry. The acidity of 
acetaldehyde was found to be 365.8 kcal I mol, while the 
complex with BF3 was found to be 316 kcal l mol, an 
as tounding drop of 50 kcal l m ol (equi valen t to 36 pK. 
units in solution) . This makes the Lewis acid-base com­
plex approximately as acidic as HI (314 kcal I mol) in the 
gas phase. 

pKa shift induced by BF3 

The effect of Lewis acid coordination on the acidity of 
acetaldehyde should be drama ticall y reduced in solution, 
because the solvation energy of the free enolate will be 
larger than the solvati on of the Lewis acid-base complex. 
Using computational methods, estimates were made for 
this attenuation . It was calculated that the pK. of the com­
plex in water should be near -7, and it is known that the 
pK. of acetaldehyde alone in wa ter is 17. Hence, a 24-unit 
pK. shift is predicted. This makes the Lewis acid-base 
complex as acidic as HBr in water-quite as tounding! 

Ren, )., Cramer, C. )., and Squires, R. R. "Superacid ity and Superelectro­
phil icity of BF3- Ca rbonyl Com plexes." j Am. Chem. Soc., 121, 2633-2634 
(1999). 

5.4 Predicting Acid Strength in Solution 

As a practicing organic chemist performing reactions every day in the laboratory, it is not 
often that one needs to perform acid-base calculations, measure a pK. in an organic solvent, 
or determine exact Ha values. Instead, we are most commonly confronted with comparisons 
between aci ds or bases, forcing us to make judgements about what base to use for a base ini­
tiated reaction, or possibly what acid to use to remove a protecting group. Further, we com­
monly need to choose experimental conditions to genera te a reactive carbanion intermedi­
ate, such as an enolate or alkyl anion . In all these analyses, it is particularly useful to have a 
small handful of pK. values of common structures set to memory, and when necessary, to 
have the ability to predict relative acid or base strengths. These are the items that we want to 
discuss in the next several sections. 

5.4.1 Methods Used to Measure Weak Acid Strength 

Before examining methods to predict acid strength, it is useful to have an understanding 
of how acid strengths are determined experimentally. For acids whose pK.s lie between the 
boundaries of the leveling effect of water, simple pH titrations in water suffice. For very 
strong acids, acidity function methods are used. For bases whose conjugate acid pK.s are 
around 14 to around 24, H_ acidity functions can be used. However, many organic structures 
are much weaker acids than water, and therefore their pK.s are far too high to be determined 
by any method that has water present. The pK.s of these very weak organi c acids can often 
be determined in organic solvents, such as DMSO, giving a nonaqueous pKa. Yet, as we have 
mentioned, all standard pKas are referenced to water, and are referred to as" aqueous" pK.s. 
How are the" aqueous" pK.s of extreme! y weak acids determined? 

Many methods have been employed to determine the pKas of very weak organic acids. 
In fact, pK.s of alkanes near 45 and 50 have even been determined. The techniques are all 
built upon incremental comparisons. That is, the pK. of a new compound under analysis is 
always determined using a compound whose pK. is known. The structure whose pK. is 
known was at some point analyzed relative to another compound whose pK. was initially 
known. These comparisons are repeatedly done until finally a comparison can be made to a 
structure whose pK. was determined in water. 
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In this approach, compounds that are sufficiently basic that they can be used to depro­
tonate weak acids just outside of the water limit, but whose conjugate acids are just acidic 
enough to be measurable in water, are the key to linking all organic acids to a water pKa scale. 
Two of the most important compounds used in this way are the acids cyclopentadiene and 
9-phenylfluorene, whose pKas are 16.0 and 18.5, respectively. A carbon acidity scale based 
upon 9-phenylfluorene was developed by Cram, and named the MSAD scale (named after 
McEwen, Streitwieser, Applequist, and Dessy). This scale is the one commonly u sed to de­
fine pKa values of near 18 to near 40. Values above 40 can be determined using an electro­
chemical method developed by Breslow. 

Using either 9-phenylfluorene or cyclopentadiene, the Cs+ salt is created and allowed to 
equilibrate with other hydrocarbon acids (RH) in the novel solvent cyclohexylamine (Eq. 
5.27). The extent of deprotonation of the hydrocarbon acid by the salt at equilibrium gives 
the pKa of RH. The conjugate base of RH can then be used to establish an equilibrium with 
another less acidic RH', giving the pKa ofRH', and so on. Since the pKa of cyclohexylamine 
is 41.6, pKas of organic acids up to about 39 can be determined. The problem w ith such an 
analysis is similar to that encountered in nonaqueous titrations-namely, aggregation ef­
fects. In cyclohexylamine, salts are strongly aggregated, and therefore the pK.s determined 
are really ion pair acidities, as noted by Streitwieser. 

+ RH 
ee 

+ Cs R 

(Eq. 5.27) 

There are cases when the acid-base equilibrium required to get a true thermodynamic 
difference between the compounds being compared is difficult to establish. The acid-base 
equilibrium is not established rapidly, and instead one determines a kinetic acidity. Kinetic 
acidities are relative rates for proton transfer, which can in some cases be related to thermo­
dynamic acidities. 

5.4.2 Two Guiding Principles for Predicting Relative Acidities 

The most important goal in this section is to give the student a sufficient background to 
be able to make rational predictions as to the relative acidities of a series of HAs. All "aque­
ous" pKa values are based upon the acid HA reacting in the manner shown as Eq. 5.5. To pre­
dict the equilibrium constant for this reaction, we call on principles introduced in Chapters 
1-4. Recall that an equilibrium constant reflects the relative stability of the reactants and 
products, including factors of bond strength, any strains, and entropy factors- but also the 
entropy of mixing. With regards to predicting the relative strengths of several acids, entropy 
factors make minor differences. This is because all the acids act as given in Eq. 5.5, and hence 
the relative translational and rotational degrees of freedom between reactants and products 
are similar for all acids being compared. Therefore, we need to concentrate on enthalpy fac­
tors to predict the relative acidities of acids. The enthalpy that we need to be concerned with 
is that of the different HAs and A-s being compared. 

In Eq. 5.5, all acids are acting as proton donors to water, and the conjugate acid for all 
acids being compared is H30 +. Therefore, in predicting the relative acidities we do not need 
to concern ourselves with the stability of H20 or H 30 + because it is the same for all the acids. 

Hence, we have two choices in predicting relative acidities; we can focus on the relative 
stabilities of all the HA structures being compared, or we can focus on the relative stabilities 
of all the A-s created by the various HAs. Since chemists are well versed in those factors that 
stabilize charges (induction, resonance, etc.), it is easiest for us to rationalize acidity differ­
ences by comparing charged species. Hence, two guiding principles emerge: 

• When the acids being compared are neutral (HA) and create negative conjugate bases 
(A-), it is most convenient to predict the relative acidities by examining the relative 
stabilities of the anionic conjugate bases. The acid with the most stable conjugate base 
A- will be the strongest acid. 
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• When the acids being compared are cationic (HA +)and create neutral conjugate bases 
(A), it is often most convenient to predict relative acidities by examining the relative 
stabilities of the acids themselves. The acid HA +that is most stable will be the weakest 
acid. 

Our ultimate goal is to have a series of factors that we can use to understand and ulti­
mately predict relative acidities. Several chemical phenomena are invoked when discussing 
acidities. They include electronegativity effects, inductive effects, electrostatic effects, reso­
nance, aromaticity I antiaromaticity, solvation, hybridization effects, polarizability, bond 
strengths, and steric effects. Hence, almost all common factors that chemists use to ratio­
nalize experimental observations are used to explain acid-base chemistry. Thus, acid-base 
chemistry is an excellent topic that ties together many of the phenomena discussed to this 
point in the text. Below, we examine each of these effects in the context of rationalizing pKa 
trends within sets of specific compounds. Often, pKa ranges are given, but also many specific 
pKas are listed. We take each factor individually, but often more than one will need to be con­
sidered to fully comprehend the acidity trends. Moreover, we combine our discussion of car­
bon acids along with other kinds of acids, because the exact same phenomena are involved . 
We simply place the carbon acid pKas in a separate table for convenience of reference. Lastly, 
for purposes of discu ssion, a few pKas are repeated in Tables 5.5, 5.6, and 5.7, when they are 
good examples of differing factors that influence acidities. 

5.4.3 Electronegativity and Induction 

The first factor we discuss that influences acidities is the electronegativity of the atom to 
which the acidic proton is attached. Table 5.5A shows the pKa ranges of several acids of first 
row compounds. The acidity decreases in the following order: HF > ROH > R2NH > R3CH. 
The trend follows the stability of the conjugate base, since F is more stable when possessing 
a negative charge than is 0 , which is more stable than N possessing a negative charge, and 
finally Cis least stable w ith a negative charge. This electronegativity effect is dramatic. Since 
pKa is a logarithmic scale, we find that HF is approximately a trillion times more acidic than 
an alcohol, and an amazing factor of 1020 separates the acid strengths of alcohols and a mines. 
There is a smaller separation between amines and alkanes-only on the order of a million to 
a billion. 

Electronegativity effects are not just associated with elements directly bonded to the 
acid hydrogen. In fact, differences in the electronegativity of atoms attached to a molecule 
can affect acidity of a h ydrogen from quite a far distance. As we noted in Chapter 1, when 
electronegativity effects arise from electron withdrawal by a remote group via sigma bonds, 
it is referred to as an inductive effect. We find such an effect on the various monohalogen 
substituted carboxylic acids (Table 5.5B). Fluoroacetic acid (pKa 2.59) is more acidic than 
chloroacetic acid (pKa 2.87), which is more acidic than bromoacetic acid (pKa 2.90), and so 
forth. The more halogens, the more dramatic their effect, with trifluoroacetic acid (p Ka 0.52) 
being essentially jus t as acidic as picric acid (pKa 0.4). Although the effects are sm all, even 
para substitution of a halogen on benzoic acid increases the acidity (p-fluorobenzoic acid has 
a pKa of 4.14 while that of benzoic acid is 4.21; see Table 5.5C). 

5.4.4 Resonance 

In keeping with the concept that the stability of the anionic charge on the conjugate base 
of the acid dictates the acidity of the acid, resonance stabilization of the anion has a powerful 
influence on acidity. This is most dramatically seen when the acidity of methanol (pK, 16.0) 
is compared to phenol (pKa 10.02) and acetic acid (pKa 4.76). These are all acids where the 
conjugate base possesses nega tive charge on an oxygen atom, yet the increasing ability to 
have resonance stabilization increases the acidity approximately one million-fold each time 
in going from an alcohol to a phenol to a carboxylic acid. However, the increased acidity of 



Table 5.5 
pK. Values (or Ranges) of Many Different 
Kinds of Acids (R = Alkyl or H)* 

Compound pK. 

A. First row compounds and mineral acids 

HF 3.18 
ROH 16- 18 
ArOH -1 to 11.0 
R2NH 38-42 
ArNH2 18-28 
R3CH (simple R) 45-50 
HCI -6.1 
Hl3r - 8 
HI -9 

HN03 - 1.44 

HNOz 3.29 

HzS04 -9 (pKal); 1.92 (pKaz) 

HzS03 1.82 
HCI04 -10 

H3P04 2.12 (pKal); 7.21 (pKaz); 12.67 (pKa3) 

B. Acetic acid derivatives 

CH3COzH 4.76 
CICH2COzH 2.87 
C]zCHC02H 1.30 
Cl3CCOzH 0.64 
FCHzC02H 2.59 
F2CH2C02H 1.34 
F3CCOzH 0.52 
BrCH2C02H 2.90 
ICH2C02H 3.18 
N02CH2C02H 1.48 
NCCH2C02H 2.46 
PhCH2C02H 4.31 
H3N+CH2C02H 2.31 
H02CC02H 1.27 
-o zCCOzH 4.27 
H02CCH2C02H 2.83 
-o zCCHzCOzH 5.69 

C. Benzoic acid derivatives 

PhC02H 4.21 
p-FC6H4C02H 4.14 
p-CIC6H4COzH 3.99 
p-BrC6H4COzH 4.00 
p-IC6H4COzH 4.00 
o-CH3C6H4COzH 3.91 
m-CH3C6H4COzH 4.27 
p-CH3C6H4C0 2H 4.34 
o-CNC6H4COzH 3.14 
m-CNC6H4C02H 3.60 
p-CNC6H4COzH 3.55 
o-N02C6H4C02H 2.21 
m-NOzC6H4COzH 3.49 
p-NOzC6H4COzH 3.44 

*See references a t the back of the chapter for more extensive lists. 
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Compound pK. 

D. Phenol derivatives 

PhOH 10.02 
p-CIC6H40H 9.38 
p-NOzC6H40H 7.15 
2,4-Dinitrophenol 4.0 
Picric acid 0.4 

E. Thiols and related compounds 

CH3SH 10.33 
PhSH 6.52 
HzS 7.0 
H2Se 4.0 
H2Te 3.0 

F. Hybridization effects on RC02H 

CH3CHzCH2C02H 4.82 
cis-CH3CH =CHC02H 4.42 
CH3C, CC02H 2.59 

G. Hybridization effects on alcohols 

CH3CHzCHzOH 16.1 
CH2 = CHCH20H 15.5 
HC,CCH20H 13.6 

H. Solvation effects on alcohols 

CH30H 15.5 
CH3CH20H 15.9 
(CHJ)zCHOH 17.1 
(CH3lJCOH 19.2 

I. Solvation effects on carboxylic acids 

HC02H 3.75 

CH3COzH 4.76 
CH3CHzCOzH 4.88 
(CH3)zCHC02H 4.85 

CH3CHzCHzCOzH 4.82 
(CH3lJCC02H 5.03 
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Table 5.6 
pK.s of Carbon Acids* 

Compound pK. Compound pK. 

A. Carbonyl derivatives F. Phenyl stabilization 

CH3COCH3 20.0 PhCH3 41.2 
CH3COCH2CJ 16.0 Ph2CH2 33.0 
CH3COCHCI2 14.9 Ph3CH 31.5 
CH3COCH2COCH3 8.84 G. Ylides and electrostatic effects 
CH3CONH2 25 
2-Acety lcyclopentanone 8 Ph3P+- CH3 22.4 

1-Ethy lcarboxy-2- (CH3h P+CH2Ph 17.4 

oxocyclopentane 10.5 (CH3h N +CH2Ph 31.9 

CF3COCH2COCF3 5.35 (CH3h As+CH2Ph 22.3 

CH3CH20 2CCH2C02CH2CH3 13.3 (CH3)2S+-CH2COPh 8.3 

NCCH2C02CH2CH3 9 Thiamin 17.6 

CH3C0 2- 24 H. Hybridization effects 

B. Nitro derivatives Ethane 50 

CH3N02 10.2 Ethylene 44 

N02CH2N02 3.63 Benzene 37 

CH(N02)3 0.14 Acetylene 24 

C. Cyano derivatives 
Pheny lacety lene 19.9 

CH3CN 25.0 
I. Aromaticity effects 

CH2(CNh 11.2 Cyclopentadiene 16.0 

CH(CN)3 5.13 Cycloheptatriene 38.8 

HCN 9.21 1,2,3-Triphenylcyclopropene 50 

D. Sulfones and sulfoxides f . A lkyl groups 

CH3SOCH3 28.5 Cyclohexane 45 

EtS02CH ( CH3)S02E t 14.6 (CH3h CH 71 

E. Cyclopentadienes 
CH2= CHCH3 43 

Cyclopentadiene 16.0 
1-Cya nocyclopen tadiene 9.78 
2,5-Dicyanocyclopentadiene 2.52 
Indene 20.2 
Fluorene 22.7 
9-Phenylfluorene 18.5 

*See re ferences at the back of the cha pter for more extensive lists. 

carboxylic acids has recently been noted to arise from an inductive effect also. The carbonyl 
group is a strongly electron withdrawing group, which stabilizes the negative charge on a 
carboxylate via induction (a similar effect rises for enolates). This may be a more important 
factor for the acidity of a carboxylic acid than resonance. It is often difficult to separate induc­
tive effects from resonance effects. 

·a· ·a· 
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Resonance structures 

8 
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Table5.7 
pK. Values of Cationic Heteroatom Acids* 

Compound pK., 

A . Various effects on N acids (resonance, hybridization, sterics, and induction) 

Guanidinium 13.5 
1,8-Bis( dimethylamino )na pthalene- H+ 12.37 
CH3NH3 + 10.6 
Imidazole-H+ 7.1 
Purine-H+ 
Pyridine-H+ 
Aniline-H+ 
Piperidine-H+ 
Pyrimidine-H+ 
Adenine 
Cytidine 
Guanine 
NH4+ 

CH3NH3+ 
(CH3h NH2+ 
(CH3h NW 
RC = NH+ 

B. Protonated cationic oxygen 

RCO(W)X (X = H, R, OH, OR) 
RCO(W)NR2 

PhOH/ 
THF-H+ 

H30 + 

DMSO-W 
H2CO(W)NH2 

PhO(W)CH3 

CH3CO(W)CH3 
FCH2CO(W)CHJ 
F3CCO(W)CH3 

RN02W 

2.39 
5.23 
4.87 

11.1 
0.65 
4.17 
4.08 
3.3 
9.24 

10.6 
10.8 

9.80 
-12 

-2 to -8 
0 to - 4 
-7 
- 2.08 
- 1.74 
- 1.5 

0.10 
- 6.54 
-7.5 

-10.8 
-14.9 
-12 

'See refe rences at the back of the chapter for more extensive lists. 

9.75 
12.24 
9.2 12.3 

Another series of structures in which resonance plays a major role is the set of substi­
tuted phenols. The pKa of p-nitrophenol is 7.15, compared to the 10.02 for phenol, whereas 
2,4-dinitrophenol has a pK. of 4.0, and finally picric acid has a pK. of 0.4 (Table 5.50). Cer­
tainly a large fraction of the effect of the nitro group arises from induction due to the electro­
nega tive character of the group, but the ability to delocalize the negative charge from the 
phenoxide anion to the nitro group also contributes to the stability. This is seen by compar­
ing the pK. of p- and o-nitrophenol (7.15 and 7.22, respectively) to m-nitrophenol (8.36) to 
phenol (10.02). The nitro group in the conjugate base of m-nitrophenol cannot stabilize 
the negative charge via resonance, onJy via induction, which leads to over a two-unit pK. 
lowering relative to phenol. However, over another full unit of pK. lowering results from 
resonance. 

If a benzene ring can stabilize a negative charge on oxygen via resonance, it should also 
stabilize a negative charge on Nor C. In fact, the pK.s of various ani lines are between 18 and 
28, whereas typical alkyl amines are in the range of 38 to 42 (Table 5.5A). 

Resonance structures 
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Carbon acid acidity is dramatically influenced by resonance stabilization from an elec­
tron withdrawing group. Just the presence of one carbonyl directly adjacent to a C-H bond 
drops the pK. to approximately 20-a full 1025

- to 1030-fold change in acidity from an al­
kane! Whereas in an alkane the negative charge must reside on a carbon, with a ketone, 
the nega tive charge can largely reside on an oxygen. Two flanking ketones, such as in 2,4-
hexanedione, produce a pK. of 8.84, two flanking nitrites produce a pK. of 11.2 (as in malo­
nonitrile), two sulfones produce a pK. of 14.6, and the two nitro groups (as in dinitrometh­
ane) produce a pK. of 3.63 (Tables 5.6A, B, C, and D) . Hence, some of these carbon acids actu­
ally act as acids in water. When a carbon is flanked by two strongly electron withdrawing 
groups such as carbonyl, nitriles, and nitros, these compounds are known as active methyl­
ene compounds, reflecting their high acidity and use in various synthetic schemes requiring 
enolates (see Chapters 10 and 11). 

-- .. e 
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A 
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Resonance structures for enolates 

Another case where resonance influences carbon acidities is the comparison of toluene 
to diphenylmethane and lastly triphenylmethane (pK.s = 41.2, 33.0, and 31.5, respectively). 
The large shift between toluene and diphenylmethane is due to additional resonance stabili­
za tion of the conjugate base. However, the third additional phenyl ring has little effect. Sev­
eral factors are involved to account for this small change. One is that the phenyl rings cannot 
all be planar with the anionic carbon, which is required for full resonance stabiliza tion (ex­
amine the trityl radical discussed in Chapter 2), and instead a propeller twist develops in the 
anion. This is an example of a steric inhibition of resonance. A second factor is called a reso­
nance saturation effect. Once the charge on the conjugate base is stabilized via resonance, 
the additional resonance is not as effective at stabilization. 

Competitive resonance effects can be found . In general, C-H bonds alpha to ketones are 
more acidic than when alpha to ester carbonyls, which are more acidic relative to amide car­
bonyls, all three of which are more acidic than C-H bonds near carboxylates. The resonance 
stabi li za tion gained by ioniza tion of the C-H bond is increasingly lower in this series be­
ca use the 0, N, oro-heteroatom on the ester, amide, or carboxylate, respectively, is increas­
ingly involved in resonance with the carbonyl in the acid prior to ionization of the C-H 
bond.ln such cases, we must consider the role of resonance in stabilizing the HA compound 
aswellasA-. 

.. e 
:Q: -- A 

Resonance structures for enolates 
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Similar resonance effects influence the acidities of ammonium and amine acids. The 
most interesting examples are relevant to biological chemistry, and a discussion of these is 
left to the next section. 

When contrasting the acidities of protonated amines, it is often convenient to analyze 
the stabilities of the acids themselves rather than the stabilities of the conjugate bases (see 
solvation effects below). However, the nitrogen lone pairs created upon ionization of an 
N-H bond are often involved in resonance interactions, and hence examination of the con­
jugate base is instructive. For example, the pK. of anilinium is 4.87 w hile that of a simple 
primary ammonium such as methylammonium is 10.66. This is a dramatic difference. To ex­
plain this, it is important to note that the positive charge on the anilinium cannot be res­
onance delocalized . Yet, upon ionization of an N-H+ bond in these structures, aniline or 
methylamine is obtained, and the lone pair on the nitrogen of aniline can delocalize into the 
phenyl ring whereas that on methylamine cannot. The delocaliza tion stabilizes the conju­
gate base aniline relative to methylamine making anilinium more acidic. 

5.4.5 Bond Strengths 

The acidi ti es of halogen acids follow the trend: HI > HBr > HCl > HF (Table S.SA). A 
similar trend is found for group VIA acids: H 2Te > H 2Se > H 2S > H 20 (Table S.SF) . The ma­
jor factor that contributes to this trend is bond strengths. The bond streng th decreases in the 
following order: H-F > H-Cl > H-Br > H-I and H-OH > H-SH > H-SeH > H-TeH. Al­
though these are trends in homolytic bond strengths, not heteroly tic bond strengths, the 
trends cer tainly contribute to the increasing acidity with lower bond strength. However, 
when o ther factors are at play, homoly tic bond strengths do not dominate trends in acidities. 
For example, when one moves away from a homologous series of structures all in the same 
row of the periodic table, bond strength trends do not correlate with acidities. R2N-H bond 
strengths (R = alkyl) are weaker than both R3C-H and RO-H bonds (see Table 2.2), yet N-H 
bonds are more acidic than C-H bonds. 

If we remove an electron from a h ydrocarbon we weaken the bonds. Therefore, radical 
cations of weak acids can become very acidic. Radical cations (R-H •+) can lose a proton by 
heterolytic cleavage to give a neutral radical (R • + H +), or undergo homolytic cleavage to 
give a carbocation by loss of a hydrogen atom (W + H • ). In polar solvents the loss of a pro­
ton is favored due to the favorable solvation energy. For example, in DMSO the pK. of the 
methyl group in toluene is 43, but the pK. of the radical cation of toluene is -20. This makes 
an amazing difference of 63 in pK. values. 

5.4.6 Electrostatic Effects 

Neighboring charges greatly influence the ability to crea te furth e r charges in close prox­
imity. Hence, electrostatic effects can have quite large influences on acidities. Most chemists 
are familiar with the differences in the pK.1 and pK.2 of dicarboxylic acids (Table 5.58) . The 
closer the anionic charge of the first carboxylate to the second carboxyli c acid, the higher 
the second pK. relative to the first. Conversely, neighboring cationic charges increase the 
acidi ties of carboxylic acids. The pK. of +H 3NCH2C02H is 2.31, compared to a pK. of4.82 for 
CH3CH2C02H. Similarly, the partial charges in dipoles and quadrupoles will affect the 
strength of neighboring acidic sites. 

Electrostatic effects have been capitalized upon in the crea tion of nucleophiles in com­
mon synthetic transformations. For example, alkyl anions can be readily created in direct 
proximity to positive phosphorus, nitrogen, and sulfur centers, creating what are known as 
ylides. The pK. of Ph3P+CH3 is 22.4, deprotonation of which gives the common phosphorus 
ylide exploited in the Wittig reaction. Table 5.6G shows a handful of other examples, where 
pK.s as low as 8 can be obtained when in conjunction with other effects. 

5.4.7 Hybridization 

A fascinating effect taught in beginning organic chemistry courses is the influence of 
the hybridiza tion state of carbon on C-H acidities. Recall that alkynes are more acidic than 

Ph 
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ptf 
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alkenes, which in turn are more acidic than alkanes (Table 5.6H). The principle influence is 
the hybridiza tion of the carbon. An sp hybridized carbon bonds to the hydrogen atom with 
the most amount of s character. Since s orbitals feel the positive charge of the nucleus more 
effectively than p orbitals (p orbitals have a node at the nucleus), higher s character can better 
stabilize the resulting negative charge upon ionization of the C-H bond. Thus, the electro­
negativity of various hybridized forms of carbon follows the following trend: sp > sp2 > sp3

. 

This electronegativity difference due to the hybridization states of carbon should mani­
fest itself in other acidity trends. Indeed, it does. Examine the trends in acidities of alcohols 
and carboxylic acids given in Tables 5.5F and G, respectively. Proximity of the acidic group 
to an alkynyl group results in the strongest acid, whereas a simple alkyl group gives the 
weakest acid. 

Hybridization effects are evident in the acidities of protonated amines also. The pK. of a 
protonated nitrile is around -12 (an sp nitrogen), while that of pyridinium is 5.23 (sp2 nitro­
gen), and alkyl ammoniums are around 10 to 11 (sp3 nitrogen). 

5.4.8 Aromaticity 

0 
R-C=N - H 

Decreasing acidity with decreasing 
s character in nitrogen hybridization 

In Chapter 2 we showed that aromaticity strongly stabilizes organic structures. Accord­
ingly, large effects are prevalent in acid-base chemistry. Tables 5.6E and I highlight some ex­
amples. The most well known is the acidity of cyclopentadiene (pK. 16.0), which is similar to 
that of water. The resulting anion is aromatic. However, when the resulting anion is antiaro­
matic the compounds are dramatically less acidic, as expected; the cyclopropene pK. is 61 
and the pK. of cycloheptatriene is 38.8. 

5.4.9 Solvation 

When examining the acidities of different functional groups, large differences derive 
from the interactions discussed above-namely, induction, resonance, polarizability, elec­
trostatics, aromaticity, and hybridiza tion. Solvation effects are often invoked to explain the 
small differences in acidities that exist within similar functional groups. For example, con­
sider alcohols (ROH). The larger the R group the lower the acidity of the alcohol (Table 
5.5H). A factor of approximately 3 pK. units separates the stronger acid methanol from the 
weaker acid t-butanol. Recall that this is the opposite of the gas phase acidities, where the 
larger polarizability of the t-butyl group leads to the greater acidity oft-butanol. Solvation 
effects have completely reversed the intrinsic acidity order of the compounds. The most 
common explanation is that the bulkier the alkyl group, the more difficult it is for the solvent 
molecules to make close contact with and thereby stabilize the o-in the alkoxide. 

CH3- 0H > \_ OH > )-oH > -j-oH 

Order of decreasing acidity of alcohols in solution 
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A similar solvation effect is found for carboxylic acids (Table 5.51). Formic acid is the 
most acidic (pK. 3.75) and·pivalic acid is the least acidic (pK. 5.03). In both the alcohol and 
carboxylic acid series, the smaller anion can be better solvated, leading to a larger acidity of 
the corresponding conjugate acid. 

0 
H--{ > 

-{0 
> 

OH OH 

Order of decreasing acidity in solution 

The notion that the smaller anion is better solvated suggests an enthalpy effect. How­
evel~ the origin of the effect is entropy. The larger R group in acetic acid (R = CH3) relative to 
formic acid (R = H) leads us to predict that formic acid would be the stronger acid because 
the resulting anion is better solvated. Howeve1~ the enthalpies (~Hrxn°) of formic acid and 
acetic acid donating a proton to water are -0.01 and -0.02 kcal / mol, respectively-hardly 
different from each other and in the opposite direction from that predicted. However, the 
~so values for formi c acid and acetic acid are -17.1 and -21.9 eu, respectively, making formic 
acid the stronger acid. The larger the R group, the more unfavorable the entropy of reaction. 
The reason for this has its roots in ster.ic hindrance to solvation. In order for the water to form 
strong interactions and solvate the conjugate base of the acid, water must become more or­
dered when the R group is larger. 

An interesting trend exists for the acidity of the various ammonium ions (Table 5.7 A): 

It is most convenient to analyze the stabilities of these acids themselves to predict acidity in­
stead of analyzing the conjugate bases, because the acids possess the charge. Further, to un­
derstand this trend, we must look at two conflicting effects-polarizabili ty and solvation, as 
has been discussed by Arnett. As presented above in the section on gas phase acidities, the 
intrinsic acidities of the various ammonium ions follows the following trend: 

NH4 + > CH3NH3 + > ( CH3hNH2 + > ( CH3hNH+ 

because more alkyl groups can spread out the positive charge better (see Table 5.4). How­
evel~ solvation effects favor (CH3h H+ as the most acidic, because its large size makes it the 
least well solvated. The solvation effect on the acidities leads to the following trend: 

Apparently, a combination of these two effects leads to the observed trend given at the be­
ginning of this paragraph. 

5.4.10 Cationic Organic Structures 

The protonation of neutral oxygen-containing compounds creates exceptionally strong 
acids. The protonation of the oxygens of the carbonyl groups of aldehydes, ketones, acids, 
esters, and amides results in acids with pK.s ranging from -15 to around 0, depending upon 
the stability of the cationic charge created upon protonation. Protonation of a nitro group 
benefits from no inductive, resonance, or other effects, and in fact creates a positive charge 
on a very electronegative group, and hence the pK. of a protonated alkyl nitro is around -12. 
Similarly, protonation of a nitrile leads to acids with pK. values around -12. 

5.5 Acids and Bases of Biological Interest 

Since proton transfers are fundamental chemical reactions required in numerous transfor­
mations, biology has its own set of acids and bases. For example, two of the classes of amino 
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Pyridoxal phosphate 

acid side chains have Bmnsted definitions: basic and acidic. Both glutamic acid and aspartic 
acid have simple carboxylates as side chains. At pHs near neutral, these side chains are in 
their conjugate base carboxylate forms, and hence the aspartic and glutamic acid side chains 
are actually most often found to act as bases in enzymatic reactions. 

0 ~ 0 
H3N-~H - C- O 

~H2 
~H2 
C=O 
60 

Glutamic acid 

0 ~ 0 
H3N -~H -C-O 

~H2 
C =O 
60 

Aspartic acid 

The basic amino acids are histidine, lysine, and arginine, possessing side chains incor­
porating an imidazole, a primary amine, and a guanidine, respectively. At pHs near neutral 
the primary amine and the guanidine are protonated, because the pK.s of the conjugate acids 
are significantly higher than 7. The high pK. of guanidinium arises from the delocaliza tion 
of the positive charge onto all three nitrogens of the functional group, greatly stabilizing the 
structure due to resonance. Due to their protonation s tate, the side chains of lysine and argi­
nine are most commonly found to act as acids in enzymatic reactions . In contrast, because 
the pK. of imidazolium is near 7, imidazole exists in both its basic and acidic forms at neutral 
pH. Hence, the side chain of histidine is found to be involved in both acid and base reactions 
in enzymes. 

0 
0 " 0 
H3N -~H - C - 0 

9H2 

9H2 

9H2 
NH 

C=NH
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NH2 

Histidine Lysine Arginine 

One particularly interesting biological acid is the thiazolium group, part of the cofactor 
thiamine pyrophosphate. Thiazolium is a carbon acid with a pK. near 21. This pK. is low 
enough that enzymes can deprotonate thiazolium, creating a carbon nucleophile that com­
monly is found to transfer an acetyl group. The reason for the relatively high acidity is an 
electrostatic effect similar to that discussed for ylides. Due to the positive quaternary nitro­
gen, the neighboring hydrogen is acidic. 

Another interesting cofactor whose activity is related to its pK. is pyridoxal phosphate. 
Whereas pyridinium has a pK. of 5.23, alkyl pyridiniums have pK.s approaching or ex­
ceeding 6. Hence, this cofactor is predominately protonated at physiological pH. In a pro­
tonated s tate the nitrogen of the pyridinium ring makes a good electron sink. In fact, this is 
exactly the manner in which the cofactor is most commonly thought to act, simply as a good 
two electron accepting entity. 
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The acid-base chemistry of amino acids and various cofactors are certainly not the only 
biological structures whose activity depends upon the pro tonation sta te. Even DNA re­
sponds to pH effects due to acidic and basic sites within its structure. At physiological pH 
the four heterocyclic bases of nucleotides are neutral, but as the pH is raised, thymine and 
uri d ine will undergo deprotonation near pH 10. As the pH is lowered, cytidine will become 
protonated around pH 6. This protonation has been used to control DNA triple helix forma­
tion, as shown in the following Connections highlight. 

Connections 

Direct Observation of Cytosine Proton ation 
During Triple Helix Formation 

DNA for ms double helical structures using the Watson­
Crick hydrogen bonding motif (Appendix 4). However, 
ON A can also form triple helices when a third strand 
forms what are termed Hoogsteen hydrogen bonds. 

In one recent study the 15N NM R signa ls o fthe three 
cytidines shown in bold in the following DNA strand 
were followed as a function of pH . The spectra clearly 
showed the presence of double stranded DNA at higher 
pHs and the co rresponding triple helix at lower pH. 

The Hoogsteen hydrogen bonding motif between cytidine 
and adenine (shown below) requires that the cytidine be 
protonated, and in fac t as the pH is lowered below 7 
to between 5 and 6, triple helical DNA formation is 
enhanced . 

Hoogsteen base 

pairing .·· H ~N't{ 
' :N ~N~O 

H H 
H, / '-....- Protonated cytidine 

N-H-----0 N 

rN ---- - H - N:i--1~ 
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H 

Watson-Crick base pairing 

By vary ing the pH and fo llowing the inte rcon version 
between double and triple stranded forms, apparent pK. 
values for the various cytidines could be determined as 
5.5, 6.0, and 6.7 for C15, C20, and C18, respecti vely. This is a 
ni ce demonstration of a biological conforma ti onal change 
as a function of pH. 

Leitne r, D., Schroder, W., and Weisz, K. " Direct Mo ni to ring of Cytosine 
Protona ti on in an Intramolecular DNA Triple He li x." f. A 111. Che111 . Soc., 120, 
7123- 7124 (1 998). 
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Lower pH 

Double to triple helix formation 

A recent debate in the enzymology community has centered around how carbon acids 
whose pK.s are far above neutral pH can be deprotonated by enzymes at physiological pH. 
For example, the enzyme mandelate racemase deprotonates mandelate (see in the margin), 
even though the a hydrogen of m andelic acid has a pK. of 22. The pK. of mandelate would 
be significantly higher. As the base, the enzyme uses an amine from lysine, which has a con­
juga te acid pK. of 10. Therefore, the success of this deprotonation indicates that the enzyme 
has lowered the pK. of mandelate by significantly more than 12 pK. units-quite a fea t! Mandelate racemase active site 
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Connections 

As discussed in this chapter, there are two strategies an enzyme could employ to increase 
the acidity at a particular site. One is to raise the pKa of the conjugate acid of the base by 
changes in the environment around this base, making it more basic. The second approach 
would be to present a microenvironment around the anionic conjugate base of the man­
delate that is so stabilizing that it induces the large increase in acidity. It would appear that 
this latter strategy is required in mandelate racemase, and the stabiliza tion forces have been 
the focus of the debate . Hydrogen bonds, short-strong (low barrier) hydrogen bonds (see 
Section 3.2.3), ion pairing effects, and metal coordination have been discussed as the possi­
ble s tabilizing forces. The following Connections highlight shows that the proximity of met­
als can significantly increase the acidity of neighboring groups. 

A Shift of the Acidity of an N-H Bond in Water Due 
to the Proximity of an Ammonium or Metal Cation 

As a means of understanding enzymatic reactions, model 
studies have been undertaken to measure the extent to 
which certain microenvironments can influence acidities. 
In some cases, dramatic effects have been found. A case in 
point is the shi ft in acidity ofN 1 of uracil when proximate 
to cationic centers. The pK. of theN 1-H site in uracil alone 
is 9.9. However, when present in the following two com­
plexes, the pK. drops to 7.1 and below 5, as shown. Thus, 
electrostatic effects in wa ter can be quite dramatic, low­
ering a pK. in the case of a proximal zinc by at least five 
units. 

Kimu ra, E., Kitamura, H., Koike, T., and Shiro, M. "Facile and Selective 
Electrostate Stabilization of Uracil N(1)-A ni on by a Proximate Protonated 
Amine: A Chemical Implica tion fo r Why Uracil N(l) Is Chosen for Glyco­
sy lation Site." f. Am. Chem. Soc., 119, 10909-10919 (1997). 

pKa values change as a function of local charges 

Nature has found many clever ways to al ter the pK. of a specific side chain by creating 
precise microenvironments. However, we should remember that the most common alter­
ation of pK.s seen in pro teins results from a relatively less specific type of interaction. As we 
noted in earlier chapters, the cores of most proteins are relatively hydrophobic. Such envi­
ronments are much different than bulk water, and they generically favor neutral species 
over charged species. As such, if an ionizable side chain finds itself buried in the core of a 
protein (a less common, but certainly not impossible si tu ation), it will more likely exist in the 
neutra l form than if it were on the surface of the protein, exposed to water. 

5.6 Lewis Acids/Bases and Electrophiles/Nucleophiles 

While the Bnmsted acid / base term s specifically refer to proton donors and acceptors, re­
spectively, the Lewis approach (named after G. N. Lewis, who introduced the idea in 1923) 
grea tly broadens the definitions of what is an acid and what is a base. Recall that a Lewis 
acid is an electron pair accep tor and a Lewis base is an electron pair donor. All common or­
ganic reactions that d o not involve radicals or concerted pericyclic processes can in some 
manner be discussed as Lewis acid- base reactions. Similarly, all these reactions can be con­
sidered to be occurring between electrophiles and nucleophiles. Recall that an electrophile 
is any species seeking electrons and a nucleophile is any species seeking a nucleus (or posi­
tive charge) toward which it can dona te its electrons. In this context, a Lewis base is synony­
mous with a nucleophile, and a Lewis acid is synonymous with an electrophile; it just de-
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pends upon your favorite choice of definitions. However, the terms are commonly used in 
different contexts. The Lewis acid / base terms are most often associated with thermody­
namic discussions, while the terms nucleophile and electrophile are used when discussing 
reactivity and kinetics. Since we will explore the concepts of Lewis acids / bases and elec tro­
philes I nucleophiles extensive] y in future chapters, our goal here is to draw analogies with 
Bmnsted acid-base chemistry and to define hard and soft interactions. 

Just as with the pKa and pKb scales for Bmnsted acids and bases, other scales have been 
developed to relate the strength of one Lewis acid (electrophile) to another, or one Lewis 
base (nucleophile) to another. For example, scales based upon the relative reactivities of var­
ious nucleophiles and electrophiles in common organic reactions, such as SN2 transforma­
tions, have been defined. We will cover these scales in Chapter 8 after we examine linear free 
energy relationships. Further, after examining the scales, we will discuss what factors make 
for a good nucleophile and electrophile. 

For now, just remember that the more electron rich and the more accessible those elec­
trons are (higher energy and sterically uncrowded), the better the nucleophile. In addition, 
increased polarizability implies increased nucleophilicity. Conversely, the more electron 
poor and the lower the energy of the empty orbitals that electrons can be donated toward, 
the better the electrophile. 

Connections 

The Notion of Superelectrophiles 
Produced by Super Acids 

You've hea rd ofsupermodels, super-sized fries, and the 
Super Bowl; why not superelectrophiles, too? Superelec­
trophili c intermediates are typically generated when a cat­
ionic species is protonated or coordinated to a Lewis acid, 
creating a dication. The dications often undergo reactions 
with what we would consider to be among the weakest of 
nucleophiles, such as benzene. For example, benzalde­
hyde reacts with two equivalents of benzene in solutions 
of triflic acid (CF,S03H, H0 = -11 to -14) to give triphenyl­
methane. 
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Recently, it has been shown that 3-pyridinecarboxa l­
dehyde undergoes the same reaction in weaker acid solu­
tions of sulfuric acid with H0 values around -9. NMR 
analysis definitively established that the dication shown 
below is gene rated under the reaction conditions, and the 
two positive charges enhance the electroplulic aromatic 
substitution with benzene. 

A superelectrophile 

Klumpp, D. A., and Lau, S. "3-Pyrid inecarboxa ldehyde: A Model Sys­
tem for Superelectrophili c Activation and the Observation of a Diproto­
nated Electropltile." f. Org. Che111 ., 64, 7309-7311 (1999). 

5.6.1 The Concept of Hard and Soft Acids and Bases, General Lessons for Lewis 
Acid-Base Interactions, and Relative Nucleophilicity and Electrophilicity 

In the brief guidelines given above for what makes a good nucleophile and electrophjle, 
we touched on the energy and accessibility of the electrophilic and nucleophilic orbitals. 
This brings us to another related concept, that of "hard" and "soft" acids and bases. In this 
definition, the acids and bases are best viewed as being of the Lewis type. Here we examine 
the "hardness" and "softness" of the acid and base to predict reactivity. In this analysis, the 
character of a nucleophile or electrophile is most often correlated with the polarizability of 
the species; hard reactants are non-polarizable, whereas soft reactants are polarizable. The 
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Table5.8 
Hard, Moderate, and Soft Lewis Bases (Nucleophiles) 
and Lewis Acids (Electrophiles) 

Lewis bases 

Hard 

H 20, OH-, F-, RC02- , CI-, ROH 

RO-, R20, H 3, RNHz, N 2H 4 

Moderate 

Soft 

R2S, RSH, RS-, r-, SCN-, R3P 

(ROhP, CN-, CzH 4, C6H6, R-

Lewis acids 

H +, Li+, Na+, K+, AJ3+, Mg2+, Ca2+, 

BF3, B(ORh, Al(CH3)3, A !Ch, RCO+ 

Fe2+, Co2+, Cu2+, Zn2+, Pb2+, Sn2+, 

B(CH3h, RJc+, C6H s+ 

Cu+, Ag+, Hg+, Pdz., 12, Br2 , carbenes, 

radicals 

concepts of hard and soft, however, can also be related to orbital energies. The lower the en­
ergy of the orbitals containing the nucleophilic electrons, and the higher the energy of the 
empty orbital that can accept the electrons, the "harder" the respective base and acid. Lewis 
acids and bases with low energy empty and high energy filled orbitals are considered " soft". 
Table 5.8lists examples of several hard and soft Lewis acids and bases. These definitions are 
quite qualitative, but the correlations found for reactivi ty can be quite insightful. 

In general, interactions (defined as simple coordinations between the acid and base, or 
as reactions such as substitutions) are most facile between hard acids and hard bases and be­
tween soft acids and soft bases (a trend called the principle of hard and soft acids and bases, 
HSAB). In other words, interactions be tween acids and bases of the same type are more fac­
ile than between a hard acid and a soft base, and vice versa. For example, an interaction be­
tween lithium and hydroxide is predicted to be more favorable than between lithium and io­
dide, while iodide will interact well with Cu2+ (see Table 5.8). A well known example of this 
is the s trong interaction between mercury metal and sulfur (leading to the old fashioned 
name m ercaptan for a thiol). 

Why is such a trend observed? Actually, the reason that hard acids and bases prefer to in­
teract w ith each other is different than the reason that soft acids and bases prefer to interact. 
To see this, let's examine some mathematics that is meant to model the interaction between 
Lewis acids and bases in an early stage of their interaction. The analysis derives from pertur­
bational molecular orbital theory (PMOT), which was briefly introduced in Chapter 1, and is 
explored in more depth in Chapter 14. In essence, three forces are considered to mediate the 
energy of interaction (EJ between the acid and base as they approach each other in space (Eq. 
5.28). One is the electrostatic repulsion between the electron clouds of the two entities, re­
ferred to as E core' a positive destabilizing term. The second and third factors are both attrac­
tive and stabilizing. An electrostatic attraction between an acid and base occurs due to op­
posite charges on the acid and base; this is called E Es· Lastly, a term called E overlap, which is 
related to the net overlap of the nucleophilic and electrophilic orbitals, is found to lower the 
energy of the system as the nucleophilic electrons delocalize into the empty electrophilic 
orbital. 

(Eq. 5.28) 

For a series of similar acids and bases w ith similar atoms and structures, the E corc values 
are essentially the same because the repulsion due to their electrons clouds will be close 
to identical. Hence, the difference between the energy of interaction for one Lewis acid 
and base with another Lewis acid and base of similar structures is controlled by the E Es and 
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E overlap terms. The EEs and E overlap terms for each individual acid and base interaction are 
given by Eqs. 5.29 and 5.30, respectively. As expected, the electrostatic term looks like Cou­
lomb's law, where r is the distance between the charges on the Lewis acid and base (q. and qb, 
respectively), and E. is the dielectric constant. In Eq. 5.30 c. and cb stand for the coefficients of 
the atomic orbitals, in the molecular orbitals, on atoms a and b that are interacting for the 
acid and base, respectively, while (3 is a measure of their interaction. E. and Eb are the en­
ergies of the electrophilic and nucleophilic orbitals, respectively. The E overlap term tells us that 
the interaction is directly proportional to the size of the electrophilic and nucleophilic orbit­
als (related to the c's) and the extent to which they can interact ((3), but it is inversely propor­
tional to the initial energy separation between them. This means that orbitals of roughly the 
same energy experience a strong, stablizing interaction while orbitals of disparate energies 
do not interact well. 

(Eq. 5.29) 

Eoverlap = 
(Eq. 5.30) 

Eq. 5.30 is a general relationship for the interactions of electrophiles and nucleophiles, 
and is not restricted to definitions and discussions of hard and soft acids and bases. It tells us 
that the relative nucleophilicity of several Lewis bases will depend upon which electrophile 
is used, because the c' sand f3 values will change for each different electrophile. Similarly, the 
relative electrophilicities of several Lewis acids will depend upon what nucleophile is used . 
We will see exactly such results when we explore quantitative scales for various nucleo­
philes and electrophiles, where the scales are highly dependent upon the particular reaction 
that is chosen to analyze relative reactivities (see Chapter 8). Eq. 5.30 nicely explains the reac­
tivity trends for soft acids and bases. It predicts that the E overlap will be best for Lewis acids 
and bases that have electrophilic and nuclephilic orbitals of roughly the same energy, which 
is the cases for the soft acids and bases of Table 5.8. 

The preferential interaction between hard acids and hard bases is actually mostly con­
trolled by the electrostatic term . This term is large when the charges are highly localized on 
the acids and bases. Such is the case for the hard species (examine Table 5.8 for yourself to see 
this) . This is also true for neutral examples, which have charged regions due to dipoles or 
quadrupoles. Hence, we see a fundamental difference between hard-hard vs. soft-soft in­
teractions, in that the former are controlled primarily by electrostatic attrac tions (Eq. 5.29), 
while the latter depend on orbital mixing interactions (Eq. 5.30). These are d escriptive terms, 
and there will always be intermediate cases. Still, the hard I soft classification has proven to 
be quite successful in predicting or rationalizing reactivity. 

Several individuals have worked to quantify these trends, making scales of Lewis acid­
ity and basicity. Gutmann has created a series of donor numbers (DN) and acceptor num­
bers (AN) for various solvents, while Drago and Wayland have assigned parameters E and 
C, which measure electrostatic interactions and covalent bonding potential, respectively. 
Lastly, Pearson trea ts each Lewis acid and base with two parameters, relating what is called 
the strength of the acid / base and the softness/ hardness of the acid / base. In fact, the HSAB 
trend discussed above is primarily a concept developed by Pearson. 

In summary, the concepts of electrophilies and nucleophiles are very similar to those of 
Lewis acids and bases. A more thorough discussion of what m akes good electrophiles and 
nucleophiles is left to Chapter 8. Until then, it is instructive to simply realize that trends of 
preferential reactivity fall into classes defined as hard and soft species, where nucleophiles 
and electrophiles within these individual classes prefer to react. The reactivity of the soft 
species is primarily due to better overlap of the orbitals, while for the hard species the elec­
trostatic attraction dominates. 
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Exercises 

Summary and Outlook 

One goal of this chapter was to develop tools for comparing the thermodynamics of onere­
action to another, where acid-base chemistry was our setting. In that regard, this chapter a!­
lowed us to analyze again many of the chemical effects that chemists routinely call upon to 
explain trends-namely, induction, resonance, aromaticity, solvation, hybridization, polar­
izability, and electrostatics. Although none of these effects were new, this chapter showed 
for the first time how their interplay affects the thermodynamics of reactions. Really, the 
only common effect that was not focused upon in this chapter is that of sterics, because a pro­
ton is so small that steric effects are minimal. 

A second goal of the chapter was to delineate many of the experimental techniques used 
to analyze the thermodynamics of the acid-base reactions, and to explore some of the scales 
used to determine the strengths of various acidic and basic solutions. As we move beyond 
acid-base chemistry into future chapters, we will return to similar methods of analysis for 
other reactions, and various other scales that relate the strengths of nucleophiles and elec­
trophiles to perform chemical reactions other than Bmnsted acid-base reactions. Hence, this 
chapter included some review, but also launches u s into the second section of the book, 
which deals with the kinetics and mechanisms of organic reactions other than acid-base 
chemistry. There is only one last topic that we must cover prior to analyzing organic mecha­
nisms, and that is stereochemistry. Hence, hold on for just one more chapter to set the stage 
for our discussions of organic, bioorganic, and organometallic reactivity. 

1. Why is the pK, of hydronium -1.74, not 0? 

2. The pK, of methane is near 45, acetonitrile's pK. is 25.0, whereas that of malonitrile is 11.2, and the pK, of tricyanomethane 
is 5.1. Why does each additional cyano group have less of an effect at lowering the pK.? 

3. For an acid HA w ith a pK, of 9.2, what is the ratio of the conjugate base to the acid at pH 7.2 for the following two condi­
tions: total concentrations of HA being 0.0042 M and 0.00042 M? 

4. 1,3-Cyclopentanedione is more acidic than 1,3-cyclohexanedione. What is the reason for this? 

5. Explain the statement and give the reason why it is true that "an acid-base equilibrium will always prefer the side with the 
weaker acid". 

6. Explain the reasoning behind the statement that " pH is best though t of as the proton d onating ability of a solution" . 

7. If the pH of a n aqueous solution is adjusted by a researcher to be 7.1, and p-nitrophenol, triethylamine, and acetic acid are 
all present in that solution, what are the dominant protonation states of these species? 

8. Rationalize the better interaction between Hg2
+ and S2

- than between Hg2
+ and 0 2

- using a molecular orbital mixing 
diagram. 

9. In the following pairs of compounds, predict which is the stronger acid and explain why. 

A. B. vs. 

c. D. 
vs. 
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E. ' N H0Q 
H' vs. 

10. Give an example of how each of the following effects may influence the acidity of various alcohols: hybridization, electro­
s tatics, induction, resonance, and solvation. 

11. Th e pK,s of the conjugate acids of 2-aminopyridine and 4-aminopyridine are as shown. Which nitrogen is the more basic 
in these structures and why? Further, why are the acidities of the conjugate acids of these structures different by about two 
and a half orders of magnitude? Why are these structures so much more basic than pyridine? 

6
NH~ 

# 

6.71 

~N 
HN_)(J 

2 

9.11 

12. The pKa of 2-aminopyridine is approximately 24, and the ratio of tautomers is approximately as shown below. Calculate 
the pK, of compound B. 

6
NH~ 

# 

A(92%} B (8%} 

13. The following table shows the pK.s of a series of phenyl-tetramethyl-gu anidinium structures in water and aceton itrile. 
Can you fi nd a correlation between the pK,s in the different solvents? Rationalize why you might expect a correlation. 

X Acetonitrile H20 

H H 20.6 12.2 

10 N02 17.8 9.8 

O N N(CH3h CN 18.4 10.9 

I CF3 19.0 11.4 
X # N(CH3)2 Cl 19.7 11 .7 

Br 19.6 11.6 
CH3 20.9 12.4 
OCH3 21 .0 12.6 

14. The pKas of alkanols are typically in the range of 16- 17. However, the pK,s of v icinal dials are commonly 14-16, and those 
for geminal dials are in the range of 13-14. Explain this trend. 

15. The three pK,s for citric acid are 3.1, 4.7, and 5.4. Explain why the first pK. is lower than for normal carboxylic acids, and 
w hy the third pK, is higher than normal. 

16. The three pK,s for phosphoric acid (H3P04) are 2.1, 7.2, and 12.0. Hence, each ionization is separated by about 5 pK, units. 
One typical explanation for the acidi ty of p hosphoric acid is the resonance that is achieved in the anions. However, recent 
calculations find that the P= O in phosphoric acid is better thought of as P+-Q-. Given this, can you think of another expla­
nation for the high acidity of phosphoric acid? Further, why is there such a large d ifference between each pK, value? 

17. We have explained in this chapter that one needs acidity functions to measure pK,s in water that are below the pKa of 
hydronium. Using acidi ty functions, the pK.s ofF3CS03H, HBr, HCI, CH3S03H were determined to be-14, -9, -8, and 
- 0.6, respectively. H owever, in DMSO, when acidity functions are not used, the pK.s of these acids are 0.3, 0.9, 1.8, and 1.6, 
respectively. Explain why there is very little difference between these acids in DMSO. 

18. The preferred conformation of carboxylic acids is called s-trans, where the hydrogen on the OH is trans to the R group, as 
shown for acetic acid below. Ab initio computational modeling fi nds a 5.9 kcal / mol preference in the gas phase for acetic 
acid. However, further computational work modeling aqueous solvation found only a 1.7 kcal I mol preference. First, state 
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w hich lone p air i_n a carboxylate anion is the more basic, the syn or anti lone pair. Second, explain w hy there is a difference 
in the equilibria between the gas phase and water, and why the preference is smaller in water. 

0 0 0 
-{ ---= -{ -fe 

0 - H 
' 
0 0 ·• syn 

H 
anti 

19. Pred ict w hether you would expect the pK. values for the circled acids to shift up or down from their normal aqueous solu­
tion values w hen in p roxi mity to the species shown. Explain you r answers. 

A. B. 
0 

R--{ e 
0 

d D R c. D. 

20. Using Figure 5.2, p redict the percent protonabon of the following aniline in 0.5 mole fraction H2SO~. The pK. of the conju­
gate acid of this aniline is -6.2. 

21. Explain the fo llowing trend in acid ities. 

22. The traditional reasoning for w hy phenol is more acidic than cyclohexanol resides in a resonance analysis. What is another 
reason tha t p henol is mo re acid ic? 
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CHAPTER 6 

Stereochemistry 

Intent and Purpose 

Stereochemistry is the study of the static and dynamic aspects of the three-dimensional 
shapes of molecules. It has long provided a foundation for understanding structure andre­
activity. At the same time, stereochem istry consti tutes an intrinsically interesting research 
field in its own right. Many chemists find this area of study fascinating due simply to the aes­
theti c beauty associated with chemical stru ctures, and the intriguing ability to combine the 
fields of geometry, topology, and chemistry in the study of three-dimensional shapes. In ad­
dition, there are extremely important practical ramifications of stereochemistry. Nature is 
inherently chiral because the building blocks of life (a-amino acids, nucleotides, and sugars) 
are chiral and appear in nature in enantiomericall y pure forms. Hence, any substances cre­
ated by humankind to interact wi th or modify nature are interacting with a chiral environ­
ment. This is an important issue for bioorganic chemists, and a practical issue for pharma­
ceutical chemists. The Food and Drug Administration (FDA) now requires that drugs be 
produced in enantiomerically pure forms, or that rigorous tests be performed to ensure that 
both enantiomers are safe. 

In addition, stereochemistry is highly relevant to unnah1ral systems. As we will de­
scribe herein, the properties of synthetic polym ers are extremely dependent upon the s tereo­
chemistry of the repeating units. Finally, the study of stereochemistry can be used to p robe 
reaction mechanisms, and we will explore the s tereochemical outcome of reactions through­
out the chapters in parts Il and III of this text. Hence, understanding stereochemistry is nec­
essary for most fields of chemistry, making this chapter one of p aramount importance. 

All introductory organic chemistry courses teach the fundamentals of stereoisom erism, 
and we will only briefly review that information here. We also take a slightly more modern 
viewpoint, emphasizing newer terminology and concepts. The goal is for the student to gain 
a fundamental understanding of the basic principles of stereochemistry and the associa ted 
terminology, and then to present some of the modern problems and research topics in this 
area. 

6.1 Stereogenicity and Stereoisomerism 

Stereochemistry is a field that has often been especially challenging for students. No doubt 
one reason for this is the difficulty of visualizing three-dimensional objects, given two­
dimensional representations on paper. Physical models and 3-0 computer models can be of 
great help here, and the student is encouraged to u se them as much as possible w hen work­
ing through this chapter. However, only simple wed ges and dashes are given in most of our 
drawings. It is these kinds of simple representations that one must m aster, because attrac­
tive, computer generated pictures are not routinely available at the work bench. The most 
common convention is the familiar "wedge-and-dash" notation. Note that there is some 
variability in the symbolism used in the literature. Commonly, a dashed wedge that gets 
larger as it emanates from the point of attachment is used for a receding group. However, 
considering the art of perspective drawing, it makes no sense that the wedge gets bigger as 297 
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Projecting away 
from the viewer 

The convention used 

Q) 
Hydrogens projecting 

toward the viewer 

it m oves further away. Yet, this is the most common convention used, and it is the con­
vention we adopt in this book. Many workers have turned to a simple dashed line instead 
(see above), or a dash that does get smaller. Similarly, both a bold wedge and a bold line 
are used to represent forward-projecting substituents. Another common convention is the 
bold "dot" on a carbon at a ring junction, representing a hydrogen that projects toward the 
viewer. 

The challenge of seeing, thinking, and drawing in three dimensions is not the only cause 
for confusion in the study of stereochemistry. Another major cause is the terminology used. 
Hence, we start this chapter off with a review of basic terminology, the problems associated 
with this terminology, and then an extension into more modern terminology. 

6.1.1 Basic Concepts and Terminology 

There was considerable ambiguity and imprecision in the terminology of stereochemis­
try as it developed during the 20th century. In recent years, stereochemical terminology has 
clarified. We present here a discussion of the basics, not focused solely on carbon. However, 
in Section 6.2.4 we will examine carbon specifically. While most of this should be review, per­
haps the perspective and some of the terminology will be new. 

Let's start by delineating the difference between a stereoisom er and other kinds of iso­
mers. Recall that stereoisomers are molecules that have the same connectivity but differ in 
the arrangement of atoms in space, such as cis- and trans-2-butene. Even gauche and anti bu­
tane are therefore stereoisomers. This is in contrast to constitutional isomers, which are 
m olecules with the same molecul ar formula but different connectivity between the atoms, 
su ch as 1-bromo- and 2-bromobu tane. The constitution of a molecule is defined by the num­
ber and types of atoms and their connectivity, including bond multiplicity. These definitions 
are s traightforward and clear (as long as we can agree on the definition of connectivity-see 
the Going Deeper highlight on page 300). 

An historical distinction, but one that is not entirely clear cut, is that between configura­
tional isomers and conformational isomers. Conformational isomers are interconvertible 
by ro tations about single bonds, and the conformation of a molecule concerns features re­
la ted to rotations about single bonds (see Chapter 2). There is some fuzziness to this dis tinc­
ti on, attendant with the definition of a "single" bond. Is the C-N bond of an amide a single 
bond, even though resonance arguments imply a significant amount of double bond charac­
ter and the rotation barrier is fairly large? Also, som e olefinic" double" bonds can have quite 
low rota tion barriers if the appropriate mix of substituents if present. Because of these exam­
ples, as well as other issues concerning stereochemistry, we simp! y have to live with a certain 
amount of terminological ambiguity. A related term is atropisomers, which are stereoiso­
mers that can be interconverted by rotation about single bonds but for which the barrier to 
rotation is large enough that the s tereoisomers can be separa ted and do not interconvert 
readily at room tempera ture (examples are given in Section 6.5) . 

The term configurational isomer is a historic one that has no real value in modern ste­
reochemistry. It is generally used to encompass enantiomers and diastereomers as isomers 
(see definitions for these below), but stereochemical isomers is a better term. The term con-
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Two structures 

Non­
congruent 

Constitutional 
isomers 

Figure 6.1 
Simple flowchart for classifying various kinds of isomers. 

figuration is still useful. Mislow defines configuration as "the relative position or order of 
the arrangement of atoms in space which characterizes a particular stereoisomer". A re­
lated term is absolute configuration, which relates the configuration of a structure to an 
agreed upon stereochemical standard. For example, later in this chapter we discuss the o 
and L nomenclature system, where the arrangement of atoms in space is related to that of 
(+ )-glyceraldehyde. If the arrangement of atoms in space in a molecule can be related to 
(+ )-glyceraldehyde, or some other standard, we state that we know that molecule' s abso­
lute configuration. 

When two stereoisomers are nonsuperposable mirror images of each other, they are 
known as enantiomers (see the schematic examples in the margin). To achieve the mirror 
image of a molecule, simply imagine a sheet of glass placed alongside the molecule of inter­
est, then pass each atom through the glass such that each atom ends up the same distance 
from the sheet of glass as in the original structure. Stereoisomers that are not enantiomers are 
known as diastereomers. Figure 6.1 shows a simple flow chart for classifying isomers. 

Any object that is nonsuperposable (noncongruent) with its mirror image is chiral. If an 
object is not chiral-that is, if its mirror image is congruent with the original-it is achiral. 

Classic Terminology 

There are a series of terms used in the context of stereochemistry that are ingrained in the 
literature, and several you are likely familiar with from beginning organic chemistry. We de­
fine many of these terms here, and examine how they can be misleading. After a look at this 
classic terminology, more modern and concise terms are given. 

Confusion with respect to terminology arises with terms such as "optically active" and 
" chiral center", which often mislead as much as they inform. Optically active refers to the 
ability of a collection of molecules to rotate plane polarized light (a phenomenon that we ex­
plore in detail in Section 6.1.3). In order for a sample to be optically active, it must have an ex­
cess of one enantiomer. Now comes the confusion. Optically active was generally used as a 
synonym for chiral in the earlier literature, and unfortunately this usage continues at times 
even today. We discourage this use. The problem is that there are many examples of chemical 

Y*--~ -::::::: ,,, 
.. W ··-

X --·v·:::::::: 

Enantiomers: non-superimposable 
mirror images 
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Connections 

Stereoisomerism and Connectivity Further, what about metal coordination? We are 
comfortable with a clear connectivity pattern in inorganic 
complexes such as iron pentacarbonyl or a porphyrin com­
plex. But what about Mg2• ions complexing a carbonyl? 
When is a bond too weak to be considered relevant for 
stereoisomerism? 

A crucial concept in the definition of stereoisomers 
given above is" connectivity". In methane or 2,3-
dichlorobutane, there is no doubt as to the connectivity of 
the system. However, the re is an innate arbitrariness to the 
term, and this can lead to some ambiguity about stereo­
isomerism. For example, do hydrogen bonds count in our 
list of connectivity? No, but consider the implica tions of 
this. If hydrogen bonds " don' t count", then how do we 
think about isomerism in double-helical DNA? Do we just 
ignore the interaction of the two strands? As a simpler 
example, in a solution of a racemic ca rboxylic acid, does 
dimerization create true dias tereomers? 

M 2+ 
,• 9 o· 

Jy 
Stereoisomers? 

H3C H 
C=C =C ····'' 
' " cH H 3 

HO 

&Y 
Chiral molecules without 

a "chiral center" 

H 0 --- ---- --· H- 0 H >-< H .. , 
) 0 - H·---- ---- - 0 (' 

H 0 ---------· H- 0 H 

rO- H·--------- 0)---{··,,/ 

Do diastereomers exist in 
a solution of enantiomeric 

carboxylic acids? 

Fina lly, there h as been a modern emphasis on "topo­
logical isomerism", structures with loops or interlocking 
rings in which large parts of the molecule are not con­
nected to each other in any conventional way. This can 
produce novel stereochemical s itu ations, as we will see 
in Secti on 6.6. 

In the end, there is no uni versa ll y agreed upon con­
vention for connecti vity as it relates to stereoisomerism. 
Usually, the connectivity of a system is clear. When there 
is the potenti al for ambiguity, though, a clear statement 
of the ground rul es should be made. 

samples that contain chiral molecul es, but the samples themselves are not optically active. A 
racemic mixture, a 50:50 mixture of enantiomers, is not optically active, but every molecule 
in the sa mple is chiral. It is important to distinguish between a sample that is optically inac­
tive because it contains a racemic mixture and a sample that is optically inactive because it 
contains achiral molecules, and the earlier terminology made this difficult. 

Also, it is easy to imagine molecules, even when enantiomerically pure, that would not 
rotate plane polarized light to any measurable extent. The extent of rotation of plane polar­
ized li ght depends upon differences in the refractive indices with respect to right and left cir­
cu larly polarized light as it passes through the sample. Enantiomers that do not have dra­
matically different refractive indices would not result in measurable rotations. Examples 
would be a carbon with four different n-alkyl chains attached, with chain lengths of maybe 
10, 11, 12, and 13 carbons; or one with four C10 chains, but terminating in -CH3, -CH20, 
-CH02, and -CD3. In each case the molecule is chiral, but any rotation of plane polarized 
li ght would be immeasurably small. Operationally, they are optically inactive. Finally, even 
an enantiomerically pure sa mple of a chiral molecule will show zero rotation at certain 
wavelengths of light, as we move from (+) rotation to (-) rotation in the optical rotatory dis­
pers ion (ORO) curve (see Section 6.1 .3). "Optically active" is an ambiguous description. 

More confusion arises with terms that are meant to focus on the chirality at a particular 
point in a molecule. The prototype is the chiral center or chiral carbon, which is defined as 
an atom or specifically carbon, respectively, that has four different ligands attached. Here, 
the term "ligand" refers to any group attached to the carbon, such asH, R, Ar, OH, etc. The 
particular case of a carbon with four different ligands has also been termed an asymmetric 
carbon. One problem with such terms, as we will show below, is that " asymmetric carbons" 
and "chiral centers / carbons" exist in molecules that are neither asymmetric nor chiral. In 
addition, many molecules can exist in enantiomeric forms without having a" chiral center". 
Classic examples include dimethylallene and the twisted biphenyl shown in the margin­
we'll see more below. Given all this, although the terms may already be part of your vocabu­
lary, we discourage their use. 
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Figure 6.2 
Molecules with stereogenic centers. The s tereo genic 
centers are marked with colored arrows, and a curved 
black arrow is used to show how ligand interchange 
at a stereo genic cen ter produces a new stereoisomer. 

Much of the confusion that can be generated with the terms given above was eliminated 
with the introduction of the stereogenic center (or, equivalently, stereocenter) as an orga­
nizing principle in stereochemistry. An atom, or a grouping of atoms, is considered to be a 
stereogenic center if the interchange of two ligands attached to it can produce a new stereo­
isomer. Not all interchanges have to give a new stereoisomer, but if one does, then the center 
is stereogenic. The center therefore "generates" stereochemistry. A non-stereogenic center 
is one in which exchange of any pair of ligands does not produce a stereoisomer. The term 
"stereo genic center" is, in a sense, broader than the term" chiral center" . It implies nothing 
about the molecule being chiral, only that stereoisomerism is possible. The structures in Fig­
ure 6.2 show several stereogenic centers. Note that in more complex geometries, such as 
pentacoordinate or hexacoordinate atoms, we do not need all the ligands to be inequivalent 
in order to have a stereogenic center. Given these new terms, we strongly encourage stu­
dents to abandon the term "chiral center" and to reserve "optically active" as a description 
of an experimental measurement. 

A related and more encompassing concept is that of a stereogenic unit. A stereogenic 
unit is an atom or grouping of atoms such that interchange of a pair of ligands attached to an 
atom of the grouping produces a new stereoisomer. For example, the C=C group of trans-2-
butene is a stereogenic unit because swapping a CH3 / H pair at one carbon produces cis-2-
butene. A tetrahedral atom is a stereogenic unit, where swapping the positions of any two of 
four different ligands gives a stereoisomer (see below). 

In the examples of chiral molecules without "chiral centers" noted above, the C= C= C 
unit of the allene and the biphenyl itself are stereogenic units. Many workers have adopted 
terms such as planar chirality and axial chirality to describe systems such as chiral biphenyl 
and a Ilene based structures, respectively. The justification for these terms is that such mole­
cules do not have stereogenic centers, but rather stereogenic units. Admittedly, terms that 
address chirality without stereogenic centers could be useful. However, since a molecule 
that is truly planar (i.e., has a plane of symmetry) must be achiral, planar chirality is an odd 
use of the word "planar". Developing precise, unambiguous definitions of these terms is a 
challenge that, in our view, has not yet been met. Currently, the best term is " stereo genic 
unit", where the biphenyl or allene groups have the ability to create chirality, just as a tetra­
hedral atom has the ability to generate chirality. 
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Figure63 
Tllustration of the concept of the stereo genic center in the context 
of carbon. Whether in a chiral molecule like 2-butanol or an achiral 
molecule like meso-tartaric acid, interconversion of two ligands at 
a stereocenter produces a new stereoisomer. 

Stereogenic lnterconverting two ligands 
center produces a new stereoisomer 

H3C \ H ~OH 
\ \ f. ,,,OH \ f.,,,H 

H\'~~ Hw'j\' 
H CH3 H CH3 

( R)-2-Butanol ( S)-2-Butanol 

Stereogenic lnterconverting two ligands 
center produces a new stereoisomer 

H02C \ H ~OH 
\ \f,,,,OH \ f ,,,,H 

H"''j\ HWn 
HO C02H HO C02H 

meso-Tartaric acid (R,R)-Tartaric acid 

To illustrate the value of the newer terminology, let's review two prototypes of organic 
stereochemistry. First, consider a molecule that has a carbon with four different ligands, a 
carbon we will describe as CWXYZ. A specific example is 2-butanol (Figure 6.3). If we inter­
change any two ligands at carbon 2, we obtain a stereoisomer-the enantiomer-of the orig­
inal structure. Thus, C2 of 2-butanol is a stereogenic center. The analysis can get more com­
plicated in systems with more than one CWXYZ center. Let's consider such a case. 

Figure 6.3 also shows tartaric acid. Beginning with the structure labeled "meso" , if we 
interchange two ligands at either C2 or C3, we obtain a new structure, such as (R,R)-tartaric 
acid. (If you do not recall the Rand 5 notation, look ahead to Section 6.1.2.) This structure has 
the same connectivity as meso-tartaric acid, but the two are not congruent (verify for your­
self), and so the new s tructure is a stereoisomer of the original. However, (R,R)- and meso­
tartaric acid are not mirror images, so they are not enantiomers. They are diastereomers. 

Note that the meso form of tartaric acid is achiral; verify for yourself that it is congruent 
with its mirror image. However, C2 and C3 of meso-tartaric acid are stereo genic centers; that 
is, swapping any two ligands at either center produces a new stereoisomer. This is one value 
of the stereogenic center concept. As we noted above, in earlier literature a CWXYZ center 
such as C2 or C3 was called a chiral center, but it seems odd to say we have two chiral centers 
in an achiral molecule! A CWXYZ center does not guarantee a chiral molecule. However, a 
CWXYZ group is always a stereogenic center. 

Tartaric acid has two stereogenic centers and exists as three possible stereoisomers. This 
is an exception to the norm. Typically, a molecule with n stereogenic, tetracoordinate car­
bons will have 2" stereoisomers-2"-1 diastereomers that each exist as a pair of enantiomers. 
For example, a structure with two stereogenic centers will exist as RR, 55, R5, and 5R forms. 
In tartaric acid the RS and 5R forms are identical-they are both the meso form-because C2 
and C3 have the same ligands. 

The 2" rule quickly creates complexity in molecules with multiple stereo genic centers. In 
complex natural products that are often targets of total synthesis efforts, it is conventional to 
note the number of possible stereoisomers (for example, 10 stereogenic centers implies 1024 
stereoisomers), with only one combination defining the proper target (see the Following 
Connections highlight). Polymers, both natural and synthetic, can produce extraordinary 
stereochemical diversity when each monomer carries a stereogenic center. We'll return to 
this issue below. 

When many stereo genic centers are present in a molecule, it becomes difficult to refer to 
all the possible stereoisomers. It is often useful to consider only two different isomers, called 
epimers. Epimers are diastereomers that differ in configuration at only one of the several 
stereogenic centers. Imagine taking any one of the many stereogenic centers in everninomi­
cin (shown in the next Connections highlight) and changing the stereochemistry at only that 
one stereogenic center. This creates an epimer of the original structure. Another example is 
the difference between the a- and 13-anomers of glucose, which are epimeric forms of the 
sugar (look ahead to Figure 6.18 for definitions of a- and 13-anomers). 



6.1 STEREOGEN !CI TY AND STEREOISOMER ISM 303 

Connections 

Total Synthesis of an Antibiotic with 
a Staggering Number of Stereocenters 

these techniques have become is the tota l syn thesis ofever­
ninomicin 13,384-1. This compound contains 13 rings 

Synthetic chemists are continually in search of new meth­
ods to contro l the stereochemical outcome of synthetic 
transformations. Although the exact methods used are 
best described in textbooks with a focus upon asymmetric 
synthesis, it is worth mentioning here how sophistica ted 
the fi eld is becoming. By analyzing how the topicity rela­
tionships within reactants w ill influence enantiomeric and 
d isastereomeric selectivities, a multitude of reactions wi th 
good ste reochemical control have been developed. One 
particular example that highlights just how far advanced 

and 35 stereocenters (3.4 X 10 10 possible s tereoisomers). 
Although many of the s tereocenters were derived from 
the "chiral pool" (see Section 6.8.3), several stereocenters 
associated with the ring connections and ring-fusions 
were set with reactions tha t proceed with varying degrees 
of stereoselectivity and specificity. 

Nicolaou, K. C., Mitche ll , H.j., Suzuki, H., Rodri guez, R. M., Baudoin, 
0., and Fylaktakidou, C. "Total Synthesis or Evern inomicin 13,384-1-Part 
1: Synthesis of AlB(A)C Fragment." Angew. Che111. In/. Ed. Eng., 38, 3334-
3339 (1999), and subsequent communica tions. 

Me Me Me Me OMe QH HO OH >-9-Me 

OMeO ~ ~ :p:eOX). XxO ~ ~ f O -c1« 0 ""· o -o·"·· o ··.,,o ,,.... .. ~-··''o",·-~- .... o ~ § OH 

0 : 0 0''' 0~0~0_/ HO 
HO e Me ~ ! OMe 

Cl 
0~ HO OH OH OH 

0 ..• ,,N02 

Me Everninomicin 13,384-1 

Me_, OMe 

6.1.2 Stereochemical Descriptors 

All introductory organic chemistry texts provide a detailed presentation of the various 
rules for assigning descriptors to stereocenters. Here we provide a brief review of the termi­
nology to remind the student of the basics. 

Many of the descriptors for stereogenic units begin with assigning priorities to the 
attached ligands. Higher atomic number gets higher priority. If two atoms under compari­
son are isotopes, the one with higher mass is assigned the higher priority. Ties are settled 
by moving out from the stereocenter until a distinction is made. In other words, when two 
a ttached atoms are the same, one examines the next atoms in the group, only looking for a 
winner by examjning individual atomic numbers (do not add atomic numbers of several 
atoms) . 

Multiple bonds are treated as multiple ligands; that is, C = O is trea ted as a C that is sin­
gly bonded to two oxygens with one oxygen bound to a C. For example, the priorities shown 
below fo r the substituted alkene are obtained, giving an £-stereochemistry. 

H Considered as 

C=O 
R' 

Considered as 

H 0 
'c' c 

R' ' o' 

N C 
I I 

R-C =N - ....,- R-C - N 
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HO H H OH 

~ ~ 
Turn 

L.l molecule 
V over 
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~ 
3 2 

(S)-2-Butanol (R)-2-Butanol 

Lower Higher 
priority priority 

0 Cl 

H3cY 
H·x_:CH 

3 

Lower Higher 
priority priority 

(Z)-3-Chloromethyl-3-penten-2-one 

R,S System 

For tetra coordinate carbon and related structures we use the Cahn-Ingold-Prelog sys­
tem. The highest priority group is given number 1, whereas the lowest priority group is 
given number 4. Sight down the bond from the stereocenter to the ligand of lowest priority 
behind.lf moving from the highest (#1), to the second (#2), to the third (#3) priority ligand in­
volves a clockwise direction, the center is termed R. A counterclockwise direction implies S. 

E,Z System 

For olefins and related structures we use the same priority rules, but we divide the dou­
ble bond in half and compare the two sides. For each carbon of an olefin, assign one ligand 
high priority and one low priority according to the rules above. If the two high priority li­
gands lie on the same side of the double bond, the system is Z (zusammen); if they are on op­
posite sides, the system is E (entgegen). If an H atom is on each carbon of the double bond, 
however, we can also use the traditional "cis" and "trans" descriptors. 

oandL 

The descriptors o and L represent an older system for distinguishing enantiomers, 
relating the sense of chirality of any molecule to that of o- and L-glyceraldehyde. o- and 
L-glyceraldehyde are shown below in Fischer projection form. In a Fischer projection, the 
horizontal lines represent bonds coming out of the plane of the paper, while the vertical lines 
represent bonds projecting behind the plane of the paper. You may want to review an intro­
ductory text if you are unfamiliar with Fischer projections. The isomer of glyceraldehyde 
that rotates plane polarized light to the right (d) was labelled o, while the isomer that rotates 
plane polarized light to the left (I) was labelled L. 

To name more complex carbohydrates or amino acids, one draws a similar Fischer pro­
jection where the CH20H orR is on the bottom and the carbonyl group (aldehyde, ketone, or 
carboxylic acid) is on the top. The D descriptor is used when the OH or NH2 on the penulti­
mate (second from the bottom) carbon points to the right, as in o-glyceraldehyde, and L is 
used when the OH or NH2 points to the left. See the following examples. 

CHO CHO CHO CHO 

H.,l•OH H+OH HO .. 1 .. H HO+H 

CH20H CH20H CH20H CH20H 

o-G lyceraldehyde L -Glyceraldehyde 

CHO 

Haft 
CHO HOr HrH C02H C02H H OH HO H 

H2N+H H+NH2 H OH H OH H OH 

CH20H CH2Ph CH20H H OH HO H 

CHpH CH20H 

L-Serine o-Phenylalanine o-Arabinose o--Fructose L- ldose 

The o and L nomenclature system is fundamentally different than the R IS orE I Z sys­
tems. The o and L descriptors derive from only one stereogenic center in the molecule and 
are used to name the entire molecule. The name of the sugar defines the stereochemistry of 
all the other stereogenic centers. Each sugar has a different arrangement of the stereogenic 
centers along the carbon backbone. In contrast, normally a separate Rl SorE I Z descriptor 
is used to name each individual stereogenic unit in a molecule. The oIL nomenclature is a 
carry over from very early carbohydrate chemistry. The terms are now reserved primarily 
for sugars and amino acids. Thus, it is commonly stated that all natural amino acids are L, 
while natural sugars are D. 
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Erythro and Threo 

Another set of terms that derive from the stereochemistry of saccharides are erythro and 
threo. The sugars shown below are n-erythrose and n-threose, which are the basis of a no­
menclature system for compounds with two stereogenic centers. If the two stereogenic cen­
ters have two groups in common, we can assign the terms erythro and threo. To determine 
the use of the erythro and threo descriptors, draw the compound in a Fischer projection with 
the distinguishing groups on the top and bottom. If the groups that are the same are both on 
the right or left side, the compound is called erythro; if they are on opposite sides, the com­
pound is called threo. See the examples given below. Note that these structures have enanti­
omers, and hence require R and 5 descriptors to distinguish the specific enantiomer. The 
erythro I threo system distinguishes diastereomers. 

CHO CHO C02H C02H CH3 CH3 

H+OH HO+H H+NH2 H2N+H Br+H Br+H 
H OH H OH H NH2 H NH2 Br H H Br 

CH20H CH20H Ph Ph t-Bu t-Bu 

a-Erythrose a-Threose Erythro Threo Erythro Threo 

Helical Descriptors-M and P 

Many chiral molecules lack a conventional center that can be described by the Rl 5 or 
E I Z nomenclature system. Typically these molecules can be viewed as helical, and may 
have propeller, or screw-shaped structures. To assign a descriptor to the sense of twist of 
such structures, we sight down an axis that can be associated with the helix, and consider 
separately the " near" and "far" substituents, with the near groups taking priority. We then 
determine the highest priority near group and the highest priority far group. Sighting down 
the axis, if moving from the near group of highest priority to the corresponding far group re­
quires a clockwise rotation, the helix is a right-handed helix and is described asP (or plus). A 
counterclockwise rotation implies a left-handed helix and is designated as M (or minus). As 
in all issues related to helicity, it does not matter what direction we sight down the axis, be­
cause we will arrive at the same descriptor. Three examples of molecules with MI P descrip­
tors are shown below. 
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H-1- CH3 

H 

Clockwise 
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As another example, consider triphenylborane (Eq. 6.1, where a, b, and care just labels 
of hydrogens so that you can keep track of the rotations shown). Triphenylborane cannot be 
fully planar becau se of steric crowding, and so it adopts a conformation with all three rings 
twisted in the same direction, making a right- or left-handed propeller. TheM or P descrip-
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tors are most easily assigned by making an analogy to a common screw or bolt. Common 
screws or bolts are right-handed ("reverse thread" screws and bolts are left-handed). If the 
sense of twist is the same as a screw or bolt, it is assigned the P descriptor (check the P and M 
descriptors for yourself in Eq. 6.1). 

(Eq. 6.1) 

Rotation about the C-B bonds of triphenylborane is relatively facile, and the motions 
of the rings are correlated in the sense shown (Eq. 6.1). In Eq. 6.1 the arrows denote the 
direction of bond rotation, not the helical direction. Two rings rotate through a perpen­
dicular conformation while one moves in the opposite way. This "two-ring flip" reverses 
helicity and, in a substituted case (now a, b, and c in Eq. 6.1 are substituents), creates a new 
diastereomer. 

Entand Epi 

Because of the stereochemical complexity of many natural products, short and simple 
descriptors have come into common use to relate various stereochemical relationships. For 
example, the enantiomer of a structure with many stereogenic centers has the prefix ent-. 
Ent-everninomicin is a trivial name that can be given to the enantiomer of everninomicin. 
Similarly, due to the stereochemical complexity of many natural products, the prefix epi- has 
become a convenient way to name structures where only one stereogenic center has under­
gone a change in configuration. For example, any epimer of everninomicin can be called epi­
everninomicin. Usually, a number precedes "epi-" to distinguish which center has changed 
configuration. 

Using Descriptors to Compare Structures 

Compounds that have the same sense of chirality at their individual stereogenic centers 
are called homochiral. Homochiral m olecules are not identical-they just have the same 
sense of chirality, much like all people's right hands are distinct but of the same chirality. As a 
chemical example, the amino acids L-alanine and L-leucine are homochiral. Those molecules 
with a differing sense of chirality at their stereogenic centers are called heterochiral. The 
same sense of chirality can often, but not always, be analyzed by examining whether the 
different kinds of stereochemical descriptors at the s tereogenic centers are the same. For 
example, (R)-2-butanol and (R)-2-aminobutane are homochiral. Further, all the naturally oc­
curring amino acids are L, so they are all homochiral (see the next Connections highlight) . 

Homochiral has been used by some as a synonym for " enantiomerically pure" . This is 
another usage of a term that should be discouraged, as homochiral already had a clear and 
useful definition, and using the same term to signify two completely different concepts 
can only lead to confusion. A better term for designating an enantiomerically pure sample is 
simply enantiopure. 

6.1.3 Distinguishing Enantiomers 

Enantiomers are distinguishable if and only if they are placed in a chiral environment, 
and all methods to separate or characterize enantiomers are based on this principle. Sup­
pose, for example, that we have a collection of right- and left-handed gloves, and we want to 
retrieve only the right-handed ones. Using a simple hook to reach into the pile cannot suc­
ceed because a hook is achiral-it cannot distinguish handedness. A chiral object, however, 
like a right hand, can distinguish between the gloves just by trying them on. 
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Connections 

The Descriptors for the Amino Acids 
Can Lead to Confusion 

As just noted, all amino acids have the same sense of chi­
rality in that they are all Lin the o /L terminology system. 
Yet, in the more modern Cahn- Ingold-Prelog system, 
they do not a ll have the same designators. All have the S 
stereochemisty, except cyste ine, which has the same sense 
of chirality but is R because the sulfur makes the sidechain 

have a higher priority than the carbonyl carbon. ln addi­
tion, the amino acids threonine and isoleucine have two 
ste reocenters and can exist as diastereomers. ln the nat­
ural amino acids, the sidechain is R for threonine and S 
for isoleucine. The diastereomers obtained by reversing 
the stereocenter at the sidechain only are termed allo­
threonine and allo-isoleucine. 

R H S H S H R H 
H3C ~H HSCH2 H "~" H~H, H~H,CH, CH CH'YH' s~ R~ 3 H 3 H 3 2 H 

H2N C02H H2N C02H r,- s r,- s r,- s r,- s 
H2N C02H H2N C02H H2N C02H H2N C02H 

L-Aianine L-Cysteine L-Threonine L -AIIo-threonine L-lsoleucine L-AIIo-isoleucine 

Figure 6.4 shows some chemical examples of this. If a racemic mixture of2-aminobutane 
is allowed to react with an enantiomerically pure sample of mandelic acid, the two am ides 
that are produced are diastereomers. The two diastereomers can be separated by any con­
ventional method (such as crystallization or chromatography), and subsequent hydrolysis 
of a pure diastereomer gives enantiomerically pure 2-aminobutane. 

The interaction that creates diastereomers out of enantiomers need not be covalent. 
Weaker, non-covalent complexes are often discriminating enough to allow separation of en­
antiomers. The most classical way to separate enantiomeric amines is to form salts with a 

Enantiomers 
OH 

U C02H 

(S)-(+)-Mandelic acid I 
HOB HOB 
HN 0 HN 0 

~ ~ 

Diastereomers separable by 
any conventional technique 

Figure 6.4 

NH Gl NH0 
~ 3 

' 3 ~ /"..../ 

OH OH 

uco~ uco~ 

Diastereomeric salts 
separable by crystallization 

~H2 

~ 
OH 

Stationary 
phase 

uco2 

Transient 
diastereomeric interactions 

Strategies for separating enantiomers, using 2-aminobutane as an example. Left: Form ing diastereomeric 
derivatives-in this case, amides of mandelic acid. Center: Forming diastereomeric sa lts that can be 
separated by crystallization. Ri ght: Chira l chromatography, making use of transient, diastereomeric 
interactions between the enantiomers of 2-aminobutane and the chiral stationaTy phase. 
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chiral acid and use crystallization to separate the diastereomeric salts. There are many varia­
tions on this theme, and this traditional approach is still very commonly used, especially for 
large scale, industrial applications. 

For the smaller scales associated with the research laboratory, chiral chromatography is 
increasingly becoming the method of choice for analyzing and separating mixtures of en­
antiomers. We show in Figure 6.4 a hypothetical system in which the mandelic acid we have 
used in the previous examples is attached to a stationary phase. Now, transient, diastereo­
meric interactions between the 2-aminobutane and the stationary phase lead to different re­
tention times and thus to separation of the enantiomers. Both gas chromatography and liq­
uid chromatography are commonly used to separate enantiomers. 

With a tool to discriminate enantiomers in hand, we can determine the enantiomeric ex­
cess (ee) of a sample. This commonly used metric is defined as x.- Xb, where X. and Xb rep­
resent the mole fraction of enantiomers a and b, respectively. Usually ee is expressed as a 
percentage, which is 100%(X. - Xb). Analogous terms such as diastereomeric excess (de) are 
also used. The traditional tools for evalu ating ee are the chiroptical methods discussed be­
low. Howeve1~ methods such as high field NMR spectroscopy with chiral shift reagents (see 
the Going Deeper highlight below), NMR spectroscopy of derivatives that are diastereo­
meric, and chromatography (HPLC and GC) with chiral stationary phases, are becoming 
ever more powerful and popular. 

Going Deeper 

Chiral Shift Reagents 

A convenient technique to measure the ratio of enantiom­
ers in a solution is to differentiate them in the NMR spec­
trum using what is known as a chiral shift reagent. These 
reagents are typica lly paramagneti c, enantiomerical ly 
pure metal compounds that associa te with the enantio­
mers to form complexes. The complexes formed between 
the chiral shift reagent and the enantiomers are dia stereo­
meri c, and thus can be resolved in MR spectroscopy. The 
para magnetic nature of the reagents induces large chemi­
ca l shifts, furth er ass istin g with the resolution of the spec­
tral peaks associa ted with the diastereomeric complexes. 

For example, the enantiomeric form s of 2-deuterio-
2-phenylethanol can be readil y distinguished in the NMR 
using a complex know n as Eu(dcm) . Coordination of the 
alcohol to the Eu cen ter leads to di as tereomers. The 1H 
NMR spectrum shown to the side of the H on the ste­
reogenic center of 2-deuterio-2-phenylethanol indicates 
that the two enantiomers (in a 50:50 ratio) are easily 
distinguished . 
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ppm 

Me reary, M.D. , Lewis, D. W., Wernick, D. L., and Whitesides, C. M. 
" Dete rmination o f Enantiomeric Purity Us ing Ch ira l Lanthanide Sh ift 
Reagents." j. A111. C!Je111 . Soc., 96, 1038 (197-l). Buchwald, S. L. , Ans ly n, E. V., 
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Optical Activity and Chirality 

Historically, the most common technique used to detect chirality and to distinguish en­
antiomers has been to determine whether a sample rotates plane polarized light. Optical ac­
tivity and other chiroptical properties that can be measured using ORD and CD (see below) 
have long been essential for characterizing enantiomers. Their importance has lessened 
somewhat with the development of powerful NMR methods and chiral chromatographic 
methods, but their historical importance justifies a brief discussion of the methodology. 

All introductory organic chemistry textbooks cover the notion of optical activity-the 
ability of a sample to rotate a plane of polarized light. We check to see if the plane in which 
the polarized light is oscillating has changed by some angle relative to the original plane of 
oscillation on passing through the sample. A solution consisting of a mixture of enantiomers 
at a ratio other than50:50 can rotate plane polarized light to either the right (clockwise) or the 
left (counterclockwise). A rotation to the right is designated (+);a rotation to the left is desig­
nated(-). Earlier nomenclature used dextrorotatory (designated as d) or levorotatory (des­
ignated as l) instead of (+ )or(-), respectively. Typically, light of one particular wavelength, 
the Na "D-line" emission, is used in such studies. Howeve1~ we can in principle use any 
wavelength, and a plot of optical rotation vs. wavelength is called an optical rotatory dis­
persion (ORD) curve. Note that as we scan over a range of wavelengths, any sample will 
have some wavelength regions with + rotation and others with- rotation. Since the rotation 
must pass through zero rotation as it changes from + to-, any chiral sam ple will be optically 
inactive at some wavelengths. If one of those unique wavelengths happens to be at (or near) 
the Na D line, we could be seriously misled by simple optical activity measurements. Fur­
thermore, at the Na D line, rotation is often small for conventional organic molecules. In ad­
dition, we previously discussed instances in which a chiral sample might be expected to fail 
to rotate plane polarized light. Thus, optical activity establishes that a sample is chiral, but a 
lack of optical activity does not prove a lack of chirality. 

Why is Plane Polarized Light Rotated by a Chiral Medium? 

We have said that we need a chiral environment to di stinguish enantiomers, and so it 
may seem odd that plane polarized light can do so. To unders tand this, we must recall that 
electromagnetic radiation consists of electric and magnetic fie lds that oscillate at right 
angles to each other and to the direction of propagation (see Figure 6.5 A). In normal light 
(such as that corning from a light bulb or the sun), the electric fields are oscillating at all pos­
sible angles when viewing the radiation propagating toward you (Figure 6.5 B). Plane polar­
ized light has all the electric fields oscillating in the same plane (Figure 6.5 Band C), and can 
be viewed as the single oscillation shown in Figure 6.5 A. The representation in Figure 6.5 A 
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Figure 6.5 
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The phenomenon of optical activity. A. Oscillating electric and magnetic fields. B. The difference between 
normal (non-polarized) light and plane polarized light, viewing the oscillating electric fields down the axis 
of propagation. C. Plane polarized light is a combination of right and left circularly polarized light. D. If the 
differential index of refraction causes one form to" rotate" faster than the other, the effect is to rotate the 
plane of polarization. 
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does not look chiral, yet plane polarized light can be used to distinguish enantiomers. To rec­
oncile this, we must appreciate that plane polarized light can be considered to be created by 
two circularly polarized beams of light, one rotating clockwise and one counterclockwise. 
Circular polarization means that the plane of the oscillating electric field d oes not rem ain 
steady, but instead twists to the right or the left, referred to as right or left circularly polar­
ized light. ln other words, the linear vector that traces out the plane polarized wave is 
formed from two circularly polarized waves, one rotating clockwise and one rotating coun­
terclockwise (Figure 6.5 D). Taken separately, these circularly polarized beams are rotating 
in a helical fashion, and hence are chiral. The right and left polarized beams oflight are the re­
fore enantiomers of each other. So, indeed, we again find tha t it takes chiral entities to distin­
guish between chiral chemical structures. 

As the plane polarized light passes through a chiral sample, several different kinds of in­
teractions between the light and the material are possible. One is actual absorption of the 
light, which we explore below when circular dichroism is discussed. However, another is 
simple refraction. The indices of refraction of the chiral material for the right and left pola r­
ized light are expected to be different, which means that the speed of light th rough the 
medium is different for the two polarizations, a phenomena called circular birefringence. 
Therefore, one of the light components w ill lag behind the o ther. "Lagging behind" mea ns a 
slower rate of propagation due to a different refractive index for that form of light (Figu re 
6.5 D ). The result is that right- and left-handed twists no longer have the same phase match­
ing to cancel along the original plane, but instead they cancel along a s lightly different plane, 
rotated away from the original plane. 

Circular Dichroism 

In the discussion above, plane polarized light was described as a combination of right 
and left circularly polarized light. Jus t as a chiral medium must refract left and righ t circu­
larly polarized light differently, chiralmolecules must have different absorptions of the left 
and right circularly polarized light. Circular dichroism (CD) spectroscopy measures this 
differential absorption. This technique involves the same absorption phenomenon tha t oc­
curs in UV I vis spectroscopy, which is discussed in Ch apter 16. 

One collects a CD spectrum by measuring the difference in absorption of right and left 
circularly polarized light as a function of the wavelength of the light. At certain wavelengths 
of circularly polarized light, the r ight-handed form is absorbed more (defined as a positi ve 
value) than the left-handed form, and vice versa at othe r wavelengths. There are specific 
rules re lated to exciton coupling (coupling of electronic states between two or more chro­
mopho res) that dictate which form of light is absorbed the most at various waveleng ths. 
This is beyond the scope of this chapter, but extensive discussions of this phenomenon are 
ava ilable in the more sp ecialized texts cited at the end of this chapter. 

Because of the pred ictabiLi ty of CD spectra, in earlier times, CD was frequently used as a 
means of establishing the absolute configuration of chiral molecules, and extensive correla­
tions o f CD spectra with molecular structure were developed based upon empirical rules. 
The shapes of the curves, called either plain curves or curves possessing positive and I or 
negative Cotton effects, can be correla ted wi th structure. In more recent times, x-ray crystal­
lography has becom e the most common way to establish absolute configuration (see below). 
One area in which CD has remained quite a powerful and commonly u sed tool is in s tudies 
of protein secondary s tructure. We will discuss this applica tion of CD later in this chapter. 

X-Ray Crystallography 

If we have a crystal of an enantiom erically pure compound, and we determine its crystal 
structure, you might think that we would then know its absolute configu ration. Actua lly, 
this is typically not the case. Nothing in the data collection or analysis of x-ray crystallogra­
p hy is inherently chiral, and so we cannot tell which enantiomer we are imaging in a typical 
crysta llography s tudy. There are two w ays around this. One is an advanced crystallographic 
technique called anomalous dispersion. Anomalous dispersion occurs when the x-ray 
wavelength is very close to the absorption edge of one of the atoms in the structu re. This 
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leads to an unusual scattering interaction that contains the necessary phase information to 
allow enantiomer discrimination. Originally a somewhat exotic technique, the method has 
become more common as more diverse and brighter x-ray sources have become available. 

The alternative approach to determine absolute configuration by x-ray crystallography 
is to functionalize the molecule of interes t with a chiral reagent of known absolute configu­
ration. Returning to the example of Figure 6.4, if we determine the crystal structure of one of 
the separated amide diastereomers, crystallography will unambiguously establish the rela­
tive configurations of the original molecule and the appended carboxylic acid. Since we in­
dependently know the absolute configuration of the the (5)-( + )-mandelic acid that we used, 
we know the absolute configuration of the 2-aminobutane. 

6.2 Symmetry and Stereochemistry 

Stereochemistry and symmetry are intimately connected, and in developing some more ad­
vanced aspects of modern stereochemistry, it is convenient to be able to invoke certain sym­
metry operations. A p roper understanding of symmetry can grea tly clarify a number of con­
cepts in stereochemistry that can sometimes seem confusing. One opera ti on that we have 
already used ex tensively is that of reflection through a mirror plane, and simple guidel ines 
using imaginary sheets of glass were given. We will not need to develop the enti re concept of 
point group symmetries in this tex tbook. For those who are familiar with point groups and 
irreducible representations, we will occasionally mention them where appropriate, but they 
are not required. However, for those students not well versed in symmetry operations, we 
now give a very short summary of some of the basics. 

6.2.1 Basic Symmetry Operations 

A symmetry operation is a transformation of a system that leaves an object in an indis­
tinguishable position. For molecular systems, we need be concerned with only two types of 
symmetry operations: proper rotations (CJ and improper rotations (5 11 ) . A C" is a rotation 
around an ax is by (360 / n)0 that has the net effect of leaving the position of the object 
unchanged . Thus, a C2 is a 180° rotation, a C3 a 120° rotation, and so on. These are termed 
"proper" rotations, because it is actually physically possible to rotate an object by 180° 
or 120°. Some examples are shown below, with the atoms labeled only to highlight the 
opera ti on . 

Cl Cl.!! 
·,~ 

Rotate 120° -( -G- H·-- c3 
Cl / c 

In contrast, improper rotations are not physically possible. An 511 involves a rotation of 
(360 / n)0

, combined with a reflection across a mirror plane that is perpendicular to the rota­
tion axis (see examples on the next page). Note that 51 is equiva lent to just a mirror reflection 
(denoted with a o-), while 52 is equivalent to a center of inversion (denoted with ani). The C1 

operation also exists. It leaves an object completely unmoved and is also termed the identity 
operation, sometimes symbolized as E. An internal u plane that includes a C2 axis is desig­
nated a U v , while a (T plane perpendicular to a C2 axis iS designated (Th· 

6.2.2 Chirality and Symmetry 

Now we can further refine the connection between symmetry and chirality. Quite sim­
ply, for a rigid molecule (or object of any sort), a necessary and sufficient criterion for chirality is 
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He 

" c = c = c ·""' Hb / "H Hd a 

~ne reflection 

an absmce ofS, axes; the existence of any S" axis renders an object achiral. For example, con­
sider the two structures shown below. The first object has an 52 axis and is not chiral, while 
the second object does not have an 52 axis, let alone any 511 axis, and so the s tructure is chiral. 

52 operation 

Not chiral because 
cr-Piane reflection the 52 axis returns 
defined by a plane the same structure 

A'~7fE ~xi 
perpendicular to 

fx~= ~xf ~ the C2 

'"""" .. A~c c~A B~c B--..:: c 

52 operation 

Chiral because there 
cr-Piane reflection is no 5n axis that returns 
defined by a plane the sarne structure 

A'~'7IE 
... c perpendicular to c ... 

~ ~xl the C2 I 'X~ '"""" .. A~D D~A B--..:: c 

In ad dition, when a chiral mol ecul e is subjected to any improper rota tion, it is converted 
into its enantiomer. Since the simplest improper axis to use is an 5 1, the a plane (see many of 
our exa mples above), most chemi sts first look for an internal mirror plane in a molecule to 
decide if it is chiral or not. If the molecule possesses an internal mirror plane in any readily 
access ible conformation, then the molecule is achiral. For those familiar with point groups, 
it is a s imple matter to show that all chiral molecules fall into one of five point groups: C, 0 , 
T, 0, or I. All other point groups contain an 5 11 axis. 

Chira l molecules need not be asymmetric. Asymmetric is defined as the complete ab­
sence of symmetry. However, many chiral molecules have one or more proper rotation axes 
- just no improper axes are present. These compounds can be referred to as dissymmetric, 
essentially a synonym for chiral. Thus, while all asymmetric (point group C1) molecules are 
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chiral, not all chiral molecules are asymmetric. Importantly, high symmetry chiral mole­
cules play a special role in many processes, especially in efforts to influence the stereochem­
istry of synthetic reactions (see the following Connections highlight) . 

Connections 

C2 Ligands in Asymmetric Synthesis 

The use of C2 symmetric ligands in ca talytic asymmetric 
induction is a common design motif. Below are shown a 
series of chiral Lewis acid ca talysts that have been used 
for Diels-Aider reactions. In every case a C2 ax is exists 
in the stmctures. Also, in every case the metal is non­
stereogeni c. Most ca talyti c processes involve weak interac­
tions between substrate and ca talyst, and this often leads 
to a situation in which severa l different binding interac­
tions between substrate and ca talyst are possible. Each 
different binding interaction might produce different ster­
eoselectivity, making it difficult to ach ieve high enantio-

meric excess. Since the metal is non-stereogenic in a C2 

symmetric complex, coordination of the Diels-Aider 
reactants to ei ther face of the metal produces identical 
complexes. We ask that you show this in an Exercise at 
the end of the chapter. The environment around the metal 
is still chiral, however, and so asymmetric induction is pos­
sible. This same motif will be seen in a Going Deeper high­
light on polymerization reactions given in Section 6.7. 

Evans, D. A., Miller, S. j ., Lectka, T., and von Matt, P. "Chi ral Bis(oxazo­
line)copper(ll) Complexes as Lewis Acid Ca talysts for the Enantioselective 
Diels-Alder Reacti on." f. Am. Chem. Soc., 121,7559- 7573 (1999). 

~*~ 
Ph Ph 

o ... ,ko c1 >< l" ' Ti ·''''' 

Ph / .'- Ph 
~ 

o~o' ~c1 
Ph Ph 

I I 
c2 symmetric catalysts 

6.2.3 Symmetry Arguments 

We argued above that any rigid molecule lacking an 5, axis is chiral. We don' t n eed to 
know anything else about the molecule to reach this conclusion with confidence. This is an 
example of a symmetry argument-a statement from first principles that depends only on 
the symmetry, not on the precise nature, of the system under consideration. 

Two important features of symmetry arguments must always be remembered. First, the 
most compelling symmetry arguments are based on an absence of symmetry. If we can be 
sure that a certain kind of symmetry is lacking, then firm conclusions can be reached . Stated 
differently, two objects (molecules or parts of molecules in our contex t) are equivalent if and 
only if they are interconvertable by a symmetry operation of the system. On the other hand, 
if two objects are not interconvertable by a symmetry operation, they are expected to be dif­
ferent, and they are different in essentially all ways. We cannot rule out the possibility of ac­
cidental equivalence. However, we expect that, in most instances, if the precision of our 
measurement is high, objects that are not symmetry equivalent will be measurably different. 
We will generally use a phrase such as "are expected to be different" to acknowledge the 
possibility that in some systems the differences between two symmetry inequivalent objects 
may be too small to be detected at the present level of precision. 

For example, consider the Cl-C2 vs. the C2-C3 bonds of n-butane. We can be certain 
that there can never be a symmetry operation of butane that w ill interconvert these two 
bonds. As such, they are different, and they are different in all ways. They will have different 
bond lengths, different IR stre tching frequencies, and different reactivities. 

The absence of symmetry can be unambiguous-we know for sure that the two C-C 
bonds discussed above cannot be interconverted by symmetry. On the other hand, we must 
be careful about using a symmetry argument to declare two objects to be equivalent, because 
that can be a cyclic argument. For example, consider a CH2 group in cyclobutane. It is tempt-
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H 

~really 
H 

Cyclobutane 

ing to conclude that the two hydrogens are equivalent. If we draw the molecule as square 
and planar, there are symmetry operations that interconvert them (a C2 axis and a (J plane) . 
We had to assume a structure for the system, and we chose a high symmetry structure. How­
ever, there is no law that molecules will adopt the highest possible symmetry, and in the par­
ticular case of cyclobutane, the molecule indeed adopts a lower symmetry form, as we saw 
in Section 2.3.2. Cyclobutane is nonplanar, and the hydrogens of a given CH2 are inequiva­
lent (the time scale is of importance in this argument, as we discuss later in the chapter). 
Thus, in the absence of independent information about the symmetry of a sys tem, it is risky 
to simply look at a structure and say two parts are equivalent. 

On the other hand, if we have independent evidence that a molecule has certain symme­
try elements-for example, from an x-ray structure-then we can use those symmetry ele­
ments to make statements about equivalence. Restating, two objects are equivalent if and 
only if they are interconverted by a symmetry operation of the system, and if they are not in­
terconverted by a symmetry operation of the system, they are expected to be different. 

Another important aspect of symmetry arguments is that they tell us nothing about mag­
nitudes. We can conclude that two angles are expected to be different, but they may differ by 
10° or by 0.0000000001°. Symmetry arguments are oblivious to such distinctions. Objects are 
either different or not; that is all we can conclude. 

6.2.4 Focusing on Carbon 

While most chemists are justifiably enamored of symmetry, in a sense it is the absence of 
symmetry that makes things happen. Let's illustrate this by considering the desymmetriza­
tion of methane. The carbon in methane is not a stereogenic center-that is, interchanging 
the positions of two hydrogens does not produce a new stereoisomer in this high symmetry 
structure. We often say that a carbon atom with four covalent ligands has "tetrahedral" sym­
metry. What does that mean? It means that in CH4 the four hydrogens lie at the vertices of a 
regular te trahedron, with the Cat the center (Figure 6.6) . Every H-C-H angle is arc cos(-/j) 
- 109.47°, and every bond length is the same. These two descriptors (one length, one an­
gle) are enough to fully describe such a system, and the same geometry holds for most CX4 

systems. 

Figure 6.6 
Left: The" tetrahedral" carbon atom. 
Right: Differing angles in a CXY3 molecule. 

Things get more interesting when all four ligands are different. As first appreciated by 
Pierre Curie, it is the lack of symmetry that gives rise to observable phenomena. For exam­
ple, in CXY3, a desymmetrized CX4, there are now two different valence angles (X-C-Y and 
Y -C-Y) (Figure 6.6) and two bond lengths, so there was an increase in the number of observ­
ables on lowering the symmetry. Desymmetrization to produce a CXY3 structure also leads 
to a new molecular property that is not possible for CX4-a dipole moment (Chapter 2) . With 
further desymmetrization to CX2 Y u three angles are now possible, and so on. These systems 
no longer correspond to a perfect, regular tetrahedron, but we s till tend to refer to them as 
"tetrahedral". They just happen to be irregular tetrahedrons. 

Full desymmetriza tion to produce CWXYZ gives four different bond lengths and six 
different angles. As already discussed, this complete desymmetrization also leads to chiral­
ity. We noted in Chapters 1 and 2 that most organic molecules do not have perfect tetrahedral 
angles, and that all C-C bonds lengths are not the same. In that context, we focused on the 
quantitative deviations from the standard norms, and how specific bonding theories could 
rationalize them. Here, we are arriving at similar conclusions, but from a di fferent perspec­
tive. Our argument that a CXY3 molecule has two different angles can be made with confi­
dence and without any knowledge of what X andY are, as long as they are d ifferent. It is a 
symmetry argument, and so it is incontrovertible, but qualitative in nature. 
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6.3 Topicity Relationships 

Thus far we have focused on terminology appropriate for describing the stereochemical re­
lationships between molecules. As we wi !I see, it is also convenient to describe relationships 
between regions of molecules such as two different methyl groups or two faces of a 7T sys­
tem. In such cases we are considering the topicity of the sys tem. The topicity nomenclature 
is derived from the same roots as topography and topology, relating to the spatial position of 
an object. 

6.3.1 Homotopic, Enantiotopic, and Diastereotopic 

If two objects cannot be interconverted by a symmetry operation, they are expected to be 
different. This reasoning applies not only to entire molecules, but also to differing regions 
wi.thin a molecule. When the groups can be interconverted by a symmetry operation, they 
are chemically identical. Yet, depending upon the symmetry operation, they can act differ­
entl y. The terms we introduce here have the suffix -topic, which is from the Greek for 
"place". When identical groups or atoms are in inequivalent environments, they are termed 
heterotopic. They can be either constitutionally heterotopic or stereoheterotopic. Constitu­
tionally heterotopic means that the connectivity of the groups or atoms is different in the 
molecule. Stereo heterotopic means the groups or a toms have different stereochemical rela­
tionships in the molecule under analysis. 

Consider the CH2 group of 2-butanol. There are no symmetry operations in 2-butanol, 
and as such the two hydrogens of the CH2 cannot be interconverted by a symmetry opera­
tion. Therefore, these two hydrogens are expected to be different from one another in all 
meaningful ways, such as NMR shift, acidity, C-H bond length, bond dissociation energy, 
reactivity, e tc. They have the same connectivity, but there is no symmetry operation that in­
terconverts them in any conformation. They are stereoheterotopic, and defined specifically 
as diastereotopic. 

Now consider the CH2 group of propane. There is, or more properly can be, a C2 opera­
tion that interconverts the two hydrogens, and so they are considered to be equivalent. The 
modern terminology is homotopic, and is defined as interconvertable by a C, axis of the 
molecule. These hydrogens are equivalent in all ways. 

We have one more case to consider, exemplified by the CH2 group in ethyl chloride. 
There is a symmetry element that interconverts the two hydrogens-a mirror plane. Here is 
where the distinction between proper and improper symmetry elements becomes impor­
tant. These hydrogens are equivalent because they are interconverted by a symmetry ele­
ment. However, just as with two enantiomers, such an equivalence based upon a mirror 
plane will be destroyed by any dural influence. As such, these hydrogens are termed enan­
tiotopic-that is, interconverted by an 511 axis of the molecule (n = 1 in this case). Enantio­
topic groups, when exposed to a chira I influence, become distinguishable, as if they were di­
astereotopic. The example of the use of a chiral shift reagent given on page 308 illustrates 
this point. 

Homotopic groups remain equivalent even in the presence of a chiral influence. Since 
chiral molecules need not be asymmetric (they can have C, axes), groups can be homotopic 
even though they are part of a chiral molecule. Consider the chiral acetal shown in the mar­
gin . The methyl groups are homotopic because they are interconvertable by a C2 operation . 
A chiral influence cannot distinguish these methyl groups. 

Another common situation where topicity issues become important is at trigonal 
centers, such as carbonyls and alkenes. As some examples, let' s focus on carbonyl groups. 
The two faces of the carbonyl are homotopic in a ketone substituted by the same groups 
[R(C = O)R], such as acetone, because the molecule contains a C2 axis (see below). The faces 
are enantiotopic in an unsymmetrically substituted ketone, such as 2-butanone, because 
they are interconverted by au plane. The faces are diastereotopic in a structure such as either 
enantiomer of 3-chloro-2-butanone, because there are no symmetry elements that intercon­
vert the faces. 

Different in all ways 

Diastereotopic hydrogens 

Equ ivalent in all ways 

Homotopic hydrogens 

Equivalent unless within 
a chiral environment 

Enantiotopic hydrogens 

Chiral molecule with 
homotopic methyl groups 
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Assigning this H, the result is pro-R 

I \ 3 
H H D H D 

XCI XCI 2A cl 1 

The other hydrogen 
would be pro-S 

Top face 

---~~~)=-0-- c- -
H3C 

Bottom face 

Top face 

-- -~~~)=-0-- c- -
H3CH2C 

Bottom face 

Top face 

- Structure is the 
same upon rotation ; 
homotopic faces 

Structure is not H3CH2C,,, 
- ··- 0 the same upon rotation ; 

H3C~ mirror plane exists; 
enantiotopic faces 

No symmetry element ; 
d iastereotopic faces 

6.3.2 Topicity Descriptors- Pro-R/ Pro-S and Re!Si 

Just as it was convenient to have descriptors to distinguish enantiomeric molecules, it is 
also useful to be able to identify enantiotopic hydrogens. To do so, we use something s imilar 
to the R I 5 notation. For a CH2 group, first take the hydrogen that is being assigned a descrip­
tor and mentally promote it to a deuterium. Now assign priorities in the normal way. If the 
result is that the newly formed stereogenic center is R, the hydrogen that we mentally re­
placed by deuterium is denoted pro-R, and if the new stereocenter is 5, the hydrogen is de­
no ted pro-S. An example using chloroethane is given in the margin. The same nomenclature 
convention can be used with diastereotopic hydrogens. 

The " pro" terminology is meant to imply that the center would become stereogenic (and 
hence worthy of anR I 5 descriptor) if the substitution were made. For this reason, the carbon 
containing the enantiotopic hydrogens is also referred to as a prochiral center. While some 
find this term useful, it can lead to confusion, and as such, describing the situation in terms 
of enantiotopic groups is preferable. It should be apparent that the enantiotopic groups need 
not be hydrogens. For example, two methyl groups or two chlorines can be enantiotopic. 
The pro-R I 5 dis tinction would be made by converting the methy l to be named to a CD3 

group, and the Cl to be named to a higher isotope (see below). 

Assigning this CH3, the result is pro-R 

I 
Put lowest priority 
methyl group 
behind the page 

The other methyl would be pro-S 

Assigning this Cl , the result is pro-S 

I 
' c~tl 1 ·cH3 

'c~tl 
I CH3 

2 
Cl 

.....___R 1 T ' vi ' 

Put the methyl group 
behind the page because 
it is lowest priority 

The other chlorine would be pro-R 
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When assigning a descriptor to the enantiotopic faces of a trigonal structure, start by 
simply placing the molecule in the plane of the paper. Next assign priorities to the groups us­
ing the same methods for R/ SandE / Z. If the result is a clockwise rotation, the face we are 
looking at is referred to as Re; if it is a counterclockwise rota tion, the face is Si. An example 
using 2-buta110ne is given in the margin. Once again, it is common to refer to the carbon of 
the carbonyl as prochiral, because attachment of a different fourth ligand will create a ste­
reogenic center and possibly a chiral molecule. 

6.3.3 Chirotopicity 

The terms enantiotopic and diastereotopic describe the rela tionship between a pair of 
atoms or groups in a molecule. Sometimes it is also useful to describe the local environment 
of a s ingle atom, group, or location in a molecule (even if it does not coincide with an atomic 
center) as chiral or not. A chirotopic atom or point in a m olecule is one that resides in a dural 
environment, whereas an achirotopic atom or point does not. All atoms and all points as­
sociated with a chiral molecule are chirotopic. In achiral molecules, achirotopic points are 
those that remain unchanged (are invariant) upon execution of an 5 11 that is a symmetry op­
era tion of the molecule. For most s itua tions, this means that the point either lies on a mirror 
plane or is coincident with the center of inversion of the molecule. Importantly, there will 
generally be chi rotopic points even in achiralmolecu les. 

These terms can be clarified by looking at some specific examples. In the following ro­
tamers of meso-1,2-dichloro-1,2-dibromoetha.ne, the only achirotopic site in rotamer A is the 
point of inversion in the middle of the struchtre. Every atom is in a locally chiral environ­
ment, and so is chirotopic. For rotamer B, all points in the mirror plane (a plane perpendicu­
lar to the page of the paper) are achirotopic. All other p oints in these conformers are chiro­
topic, existing at sites of no symmetry. In other words, all other points in these conformers 
feel a chiral environment, even though the molecule is achiral. 

As another example, consider once aga in the chiral acetal shown in the margin. The C 
atom indicated resides on a C2 axis but not on any type of 5 11 axis, and so it is chirotopic. Note, 
however, that the Cis non-stereogenic. Hence, non-stereogenic atoms can reside in chiral en­
vironments. Refer back to the first Connections highlight in Section 6.2.2. In this high I igh t a 11 
the metals are chirotopic but nonstereogenic. The term " chirotopic" focu ses us on the points 
in a molecule that are under a chiral influence, which is the most important factor for using 
stereochemical principles to understand spectroscopy and reactivity. 

6.4 Reaction Stereochemistry: Stereoselectivity and Stereospecificity 

Topicity relationships and symmetry arguments provide a powerful approach to anticipat­
ing reactivity patterns. Whether by habit, intuition, or full realiza tion, it is the topicity rela­
tionships discussed above that synthetic chemists use to develop chemical transform ations 
that yield asymmetric induction. 

6.4.1 Simple Guidelines for Reaction Stereochemistry 

Consider the three ketones in Figure 6.7 and the topicities of their carbonyl faces. In 
acetone, the two faces of the carbonyl are homotopic- interconverted by a C2 rotation. In 
2-butanone, the faces are enantiotopic (prochiral)-interconverted only by a mirror plane. 
In (R)-3-chloro-2-butanone, the two faces are diastereotopic. This molecule is asymmetric, 
and so there can be no symmetry operation that interconverts the two faces of the carbonyl. 
A consequence of this lack of symmetry in (R)-3-chloro-2-butanone is that the carbonyl 
group is expected to be nonplanar-that is, 0 , C2, C1, and C3 will not all lie in a plane. The 
point is that because the two faces of the carbonyl are inequivalent, the carbonyl cannot be 
planar. This is a symmetry argument of the sort mentioned previously, and as with all sym­
metry arguments, we cannot predict how large the devia tion from planarity must be, only 
that it is expected to be there. As such, if we obtain a crystal structure of (R)-3-chloro-2-buta­
none, we should not be surprised to find a nonplanar carbonyl. 

The Re tace The Si face 

Achirotopic point 

H ( rei 
A. CI ''R 

Br H 

f Achirotopic plane 

8. Cl':w~''CI smr 
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C2 axis 
Homotopic 
faces 

Mirror plane only 
(plane of the carbonyl) 
Enantiotopic faces 

No symmetry 
(asymmetric) 
Diastereotopic faces 

Figure 6.7 
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Enantiomeric 
products 

l Diastereomeric J products 

Stereochemical consequences ofreacting three di ffe rent types of 
ca rbonyls with a hydrid e reducing agent. 

Let' s consider the reactivity of the three carbonyls shown in Figure 6.7. For acetone, reac­
tion with an achiral reagent such as LiAIH4 produces the same product regardless of which 
carbonyl face reacts. This will always be the case for homotopic faces. For 2-butanone, reac­
tion with LiAlH4 at enantiotopic faces gives enantiomeric products, (R)- and (5)-2-butanol. 
For (R)-3-chloro-2-butanone, the two carbonyl faces are different. They will give differ­
ent products from the reaction with LiAlH4-namely, (R,S)- and (R,R)-2-chloro-3-butanol, 
which are diastereomers. 

As we can anticipate the stereochemical relationships among the products, we can also 
evaluate the symmetry proper ti es of the transition states of the h ydride addition reactions. 
For acetone, there is only one possible transition state and only one product. For 2-butanone, 
the transition states derived from " top" and "bottom" attack are enantiomeric. As such they 
will have equal energies, and so llG* will be the same for the formation of the two enan­
tiomeric products. As a result, a racemic mixture must form. Finally, in the reduction of 
(R)-3-chloro-2-butanone, the two transition s tates are diastereomeric, and so they are ex­
pected to have different energies (diastereomers differ in all ways). Since the starting point 
for the two reactions is the same, llG* is expected to be different for the two, and therefore the 
rates for formation of the two diastereomeric products cannot be the sa me. Since the rates of 
formation of the two products are not the same, we can state with certainty that the reduc­
tion of (R)-3-chloro-2-butanone is expected to not produ ce a 50:50 mixture of the two products in 
the initial reaction. This can be anticipated from first principles. When we start from a single 
reactant and produce two diastereomeric products, we do not expect to get exactly a 50:50 
mi xture of products. However, as is always true of a symmetry argument, we cannot antici­
pate how large the deviation from50:50 will be-it may be 50.1:49.9 or 90:10. We can only say 
that it is not 50:50. 
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Let's examine what happens if we use a single enantiomer of a chiral hydride reducing 
agent. Acetone still gives only one product-isopropanol. However, we would now expect 
the two enantiotopic faces of 2-butanone to be distinguished. The transition states corre­
sponding to attack from opposite faces of the carbonyl are now diastereomeric, and some­
thing other than a 50:50 mixture of the enantiomeric products (a non-racemic sample) is 
expected to result from such a reaction. Achieving asymmetric induction is therefore anti­
cipated by simple symmetry arguments. The only issue is whether the magnitude of the ef­
fect is small or large. To visualize how a chiral environment can distinguish enantiotopic 
groups, see the Connections highlight below that describes enzyme catalysis and molecular 
imprints. 

Lastly, in the reduction of (R)-3-chloro-2-butanone, the different faces of the ketone were 
already diastereotopic due to the presence of the stereogenic center. Hence, even an achi­
ral reducing agent such as LiAlH4 will give something other than a 50:50 ratio of R- and 
5-centers at the newly formed alcohol. Interestingly, switching from LiAlH4 to a chiral hy­
dride agent has no impact (from a symmetry standpoint) on the reduction of (R)-3-chloro-2-
butanone; we still expect something other than a 50:50 mixture of two diastereomers. 

In summary: 

1. Homotopic groups cannot be differentiated by chiral reagents. 

2. Enantiotopic groups can be differentiated by chiral reagents. 

3. Diastereotopic groups are differentiated by achiral and chiral reagents. 

6.4.2 Stereospecific and Stereoselective Reactions 

The terms stereospecific and stereoselective describe the stereochemical outcomes of 
the sort we have been discussing. Even these terms, though, are sometimes used in confus­
ing ways. Figure 6.8 illustrates the definitions of these terms as originally presented. In a 
stereospecific reaction, one stereoisomer of the reactant gives one stereoisomer of the prod­
uct, while a different stereoisomer of the reactant gives a different stereoisomer of product. 
Hence, to determine whether a reaction is stereospecific, one has to examine the product ra­
tio from the different stereoisomers of the reactant. An example would be the epoxidation of 
2-butene by mCPBA. The trans olefin gives the trans epoxide and the cis olefin gives the cis 
epoxide (Figure 6.8 A). SN2 reactions are also stereospecific, in that inversion of the stereo-

r mCPBA 0 

~· .. ,,, 
A. 

0 
\J mCPBA 

A 

B. 

Figure 6.8 
A. An example of a stereospecific reaction (mCPBA is mela­
chloroperbenzoic acid). B. An example of a stereoselective 
reaction. If the enantiomer were analyzed, the reaction would 
also be stereospecific. 
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Connections 

Enzymatic Reactions, Molecular Imprints, 
and Enantiotopic Discrimination 

The general concept that enantiotopic groups can be dis­
tinguished chemically by a chiral environmen t is of para­
mount importance to enzymatic catalysis. Since enzymes 
are constructed from chiral entities-a-amino acids-they 
are themselves chiral. Enzymes are well known for their 
stereoselectivity. The fact that enzymatic reactions are 
diastereoselective or enantioselective is not su rprising; 
this is expected to happen when the reagen t (the enzyme) 
is chiral and enantiomerically pure. The remarkable fea­
ture of enzymatic reactions is the high degree of stereo­
selectivity they generally display. 

Enzymes possess binding sites that are comple­
mentary to their substra tes using the same principles 
of complementarity and preorganization introduced for 

A. B. 

syn thetic receptors in Chapter 4. As a simp lification of the 
notion of complementarity, we can consider an enzyme 
binding site as an imprin t of the substrate, similar to the 
imprint of an object in wet sand. The analogy leads to a 
very simple visual image of how an en zyme can distin­
guish enantiotopic groups. Consider the picture of the 
molecular model of ethyl chloride sitting in wet sand 
shown below w ith one enantiotopic hyd rogen of the CH 2 

group embedded in the sand (A). After removing the plas­
tic model, an impression is left in the sand (B). We cannot 
pick up and place the ethyl chloride back into the impres­
sion in any way besides the original p lacement (A). 
Hence, this impression in the sand leads to only one 
of the two enan tiotopic hydrogens buried in the sand, 
thus clearly d ifferen tiating among these two hydrogens. 

c. 

chemistry on stereogenic centers is consistently observed, so that enantiomers of reactants 
must give different enantiomers of the products. For a few other examples, see Table 6.1 A. A 
reaction need not be perfectly stereospecific. If an 80:20 mixture of stereoisomers is pro­
duced, we could call the reaction 80% stereospecific. 

Whether a reaction is or is not stereospecific has significant mechanistic implications, 
and we will look at stereochemical analyses of this sort in future chapters. In essence, when 
a reaction is stereospecific, a common intermediate cannot be involved in the mechanisms of 
reaction of the two stereoisomeric reactants. 

A stereoselective reaction is one in which a single reactant can give two or more stereo­
isomeric products, and one or m ore of these products is preferred over the others-even if 
the preference is very small. Now we only need to examine one stereoisomer of the reactant 
to make this determination for a reaction. In fact, the reactant may not even exist as stereoiso­
mers, yet the reaction can be stereoselective. See the example in Table 6.1 B. 

A reaction is also stereoselective when two stereoisomers of the starting material give 
the same ratio of stereoisomeric products, as long as the ratio is not 50:50. This just means the 
reaction is not stereospecific. For example, this may occur if the mechanisms of reaction for 
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Table6.1 
Stereospecific Reactions (A), a Stereoselective Reaction (B), and Stereoselective 
but Not Stereospecific Reactions (C) 

A. 

B. 

c. 
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the two stereoisomeric reactants proceed through a common intermediate, and that inter­
mediate gives two stereoisomeric products with one in excess. However, there are also re­
actions where the different stereoisomeric reactants give the same ratio of stereoisomeric 
products, even when a common intermedi ate is not formed (Table 6.1 C). All stereospecific 
reactions are stereoselective, but the converse is not true. 

Another example of a stereoselective reaction is the previously discussed reduction of 
(R)-3-chloro-2-butanone (see Figure 6.7). In this case the two products are diastereomers, 
and the reaction is referred to as diastereoselective. This reaction is also stereospecific, in 
that (S)-3-chloro-2-butanone will give a different ratio of products w ith the same reducing 
agent. If the two products are enantiomers [as in the reduction of 2-butanone (Figure 6.7)], 
the reaction is enantioselective if one enantiomer is formed preferentially. 
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Cl 

The H's of the methyl 
group are actually 
inequivalent 

Slowed rotation in a methyl group 

Unfortunately, an alternative usage of these terms exists. Often in the organic synthesis 
literature, stereospecific is taken to mean 100% stereoselective. This is a necessarily vague 
distinction, because it depends on the tools used to measure the product ratios. A reaction 
that appears "stereospecific" by a relatively crude measure such as optical activity, may turn 
into a "stereoselective" reaction when chiral HPLC reveals a 99:1 product ratio. Also, the 
mechanistic implications of stereospecificity are lost in this alternative usage. However, it 
seems likely that both usages will exist side-by-side for some time, and the student needs to 
be aware of the distinction. 

Terminology aside, the reaction of a chemical sample composed of only achiral mole­
cules (such as 2-butanone) cannot give rise to products with any chiral bias (i.e., any enantio­
meric excess) without the intervention of an external chiral influence. This observa tion has 
significant implications for discussions of such topics as the origin of chirality in natural sys­
tems (see Section 6.8.3). 

A term similar to stereoselective is regioselective. "Regio" in this context is defined as a 
site in a molecule where a reaction can occur, and the difference in the reactivity of various 
si tes is called regiochemistry. When more than one site reacts, a regioselective reaction is 
one where an excess of one of the possible products results. A common example is the Mar­
kovnikov addition of HCl to a double bond (see Chapter 10), where the chloride preferen­
tially adds to the more substituted carbon (Eq. 6.2). Hence, this is a regioselective reaction. 
Here, the two carbons of the alkene are considered to be the two " regions" or sites in the mol­
ecule that can react. Once again, there are va rying d egrees of regioselectivity, ranging from 
100% (completely selective) to 0% (completely unselective). 

+ 

( CI 
)l~~CI A (Eq. 6.2) 

Major Minor 

6.5 Symmetry and Time Scale 

2-Butanol is asymmetri c, so the two hydrogens of the CH2 group are dias tereotopic. 
Shouldn' t the three hydrogens of the CH3 group at C1 (or C4) be diastereotopic also? It de­
pends. In particular, it depends on the time scale of our observation of the molecule. 

When considering the symmetry of any system, we must always include a time sca le. In 
Section 6.2.2 when we gave a symmetry argument for predicting chirality, we explicitly lim­
ited ourselves to rigid molecules. Symmetry arguments and stereochemistry are much sim­
pler if we treat all molecules as rigid, geometric objects. However, real molecules are in mo­
tion, and if the motion is fast compared to the time scale of observation, we have to include 
the motion in our analysis of symmetry. If we are considering 2-butanol at room tempera­
ture, the rotation of the CH3 groups will be fast under most time scales of observation . Since 
that rotation interconverts the three hydrogens, they become equi valent; they are not dia­
stereo topic under these conditions. However, there is no rotation that ever interconverts the 
hydrogens on the methylene group, and therefore the methylene hydrogens are always di­
as tereotopic, regardless of the time scale. 

If we lower the tempera ture or grea tl y increase our speed of observation, rota tion will 
appear to be slow, and the hydrogens of the CH 3 groups will be different. In practice this is 
difficult. Howeve1~ computational methods typically produce static structures. Look care­
full y at the output of a computed structure of even a simple asymmetric molecule using mo­
lecular mechanics or quantum mechanics. In the particular case of 2-butanol, there are three 
different C-H bond lengths calculated for both of the methyl groups. 

Alternatively, in very crowded systems we can slow methyl rotation enough to see indi­
vidual hydrogens of a CH3. The structure shown in the margin, a trip tycene derivative of the 
kind we have seen before (Section 2.5.3, Figure 2.22), gives three unique NMR signals for the 
colored hydrogens at -90 oc. Nevertheless, under most experimental circumstances it is safe 
to treat the three hydrogens of a methyl group as equivalent. 
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Symmetry and time scale are always tightly coupled. For example, we discussed in 
Chapter 2 that cyclobutane is not planar, but rather adopts a lower symmetry, puckered ge­
ometry. The methylene hydrogens are diastereotopic in this geometry. However, the inter­
conversion of the puckered forms is rapid on most time scales, and so for m ost analyses of 
cyclobutane, all hydrogens appear equivalent. In fact, a planar representation (the time av­
erage of two interconverting puckered forms) is acceptable for many analyses. The molecule 
is only planar when the fleeting transition sta te between the puckered forms is achieved, but 
on most time scales it behaves as if it were planar. The same analysis can be made for the CH 2 

groups in cyclohexane. However, the time scale must be considerably more leisurely for the 
averaging of the axial and equatorial hydrogens of cyclohexane to occur, because of the 
much higher barrier (and therefore slower ra te) for ring inversion in cyc!ohexane compared 
to other cyclic hydrocarbons. 

Typically, if a flexibl e molecule can achieve a reasonable conformation that contains a 
symmetry element, the molecule will behave as if it has that symmetry element. The classic 
example is an amine with three different substituents. The pyramidal form is chiral, but the 
two enantiomers interconvert rapidly by pyramidal inversion (Eq. 6.3). That rapid inversion 
leads to an effectively achiral system is apprecia ted when we consider that the tra nsition 
state for inversion is a planar, achiral structure. 

(Eq. 6.3) 

Time scale is important for all stereochemical concepts. Even our most cherished stereo­
chemical concept, the stereo genic tetracoord inate carbon, is undone if we are at high enough 
temperatures and long enough time scales that inversion of the center is possible through 
bond cleavage reactions. 

There are many chiral m olecules for which enantiomeric forms can be interconverted by 
a rotation about a single bond . The enantiomeric conformations of gauche butane provide 
an example, where rapid rotation intercon verts the two under m ost conditions. If the ro ta­
tion that interconverts a pair of such enantiomers is slow at ambient temperature, however, 
the two enantiomers can be separa ted and u sed. Recall from our first introduction of isomer 
terminology (Section 6.1) that stereoisomers that can be interconverted by rotation about 
sin gle bonds, and for which the barrier to rotation about the bond is so large that the stereo­
isomers do not interconvert readily at room temperature and can be separated, are called 
atropisomers. One example is the binaphthol derivative shown in the margin. It is a more 
sterically crowded deriva tive of the biphenyl compound discussed previously as an ex­
ample of a chiral molecule with no "chiral center". A second example is trans-cyclooctene, 
where the hydrocarbon chain must loop over either face of the double bond (Eq. 6.4). This 
creates a chiral structure, and the enantiomers interconvert by moving the loop to the other 
side of the double bond. 

= (Eq. 6.4) 

Facile rotation does not guarantee interconversion of conformational isomers. One of 
the most fascinating dynamic stereochemistry systems is exemplified by the triarylborane 
shown in Eq. 6.1. Correlated rotation of the r ings, the "two-ring flip", is facile at room tem­
perature. There are three different two-ring flips possible, depending on which ring does the 
"non-flip". All two-ring flips are fast, but in a highly substituted system, not all possible con­
formations can interconvert. As long as only two-ring flips can occur, we have two sets of 
rapidly interconverting isomers, but no way to go from one set to the other. This has been 
termed residual stereoisomerism. We have two separate stereoisomers, each of which is a 
collection of rapidly interconverting isomers. Clearly, stereoisomerism and time scale are in­
timately coupled in such systems. 

Planar, achiral transition state 

Binaphthol 
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Figure 6.9 

6.6 Topological and Supramolecular Stereochemistry 

One of the more interesting aspects of modern stereochemistry is the preparation and char­
acterization of molecules with novel topological features. As we indicated in Chapter 4, su­
pramolecular chemistry has produced a number of structures with novel topologies such as 
catenanes and rotaxanes. "Simple" molecules (i.e., not supramolecu les) can also have novel 
topological features such as knots or Mobius strips. Here we will introduce some current 
topics in this fascinating area, emphasizing the aspects that relate to stereoisomerism. But 
first, we must agree upon a definition of " topology" . 

The mathematical definition of topology, and the one that is best suited to stereochemis­
try, concerns studies of the features of geometrical objects that derive solely from their con­
nectivity patterns. Metric issues-that is, those associated with numerical values (such as 
bond lengths and bond angles)-are unimportant in topology. The easiest way to see this is 
to consider two-dimensional topology as the study of geometric figures that have been 
drawn on a rubber sheet. You can stretch and bend and flex the sheet as much as you like 
without changing the topology of a figure on the sheet (Figure 6.9 A). Thus, a circle, a trian­
gle, and a square are topologically equivalent because we can deform one to the other. Topo­
logically, all three are just a closed loop. In three dimensions the same concept applies, with 
the additional requirements that you cannot break a line or allow any lines to cross, and you 
cannot destroy a vertex. In a dictionary, one will often see a second definition of topology 
that does include metric issues, so it is a synonym for topography. In topography (i.e., map 
making), it matters how high the mountain is, but in the mathematical definition of topology 
we will use here, it does not (in fact, the mountain can be "stretched flat"). 

With the very few special exceptions discussed below, all stereoisomers are, perhaps 
surprisingly, topologically equivalent. If you are allowed to stretch and bend bonds at will, 
it is a simple matter (Figure 6.9 B) to interconvert the enantiomers of 2-butanol without 
crossing any bonds (simple mathematically, but not chemically!). Similar distortions are 
possible with almost any molecule, allowing stereoisomers to interconvert. This is consis­
tent with our definition of stereoisomers as molecules with the same connectivities (topolog­
ies) but different arrangements of atoms in space. Since topology concerns only issues that 
derive from the connectivity of the system, structures with the same connectivity have the 
same topology. There are stereoisomers that have different topologies, however, and that is 
the topic of this section. 

We should first make explicit the natural connection between chemistry and mathemat­
ics that allows us to discuss topology. Topology deals with graphs-objects that consist of 
edges and vertices (points where two or more edges meet). In considering chemical topol­
ogy, we are considering a chemical graph, in which the edges are bonds and the vertices are 
atom s. The ambiguity concerning connectivity still applies (see the Going Deeper highlight 
in Section 6.1.1), but once we agree on a definition we can consider topological issues. 

Pull Pull 

A. 'L{ -0 
The interconversion of topologically eq uivalent structures. 
A. Topologically, the triangle, circle, and square a re all just 
closed loops (as long as we do not consider the" corners" 
of the triangle and square to be vertices). 

\ 
Pull 

Push 
j 

Push Q- Push - 0 B. Interconversion of the enantiomers of 2-butanol can be 
accomplished by flexing and bending w ithout crossing 
any bonds, and so the two enantiomers are topologically 
equivalent. 

B. 

! 
Push 
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Push ~ _g;y_,,H -- HO H HO H 
back~ ~ -- ~ 
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6.6.1 Loops and Knots 

What are the simplest systems that can produce topological stereoisomers? All we need 
is a cyclic structure. Figure 6.10 A shows a circle and a classic trefoil knot. Both structures are 
simply a sin gle, closed loop (which is the definition of a knot, with a circle being the simplest 
knot or the "unknot"). It is not p ossible to interconvert the two structures without crossing 
edges-they are topologically different. Molecular realizations of the circle and the trefoil 
knot would be examples of topological stereoisomers. Since they are not non-congruent 
mirror images, it is sensible to call them topological diastereomers. To create a chemical ver­
sion of this situation, a structure as simple as (CH2) , could serve the purpose. Interestingly, 
knots are actually relatively common in biochemistry, as the next Connections highlight de­
scribes. 

A. 

Figure 6.10 
A. Topological stereoisomers-a circle and a trefoi l knot. 
B. Enantiomorphous trefoi l knots. 

B. 

How are these s tereoisom ers different from conventional dias tereomers? The circle and 
the knot can be infinitely deformed- bent, twisted , stretched, and compressed-but they 
will never be interconverted (as long as we d on ' t cross any bonds). Conventional isomers 
can be interconverted by deformation, as in the case of 2-butanol in Figure 6.9. Conventional 
s tereoisomerism depends on the precise location of the atoms in sp ace, leading to the terms 
geometric or Euclid ian isomerism. With topological stereoisomers, we can move the atoms 
all around, and retain our isomerism . 

Going Deeper 

Biological Knots-DNA and Proteins 

All we need to make a knot is a cyclic structure. If the ring 
is large enough to allow the necessary twisting, a knotted 
structure could form. While it may seem fanciful to con­
sider such structures, and we might expect their prepa­
ration to depend on exotic synthetic methods, knotted 
structures turn out to be common in nature. Circular, 
double-stranded DNA molecules have been known for 
some time, wi th very large " ring sizes" (thousands of 
nucleotides). Indeed, these large cycles do form knots, 
which are in fact fairly common structures that can be 
directly observed by electron microscopy. Catenated 
circular DNAs have also been observed. 

What about proteins? Typically, naturally occurring 
proteins are not closed circles as in cyclic DNA; the C and 
N termini are not connected. However, cycles are intro-

duced when crosslinks occur between separate regions 
of the backbone, most typically via disulfide bonds. 
Rare examples of w1ique topologies in such systems are 
known. However, it was recently realized that when the 
analysis includes cofactors and prosthetic groups such as 
seen in quinoproteins or iron- sul fur cluster proteins, inter­
esting topologies including knots and catenane are in fact 
more cmnmon than previously realized. As always, in con­
sidering stereochemical phenomena, our defin ition of con­
nectivity is crucial. Earlier studies had counted only the 
amino acids as contributing to the connectivity of the sys­
tem. When cofactors are included, more complex connec­
tivities result. 

Liang, C., and M islow, K. " Knots in Proteins." j. Am. Chem. Soc., 116, 
11189 (1994). 
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6.6.2 Topological Chirality 

If we can have topological diastereomers, can we have topological enantiomers-that 
is, is there topological chirality? There is, and the trefoil knot is a simple example. Figure 
6.10 B shows two trefoil knots, and these two knots are enantiomorphs. The term enan­
tiomers is reserved for molecules; enantiomorphs applies to geometrical objects. How do 
we know, however, that we could not just deform one s tructure into the other by stretching 
and pulling? lf we could, the two forms would be topologically equivalent and thus not en­
antiomers, and the trefoil knot would be topologically achiral. Perhaps surprisingly, there is 
no general way to prove a knot is chiral. One can prove it is achiral by just finding one way to 
draw the knot (called a presentation) that is itself achiral. However, if you fail to find an 
achiral presentation, that doesn't prove the knot is chiral; maybe you just weren't able to 
find the achiral presentation. In the case of the trefoil knot, however, the structure is indeed 
chiral . 

6.6.3 Nonplanar Graphs 

We mention briefl y here another topological issue that has fascinated chemists. For the 
overwhelming majority of organic mo lecules, we can draw a two-dimensional representa­
tion with no bonds crossing each other. This is called a planar graph. If you cannot represent 
the connectivity of a system without some crossing lines, you have a nonplanar graph. It 
may seem surprising, but most molecules have planar graphs. Figure 6.11 A shows some ex­
amples that illustrate that this is so. Remember, we are doing topology, so we can stretch and 
bend bonds at will. 

Graph theory is a ma ture branch of mathematics, and graph theorists have establ ished 
tha t all nonplanar graphs will conform to one of two prototypes, called K5 and K3,3 in graph 
theory terminology (Figure 6.11 B). K5 is simply five vertices, maximally connected. Every 
vertex is connected to every other. K3,3 contains two sets of three vertices, wi th every vertex 
of one set connected to every vertex of the other set. The fact that K3,3 is non planar is proof of 

Figure 6.11 
A. Examples of how most chemical structu res 
ca n be represented as planar g raphs. 
B. K5 and K3.3 non planar graphs. 

A. 

B. 
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the architectural conundrum, "three houses, three utilities". It is impossible to have three 
houses, each connected to three utilities (such as water, electric, and phone) without at least 
one instance of "lines" crossing. We will see molecular versions of these nonplanar graphs 
below. 

6.6.4 Achievements in Topological and Supramolecular Stereochemistry 

Recent efforts have produced chemical structures that successfully realize many inter­
esting and novel topologies. A landmark was certainly the synthesis of a trefoil knot using 
Sauvage's Cu+ I phenanthroline templating strategy described in Section 4.3.2. This nonpla­
nar, topologically chiral s tructure is a benchmark for the field. Other more complicated 
knots have also been prepared by this stra tegy. Vogtle and co-workers have described an " all 
organic" approach to amide-containing trefoil knots, and have been able to separate the two 
enantiomeric knots using chiral chromatography. 

Another seminal advance in the field was the synthesis and characterization of a "Mo­
bius strip" molecule (Figure 6.12). A Mobius strip can be thought of as a closed ribbon with 
a twist, and it has long fascinated mathema ticians and the general public. Although the con­
cept behind the Mobius strategy for preparing novel topologies was enunciated in the late 
1950s, it was not chemically realized until the 1980s. A clever strategy based on tetrahy­
droxymethylethylene (THYME) ethers was developed by Walba. Ring closure could pro­
ceed with or without a twist, and when the reaction is perform ed, the two are formed in 
roughly equal amounts. An important design feature was that the "rungs" of the ladder 
system were olefins, which could be selectively cleaved by ozonolysis. Cleavage of the un­
twisted product produced two small rings, but cleavage of the Mobius product gives a sin­
gle, larger macrocycle, thereby differentiating the two topological stereoisomers. 

A. ;=r=r=r= t 
1 Join xand y 

~~ + ~~ 
1 Cleave rungs 

8·8 0 
B. 

1\ 1\ Jet 1\ 1\ HO 0 0 0 I 0 0 OTs 

HO 0 0 0 0 0 OTs 
\_) \_) n \_) \_) 

Figure 6.12 
A. The synthetic strategy for the prepara tion of a 
molecular Mobius strip, and the results of rung cleavage. 
B. A THYME polyether tha t can ring close to ma ke a 
Mobius strip. 

Even without the twist, the three-rung Mobius ladder compound is a molecular reali­
zation of an interesting topology. It is a simple example of a nonplanar graph w ith the K3,3 

topology. Another example of a recently prepared molecule with a K3.3 topology is given 
in Figure 6.13 A. A structure with the K5 nonplanar graph has also been prepared, and it is 
shown in Figure 6.13 B. 

As suggested in our discussion of supramolecular chemistry in Section 4.3, the facile 
preparation of complex catenanes and rotaxanes using the various preorganization strate­
gies has led to the consideration of a number of novel stereochemical situations. Topolog-
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B. 11Eo -
Figure 6.13 
Exa mples of stru ctures w ith nonpl anar graphs. A. A K3,3 molecule. To see this as a K3,3, begin with the 
schem a tic gra ph as presented in Figure 6.11 B, and move the vertices Band E. This is topology, so that is 
Legal because a ll the connectivities stay the same. The stru cture on the right, then, is labeled in the sam e way. 
See also the three-rung ladd er molecule of Figure 6.12 A for another example of a K3,3 molecule. 
B. A K5 mo lecule, and a schematic showi ng the sense that it has the K5 connectivity. 

ical stereoisomers have become commonplace. In addition, other types of isomerism that 
really d o not fit any pre-existing ca tegories are perhaps best regarded as supramolecular 
stereoisomerism. 

For example, rotaxanes and catenan es can often exis t in different forms that are stereo­
isomers, but with some unique properties. Figure 6.14 shows several examples. The rotax­
ane of Figure 6.14 A has been studied using electrochemistry, which drives the macrocycle 
from one "station" to the other. However, without oxidation or reduction of the paraquat, 
we expect an equilibrium between two forms that are differenti ated solely by the position of 
the macrocycle along the rotaxane axle. Likewise, a catenane with two different building 
blocks in one of the rings will exist in two different forms (Figure 6.14 B). A similar form of 
supramolecular stereoisomerism arises in the "container compounds" discussed in Section 
4.3.3. As shown in the schematic of Figure 6.14 C, when the container h as two distinguish­
able" poles", an unsymmetrical guest can lie in isomeric positions. Such isomerism has been 
observed for both covalent and non-covalent container compounds. 

For each case in Figure 6.14, we have stereoisomers-structures with the same connec­
tivities but differing arrangements of the atoms in space. They are not e nantiomers, so they 
must be diastereomers. The novelty lies in the fact tha t these stereoisomers interconvert by a 
translation or reorientation of one component relative to the other. In some ways these struc­
tures resemble conformers or atropisomers, which involve stereoisomers that interconvert 
by rotation about a bond . For the supramolecular stereoisomers, however, interconversion 
involves rotation or translation of an entire molecular unit, rather than rotation around a 
bond. Note that for none of the situations of Figure 6.14 do we have topological stereo­
isomers. In each case we can interconvert stereoisomers without breaking and reforming 
bonds. 
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A. 

B. = 

= c. 

Figure 6.14 
Supramolecular isomerism in rotaxanes, catenanes, and "container" compounds. A. Moving along a 
rotaxane axle can lead to isomerism if there are two different "docking stations" . B. Similarly, catenanes can 
exist in isomeric forms if there is structural diversity in one of the rings. C. A conceptualiza tion of isomerism 
in a container compound. 

More complex catenanes can produce topological stereoisomers. Consider a [3]cate­
nane with two types of rings, symbolized in Figure 6.15 A . Having the unique ring in the 
outer position vs. the inner position defines two stereochemical possibilities. These struc­
tures are now topological diastereomers. They cannot be interconverted without breaking 
bonds. A large number of stereoisomers becomes possible with [n]catenanes as n gets larger 
and each ring is different. 
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a. (])GJ 
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c. 

R = 4-methylphenyl 

Figure 6.15 
Topological isomerism in simple catena nes. A. A kind of "positiona l" isomerism that can occur in a 
[3]ca tenane with two different kind s of ring. B. A more subtle isomerism that invol ves "oriented" rings, 
and a chemical example. C. The " toplog ical rubber glove", a pair of enantiomers that ca n interconvert 
readily without ever going through an ach iral conformation. 

A more subtle case of topological isomerism arises in a [2]catenane in which the two 
rings are not simple, symmetrical circles, but rather have a sense of direction (Figure 6.15 B). 
Now, topological enantiomers (I vs. II) are possible. This may be easier to see with a rea l 
chemical example (Figure 6.15 B) . Again, the Sauvage Cu+ / phenanthroline templating 
strategy was used to assemble two directional rings, producing a topologically ch iral [2]cat­
enane. You should convince yourself that the catenane shown can exist as a pair of enan­
tiomers, and that no amount of spinning the rings can interconvert them. 

If one ring has a sense of direction, but the other does not, an even more subtle phenome­
non occurs. Figure 6.15 C shows such a case. The molecule is chiral. The two enantiomers, 
however, can interconvert readily by simply rotating tl1e 1,5-dioxynaphthyl ring and trans­
lating the other macrocycle. Sauvage and Mislow realized, howevet~ that at no point during 
this process does an achiral conformation appear. In fact, it is impossible to create an achiral 
representation of this structure. The molecule has been referred to as a "topological rubber 
glove", referring to the fact that a rubber glove can be converted from right-handed to left­
handed by pulling it inside out, but at no point in the process does an achiral form appear. 
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6.7 Stereochemical Issues in Polymer Chemistry 

Many unnatural polymers of considerable commercial importance have one stereocenter 
per monomer, such as in polypropylene and polystyrene (Figure 6.16). Unlike the "polym er­
iza tion" involved in forming a protein or nucleic acid (see the next section), these unnatural 
systems typically s tart w ith a simple, achiral monomer (propene or styrene), and the poly­
merization genera tes the stereogenic centers. Control over the sense of chjrality for each 
polym erization step is often absent. As a result, considerable stereochem ical complexity can 
be expected for synthetic polymers. For example, m olecular weight 100,000 polypropy lene 
has approximately 2400 monomers, and so 2400 stereogenic centers (look at the next Going 
Deeper highlight for an interesting ramification of this). There are thus 22400 or app roxi­
mately 10720 stereoisomers! The R,S system is not ve ry useful here. H ence, polymer stereo­
chemistry is denoted by a di fferent criterion called tacticity. 

Tacticity describes o nly local, relative configurations of stereocenters. The terms are best 
defined pictorially, as in Figure 6.16. Thus, isotactic polypropylene has the same configura­
tion at all stereocenters. Recall the two faces of propylene are enantiotopic, and the isotactic 
polymer forms when all new bonds are fo rmed on the same face of the olefin. If, ins tead, 
there is an alternation of reactive faces, the polymer stereocenters alternate, and a syndio­
tactic p olymer is produced . Finally, a random mixture of stereocenters produces atactic 
polymer. 

Control of polymer s tereochemistry is a major research area in academic and industrial 
laboratories. This .is because polymers w ith different s tereochemistries often have very dif­
feren t properties. For example, atactic polypropylene is a gummy, sticky paste sometimes 
used as a binder, willie isotactic polypropylene is a rugged plastic used for bottle caps. Re­
cent ad vances (see the Going Deeper highlight on the next page and Chapter 13) have 
grea tly improved the ability to control polymer stereochemistry, leading to commercial pro­
duction of new families of polymers with unprecedented properties. 

Another stereochemical issue is helicity, as some simple polymers can adopt a he lical 
shape. We defer discussion of this to Section 6.8.2, in which we discuss helicity in general. 

R R = CH3, polypropylene 
:=/ R = C6H5, styrene 

~ 

lsotactic 
Figure 6.16 

R R R R R Different forms of polypropylene and polystyrene. 

Syndiotactic 

Atactic 

Going Deeper 

Polypropylene Structure and 
the Mass of the Universe 

Just for fun, calculate the mass of a sample of molecular 
weigh t 100,000 polypropylene that has just one molecule 
of each of the 10720 possible stereoisomers. In doing so, 

you will exceed the entire mass of the universe by a large 
margin. In fact, even though millions of tons of polypro­
pylene are made every year, every possible stereoisomer 
of a polypropylene sample of molecular weight 100,000 
has never been made and never will be! 
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Going Deeper 

Controlling Polymer Tacticity-The Metallocenes 

Cl~ 
~Si(Me)2 

C2-symmetric 
catalyst 

The C2-symmetric Zr metallocene catalyst (top) and a highly schematic view of propylene complex ing to it. The mid ­
dle two structures use the same face of the propylene, and lead to the same tacticity beca use of the C2 symmetry of the 
cata lyst. The bottom two structures use the opposite face of the olefin. The adverse steric interaction of the CH3 with 
the aromatic ring disfavors these structures. 

One of the most exciting recen t adva nces in orga nic and 
organometa llic chemistry has been the development of 
new catalysts that produce polypropylene w ith high ste­
reochemical purity. Both isotactic and syndiotactic poly­
propylene are now made commercially with a new class 
of metal locene ca talysts, prototypes of which are shown 
below. The mechanism of the polymerization react ion is 
discussed in Chapter 17. Here we will focus on the stereo­
chemistry, becau e symmetry principles of the sort we dis­
cus ed above were crucial in the design of this chem istry. 

A key step in metal-induced olefin polymerization 
has the olefin 1r face complex ing to the metal cen ter. The 
two faces of the propylene double bond are enantiotopic. 
lsotactic polypropy lene forms when only one face of the 
propy lene monomer consistentl y reacts to make polymer. 
Thus, a chi ra l ca talyst is needed to distinguish enantio­
topic faces of an olefi n. But, how do we ensure that on ly 
one face reacts? It is a compli ca ted problem, because w hen 
an olefin like propylene complexes to a meta l center in a 
typ ica l chiral environment, not onl y will both fa ces com­
plex to some extent, but many orientations are possible for 
each complex. This leads to many different reaction rates, 
and a mixture of stereochemistries. A key to the solution, 
then, was to deve lop a catalyst that is chiral but not asym­
metric.ln particular, the C2-symmetric metallocene shown 
below was prepa red. The metal is ch irotopic but non-

stereogenj c. Hence, the chlorines are homotopic and 
either can be replaced with propylene, giving identica l 
structures. By making one side of the coordination site 
much more bulky than the other, the propylene wi ll com­
plex to the metal (the firs t step in the reaction) with the 
methyl group away fro m the crowded side. There are two 
d ifferen t ways to do this, but they are symmetry equiva­
lent, and both involve the same face of the propylene. 
If the catalyst is enantiomerica lly pure, stereochemical 
control becomes poss ible. 

The production of pure, syndiotactic polypropylene 
was even more challenging, but aga in symmetry notions 
played a key role. Syndiotactic polypropylene requires an 
alte rnation of stereochemistry at the catalyst cen ter. For­
mally, a synruotacti c polym er is like a meso compound, 
and so a ch iral ca talyst is not required. To achieve the 
desired stereochemistry, a catalyst with a mirror plane of 
symmetry (C,) was developed (see next page). The idea 
was that the growing polymer would move back and 
forth between mirror-image (enantiotopic) sites of the ca t­
alyst (caused by steric influences of the growing cha in), 
and thi s alternating behavior wou ld lead to an alternation 
in the stereochemistry of monomer incorporation. This 
was a bold suggesti on, but this stra tegy has been success­
fully implemented into commercially viable p rocesses. 
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Coates, G. W., " Precise Control o f Polyolcfin Stereochem istry Using Sing le-Site Metal Cata lysts." Chem. Rev., 100, "1223-1252 (2000); Resconi, L., 
Cavallo, L., Fait, A., and Piemontesi, F. "Selectivity in Propene Polymerization w ith Metallocene Cata lysts." Chem. Ren, 100, 1253- 1345 (2000). 

6.8 Stereochemical Issues in Chemical Biology 

Molecular shape is a crucial concept in chemical biology. The " lock-and-key" metaphor of 
enzyme-substra te or antigen-antibody interactions is useful for understanding biological 
phenomena, and it depends crucially on molecular shape. Despite the marvelous diversity 
and apparent complexity of biomolecules, at a fundamental level, biopolymers are built up 
from really fairly simple monomers and connecting units. The structural complexity arises 
from an accumulation of a large number of individually straightforward interactions. As 
such, only a few basic s tereochemical notions are necessary for dealing with biopolymers. 
Since many of the complex chemical structures that make up life (proteins, nucleic acids, and 
polysaccharides) are biopolymers, our current unders tanding of small molecule stereo­
chemistry and polymer topology allows us to explore the stereochemistry of these biological 
structures. 

6.8.1 The Linkages of Proteins, Nucleic Acids, and Polysaccharides 

As stated previously, polymer stereochemistry depends critically upon the structures 
of the monomers and how they are assembled. No new stereocenters are produced when 
amino acids are combined to make proteins, or nucleotides are combined to make nucleic 
acids. This is because the linkages crea ted in forming the polymers are not stereogenic. The 
same is not true for polysaccharides, where the newly formed anomeric center is stereo­
genic. We will consider these three types ofbiopolymers separately. 

Proteins 

Proteins are polymers built from a concatenation of a -amino acid monomers. There 
are twenty common amino acids, and all but one (glycine) are chiral. Thus, a protein-a 
poly( a -amino acid)-could have a huge number of stereoisomers. This is no way to build a 
living organism. As such, living systems contain only one enantiomer of each amino acid. 
Polymerization then produces only one stereoisomer, an isotactic polymer (Figure 6.17 A). 
The polymerization itself-the peptide bond formation- does not create a new stereogenic 
center. As a result, unlike polypropylene, the polymerization of amino acids does not re­
quire any special stereochemical control of the bond forming reaction. 

The newly formed peptide bond is not a stereogenic unit, so amino acid polymerization 
is in some ways different than propylene polymeriza tion. However, as we noted earlier in 
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s·trans s-cis 

Figure 6.17 
Basic stereochemical issues in protein structu res. A. The conventional representation of a protein chain, 
and an alternative representation that emphasizes the isotachc nature of the polymer. B. S-cis and s-trans 
geometries in a conventional peptide bond and in a peptide bond involving proline. 

Chapter 1, the peptide bond does have significant conformational preferences. The group is 
planar, and in secondary am ides of the sort found in most peptide bonds, there is a signifi­
cant preference for what is termed the s-trans or the Z stereochemistry (Figure 6.17 B). This 
preference is typically on the order of 4 kcal / mol, and it has a profound effect on the poten­
tial shapes that proteins can adopt. The difference in this system from the polypropylene 
system is that the barrier separating the two forms of the peptide bond (~ 19 kcal / mol) is 
such that they equilibrate readily at conventional temperatures. Thus, exerting stereochem­
ical control over the formation of the pep tide bond would be futile, because the system 
would quickly adjust to the thermodynamic equilibrium. Still, this highligh ts the inheren t 
ambiguity of many stereochemical concepts. If the rotation barrier in amides was 29 kcal / 
mol (or we lived at -78 °C!), the peptide bond would be a stereogenic center, and tacticity 
would be a key issue in protein chemistry. The conformational preference of the peptide 
bond results from several factors, including adverse steric interactions in the s-cis and a fa­
vorable alignment of bond dipoles in the s-trans form (Chap ter 1). An exception arises when 
proline contributes theN to an amide bond (Figure 6.17 B). Now theN has two alkyl substit­
uents, and the cis-trans energy difference is much smaller. As such, proteins often adopt 
unique conformations in the vicinity of a proline. 

Nucleic Acids 

The only stereogenic centers of DNA and RNA a re found at the sugar carbons, and be­
cause the ribose or deoxyribose are enan tiomerically pure, natural nucleic acids are isotactic. 
The P of the phosphodiester backbone of a nucleic acid is not a stereogenic center, but the 
two o-groups of a coru1ecting phosphate are d iastereotopic. The phosphorus is thus prochi­
ral. This has led to the use of labeled phosphates in mechanistic studies, as described with 
one example in a Connections highlight on the next page. 

Polysaccharides 

In contrast to proteins and nucleic acids, the linkages formed between saccharide mono­
mers are made at stereogenic centers, and so stereochemical control of the polymerization 
step is critical. The crucial carbon, the anomeric center, is highlighted in Figure 6.18, which 
defines the nomenclature convention for this stereogenic center. This stereochemical d istinc-



Going Deeper 

CD Used to Distinguish a-Helices from P-Sheets 

The two most p rominent secondary structural features 
of p ro te in chemistry are the a-helix and the [3-sheet (the 
basic structures a re d escribed in Appendix 4). As men­
tioned ea rlier, all heli ces have an inheren t chirality. In con­
tras t, shee ts are in a sense flat, and therefore, they are n o t 
in/rere11tl!f chira l even though the peptide b uilding blocks 
themselves are chira l. In addition to the a-helix and the 
[3-sheet, pep tides and p roteins can lack any defined sh ape, 
called a random coil. O nce again, no inherent chirality 
wou ld be associated w ith this structure, a lthough the 
building blocks a re chiral. This sugges ts that spectro­
scopic methods that probe chira lity could be used to 
p robe prote in secondary structure. Circular dichroism 
is by fa r the one most commonly employed. 

The most useful region of the spectrum is fro.m 190-
240 nm. Absorbances in this region a re dominated by the 
amide backbone rather than the sidecha i11s, making them 
m ore sensiti ve to secondary structure. In a CD spectrum, 
two negative peaks of similar magnitude at 222 and 208 
nm are indica tive of an a -helix. A [3-shee t is revealed by a 
negative band at 216 nm and a positive one of similar mag­
ni tude near 195 nm. Lastly, a strong negative band near 
200 nm and often a positive one a t 218 nm is indicative of a 
lack of well-defined s tructure (the random coil). These a re 
empirica l observations that have been confirmed in many 
system s. The fi gure sh ows prototy pe spectra of each struc-
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tural type in black, and the experimental C D spectrum of 
myoglobin in color. Fitting the experimental spectrum as a 
linear combination of the three prototype curves leads to 
an estima te of 80% a -he li x, w ith the rest mostly random 
coil. This is in good agreement w ith the va lue of 77% 
a -helix d e ri ved from the x-ray structure of myoglobin. 
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tion is crucia l. For example, when glucose is polymerized exclusively with a -1,4-glycoside 
bonds, a helical s tructure called amylose (a starch) is obtained. Conversely, all (3-1,4 linkages 
leads to a "rigid-rod" linear structure ca lled cellulose. As with the s tereoisomers of poly­
propylene, these two stereoisomeric polymers have distinctly different properties. Starch is 
formed by animals and is primarily used for energy s torage, while cellulose is a structural 
materia I found in plants. Thus, the enzymes that make glycosidic bonds are well developed 
to control the stereochemistry of the coupling. 

Connections 

Creating Chiral Phosphates for Use 
as Mechanistic Probes 

When one o - in a phosphodiester of DNA or RNA is 
rep laced by, for example, a specific isoto pe or by s-, two 
ste reoisomers are possible . This a llows one to follow the 
ste reochemistry of the reactions that take place at the phos­
pho rus center, po tenti ally revealing the mechanisms of 
these reactions. For example, RNa e A (a n enzyme) ca ta­
lyzes ring opening of the specific diastereomer of the 
cycl ic phosphod ieste r shown to the righ t, g iving only a 
sing le product in methanol. This corresponds to what is 
known as an in-line attack, because the leaving group is 
in line with the nucleophjjic a ttack (s imilar to an SN2 reac­
tion). We w ill examine the use of stereochemical analyses 

to probe mechanisms man y times in the context of organic 
reactions in part II of this book. 

Stereogenic phosphodiester group 

Usher, D. A., Erenrich, E. S., and Ecks tein, F. "Geometry o f the First Step 
of Reaction of Ribonuclease A." Proc. Nat/. Acari. Sci. USA, 69, 116 (1972). 
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a-o-G iucose ~-o-Giucose 

Figure 6.18 
a- vs.[3-o-Glucose with the key anomeric carbon highli ghted, along with the s tru ctures of amy lose and 
ce llulose. For amylose and cellulose, the s tructures shown to the right of the arrows represent their 
structures in solution (with many hydroxyls eliminated for clarity) . 

6.8.2 Helicity 

While helicity can be associated with many kinds of molecules, it is most frequently as­
sociated with polymers (especially biopolymers). Here we briefly cover the helix as a gen­
eral stereochemical element. All helices are chiral, as evidenced by the fact that we refer to 
helices as right- or left-handed. Typically, with molecular helices the right- and left-handed 
form s are topologically equivalent-that is, we can interconvert the two without breaking or 
crossing bonds. A helix is a stereogeni c unit, butitisnot the interchange ofligands that inter­
converts opposite helices, but rather just the unwinding and rewinding of the helix. 

In structural biology helices are associated w ith both DNA and proteins. Some polysac­
charides adopt heli cal structures (see amylose in Figure 6.18), but this is not common. The 
double helix of DNA is right-handed. There is also a left-handed helical form of DNA 
termed Z-DNA. It is not the enantiomer of the much more common right-handed DNA. To 
make the enantiomer we would have to invert all the stereocen ters of the deoxyribose sug­
ars, which does not happen in na ture. Z-DNA is a diastereomeric conformer, and it is fa­
vored by certain sequences and salt conformations, although its relevance to biology is 
debated. Thus, w hile in simple, prototype helices the right- and left-handed forms are en­
antiomers, in a system with enantiomerically pure, homochiral building blocks, reversing 
the sense of helicity produces a diastereomer. 

In proteins, the most common structural motif is the a -helix discussed in Chapter 3 
and depicted in Appendix 4. Again, because the building blocks (amino acids) are chiral 
and enantiomerically pure, right- and left-handed a-helices are diastereomers. In nature 
only the right-handed form is seen. A second, much less common helix, termed 310 is also 
right-handed, and is just a conformer of the a-helix with different hydrogen bonding 
arrangements. 



6.8 ST EREO C H E MICAL IS SUES l N CHEMICAL BIOLOGY 337 

Synthetic Helical Polymers 

Synthetic polymers that are isotactic are similar to biological building blocks in that all 
the stereocenters are homochiral. As such, it should not be surprising to learn that helical 
structures can show up in synthetic polymers, but usually not with the well-defined struc­
tural integrity of DNA or protein a-helices. In nucleic acids and proteins, there are strong 
stereochemical biases built into the monomers, and these lead to strong preferences for one 
helical form over the other. In synthetic polymers, such strong biases are often absent. How­
ever, in certain cases substantia l helical biases can be seen in synthetic polymers (see the next 
Connections highlight for an example). 

A truly remarkable example of a helical synthetic polymer is the series of polyisocya­
nates s tudied by Green and co-workers and summarized in Figure 6.19. The polyisocyanate 
backbone contains contiguous amide groupings reminiscent of a peptide or a nylon deriva­
tive [nylon-6 is -C(O)(CH2) 5NH-; polyisocyanates have been termed nylon-1; see Chapter 
13 for further discussion of nylons]. The structure shown describes the basic layout of the 
backbone, but steric clashing between the carbonyl oxygen and the R group precludes a pla­
nar geometry. A trade-off between conjugation and sterics produces a helical structure, but 
in a simple polyisocyanate we expect no particular bias for the right- or left-handed helix, as 
the two are enantiomers. 

One way to produce a helical bias is to convert the enantiomeric helices into diastereo­
mers by incorporating stereogenic centers into the sidechains (R), much as with natural bio­
polymers. This strategy works spectacularly well with polyisocyanates. As shown in Figure 
6.19, making the sidechain stereogenic simply by virtue of isotopic substitution leads to a 
huge helical bias. That this is so is seen by the tremendous increase in optical activity and the 
reversal in sign on polymerizing the monomer. Both the magnitude and the change in sign 
establish that the inherent optical activity of the monomer is not responsible for the optical 
activity of the polymer. With a helical backbone, now the chromophoric amide units contrib­
ute to the optical rotation. Full CD shtdies support this analysis . 

What is the cause of this effect? It has been estimated that the bias for one helical hand ed­
ness over the other induced by the isotopic substitution is on the order of 1 cal/ mol per sub­
unit-a miniscule amount. Thus, we are seeing an extreme example of cooperativity. Once a 
tiny bias is established, it propaga tes down the chain, each successive monomer being more 
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[a] 0 = +302 (n-hexane) 

[a]0 = - 444 (n-hexane) 

Figure 6.19 
Examples of heli city in simple, non-natura l polymers. 
Note that the optical rotation va lues given are on a per 
monomer basis, so the large increase in absolute value 
on polymerization is meaningful. 
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inclined to adopt the currently accepted chirality. It is truly amazing, though, that such a 
trivial inherent bias can ultimately lead to such an obvious effect. The detailed analysis of 
this sort of cooperativity involves some fairly complex math and physics, so we direct the in­
terested s tudent to the references at the end of the chap ter. 

The amplification of chirality inherent in the polyisocyana tes described is an example 
of a phenomenon wherein a small initial chirality leads to a bi as resulting in high enantio­
meric excesses. This phenomenon has been termed the sergeants and soldiers principle, 
implying that the initial chiral influence is the "sergeant" that aligns all the "soldiers". This 
is a phenomenon that h as been observed not only in polymer chemistry, but also with 
self-assembled supramolecular complexes driven by 'IT interactions and hydrogen-bonded 
system s. 

The optical rotations given in Figure 6.19 are extraordinarily large. The reason is not that 
these helical structures are somehow" more chiral" than typical molecules. Rather, the large 
rotations are due to the fact that with the polyisocyanates we are probing an intrinsically 
chiral chromophore. The fea ture of the molecule that is interacting most strongly with the 
light, the amide group, is itself distorted into a chiral shape. A more typical situation is a chi­
rally perturbed, intrinsically achiral chromophore, such as a carbonyl group (intrinsically 
achiral, as in acetone) with a nearby stereogenic carbon. In such cases, much smaller rota­
tions and differential absorptions are typica lly seen. 

Connections 

A Molecular Helix Created from 
Highly Twisted Building Blocks 

The crea tion of helices using synthetic structures h as 
attracted considerable attention due to the common heli ­
ca l motif in peptides and nuc leic acids. Achieving a syn­
thetic polymer with a complete right- or left-handed twist 
is difficult. One approach to heli cal molecules has been to 
make compounds known as helicenes, highly conjugated 
aromatic structures that naturally possess a twist due to 
the physical overlap of benzene rings. Convince yourself 
that if the [6]helicene hown were planar, unacceptab le 
steric clashes would occur. The shapes of these s tructures 
are akin to that which one would get if one segment of a 
spring were cut off. Many heli cenes have been made, 
including the [6]helicene shown and higher homologues. 
Not surprisingly, these structures show high optical rota­
tions, because they are very much intrinsica ll y chiral 
chromophores. 

More recently, a polymer based on the heli cene motif 
has been prepared . The key step in the synthesis of a heli­
cal polymer based upon a he li cene is the condensa tion of a 
chiral [6]helicene that has sa li cy laldehyde functionality at 
each end with 1,2-phenylenediamine in the presence of a 
Ni sa lt. This gives the chemi ca l structure shown to the 
right (bonds enormously stretched for clarity of p resenta­
tion). The ORO spectra of s tructures of this kind display 
ex traordinarily large rota ti ons, and the circular d ichroism 

spectra reveal comparably large differential ex tinction 
coefficients for right- and left-handed circular polarized 
light, confirming the helica l nature of the polymers. 

[61 Helicene 

MeO -:9' "":: OMe 

# 
""" 

RO -:9'~----------~------------~'-'::: OR 

""" # 

Dai, Y. , Katz, T.j. , and Nichols, D. A. "Synthesis of a Heli ca l Conjuga ted 
Ladder Polymer." Angew. Chem. lnt . Ed. £11g., 35, 2109 (1996). 
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6.8.3 The Origin of Chirality in Nature 

The molecules of life are for the most part chiral, and in living systems they are almost al­
ways enantiomerically pure. In addition, groups of biomolecules are generally homochiral 
-all amino acids have the same sense of chirality and all sugars have the same sense of chi­
rality. As already discussed, the chirality of the amino acids leads to chiral enzymes, which 
in turn produce chiral natural products. All the chiral compounds found in nature that are 
readily accessible to synthetic chemists for the construction of more complex molecules are 
referred to as the chiral pool. 

What is the origin of the chirality of the molecules of life, and the reason for the homochi­
rality? We cannot distinguish enantiomers unless we have a chiral environment. Further, in 
a reaction that forms a stereocenter, we cannot create an excess of one enantiomer over an­
other without some chirality to start with. In the laboratory today, all enantiomeric excesses 
that we exploit ultimately derive from natural materials. Whether it is the interaction with 
an enantiomerically pure amino acid from a natural source, or an individual manually sepa­
rating enantiomorphous crystals (first achieved by Pasteur), the source of enantiomeric ex­
cess in the modern chemistry laboratory is always a living system. But how was this 
achieved in the absence of life? This is a fascinating, complex, and controversial topic that we 
can touch on only briefly here. This question is often phrased as the quest for the origin of 
chirality in nature, but more correctly it is the origin of enantiomeric excess and homochiral­
ity we seek. 

Models for the origin of life generally begin with simple chemical systems that, in time, 
evolve to more complex, self-organizing, and self-replicating systems. It is easy to imagine 
prebiotic conditions in which simple condensation reactions produce amino acids or mole­
cules that closely resemble them, and indeed experiments intended to model conditions on 
the primitive earth verify such a possibility. However, it is difficult to imagine such condi­
tions producing anything other than a racemic mixture. 

Essentially, there are two limiting models for the emergence of enantiomeric excess in 
biological systems. They differ by whether enantiomeric excess arose naturally out of the 
evolutionary process or whether an abiotic, external influence created a (presumably slight) 
initial enantiomeric excess that was then amplified by evolutionary pressure (maybe a type 
of sergeant-soldier effect). The first scheme is a kind of selection model. The building blocks 
(let's consider only amino acids here) are initially racemic. However, there is considerable 
advantage for an early self-replicating chemical system to use only one enantiomer. For ex­
ample, consider a simple polymer of a single amino acid. If both enantiomers are used, the 
likely result is an atactic polymer, which may well have variable and ill-defined properties. 
However, if only a single enantiomer is used, only the isotactic polymer results. This kind of 
specificity could be self-reinforcing, such that eventually, only the single amino acid is used. 
The homochirality of nature could result because addition of a second amino acid to the mix 
might be less disruptive if the new one has the same handedness as the original. The details 
of how all this could happen are unknown, but the basic concept seems plausible. Certainly, 
the remarkable cooperativity seen in polyisocyanates provides an interesting precedent. 

While we begin with racemic materials, there will never be exactly identical numbers of 
right- and left-handed molecules in a sample of significant size. This is a simple statistical ar­
gument. For example, earlier we considered the reduction of 2-butanone with lithium alu­
minum hydride under strictly achiral conditions (Figure 6.7), and stated that we expect a 
racemic mixture without a significant enantiomeric excess. However, if we start with 1023 

molecules of ketone, the probability that we will produce exactly 0.5 X 1023 molecules of (R)­
and 0.5 X 1023 molecules of (5)-alcohol is essentially nil. There will always be statistical fluc­
tuations. For example, for a relatively small sample of 107 molecules there is an even chance 
that one will obtain a 2: 0.021% excess of one enantiomer over the other (we carmot antici­
pate which enantiomer will dominate in any given reaction). Perhaps such a small excess 
from a prebiotic reaction, or a significantly larger excess from a statistical fluke, got ampli­
fied through selective pressure, and ultimately led to the chirality of the natural world. 

The alternative type of model emphasizes the possible role of an inherently chiral bias of 
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external origin. One possibility for this bias is the inherent asymmetry of our universe re­
flected in the charge-parity (CP) violation of the weak nuclear force. In particular, [3 decay 
of 6°Co nuclei produces polarized electrons with a slight excess of the left- over the right­
handed form. From this point, several mechanisms that translate the chirality of the emis­
sion to a molecular enantiomeric excess can be envisioned. Unfortunately, all attempts to 
measure such enantiomeric enrichment in the laboratory have produced at best extremely 
small enrichments that have proven difficult to reproduce. An alternative proposal for an 
external chiral influence is an enantioselective photochemical process involving circularly 
polarized light, which is well established in the laboratory to give significant enantiomeric 
excesses. At present, however, no clear mechanism for creating circularly polarized light 
with an excess of one handedness in the prebiotic world has been convincingly demon­
strated, although models have been proposed. Only further experimentation in the Jab, or 
perhaps examination of the chirality of extraterrestrial life forms, will resolve this issue. 

6.9 Stereochemical Terminology 

Stereochemistry has engendered a sometimes confusing terminology, with several terms 
that are frequently misused. Here we provide definitions of the most common terms. This 
collection is based in large measure on a much more extensive listing in the following book: 
Eliel, E. L., Wilen, S. H., and Mander, L. N. (1994). Stereochemistry of Organic Compounds, John 
Wiley & Sons, New York. 

Absolute configuration. A designation of the position or order of arrangement of the 
ligands of a stereogenic unit in reference to an agreed upon stereochemical standard. 

Achiral. Not chiral. A necessary and sufficient criterion for achirality in a rigid mole­
cule is the presence of any improper symmetry element (Sill including u and i). 

Achirotopic. The opposite of chirotopic. See" chirotopic" below. 

Anomers. Oiastereomers of glycosides or related cyclic forms of sugars that are spe­
cifically epimers at the anomeric carbon (C1 of an aldose, or C2, C3, etc ., of a ketose) . 

Anti. Modern usage is to describe relative configuration of two stereogenic centers 
along a chain. The chain is drawn in zigzag form, and if two substituents are on opposite 
sides of the plane of the paper, they are designated anti. See also "syn", "antiperiplanar", 
and" anticlinal". 

Anticlinal. A term describing a conformation about a single bond. In A-B-C-0, A 
and 0 are anticlinal if the torsion angle between them is between 90 and 150 or -90 and -150. 
See Figure 2.7. 

Anti peri planar. A term describing a conformation about a single bond. In A-B-C-0, 
A and 0 are anti peri planar if the torsion angle between them is between + 150° to -150°. See 
Figure 2.7. 

Apical, axial, basal, and equatorial. Terms associated with the bonds and positions of 
ligands in trigonal bipyramidal structures. 

~L 
Axialor ~ . 

. 
1
""· · M-L Equatonal or basal ap1cal L.,.... 

~L 
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Asymmetric. Lacking all symmetry elements (point group C1). All asymmetric mole­
cules are chiral. 

Asymmetric carbon atom. Traditional term used to describe a carbon with four differ­
ent ligands attached. Not recommended in modern usage. 

Atactic. A term describing the relative configuration along a polymer backbone. In an 
atactic polymer, the stereochemistry is random-no particular pattern or bias is seen. 

Atropisomers. Stereoisomers (can be either enantiomers or diastereomers) that can be 
interconverted by rotation about single bonds and for which the barrier to rotation is large 
enough that the stereoisomers can be separated and do not interconvert readily at room 
temperature. 

Chiral. Existing in two forms that are related as non-congruent mirror images. A nec­
essary and sufficient criterion for chirality in a rigid molecule is the absence of any improper 
symmetry elements (5,71 including a and i). 

Chiral center. Older term for a tetra coordinate carbon or similar atom with four differ­
ent substituents. More modern, and preferable, terminology is "stereogenic center" (or 
I I stereocenter 1

'). 

Chirotopic. The term used to denote that an atom, point, group, face, or line resides in 
a chiral environment. 

Cis. Describing the stereochemical relationship between two ligands that are on the 
same side of a double bond or a ring system. For alkenes only, Z is preferred . 

Configuration. The relative position or order of the arrangement of atoms in space 
that characterizes a particular stereoisomer. 

Conformers or conformational isomers. Stereoisomers that are interconverted by 
rapid rotation about a single bond. 

Constitutionally heterotopic. The same groups or atoms with different connectivities. 

D and L. An older system for identifying enantiomers, relating all stereocenters to the 
sense of chirality of D- or L-glyceraldehyde. See discussion in the text. Generally not used 
anymore, except for biological structures such as amino acids and sugars. 

Diastereomers. Stereoisomers that are not enantiomers. 

Diastereomeric excess (de). In a reaction that produces two diastereomeric products 
in amounts A and B, de= 100%(1A- Bl) / (A + B). 

Diastereotopic. The relationship between two regions of a molecule that have the 
same connectivity but are not related by any kind of symmetry operation. 

Dissymmetric. Lacking improper symmetry operations. A synonym for " chiral", but 
not the same as "asymmetric". 

Eclipsed. A term describing a conformation about a single bond. In A-B-C-D, A and 
Dare eclipsed if the torsion angle between them is approximately 0°. 

Enantiomers. Molecules that are related as non-congruent mirror images. 
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Enantiomeric excess (ee). In a reaction that produces two enantiomeric products in 
amountsAandA',ee = 100%(1A-A'I)/(A +A'). 

Enantiotopic. The relationship between two regions of a molecule that are related only 
by an improper symmetry operation, typically a mirror plane. 

Endo. In a bicyclic system, a substituent that is on a bridge is endo if it points toward 
the larger of the two remaining bridges. See also" exo". 

Epimerization. The interconversion of epimers. 

Epimers. Diastereomers that have the opposite configuration at only one of two or 
more stereogenic centers. 

Erythro and threo. Descriptors used to distinguish between diastereomers of an acy­
clic structure having two stereogenic centers. When placed in a Fischer projection using the 
convention proper for carbohydrates, erythro has the higher priority groups on the same 
side of the Fischer projection, and threo has them on opposite sides. 

Exo. In a bicyclic system, a substituent that is on a bridge is exo if it points toward the 
smaller of the two remaining bridges. See also "en do". 

E, Z. Stereodescriptors for alkenes (see discussion in the text) . 

Gauche. A term describing a conformation about a single bond. In A-B-C-D, A and D 
are gauche if the torsion angle between them is approximately 60° (or-60°). See section2.3.1 . 

Geminal. Attached to the same atoms. The two chlorines of 1,1-dichloro-2,2-
difluoroethane are geminal. See also "vicinal". 

Helicity. The sense of chirality of a helical or screw shaped entity; right (P) or left (M). 

Heterochiral. Having an opposite sense of chirality. For example, D-alanine and L-Ieu­
cine are heterochiral. See also "homochiral". 

Heterotopic. The same groups or atoms in inequivalent constitutional or stereochemi­
cal environments. 

Homochiral. Having the same sense of chirality. For example, the 20 natural amino 
acids are homochiral-they have the same arrangement of amino, carboxylate, and side­
chain groups. Has also been used as a synonym for "enantiomerically pure", but this is not 
recommended, because homochiral already was a well-defined term before this alternative 
usage became fashionable. 

Homotopic. The relationship between two regions of a molecule that are related by a 
proper symmetry operation. 

Isotactic. A term describing the relative configuration along a polymer backbone. In 
an isotactic polymer, all stereogenic centers of the polymer backbone have the same sense 
of chirality. 

Meso. A term describing an achiral member of a collection of diastereomers that also 
includes at least one chiral member. 

Optically active. Rotating plane polarized light. Formerly used as a synonym for 
"chiral", but this is not recommended. 
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Prochiral. A group is prochiral if it contains enantiotopic or diastereotopic ligands or 
faces, such that replacement of one ligand or addition to one face produces a stereocenter. 
See Section 6.3.2. 

R, S. The designations for absolute stereochemistry (see earlier discussion in the text). 

Racemic mixture or racemate. Comprised of a 50:50 mixture of enantiomers. 

Relative configuration. This refers to the configuration of any stereogenic center with 
respect to another stereogenic center. If one center in a molecule is known as R, then other 
centers can be compared to it using the descriptors R* or S*, indicating the same or opposite 
stereochemistry, respectively. 

Resolution. The separation of a racemic mixture into its individual component enan­
tiomers. 

Scalemic. A synonym for "non-racemic" or "enantiomerically enriched" . It has not 
found general acceptance, but is used occasionally. 

S-cis and s-trans. Descriptors for the conformation about a single bond, such as the 
C2-C3 bond in 1,3-butadiene, or the C-N bond of an amide. lf the substituents are synperi­
planar, they are termed s-cis (" s" for "single"); if they are antiperiplanar, they are termed 
s-trans. 

Stereocenter. See" stereo genic center " . 

Stereogenic center. An atom at which interchange of any two ligands produces a new 
stereoisomer. A synonym for" stereocenter". 

Stereogenic unit. An atom or grouping of atoms at which interchange of any two li­
gands produces a new stereoisomer. 

Stereoisomers. Molecules that have the same connectivity, but a different arrange­
ment of atoms in space. 

Stereoselective. A term describing the stereochemical consequences of certain types 
of reactions. A stereoselective reaction is one for which reactant A can give two or more ste­
reoisomeric products, Band B', and one or more product is preferred. There can be degrees 
of stereoselectivity. All stereospecific reactions are stereoselective, but the converse is not 
true. 

Stereospecific. A term describing the stereochemical consequences of certain types of 
reactions. A stereospecific reaction is one for which reactant A gives product B, and stereo­
isomeric reactant A' gives stereoisomeric product B' . There can be degrees of stereospecific­
ity. Stereospecific does not mean 100% stereoselective. 

Syn. Modern usage is to describe the relative configuration of two stereogenic centers 
along a chain. The chain is drawn in zigzag form, and if two substituents are on the same side 
of the plane of the paper, they are syn. See also "anti", "synperiplanar", and "synclinal". 

Synclinal. A term describing a conformation about a single bond. In A-B-C-D, A and 
Dare synclinal if the torsion angle between them is between 30° and 90° (or - 30° and -90°). 
See Figure 2.7. 

Syndiotactic. A term describing the relative configuration along a polymer backbone. 
In a syndiotactic polymer, the relative configurations of backbone stereogenic centers alter­
nate along the chain. 
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Exercises 

Synperiplanar. A term describing a conformation about a single bond. In A-B-C-0, 
A and 0 are synperiplanar if the torsion angle between them is between + 30° and - 30°. See 
Figure 2.7. 

Tacticity. A generic term describing the stereochemistry along a polymer backbone. 
See" atactic", "isotactic", and" syndiotactic" . 

Trans. A term describing the stereochemical relationship between two ligands that are 
on opposite sides of a double bond or a ring system. For alkenes only, E is preferred. 

Vicinal. Attached to adjacent atoms. In 1,1-dichloro-2,2-difluoroeth ane, the relation­
ship of either chlorine to either fluorine is vicinal. See also " geminal". 

Summary and Outlook 

The excitement that chemists feel for the area of stereochemistry has hopefully rubbed off 
during your reading of this chapter. From simple enantiomers and dias tereomers, to rotax­
anes, catenanes, and knots, stereochemistry continues to challenge organic chemists to cre­
ate molecules of increasing complexity, w hich inevitably leads to molecules with intriguing 
properties and simple aesthetic beau ty. 

Furthermore, stereochemical concepts shed important light on the study of reaction 
mechanisms. It is this topic that we still need to develop further. In our analyses of reaction 
mechanisms we will rely heavily upon the concepts and term inology introduced in this 
chapter. Further, in textbooks and journal articles related to chemical synthesis, the control 
of stereochemistry during chemical transformations is a topic of paramount importance. 
Now tha t we h ave a firm background on the fundamentals of stereochemistry, it is time to 
launch into the practical applications. 

1. We have stated that the stereogenic center in L-cysteine is R, while all other L-amino acids areS. Show this. 

2. State whether the following sugars are Lor o. 

OH 

HO~H HO - O 

OH 

OH 

~/'-
HOf,O __y · o H 

HO 

3. Label the fo llowing alkenes as either Z or E. 

0 0 YOEt 
() 

OH 

~OH 
HOHO 

y 
PhSe Br 

HO'}O)_ 

1--(oH 
HOHO 
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4. We have stated that the preferred conformation of a peptide bond is Z, also known ass-trans (referring to a trans arrange­
ment of the single bond between C-N). Show that Z is the appropriate descriptor. 

5. Show that propylene and styrene are prochiral, and label the faces of propylene as Re or Si. 

6. How many diastereomers are there for the following compound? Draw them all with chai r cyclohexane representations. 
Also, draw them flat in the page as shown below, except with solid dots on the bridgehead hydrogens to represent the 
cases where the hydrogens project up. 

7. Draw enan tiomers of the following compounds. 

~ Cl_y!; 

8. Identify the stereogenic cen ters or units in the following compounds. 

9. For each structure shown, label the pair of methyls as homotopic, enantiotopic, diastereotopic, or constitutionally 
heterotopic. 

10. Is the structure shown chiral? Is it asy mmetric? 

D><IJ 
11. Find the achirotopic points in the fo llowing compounds. If there are no ach irotopic points, state this. If all points are achi ro­

topic, state this also. 

CH3 

# 

UICH2CH3 

CH2CH2CH3 

12. Label any C, or 5, axes (including mirror planes) in the molecu les in Exercise 11 . 

13. Draw a molecule that contains a C3 axis and a single mirror plane. 
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14. Solutions of the molecule shown are optically active. However, upon reaction with itself, all optical activity vanishes. 
Explain this phenomenon. In addition, generalize the result. That is, describe the stereochemical features necessary for 
such a situation to occur. 

Br 

SH 

15. Draw a diastereomer of the following molecule that is not an epimer. 

16. Find the prochiral hyd rogens in the following molecules, and circle any pro-S hydrogens. If there are no prochiral hydro­
gens, state this. 

17. Predict whether the product ratio of the following reactions will be 50:50 or a number other than 50:50. 

0 cN 
MeOH 

0 cN 
MeOH 

0 

)lo~ 
~CN 

0 

)l~~ 
~CN 

e - _j 
0 C = C~,, 0 

·~~~ Cu salt )l~~ 
) THF ~C 

~C'-( 
,.~ 

18. The following polymerization catalyst produces blocks of isotactic polypropylene with alternating stereochemistry for 
each block. Explain how this happens. 

Aluminum reagent 

Propylene 
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19. Show that the hydrogens of the CH2 groups of the following molecules are never equivalent in any conformation. 

20. For each molecule shown, determine whether the two faces of the olefin or carbonyl are homotopic, enantiotopic, or dia­
stereotopic. For ethyl phenyl ketone, designate theRe and Si faces. 

21. Show that the hydrogens of the CH3 group of the following molecules are not equivalent in the conformation shown, 
but average due to bond rotation. 

c ... ,,,H 
H/ \ 

H 

22. Define the following reactions as stereoselective and I or stereospecific, and if so, determine the percent stereoselectivity 
and / or stereospecificity. The products in A, D, E, and Fare as shown. The product ratios in Band Care hypothetical for 
purposes of this question. 

A. Br Br 

;==\ Br2 "* co,H HO,C* H 
H02C C02H- + racemic 

Maleic acid H C02H H02C H 
Br Br 

Br 
C02H HO,C*H r ~ meso 

H02C H C02H 
Fumaric acid Br 

B. Br Br Br 

;==\ Br2 "*co,H HO,C*H HO,C*H 
H02C C02H- + + 

H C02H H02C H H C02H 
Br Br Br 

30% 30% 40% 

Br Br Br 
C02H "*co,H HO,C*H Ho,c$ " r ~ 

H02C H C02H H02C H H C02H 
Br Br Br 

30% 30% 40% 
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c. Br Br Br 

;==\ Br2 "$co,H HO,C*H HO,C*H 
H02C C02H- + + 

H C02H H02C H H C02H 
Br Br Br 

30% 30% 40% 

Br Br Br 
C02H "$co,H HO,C*H HO,C*H ~ ~ 

H02C H C02H H02C H H C02H 
Br Br Br 

40% 40% 20% 

D. e 
0 
\0 

H N(CH3)2 Heat 
Ph 

Ph''K - )\ 
e 

0 
\ 0 

H N(CH3)2 Heat Ph~ 
Ph''K -

E. e 
0 
\0 
N(CH3)2 Heat ~ \=:/ ;\ - + 

71% 29% 
e 

0 
\0 
N(CH3)2 Heat ~ \=:/ r\ - + 

71% 29% 

F. 

0 PhOCHp PhO~ ' ~ n-Buli 

26% 14% 

23. Draw any molecu le that contains an enantiotopic pair of hydrogens that are not attached to the same atom. 

24. We showed that rapid rotation about the Cl-C2 bond of 2-butanol makes the three hydrogens at Cl symmetry equivalent. 
Why is it tha t rapid rotation about the C2-C3 bond (or any other bond) does not make the two hydrogens a t C3 equivalent? 

25. How many stereoisomers are possible for a linear [3]catenane? Which of these are chiral (presume that the individual rings 
have a mirror plane in the plane of the ring)? Consider separately three cases: a. all three rings are equivalent and d irec­
tional, b. all three rings are different but not directional, and c. all three rings are inequivalent and d irectional. 

26. Convince yourself that C60 has a planar graph. 
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27. The THYME polyether of Figure 6.12 could also close with two twists. If it does, what would be the product of ozonolysis? 

28. In the section on "Helical Descriptors" (part of Section 6.1.2), we sh owed an allene and two related structures and gave 
M / P assignments. Show that the same assignments are obtained if you sight down the opposite end of the axis shown . 

29. Recall the [5]catenene olympia dane of Chapter 4. H ow many stereoisomers would be p ossible if each ring of the system 
were different, w hile maintaining the Olympic ring m otif? Assume that all the rings are non-directional. 

30. Ferrocene has two limiting confo rmations, an eclipsed form and a staggered form. Each h as an 5., axis. What is 11 for each? 

~ ~ 
Fe Fe 

~ 0 
Eclipsed Staggered 

31. We discussed the "top logical rubber glove", a system in which two enantiomers can interconvert without ever going 
th rough an achiral form. A related phenomenon was observed much earlier with the biphenyl derivative shown, fi rst pre­
pa red by Mislow. The nitro groups are large enough that the biphenyls cannot rotate past one another on any meaningful 
time scale. Convince yourself that a. this molecule is chiral, b. the enantiomers can read ily interconvert by rotations about 
single bonds, and c. a t no time during the enantiom erization is a s tructure that is achira l involved. 

32. For each structure shown, determine whether the two methyl groups are homotopic, enantiotopic, d iastereotopic, or consti­
tu tionally heterotopic, both on a time scale where ring inversion is slow and on a time scale where ring inversion is fast. 

33. We saw in a Goi ng Deeper highlight in Section 2.5.3 that hexaisopropylbenzene adopts a geared conformation. Consider 
a structure in wh ich two adjacent isopropyl groups are replaced by 1-bromoethyl groups (that is, one CH3 of an isopropyl 
is replaced by Br in two adjacent groups). Maintaining the rigorously geared structure, sketch all possib le ste reoisomers 
for this compound, and describe them as chiral or not and establish pair-wise relationships as enantiom eric or diastereo­
meric. Consider especially the consequences of reversing the direction around the ring of the geared array. 

34. Convince yourself that the metals in the complexes shown in the Connections highlight entitled "C2 Ligands in Asym­
metric Synthesis" are indeed chirotopic but non-stereogenic. Also show that the coordina tion to either face of the metal 
in these complexes p roduces identical structures. 

35. For the mathem atically inclined, calcu late the probability of obtaining an exactly 50:50 ra tio of enantiomers from the LAH 
reduction of 2-butanone when the amount of starting material is a. 10 molecules, b. 103 m olecules, and c. 1021 molecules. 

36. In Section 6.8.1, a [ 6]helicene is sh own in a Connections highlight. Assign an M or P descrip tor to this helicene. Fu rther­
more, wha t is the appropria te M or P descriptor for the binaphthol compound show in the margin of Section 6.5? 

37. Draw the ste reoisomers of tr is(o-tolyl)borane. What bond rotations are required to interconvert diastereomers, and which 
are required to in convert enantiomers? 

38. The reaction of phenyl acetylene w ith Br2 only gives (Z)-1,2-dibromo-1-phenylethene, and therefore the reaction is 100% 
stereoselective. Is the reaction also stereospecific? Explain your answer. 



35Q CHAPTE R 6: STEREOCH EM ISTRY 

39. A famous topological construct is the Borromean rings, shown below. At first they appear to be just three interlocking 
rings, but look more closely. No two rings are interlocked. If we break any one ring, the entire construct falls apart. These 
rings h old together only if all three are intact. The symbolic significance of such a structure has been appreciated for centu­
ries in many diverse cultures. Chemically, the challenge is clear. We cannot build up the Borromean rings by first linking a 
pair of rings and then adding another, because there are no pairwise linkages. Alternative strategies are required, and sev­
eral have been suggested. For the synthetically intrepid, design a synthesis of the Borromean rings using the general metal 
templating strategies that Sauvage applied to the creation of catenanes. Focus on strategic and topological issues rather 
than detailed chemical issues. Very recently, a molecular realization of the Borromean rings has been brilliantly synthe­
sized by Stoddart and coworkers. See Chickak, K. S., Can trill, S., Pease, A. R., Sheng-Hsien, C., Cave, G . W. C., Atwood, 
J. L., and Stoddart, J. F. "Molecular Borromean Ring." Science, 304, 1308 (2004). 
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CHAPTER 7 

Energy Surfaces and Kinetic Analyses 

Intent and Purpose 

Chapter 7 is the fi rst of two chapters tha t focus on teaching the " tools of the trade" of tradi­
tional physical organic chemistry as used in deciphering reaction mechanisms. We will con­
sider several of the methods used to characterize reaction coordinates and reveal the nature 
of intermediates and activated complexes. The student should leave these next two chapters 
with the ability to anticipate experiments that we will describe in Chapters 9-11, and to use 
the "tools" to his or her own advantage when solving problems encountered in everyday 
chemical research. Along with the methods discussed here and in Chapter 8, we note the 
ever increasing contributions of electronic structure theory (Chapter 14) in deciphering 
mechanisms, and we leave spectroscopy to a dedicated textbook. 

It is important to realize throughout all the discussions in these two chapters that a 
mechanism can never really be proven . Mechanisms become "well accepted" or "estab­
lished". On the other hand, a well-designed experiment can definitively rule out one or more 
of several possible mechanisms. Many have argued that good experimen ts should be de­
signed to disprove or falsify a model, and mechanistic chemistry is an area that is especially 
suited to this view. Since we can never prove a mechanism, we should always be open to 
the possibility of a different mechanism, and treat the w ell accepted mechanisms simply as 
good models and not necessarily reality. 

In this chapter we explore the pathways that connect reactants and products. The main 
focus will be on kinetics and dynamics- that is, understanding energy su rfaces, delving 
into molecular motions and collisions, measuring activation parameters, measuring ra te 
constants, determining the sequence of chemical steps in a mechanism, and defining the 
rate-limiting (ra te-determining) steps. We want to leave the student with a good sense of the 
complexity of a chemical reaction, and the manner in which we simplify our view of chemi­
cal reactivity. Several examples from organometallic chemistry, bioorganic chemistry, and 
enzymology are used to highlight the utility of the techniques in different fields. However, 
in many of the examples of this chapter and the next, we focus on SN2 and SN 1 chemistry. Our 
assumption is that these reactions are am ong those tha t stu dents are the most familiar with 
coming out of introductory organic chemistry, and therefore we can discuss them freely. If 
you are not "up-to-speed" with these reactions, you m ay want to review them in an intro­
ductory textbook before looking over this chapter, or skim the section in Chapter 11 where 
they are covered in detail. 

After getting a good grasp of kinetics, we will return to energy surfaces and give guide­
lines on how to draw and think about these surfaces in both two and three dimensions. After 
finishing this chapter, the student should be able to design a kinetic experiment that leads 
to conclusions about the molecularity of a reaction, tha t gives insight into the enthalpy and 
entropy changes upon achieving the rate-determining transition state, and that indicates the 
sequence of steps in a m echanism. 

Deciphering a reaction mechanism is the most enabling knowledge that a chemist has to 
control the outcome of a reaction. In industry this is of paramount importance. It allows the 355 
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bench chemist to make rational predictions as to how to change experimental parameters 
such as the solvent, the reactant structure, and the temperature, in order to maximize the 
yield. This is particularly true in process chemistry within pharmaceutical firms, where opti­
mization of yields is a primary goal. In organometallic chemistry, the knowledge of a mecha­
nism enables subtle catalyst manipulations that can lead to different regio- and stereochemi­
cal outcomes. In enzymology, knowledge of the mechanism can give insights into rational 
drug design and inhibitor design. The bo ttom line is that knowledge of the reaction mecha­
nism gives the quickest insight into how to manipulate m atter at the atomic/ molecular 
level, without making haphazard changes that rely on serendipity to give the desired out­
come. Due to the central role that kinetics play in discerning mechanisms, kinetics is one of 
the most important disciplines within all of chemistry. 

7.1 Energy Surfaces and Related Concepts 

When we study the kinetics of a reaction, we are making experimental measurments on a 
reaction mixture, determining how quickly product forms as a function of concen trations, 
temperature, and other variables. Our goal is to relate these experimental observations to 
molecular scale concepts, such as molecular motions, molecular collisions, and molecular 
vibrations, as well as energy concepts such as free energy, enthalpy, and entropy. Reaction 
dynamics, on the other hand, is the molecular scale analysis of reaction rates. For exa mple, 
in Section 3.3.4 we discussed the molecular dynami cs method of computationally simula t­
ing a reaction. When we are talking about individual (or sma ll groups of) molecules tra­
versing a well-defined surface (see below), we will tend to ca ll such analyses "dynamics 
studies". Discussion of macroscopic measurements of real reacting system s will be termed 
"kinetics". 

An analysis of kinetics can arguably be considered the most informative s tudy we can 
perform to delinea te a reaction mechanism. However, the d ata obtained cannot give a com­
plete picture of a mechani sm, because the data do not give us information about which 
bonds are broken or formed . The greatest value of a kinetic analysis is that it often provides 
a framework for designing experiments to tes t a proposed mechanism. 

The s tudy of kinetics is concerned w ith the details of how one molecule is transformed 
into ano ther and the time scale for this transformation. This is in stark contrast to thermody­
namics . In our analysis of thermod ynamics (Chap ters 2-5), we were solely concerned wi th 
the initial and final sta tes of a system; for chemical reactions, this means the reactant and 
product (often an intermediate), respectively. The mechanism in volved in the transforma­
tion is not considered in thermodynamics, and therefore, time is not a factor. Yet, the two dis­
ciplines, kinetics and thermodynamics, are highly in terre la ted. In Section 7 .1.3, for example, 
the most widely accepted theory for unders tanding rate constan ts (transi ti on s tate theory) is 
based upon a thermodynamic analysis. Moreover, at equilibrium, the rate of the overal l for­
ward transformation equals the rate of the overa ll reverse transformation. 

Before starting an in-depth discussion of how to perform a kinetics experiment and how 
to interpret the data, we must first have a good understanding of chemi cal reactions, as well 
as the energetic relationships among all the different chemical species involved in a mecha­
nism. To do this we will turn to transition s tate theory (TST). TST is an outgrowth of a postu­
late first put forth by Arrhenius, that most reactions involve an energy barrier that needs to 
be surmounted during the transforma tion. The notion of an energy barrier implies a surface 
that the molecules are traveling upon. This surface gives the energy of the mo lecules as a 
function of their structure. We have already examined energy surfaces in Chapter 2 when we 
looked at conformational analysis. Those surfaces related conformation to energy. In this 
chapter we significantly ex pand upon energy surfaces, and now use them to explain chemi­
cal reactions, not just conformational changes. Having a good grasp of how to think about an 
energy surface is a prerequisite for understanding TST, and thereby kinetics, ra tes, and rate 
constants. Therefore, we start our analysis of kinetics by delving deeper into the notion of 
energy surfaces. 
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Figure 7.1 
Energy su rface showing multiple valleys, 
passes for interconverting between valleys, 
and saddle points. 

To start our analysis of energy surfaces, le t' s imagine hikjng a mountain range that has 
multiple hills and valleys along with mountain passes that lead fro m one valley to another. 
This hypothetical mountain range is devoid of trees and boulders and is instead per fectly 
smooth. An example of what you should be imagining is given in Figure 7.1. While hiking 
from one valley to anothe1~ you are traversing a trail that takes you to and from each valley, 
with mountains rising up on your sides. At the peak of a mountain pass, the view of the 
mountain range beneath your feet resembles the center of a horseback riding saddle. Ahead 
and behind you the trail goes downhill, but to your left and right sides the mountains rise 
up, and hence this point along the trail is referred to as a saddle point. 

In chemistry, such a three-dimensional topological map is called an energy surface. In 
hiking, the vertical axis is altitude, bu t in kinetics it is energy. In ou r analogy between hiking 
and kinetics, the valleys represent molecules with relatively lower energies, so this is where 
we expect to find reactants, products, and intermediates. You, as the hiker exploring the 
mountain range, represent a m olecule traveling over the energy su rface. The very tops of the 
mountains rep resent extremely high energy chemical structures that are seld om if ever 
achieved, and the tops of the m ountain passes (saddle points) represent the highest energy 
points that must be traversed for the transformation of one m olecule into another. Impor­
tantly, for a molecule to get from one valley to another valley, an elevated pass must be tra­
versed . If you want to expend the least amount of energy, the trail you would choose to h ike 
from one valley to the next would be the one with the lowest m ountain pas es. AI though it is 
common for chemists to speak of molecules traversing the energy surface, and we will do so 
herein, what really traverses the surface is a hypothetical point that summarizes the geome­
try of the molecule. 

Furtherm ore, the surface is not just three-dimensional. There is a single energy axis, but 
the structural coordinates are in 3N- 6 space, where N is the number of degrees of freedom 
of the molecule. This leads to a hypersurface that is very difficult to imagine, let alone draw. 
For purposes of discussion, a one- or two-geometrica l-coordina te version for the s tructural 
axes is the one we will use. 

Chemically speaking, as a reaction occurs, the internal energy of the molecules rises to a 
peak at a saddle point and then drops off as the molecules fall into a neighboring va lley. The 
molecular s tructure associated w ith this peak on the energy surface is called an activated 
complex. The physical point on the curve that represents the s tructure of the activated com­
plex is called the transition state. The terms "activa ted complex" and " transition state" are 
often used interchangeably, although strictly speaking, they are differen t. The height of the 
mountain pass is called the barrier to the reaction, or the activation barrier for the reaction . 
The amount of energy required to attain the transition state is the activation energy. 

What do we mean by the statement "the internal energies of the molecules rise to a peak 
at the saddle point and then drop off", and what kind of energy are we considering? In such 
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discussions we are always speaking in terms of interchanging kinetic and potential energy 
of some sort, and internal energy can be both potential and kinetic. Both kinetic and poten­
tial energy (PE) can take many forms. Recall our analogy to a spring in Chapter 2. PE is asso­
ciated with the tension in a compressed spring, or the gravitational pull on a brick that is be­
ing held off the ground. When considering energy surfaces, we think about the Gibbs free 
energy of the molecules rising and falling during the reaction. Often, however, we simply 
plot enthalpy, one of the components that goes into making up the Gibbs free energy. This is 
because we have good methods for determining enthalpy, and it is related to bond strength 
(see Chapters 2-5 and below) . Therefore, the z axis in Figure 7.1 is best considered as poten­
tial energy in the form of the Gibbs free energy of the entire solution, consisting of reactants, 
intermediates, products, and solvent. Frequently, though, the z axis is considered to be the 
enthalpy of the reactants, products, transition states, and intermediates. 

Before considering how a molecule can increase its internal energy, we should have an 
idea of how chemical reactions occur. Most chemical reactions are the resu It of molecular col­
lisions, either between two molecules undergoing the reaction or between solvent mole­
cules and reactants. The kinetic energy from the collision is taken up by the colliding mole­
cules into increased molecular strains (distortions). As the molecules climb the activation 
barrier, their translational kinetic energies decrease; that is, they slow down due to the colli­
sion as would billiard balls at the point of impact. At the same time their potential energies 
increase in the form of weaker bonds due to structural strains or distortions, or losses in 
degrees of freedom (see below). The increase in potential energy can be associated with exci­
tation of vibrational modes such as torsions, bends, and stretches. 

Recall from the discussion in Section 3.1.5 that the standard change in Gibbs free energy 
between structures can be considered analogous to a driving force for their interconversion. 
Hence, you will often hear chemists speak of the driving force for a reaction, which is the de­
gree of exergonicity of that reaction. Spontaneous changes to a solution will occur in order to 
lower the Gibbs free energy of the entire solution. In this chapter we consider the pathways 
that lead to a lowering of the Gibbs free energy-the mountain passes shown in Figure 7.1. 
Barriers to the lowering of the Gibbs free energy are present in almost all chemical reactions, 
and the ability to traverse a barrier is related to the kinetic energy of the molecules, and 
therefore the tempera ture of the solution. In essence, the molecules move around on the en­
ergy surface, driven to lower the Gibbs free energy of the total solution, but thermal motion 
is what allows them to traverse the barriers. 

In Chapters 2-4 we mostly exa mined enthalpy as the energy associated with changes in 
conformations and changes in bond strengths that derive from collisions or the redistribu­
tion of energy between different vibrational states. However, changes in entropy also affect 
Gibbs free energy. For example, an SN2 reaction not only has weaker bonds at the transi­
tion state, but the entropy becomes less favorable, too, because two molecules are combin­
ing. Conversely, in a fragmentation reaction the entropy increases and is thus favorable. In 
the case of a fragmentation, the increased entropy makes the reaction more favorable than 
would be predicted based upon bond strength changes alone. These changes in degrees of 
freedom can often dominate the Gibbs free energy along the reaction coordinate. Degrees of 
freedom is an all encompassing term tha t refers to the different forms of motions that mole­
cules can po sess (see Chapter 2). There are translational motions ("flying around" in there­
action vessel), rotational motions (tumbling motions-not bond rotations), and internal mo­
tions (bond stretches, torsions, bond angle distortions, etc.). The more degrees of freedom a 
molecule possesses, the more favorable its entropy. We will show later in this chapter that 
entropy is designated on enthalpy energy surfaces as the width of the wells (valleys) and 
saddle points. 

Since the energy taken up by the molecules to the point of the transi tion state is potenti al 
energy, the energy released back to the solution as the molecules proceed to product or re­
actant is kinetic energy. In other words, molecular velocities increase. This notion is quite 
similar to the collision of any two particles, such as rubber balls. Prior to the collision they are 
moving with their respective velocities. At the point of collision the balls slow, distort, and 
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then speed away from each other along different trajectories. In chemistry, if the energy of 
the collision is high enough and the dis tortion is severe enough to achieve the activated 
complex, the collision can lead to a chemical reaction. Otherwise the molecules just glance 
off each other without reacting. 

Let's return to the three-dimensional image of an energy surface. In our analysis the 
transition states were likened to mountain passes. In a real mountain pass, the trail at the top 
can be narrow and hard to squeeze through, or the trail can be wide open and easy to tra­
verse. Therefore, the entry and exit channels associated with different transition states can 
have differing shapes. Further, the pass can be relatively low and easy to climb, or it can be 
quite high and require substantial energy to climb. All these parameters are complex func­
tions of the structures of the molecules undergoing the reactions, which vibrational modes 
of the molecules are changing along the reaction coordinate, and the amount of change in the 
organization or disorganization of the molecular entities as they traverse the pass (each of 
these items will be discussed in this and the next chapter). However, there is another dimen­
sion to these energy surfaces not shown at all in Figure 7.1 that has no analogy to mountain 
ranges. This has to do with the vibrational states of the molecules. Each valley and pass has 
rungs associated with it, which means that there are many layers of vibrational states associ­
ated with the surface shown, each layer having a certain fraction of the molecules residing in 
it (recall the discussion of quantized energy states for vibrations in Chapter 2). Therefore, 
real energy surfaces are not nearly as simple as that shown in Figure 7.1. 

For now, it is sufficient to note that many trails or trajectories are possible for molecules 
to take when traversing a particular pass. Depending upon the initial velocities or momenta 
of the molecules, whether they are in their ground state or an excited state, which of several 
conformations are present, and the individual vibrational states of the molecules, each mole­
cule will take a slightly different path to product. Many of these paths will not be the abso­
lutely lowest energy path. This means that there is no single chemical path that every re­
actant takes to get to the product; instead, there is an ensemble of paths (quickly glance at 
Figure 7.6 on page 369 for a graphical representation of this notion). 

The idea that there is no single path implies that the rate one observes for a chemical 
reaction is a weighted average of all the rates for all the different possible pathways. This pic­
ture of kinetics represents a very difficult scenario from a theoretical standpoint because 
there are so many variables. Instead, we concentrate on the minimum energy pathway from 
the reactant to the transition state, or a single pathway that represents the weighted average 
of all the pathways. In this manner we are able to simplify our picture of kinetics to a man­
ageable level. This leads to reaction coordinate diagrams. These diagrams, therefore, repre­
sent a composite picture of all the pathways that the molecules take during the reaction 
mechanism. Interestingly, techniques to follow the kinetics of single molecules have been 
developed recently (see the next Going Deeper highlight), allowing one to consider reaction 
coordinates of single molecules. 

7.1.2 Reaction Coordinate Diagrams 

The minimum energy pathway, or the pathway we depict as the weighted average of all 
the pathways, is called the reaction coordinate. Plotting this pathway in two dimensions, 
where one variable is the energy, gives us what we call a reaction coordinate diagram. To 
draw a reaction coordinate diagram, we focus on a cross-section of Figure 7.1 that shows a 
single geometrical coordinate as the x axis and energy as they axis. Such two-dimensional 
plots give a curve that represents the lowest energy pathway, and they are extremely useful 
for qualitative discussions of reaction mechanisms (Figure 7.2). The transition state is the 
highest point on the lowest energy path i nterconverting reactant and product. 

Reaction coordinate diagrams show clear distinctions between transition states, stable 
structures, and transient intermediates. A relatively stable structure is given by a low energy 
depression (well) in the curve, reactive intermediates are in high energy shallow wells, 
and transition states are peaks. Any chemical structures that last longer than the time for a 
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Going Deeper 

Single-Molecule Kinetics 

In recen t years it is becoming more and more common to 
observe single molecu les, and in some instances we can 
see one molecule undergo a ch emical transforma tion. A 
variety of techruques allow this, many involving sophisti­
ca ted laser techniques. What do we expect from sing le­
molecule kineti cs? When we de termine the experimental 
ra te constant for a reaction under conventional cond i­
tions, we obtain a ingle value for the rate constant, k. 
However, we just noted that this is actually the average 
of an ensemble of values, with each individual reac ti on 
in the flask occu rring at its own individual rate. If we 
wa tched reactions occur just o ne molecule at a time, we 
might expect to measure many different rate cons tants, 
and indeed this is the case. 

As an exa mple, we consider the oldest and most 
powerfu l method for single-m olecule kine tic analysis, the 
patch clamp ana lysis of ion-channel proteins . Ion chan­
nels regulate the flow of simple ions such as a; , K ',and 
Ca2+ across cell membranes. Movement of ions is equ iva­
lent to electrica l current, and we have very sensitive meth­
ods for detecting electri cal currents. If we take a small 
glass pipette and insert it into a membrane just right, we 
can electri cal ly insulate the p a tch of membrane ins ide the 
pipette fro m the rest of the world. If done properly, a sin­
gle ion channel will be in the patch, and we can wa tch 

5 pA 

100 ms 

it open and close in real time. Typica lly the channel is 
closed, and no ions (current) flow. However, in response 
to a stimulus the channel can "gate", opening to allow 
ionic flow. The left figure below shows a typical measure­
ment for such an expe riment. We see on ly two states: 
closed (no current) and open (a set current) . The kinetic 
parameter is the open time-how long the channel is open 
in any given opening event. It is a lifetime, and so is the 
reciprocal of a rate constant (see below for defin ition of 
" li fetime") . As can be seen by visua l inspection, there is a 
considerable variation of li fet imes. However, the cu rrent 
va lue is always the same; the chan nel is e ither open or it is 
closed. To report a s ingle life time value, we prepare the his­
tog ram shown, allowing a definiti on of a mean lifetime 
(in thi s case 2 ms). 

Bio logists have had the abili ty to do such single­
molecule kinetics for over 20 years, and the 1991 Nobel 
Prize for Medicine or Physiology was presented to Neher 
and Sakmann for the development of the patch clamp. 
The sta tistica I analys is methods for single-molecu le sys­
tems were mostly worked out in thi s context, and now 
these methods are being applied in many new ways to 
ana lyze s ingle-molecule systems. 
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Reaction coordinate 

Figure 7.2 
An energy surface with a reaction coordinate shown, and its 
two-dimensional projection. The saddle point is shown on the 
three-dimensional su rface. 

typical bond vibration (l0-13 to I0-14 s) can be considered an intermediate. The larger the bar­
riers leading to and from each well, the longer the lifetime of the structure represented by 
that depression in the curve. 

When a reaction involves more than one elementary chemical step, one or more inter­
mediates are formed. This means that there is more than one energy barrier that must be tra­
versed during the reaction, and that there is more than one transition state (T.S.). The step of 
the reaction whose rate determines the observed rate of product formation is called the rate­
determining step (rds). It is commonly the chemical step that involves the highest energy 
transition state. When there is only one step to a reaction, it is obviously rate determining 
(Figure 7.3 A). However, in multistep reactions the observed reaction rate is related to the 
overall barrier height between the reactant and the highest energy T.S. It is important to note 
that the highest energy T.S. is not necessarily associated with the microscopic step that has 
the highest barrier. For example, in Figure 7.3 B, C, and D, the rate-determining step is in­
deed the step with the highest barrier. In partE the barriers from R to I and from I toP are of 
similar height, while in part F the barrier from R to I is the largest. In cases E and F the second 
step (I toP) is still the rate-determining step. Sometimes, the term rate-limiting step (rls) 
is used in such cases. To avoid confusion, we feel rds and rls are best considered as syn­
onyms, along with the term rate-controlling step. We use rds and rls interchangeably in 
this book. 

More information can be gleaned from Figure 7.3. In parts D and E there is an equi­
librium formed between the reactant (R) and the intermediate (I). This conclusion is based 
upon the fact that the energy of the intermediate is equal or similar to that of the reactant, and 
the barrier for conversion of the intermediate back to reactant is much lower than that for 
formation of the product. However, in part F, the intermediate is of high energy, and there­
verse and forward barriers for the intermediate are similar in energy. A fully established 
equilibrium with such an intermediate is not likely. This is a case where the steady-state ap­
proximation will be used to derive kinetic expressions (see Section 7.5.1). 

Another aspect of reaction coordinate diagrams that is often overlooked is that the 
curves shown in Figure 7.3 do not necessarily represent hills and valleys on an energy sur­
face that are in a straight pathway. The curves instead represent a pathway on an energy sur­
face where often the molecules need to "change direction" to proceed from valley to valley 
to valley (see Figure 7.1 to envision this) . The two-dimensional diagrams shown in Figure 
7.3 show a flattened representation. The molecules typically can only make turns on an en­
ergy surface from valleys and not from saddle points. Once in a valley, the molecules have a 
lifetime and are free to climb all available activation barriers, meaning that different prod-



362 CHAPTER 7: ENERGY SURFACES AND KI NETIC ANALYSES 

A. 

>-
e> 
Q) 
c 
Q) 

~ 
'E 
Q) 

0 a. 

D. 

B. 

>-
e> 
Q) 
c 
Q) 

Cii R 
:;: 
c 
Q) 

0 p a. 
p 

Reaction coordinate Reaction coordinate 

E. 

R R 

p p 

Reaction coordinate Reaction coordinate 

Figure 7.3 

c. 

>-
Cl 
iii 
c 
Q) 

~ 
'E 
Q) 

0 a. 

F. 

>­
Cl 
iii 
c 
Q) 

Cii 
:;: 
c 
Q) 

0 a. 

p 

--- -----
R 

Reaction coordinate 

R 

p 

Reaction coordinate 

Several reaction coordina te diagrams used to d efine "rate-de termining 
step" and "rate-limiting s tep" . 

ucts or intermediates can be formed by heading in different directions on the energy surface. 
From a saddle point, however, only moving forward or backwards leads to valleys, and 
hence turns on the surface from a transition state lead to very high energy structures. Fur­
thermore, the trajectory of the movements of atoms within the activated complex is a long a 
direction that is leading to product and cannot be suddenly changed at the point of a transi­
tion state to a different direction. H ence, when viewing a reaction coordinate diagram, re­
member that the paths from valley to valley may actually be d ifferent directions on the en­
ergy surface. 

The manner by which a chemist first sketches a reaction coordinate diagram comes pri­
marily from intuition, knowledge of the free energy or enthalpy of the reaction, and w hether 
or not there are intermediates. Some guidelines assist the process (such as the Hammond 
postulate, discussed later in this chapter). One guideline used for drawing diagram s for 
complex reactions is called the principle of least motion. The favored reactions proceeding 
from reactant to intermedia te, or from intermediate to another intermediate or product, are 
those that have the least change in nuclear position or electronic configuration. In other 
words, although many chemical reactions involve dramatic changes in positions of nuclei, 
these changes commonly occur by a series of simple reactions (most of these simple reac­
tions are covered in Chapters 10 and 11). 

Rigorous methods for creating reaction coordinate d iagrams also exist. High-level com­
putational methods such as we present in Chapter 14 can be used. Further, as described later 
in this chapter, the method developed by Marcus predicts both the position along the x axis 
and the energy associated with the transition sta te for simple one-s tep reactions. 

7.1.3 What is the Nature of the Activated Complex/Transition State? 

The activated complex is a molecular entity that has a lifetime no longer than a vibra­
tion, meaning that there is a particular movement of atoms that tilts the activated complex in 
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the direction of product or reactant. Like all structures along the reaction coordinate, except 
for the end points, the activated complex is a species that exhibits some structural character­
istics of both the reactant and the product. What makes the transition state unique is that it 
represents a point along the reaction coordinate that reflects the most strained or unstable 
structure involved in the reaction. 

Recall that in Chapter 2 we discussed the molecular mechanics method and how it pro­
vides analytical expressions for the variation of energy of a system (a E) as a function of age­
ometry change (ax). Those derivatives can provide another way to think about energy sur­
faces, reaction coordinate diagrams, and transition states. A stationary point on the surface 
is one that has no forces on it. The force corresponds to the first derivative, aE / ax, and so first 
derivatives with respect to all dimensions are zero at a stationary point. Recalling basic ana­
lytical geometry, a point on a surface with a zero first derivative is either a minimum or a 
maximum, based on whether the second derivative (CPE / ax2

) is positive or negative, respec­
tively. This is matrix algebra, and so the terms eigenvectors (forces are vector quantities) for 
the first derivative and eigenvalues (force constants are just numbers) for the second deriva­
tive are used. For example, consider our definition of a transition state. It is a minimum in all 
dimensions except along the reaction coordinate, where it is a maximum (consider the pic­
ture of a mountain range and saddle point given in Figure 7.2 to see this). Thus, the mathe­
matical definition of a transition state is a stationary point (all zero first derivatives) with 
one, and only one, negative eigenvalue. A true minimum (a stable structure) is a stationary 
state with all positive eigenvalues. These definitions are very helpful in efforts to character­
ize transition state structures using computational methods, whether they involve molecu­
lar mechanics (Chapter 2) or quantum mechanics (Chapter 14). 

We have spent considerable time analyzing how reactions occur, the energy surfaces 
that the molecules may traverse, and the kinds of energies involved in chemical transforma­
tions. In Chapters 2-4 we discussed methods for placing numerical values on the thermody­
namics of reactions. However, we have not yet discussed any numerical values for barriers. 
In order to give numerical values to the relative energies of the peaks and valleys on a reac­
tion coordinate diagram, chemists typically turn to two related methods: transition state 
theory (TST) and the Arrhenius rate law. Rate constants are used in rate expressions with 
both these theories, and hence we need to briefly review rates, rate constants, and rate 
expressions. 

7.1.4 Rates and Rate Constants 

Given our examination of energy surfaces, the rate of a reaction should depend upon the 
barrier height that needs to be surmounted and the temperature. Mathematically, this de­
pendence is represented by a proportionality constant between concentration of reactants 
([R]) and the reaction rate known as the rate constant (see Eq. 7.1 for an example). The rate 
constant is represented by the letter k, sometimes with a subscript as ink"' where n tells the 
order of the reaction or which step the rate constant refers to in a multistep reaction. We will 
use the latter numbering system in this book. The reaction rate should also depend upon the 
amount of reactants present (i.e. their concentration). If the concentration of a reactant is 
zero, then no reaction can occur and the rate is zero. Conversely, a large concentration of re­
actant should lead to a large rate. 

rate = k[R] (Eq. 7.1) 

The dependence of rate upon concentration means that reaction rates are time depen­
dent, because the reactant's concentration changes as a function of time. The rate decreases 
as the concentration of reactant(s) decreases. Commonly, the rate of a reaction is at its highest 
at inception (those reactions without an induction period) and slows down to zero at the end 
of reaction or when the system has reached equilibrium. Plotting the concentration of prod­
uct as a function of time gives plots similar to those shown in Figure 7.4. 

Since the rate is the change in concentration per unit time, the tangent to the line at each 
time point is the rate of the reaction at that time point. Tangents are mathematically defined 
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Figure 7.4 
The build-up of product as a function of time 
for a typical kinetic analysis. 

Time course of 
the build-up of P 

l Portion of the time plot 
used in initial rate kinetics 

Time 

by derivatives. Hence, we write the rate as a derivative reflecting the change in reactant (R) 
or product (P) concentration as a function of time (Eq. 7.2). The units are concentration per 
time, similar to the units involved in the rate of driving an automobile (distance per time= 
miles per hour). 

rate = - d[R] 
dt 

7.1.5 Reaction Order and Rate Laws 

d[P] 
dt 

(Eq. 7.2) 

Each reactant may or may not actually influence the rate of the reaction. Further, the 
extent to which the concentration of each reactant influences the rate may be different. To ex­
plain these statements, let's picture a hypothetical reaction of species A, B, and C to give P 
(Eq. 7.3). If the reaction rate has a linear dependence on a reactant's concentration, then we 
define the reaction as first order with respect to this reactant. For example, if the concentra­
tion of A is doubled and the rate doubles, then the reaction is first order with respect to A. If 
the reaction rate quadruples when the concentration of B is doubled, the reaction is second 
order with respect to B. Sometimes changing the concentration of a reactant (let's say C in 
this case) does not affect the rate at all, in which case the reaction is zero order with respect to 
that reactant. 

A + B + C - P (Eq. 7.3) 

Combining the logic that the rate of a reaction should depend upon both rate constants 
and concentrations leads to differential rate equations, also known as rate laws. A general­
ized rate law is given in Eq. 7.4 for the reaction of three molecules A, B, and C to give P. The 
concentration of each reactant has an exponent that is the order of the reaction for that re­
actant (0 for zero order, 1 for first order, 2 for second order, etc.). Integral exponents are very 
common, but fractional exponential dependence can be seen in reactions with complex 
mechanisms. Summing the reaction order for each species gives what is known as the over­
all order of the reaction. For example, if our hypothetical reaction is first order in A, second 
order in B, and zero order in C, we say the overall reaction is third order. In this particular 
case, the rate equation of Eq. 7.4 would reduce to Eq. 7.5. Integration of these equations lead 
to what are called the integrated rate equations. We derive a few integrated rate equations 
in Section 7.4.2 and give several in Table 7.2. 

(Eq. 7.4) 

(Eq. 7.5) 

The rate laws for many reactions can involve the sum of terms similar to Eq. 7.4. This 
means that there are two or more routes (mechanisms) for transformation of the reactant(s) 
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into the product(s). Recall from your introductory organic chemistry class that an ester can 
undergo acid- or base-catalyzed hydrolysis reactions; each has a distinctly different mecha­
nism. Therefore, the rate of hydrolysis of an ester will involve a term that has acid depen­
dence and a term that has base dependence (Eq. 7.6). 

(Eq. 7.6) 

The molecularity of a chemical reaction is the number of molecules involved in the tran­
sition state of the reaction. The term can only be applied to single-step reactions, also known 
as elementary reactions. If only a single molecule is involved in the transition state, the reac­
tion is unimolecular. For example, a thermal rearrangement such as a Cope rearrangement 
is typically unimolecular.lf two molecules are involved the reaction is bimolecular, with the 
SN2 reaction being the prototype. Termolecular processes involve three molecules and are 
rare, but not unprecedented (we show a few in Chapter 10). 

It is important to keep the distinction between kinetic order and molecularity clear. Ki­
netic order is determined by experimental measurements of the rates of reaction. We can 
know the order of a reaction, but know nothing about its mechanism. Also, the kinetic order 
is meaningful for both elementary reactions and those reactions involving more than one 
step, known as complex reactions. Moleculari ty applies only to elementary reactions and is 
basically a statement about the mechanism of the reaction; we are saying we know some­
thing about the nature of the transition sta te. In complex reactions, each step will have its 
own molecularity. Only for elementary, single-step processes, do we expect the kinetic order 
and the molecularity to track with one another. We will delineate the difference between or­
der and molecularity again in Section 7.4 when we examine how kinetic experiments are 
performed. Now that we have a grasp of rate constants, we can start to put energy values 
on the barrier heights of energy surfaces. The most common way to do this is transition state 
theory. 

7.2 Transition State Theory (TST) and Related Topics 

In the derivation of TST, one approach assumes that the reactants and activated complex are 
in pre-equilibrium. Statistical mechanics then is used to calculate the concentration of the ac­
tivated complex. This concentration is used, along with the rate at which the activated com­
plex proceeds to the product, to give a rate constant for the reaction. The statistical mechan­
ics analysis can be given in terms of the common thermodynamic parameters of enthalpy, 
entropy, and Gibbs free energy. When associated with chemical kinetics and rates, these 
parameters are called the activation parameters (llG*, llH*, and llS*). The ability to measure 
activation parameters gives u s information about the manner in which the transformation to 
the activated complex occurs-the kinds of structural changes that are occurring, the en­
tropy changes, and the changes in solvation. The activation parameters are also the numeri­
cal values that give the relative energies of the reactants and activated complex. However, 
before learning how to experimentally measure the activation parameters and how to inter­
pret them, we should examine some of the mathematics behind TST. 

7.2.1 The Mathematics of Transition State Theory 

Our analysis is not going to use statistical mechanics. Instead, we focus immediately 
upon the use of the common thermodynamic parameters (llG, llH, and llS). We start our 
analysis by considering a bimolecular reaction of A and B giving C in a sin gle step (Eq. 7.7), 
where the activated complex is represented by AB* (a unimolecular reaction is also perfectly 
amenable to this analysis). The rate of a bimolecular reaction can be expressed as the rate of 
change of the concentration of the product, d[C] I dt, as given by Eq. 7.8. 

In TST analysis, the rate by which C would be produced is directly proportional to the 
concentration of the activated complex AB* and the intrinsic rate constant k* for its decom-
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position to C (Eq. 7.9). 

A + B -C 

d[C] = k[A][B] 
dt 

d[C] = k* [AB*] 
dt 

(Eq. 7.7) 

(Eq. 7.8) 

(Eq. 7.9) 

Given the thermodynamic relationships introduced in Section 2.1, we can write an equilib­
rium expression for the formation of AB*, where K* represents the equilibrium constant (Eq. 
7.10). This is the primary postulate ofTST -that the reactants are in equilibrium with the ac­
tivated complex. 

[AB*] = K* [A][B] (Eq. 7.10) 

Combining Eqs. 7.8, 7.9 and 7.10 gives Eq. 7.11. 

k = k*K* (Eq. 7.11) 

The rate constant, k*, for the activated complex converting to products is related to a vi­
bration in the activated complex that makes it more resemble the product, thus tipping it 
along the reaction coordinate toward the product. Therefore, passage of the activated com­
plex over the transition state can be identified by a vibrational mode (this is why we stated in 
Section 7.1.1 that an activated complex has a lifetime no longer than that of a vibration). We 
define the frequency of vibration to be v. However, not every oscillation associated with v 
will convert the activated complex to product. This is because other atoms in the molecule 
may n ot be properly arranged for a transition to product, or because the rotational state of 
the molecule interferes with the transition to product. TST takes these factors into account 
by u sing a factor K, called the transmission coefficient. We assume that the rate of passage of 
the activated complex over the transition state to product is proportional to the vibrational 
frequency of relevance ( v) and the transmission coefficient (K), which in most cases is near 
unity (Eq. 7.12). 

k* = KV (Eq. 7.12) 

Now we need to solve forK*. This is the point at which TST turns into a statistical m e­
chanics analysis. We invoke statistical mechanics because a transition state does not have a 
Boltzmann distribution of states (see the next section), because its lifetime is so fleeting. Us­
ing statistical mechanics, it is found that K* is proportional to a new equilibrium constant 
(K*') that can be viewed in the same manner as the simple equilibrium constants given in 
Chapter 2. Thus, this K*' is equal to exp(-~G* I RT). The exact expression found forK* is Eq. 
7.13, where k6, h, v, and Tare the Boltzmann constant, Planck's constant, vibrational fre­
quency, and absolute temperature, respectively (see Appendix 1 for values). 

K* = (ksT) K*' 
hv 

(Eq. 7.13) 

Substituting Eqs. 7.12 and 7.13 into Eg. 7.11 gives the Eyring equation, named after Henry 
Eyring (Eq. 7.14). The equation consis ts of the term Kk6T I h, which is near 1012 s-1 and is simi­
lar in magnitude to the frequency of m any bond vibrations, as well as the K*' term. 

(Eq. 7.14) 
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Finall y, although Eq. 7.14 is the form put forth by Eyring in his TST analys is, it is most useful 
to chemists when transformed in terms of ~G* (Eq. 7.15 shows several ways to do this), and 
further into ~H* and ~S* using the equali ty ~G* = ~H*- T~S* (Eq. 7.16). 

k= K(k~T)eh~G* / RT) 
k = 2.083 X 1010 Teh'>G*/ RT) 

~G* = 4.576 T [10.319 + log (T I k) ] kcal I mol 

(assuming K = 1) 

k = K ( k~T) ei(-M-1* I RT) + (t.S* / R)] 

= K (k~T) e(t.S*/ R) e(-Ml*/RT) 

(Eq. 7.15) 

(Eq. 7.16) 

Eqs. 7.15 and 7.16 are the ones used to experimentally measure the activa tion parame­
ters ~G*, ~H*, and ~S*, and therefore put va lues on the barriers of energy surfaces, as dis­
cussed later in this chapter. 

7.2.2 Relationship to the Arrhenius Rate Law 

There is ano ther analysis often used to experimentally determine energies for there­
action barrier. Thi s is the Arrhenius rate law (Eq. 7.17). This la w was derived empirically 
by Arrhenius long before the development of TST. Arrhenius observed that the rates of 
reactions in creased exponentially as the absolute tempera ture increased, producing the 
simple relationship of Eq. 7.17. There are two parameters associa ted with this law, the pre­
exponential factor (A) and the activation energy (E. ). In this method the barrier to the reac­
tion is associa ted with the acti vation energy. 

k = Ae(-E.J RT) (Eq. 7.17) 

When comparing the Arrhenius rate law to the form of the Eyring equation given in Eq. 
7.16, it is tempting to let the pre-exponential factor A equal K(k8T I h) exp(~S* I R) and to as­
sume that E. and ~H* are the same. However, this is incorrect. The reason for this is the dif­
fering origins of these two treatments. The Arrhenius equation arises from empirical obser­
va ti ons of the macroscopic rate constants for a particular conversion, such as A going to 
B by various paths. It is ignorant of any mechanistic considerations, such as whether one 
or m ore reactive intermedi ates are involved in the overall conversion of A to B. In contrast, 
the Eyring equation analyzes a microscopic rate constant for a single-s tep conversion of 
a reactant to a product. In a multistep process involving reactive intermediates, there is 
an Eyring equation and thu s a ~G* for each and every step. In contrast, E. describes the 
overa ll transformation . The two equations are actually addressing fundamentally different 
phenomena. 

Still, connections can be made. For example, for a single-step unimolecular or bimolecu­
lar reaction, Eg . 7.18 holds. In addition, the pre-exponential factor A is in fact associated with 
entropy, and with single-step reactions the relationship is as in Eq . 7.19. As such, comparing 
one A value to another can provide insight into the relative activa tion entropies involved in 
different chemical reactions. A result worth remembering from Eq. 7.19 is that a simple reac­
tion with ~S* = 0 wi ll have log A= 13.23 at25 oc. Largervaluesof logA imply favorable ~S*, 
w hile smaller values of log A imply unfavorable (negative) values of ~S*. Again, these rela­
tionships between the Eyring and Arrhenius equations are only viable if we are considering 
a single-step process. Given the fact that chemists have been taught to think in terms of ~G, 
~H, and ~S values, we w ill most often use the Eyring equation and the corresponding acti-
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vation parameters. 

Ea = L'lH*+ RT 

L'lS* = 4.576(log A - 10.753 - log T) 

= 4.576(log A -13.23) at 25 oc 

7.2.3 Boltzmann Distributions and Temperature Dependence 

(Eq. 7.18) 

(Eq. 7.19) 

Both the Arrhenius rate law and the Eyring equa tion tell us that rate constants are tem­
perature dependent. However, the potential energy surface is generally treated as being 
tempera ture independent. The barrier heights and the heat of reaction are determined solely 
by the structures of the molecules undergoing reaction . Sometimes, a heat capacity differ­
ence between individual species on the surface can lead to a temperature dependence of the 
surface (see Chapter 3 for a discussion of heat capacity). However, this is rare, and we will 
no t consider this possibility fur ther here. 

Reaction kinetics depend upon m olecular m otions and collisions. As we raise the tem­
perature, molecules will have m ore kinetic energy, and therefore more frequent collisions of 
the kind that will allow them to traverse the activation barriers. As a result, the rate at which 
the molecules can traverse the energy barriers increases. Stated in a slightly different man­
ner, higher temperature gives m olecules a higher average kinetic energy such that a larger 
fraction of them can traverse the barrier. This is shown in Figure 7.5 by plotting the d istribu­
tion of molecular kinetic energies a t two different temperatures. If the activation energy for 
a reaction is as noted in this figu re, the h igher temperature reaction p roceeds faster due to 
the larger area under the curve past the activa tion energy. 

Figure 7.5 

Ea 

Kinetic energy 

Diagram showing th e Boltzmann d istribution of molecules as a 
function of kine tic energy for two different temperatures. T1 is the 
lower temperature and T2 is a higher temperature. 

Boltzmann derived a mathem atical expression that relates the population of molecules 
at a particular energy to the temperature. In this expression is it assumed that thermal en­
ergy is distributed throughout the various energy levels of a molecule. This includes vibra­
tional, rotational, electronic, and translational energies. As expressed in Eq. 7.20, the Boltz­
mann distribution gives the ratio of the populations of molecules, N;/ Ni, as a function of 
their energy difference, E;- Ei, where R is the gas constant and Tis the absolute temperature. 
Thus, this equation is convenien t for comparing d iscrete energy levels, such as ground and 
excited rotational, vibrational, or electronic states. 

(Eq. 7.20) 



7.2 TRA NS ITION STATE THEORY (TST) AN D REL A T ED TOPICS 369 

7.2.4 Revisiting "What is the Nature of the Activated Complex?" 
and Why Does TST Work? 

When chemists consider an equilibrium between two molecules, these molecules reflect 
a Boltzmann distribution of energies. The equation Keq = exp(-LlG 0 

/ RT) derives from ana­
lyzing sys tems that have Boltzmann distributions of energies. Therefore, our notion of an 
equilibrium between a transition sta te and a reactant implies that the transition state itself 
is populated by a significant number of molecules that are in equilibrium with each other 
and that are long lived enough for full exchange of energy among the various rotations and 
vibrations available to them. This, however, is untrue. The transition state does not have 
a sufficient lifetime for redistribution of energy among rotations and vibrations. Hence, we 
do not take the idea of an equi librium with a transition state literally. Recall that in the der­
ivation of the Eyring equation we needed to rely on statistical mechanics to make a substi­
tution for the equilibrium constant for achieving the transition state. In that substitution, 
a distribution of sta tes for the transition state is indeed assumed, but it is not a Boltzmann 
distribution. 

In Figure 7.6, we pictorially represent an energy surface showing multiple trajectories 
that the molecules may take when passin g over the saddle near the exact point we refer to as 
the transition state. In this analysis we are ignoring the rungs associated with various vibra­
tional states for simplicity of presentation, even though these multiple trajectories may in 
part include different energy levels of various vibrational modes. Each trajectory represents 
a slightly different path a molecule may take depending upon its starting energy, conforma­
tions, and atomic motions. For example, not all SN2 reactions proceed by a perfect 180° align­
ment of the nucleophile with the departing leaving group. Each different angle of attack 
would have a different energy transition state. The curved line that connects all the highest 
energy points along each trajectory is called the col in the surface. The col separates the en­
ergy surface into regions that represent molecules that are on the upward track (entry chan­
nel) toward the transition state or on a downward track (exit channel) to products. Each tran­
sit point on the col leading over the saddle gets less probable as its distance from the lowest 
energy transition state increases. Hence, there is a distribution of ways to pass over the col, 
not just one way. 

The insert in Figure 7.6 shows a distribution of states for the activated complexes as a 
function of their distance from the lowest energy transition state along the reaction coor­
dinate. This is important because now the transition state can be considered to represent 
molecules with a distribution of various energies. Thus, we can rationalize the idea of an 
equilibrium of states for the activated complex, allowing for a thermodynamic analysis that 
connects the energy of the reactant with the products, just as is done in transition state 
theory. 

Figure 7.6 
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Diagram showing multiple hypothetica l trajectories that take the molecules over the region of the 
energy surface near the transition state. The insert shows the d istribution of molecules passing over 
the col as a function of distance from the transition state. 
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Connections 

7.2.5 Experimental Determinations of Activation 
Parameters and Arrhenius Parameters 

In the analysis of transition state theory and the Boltzmann distributions, we empha­
sized that the rate constant for a reaction is temperature dependent. If it is assumed that flH* 
and flS* do not vary with temperature, we can use the Eyring equation to solve for these pa­
rameters. If we take the natural log of both sides of Eq. 7.16, we obtain Eq. 7.21. Rearrang­
ing Eq. 7.21 gives Eq. 7.22. This now conforms to the equation of a straight line. Plotting 
ln(kh l Kk6T) versus 1 I T gives a line whose slope is -flH* I Rand intercept is flS* I R. Such a 
plot is called an Eyring plot. A similar rearrangement of the Arrhenius equation (Eq. 7.17) 
gives Eq. 7.23, which can be fit to a line (an example is given in the Connections highlight be­
low). Lastly, a plot of ln k vs. pressure (P) can measure what is called the volume of activa­
tion, fl V* = -RT[aln(k) I aP], at constant tempera ture. This is the change in molar volume oc­
cupied by the sum of the reactants versus the transition state. 

ln ( ~~:T) = - ( ~* )( ~) L'>S* + --
R 

ln(k) = - (; )( ~) + ln(A) 

(Eq. 7.21) 

(Eq. 7.22) 

(Eq. 7.23) 

Using the Arrhenius Equation to Determine 
Differences in Activation Parameters for 
Two Competing Pathways 

This is the approach that was taken for the analysis of 
the products derived from the photolysis of compound i. 
The photolysis leads to the reactive carbene intermediate 
ii, which in turn gives two products, iii and iv. Plotting 
ln(k. I kr) as a func ti on of tern perature (see below) gave a 
straight line revealing an activation energy difference of 
1.6 kcal I mol and a ra ti o of N IN of lQ-43 

Let's say we would like to know the difference in activa­
tion energies between two different pathways that branch 
from a common intermediate. We could measure the ra te 
constants for form ation of the two different products, and 
determine the ratio of these two rate constants as a fun c­
tion of temperature. Dividing the Arrhenius equation that 
describes the formation of one of the two products by the 
Arrhenius equation for the other product would lead to a 
plot of ln(k I k') versus 1 IT. 

Reaction sequence for the 
Arrhenius equation example 

PhCH=CHCI 

iii 

Cl~ iv 
PhCH2 

1.2 
e 

1.0 

? 0.8 
::c.· 
:E 0.6 

0.4 

0.2 

3.2 3.3 3.4 3.5 X 10-3 

1/T(K- 1) 

Niga m, M., P latz, M.S., Showalter, B. M., Toscano, ). P., Johnson, R., 
Abbot, S.C., and Kirchoff, M. M. "Genera tion and Study of Benzylchioro­
carbene from a Phenanthrene Precursor." ]. Am. Chem. Soc., 120, 8055-8059 
(1998) 
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Depending upon the form of the gas constant R used, the ~H* term can be obtained in 
kcal / mol or kJ I mol. The ~S* term is in units for entropy, J I (K)(mol) or cal / (K)(mol), the lat­
ter being known as entropy units (eu; see Chapter 2) . Entropy values need to be multiplied 
by the temperature to be converted to energy values. Hence, the entropy contribution to the 
energy of activation is tempera ture dependent. At lower temperatures the energy associated 
with changes in entropy affects reaction rates less than at higher temperatures. This is logical 
given the general expression, ~G* = ~H*- T~S*. ~G* is therefore temperature dependent, 
and so often it will be given with a subscript denoting the tempera ture. 

Due to the fact that the influence of entropy will diminish as one lowers the temperature, 
a reaction can switch from being entropy controlled to enthalpy controlled as the tempera­
ture is lowered. Enthalpy control occurs when ~H* is the major contributor to ~G*, and en­
tropy control occurs when T~S* is the major contributor to ~G*. 

Just as in our trea tmen t of the van ' t Hoff plot in Chapter 4, curvature in an Eyring plot 
can indicate that ~H* is temperature dependent, so hea t capacity effects are important. 
Again, thi s is not common, but it can be most significant if the rates of a given reaction are 
measured over a large temperature range. On the other hand, a clear break in an Eyring plot 
most commonly indicates a change in mechanism or rate-determining step (see the Connec­
tions hi.ghlight below for an example) .lf a conversion has two possible paths, one with a fa­
vorable ~H* but an unfavorable ~S*, whi le the other has a favorab le ~S* but an unfavorable 
~H*, it is easy to imagine a si tu ation where the mechanism, and hence the slope of the Eyring 
plot, would change with tempera ture (you are asked to examine this scenario in Exercise 9 at 
the end of the chapter). 

Connections 

Curvature in an Eyring Plot is Used as Evidence for 
an Enzyme Conformational Change in the Catalysis 
of the Cleavage of the Co- C Bond of Vitamin B12 

Vitamin 8 12 (5 '-deoxyadenosylcobalamin, AdoCbl) 
posses es a bond between a Co and a ca rbon, making 
it one of the few organometallic reagents used by nature. 
The homolysis of the Co-C bond leads to radi cal inter­
mediates, w hi ch a re postulated to undergo skeleta l 
rearrangements catalyzed by various enzymes requiring 
B 12 as a cofactor. 

The manner in which the Co-C bond is cleaved 
in the enzyme ribonucleotide triphosphate reductase 
(RTPR) was studied in part using an Eyri ng analysis. 
At approx imately 30 oc a break was found in the Eyring 
plot (see to the ri ght) . This break was interpreted as indi ­
ca ting a conformational change to an inactive form of the 
enzy me below 30 °C, thereby requiring isomeriza tion to 
the active form for ca talysis. The required isomeri za tion 
impo es the the rmod ynamics of the isomerization on the 
observed rate constant. This crea tes a mechanism change, 
where the new mechanism possesses a conformational 
switch in the catalyst prior to the cata lyti c steps. 

Interestingly, the Eyring analysis revea led that the 
entropy of activation of the enzyme ca talyzed pathway is 
nearly identica l to the entropy of activation for an uncata­
lyzed cleavage of the Co-C bond. The ca talysis, therefore, 
completely a rises from a ch ange in the enthalpy of activa­
tion. A full 13 kcal / mol drop in the enthalpy of activa tion 

for the enzy me ca talyzed pathway was found, a truly 
impress ive decrease in this activation pa rameter, leading 
to a very large rate enhancement of 1.6 X 109 

Brown, K. L., a nd Li, ). " Activa tion Parameters fo r the Carbon-Cobalt 
Bond Homolys is of Coenzyme B12 lnd uced by the B" -Depcndent Ribonu­
cleotide Red uctase from Lnctobncillus leic/rmaunii." f. Am. Clrem. Soc. , 120, 
9466- 9474 (1998). 
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7.2.6 Examples of Activation Parameters and Their Interpretations 

The magnitudes of !lH* and !15* give us information about how the enthalpy and en­
tropy of the transition state differ from those of the reactants. In the acti vated complex some 
bonds will be partially broken, meaning that the bond strengths of the activated complex are 
lower than in the starting materials. Thus, achieving the transition s tate is almost a I ways en­
dothermic. However, !lH* can also be influenced by factors other than just bond strengths, 
such as solvation e ffects. A solvent that can interact favorably with the transition state will 
lower !lH* even though it may not significantly influen ce the exten t of the bond breaking or 
bond forming. On rare occasions !lH* is near zero or negative, such as with the combination 
of radicals. 

The !15* term is m ore complex. It is a measure of the degree of order produced or lost 
when comparing the transition state to the reactant. If translationa l, vibrational, or rota­
tional degrees of freedom are lost or gained in going to the transition state, the !15* term can 
become negative or positi ve, respective ly. Solvation can also affect the !15* value. If a signifi­
cant am ount of ordering is required in the solvent to make favorab le en thalpy interactions 
w ith the transition state, the !15* value can become m ore negative than you might expect. A 
further complication arises from the fact that the Eyring equation commonly used (as g iven 
herein ) is really only applicable to elem entary reactions. When it is applied to complex reac­
tions, as is commonly done, the resulting !15* term depends upon the implied standard s tate, 
and the interpretation of absolute values of !15* is incorrect. Comparison of !15* for reactions 
of the same molecularity is fine, while comparison for reactions of different molecu larity 
should be done with caution. 

Tab le 7.1 gives several reactions and their corresponding !15* values, along with the rate­
dete rmining step in each mechanism. Negative values of !15* imply decreasing translational 
and rotational degrees of freedom, som etimes indica ting the combi nation of two molecules, 
whereas a positive !15* implies an increase in the translational and rotational degrees of free­
dom, often indicating the crea tion of two molecules. Note that entries 1, 2, 4, and 6 in Table 
7.1 all have large, negative entropies of activa tion, suggesting steps involving molecu les 
combining. Tn contrast, entries 3, 5, and 7 are all positive, suggesting activated complexes 
with a s ignificant am ount of bond cleavage to fo rm two molecules. 

It is worth considering the potential influence of these terms on reaction rates. The forms 
of bo th the Eyring and the Arrhenius equations are similar to our discussion in Chapter 2 of 
equilib rium constants. The rate constants depend in an exponential way on an energy (flG* 
or E.), just as an equilibrium constant Kcq varies w ith reaction free energy (!lG0

). In fact, this 
parallel is the reason the empirica lly observed E. was v iewed as an activation energy. Also in 
parallel with our discussion of equilibri a, every change of1.36 kcal / mol in !lG* orE" is worth 
a facto r of ten in a ra te constant at 298 K. Similarly, a change of 1.36 kcal / mol in Ill-/* or T!l5* 
is worth a factor of 10. In the first reaction of Table 7.1, the -26 eu for !15* corresponds to 26 
cal / m ol• K X 298 K = 7,750 cal/ mol in !lG*, implying a decrease in the rate constant by a fac­
tor of 500,000, relative to a reaction with a !15* = 0. 

7.2.7 Is TST Completely Correct? The Dynamic Behavior 
of Organic Reactive Intermediates 

Resea rch over the last several yea rs has revealed that TST may not always be adequate 
to d escribe the behavior of reactive intermediates generated in the course of tradi tional 
organic chemistry expe riments. We s ta ted in our discussion of TST that the equations used 
ultimately derive from statistical mechanics (statistical kinetic models). This approach re­
quires tha t any excess internal energy that a molecule may have after it has traversed the 
transition state and arrived at the position of a reacti ve intermediate be red istributed within 
the molecule and the solvent at a rate faster than chemical events such as bond cleavage or 
formation. In other words, the molecules must "rattle" around in the high energy va lley, 
achieving a Boltzmann distribution before proceeding on to the next reaction. In this see-



Table 7.1 
Examples of Common Reactions 
and Representative AS* Values 

Entry 

2 

3 

Reaction 

Acid-catalyzed hydrolysis 
of ethyl acetate in water 

Acid-catalyzed ring opening 
of ethylene oxide in water 

Acid-catalyzed hydrolysis 
of a-methylglucopyranoside 
in water 
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AS of Rate-determining/ 
activation rate-limiting step 

············-······· ··········-····· ········T·-······ .... 

-26 eu 

I 

-6 eu 

I 
I OH 

l. H~~d) +4.5 eu 
; -~7 

!-···················· +-- ...................................................................... !·············--···················--···· .. - J ..... --- ~ =~' ~--
4 

5 

6 

7 

Displacement of iodide from 
methyliodide by pyridine 

Hydro lysis of t-butyl 
ch loride in water 

A conjugate addition 
reaction 

Peroxide homolysis 

- 31 eu ! o : CH/i 
------+---

1 

+10 eu 

-17 eu 

+11 eu 

/). (6 
e ~c' 

PhS: ..__J\ I 
Cl OEt 

I 
<Y-o I '-.:.... 

nario, if there is more than one possible reaction for the intermediate, that with the lowest 
barrier would dominate. Stated another way, the intermediate has a lifetime long enough to 
change its trajectory on the energy surface from the trajectory that landed it at the intermedi­
ate. However, a high energy intermediate that has very low barriers to subsequent reactions 
may undergo those reactions at a rate that is comparable to or faster than the redistribution 
of internal energy. In other words, if the energy involved in the vibrational motions that lead 
to the reaction is not redistributed within an intermediate, the molecular motions involved 
in the reaction can continue to direct the molecule along a particular pathway in ways that 
are inconsistent with TST. The momentum of the atoms carries them in a particular direction 
during the reaction, and Newton's laws of motion end up playing a role in dictating the 
products. Such dynamic effects in chemical reactions are a topic of current research interest, 
as discussed in the next Going Deeper highlight. 
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Going Deeper 

Where TST May be Insufficient 

Let's examine one reaction where it has been pos tulated 
that the reaction of the intermediate occurs faster than the 
redis tribution of intern a 1 energy. Azo compound i under­
goes reaction to give two bicyclopentanes, ii and iii, in a 
ratio that favors the exo isomer iii by about 3 to 1 in the gas 
phase. One mechanism for explaining the dominance of iii 
would be the formation ofbiradical iv, which reacts in a 
concerted fashion with inversion of configura tion at the 
ca rbon from which N2 is d eparting. In addition, there 
would be a competing reaction that forms the biradica l v, 
which can g ive either product in a 1 to 1 ratio. However, 
molecu lar d ynamics calculations (an ad vanced version of 
the type of calculations discussed in Section 3.3.4) give a 
different view. 

Detailed theoretica l a nalysis suggests that cleavage 
of the second C-N bond a lways precedes formation of 
the C-C bond, meaning that an intermediate such as v is 
a lways present. Howeve r, some fraction of the population 
of v closes to iii before it has time to ra ndomize its internal 
energy. The preference for iii over ii comes from the trajec­
tory of the atoms involved in the expulsion of N 2. The 
momentum of the CH2 group as the hydrocarbon recoils 
from the expe11ed N2 is in a direction that di rects it down 
past the plane formed by a p lanar symmetric diradica l v, 
leading preferentia11y to i ii. Stated in more sophistica ted 
language, the entrance channel to iii has be tter d ynamic 
matching to the exit channe l from iv. In contrast, if v had 
been formed and had sufficie nt li fetime to a llow a11 inter­
nal energy to randomize, both exit channels to ii and iii 
would have been traversed equally. 

o}f.-~1 D D~ - N2 

Do 
. .N 
I V v 

~ 
;; 

t -N2 

oJ=b~ D 

D~ 
Ill 

o}f~l 
N 

iv · 

D 

D~ 
Ill v 

Reaction sequence for dynamic control 

Studies such as that briefly described here reveal 
that the simple kinetic and structural models that organic 
chemists have traditionally relied upon may not al ways 
be adequate. Typically, when we see a mixture of produ cts 
we propose two different mechan istic pathways. In the 
present case, however, we have a sing le path bu t wi th 
molecular dynamics influencing the choice of exit chan­
nels. How many o ther reaction mechanisms may have 
been similarly incorrectly delineated due to our rel iance 
on TST? 

Carpenter, B. "Dynamic Behavior of Organic Reacti ve Intermcdiatco." 
A11gem Chem. /11!. Ed. E11g., 37,3341 (1999). Reyes, M. B., and Carpenter, 
B. K. " Mechanism of The rma l Deazctization of 2,3-Diazabicyclo] 2.2. I 1-
he pt-2-ene and Its Reaction Dy namics in Supe rcritical Fluids." j. A111. Che111. 
Soc., 122, 10163 (2000). 

7.3 Postulates and Principles Related to Kinetic Analysis 

Based upon many years of empirical evidence, chemists have developed a series of guiding 
principles that give us insight into chemical reacti vity. Among other things, these principles 
allow us to quickly decide the shape of a reaction coordinate diagram, predict a product ra­
tio, and determine how the stability of a molecule would affect its reactivity. Here we in tro­
duce these time honored tools of the physical organic chemist. 

7.3.1 The Hammond Postulate 

The Hammond postu late is likely the most widely used principle for estimating the 
s tructures of activated complexes. In fact, it is so useful that all introductory organic chemis­
try tex tbooks cover it, and many chemists use it intuitively. The value of the Hammond pos­
tulate stems from the fact that transition states are transient in nature and generally can11ot 
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D ----- --- -------- ---- -c 

A 

B 

Reaction coordinate 

Figure 7.7 
Diagram showing how the p lacement of the transition sta te is 
dete rmined using the Hammond postulate. Draw the placement of A 
and B with knowledge of the heat or Gibbs free energy of the reaction. 
Place the energy of the transition state (C) so that it is above the energy of 
A and B, and then align the transition sta te a long the reaction coordinate 
to be closer in energy to s tructure A (intersection D), then fill in the 
curve. 

be directly character ized by experimental means. Therefore, any guid ing principle that can 
provide some insight as to the chemical structure of a transition state is quite useful. Ac­
cording to Hammond, " If two states, as for example, a transition state and an unstable inter­
mediate, occur consecutively during a reaction process and have nearly the same energy 
content, their interconversion will involve only a sm all reorganization of the molecular 
structures" . 

In essence, the postulate tells u s tha t the activated complex most resembles the adjacent re­
actant, intermediate, or product that it is closest in energy to, as long as the energy difference be­
tween the transition s tate and the adjacent structure is not too large. Hammond originally 
used statements such as "in highly exothermic steps it will be expected that the transition 
states will resemble reactants closely and in endothermic steps the p roducts will provide 
the best models for the transition states". This postulate allows us to accu ra tely predict the 
shape of a reaction coordinate diagram, and it gives insight into the s tructures of activa ted 
complexes. The postulate ties the structure of the activa ted complex to the structures of re­
actants, intermediates, and products. 

To put this postulate to use, let' s examine an exothermic reaction (Figure 7.7). We place 
the peak that rep resents the transition state higher on the diagram than the reactant and 
product. But where on the x axis do we show the transition state? The Hammond postulate 
tells us that because the transition state is closer in energy to the reactant than the product, it 
is also closer in structure to the reactant than the product. Remember, the x axis in these dia­
grams is related to the progressive change in molecular geometry as w e transform reac­
tants to products. The fundamental assumption of H ammond is that m olecules do not un­
dergo rapid, discontinuous structure changes along a reaction coordinate . Rather, structural 
changes are generally smooth and continuous along the reaction pathway. Therefore, we 
draw the peak corresponding to the transition state closer to the reactant valley than to the 
product valley. Connecting the valleys and peaks with curves completes the diagram . For 
endothermic reactions, on the other hand, the transition state would be placed closer to the 
product valley. 

Now let's consider various energy surfaces. In Figure 7.8 the rear left corner of each en­
ergy surface is the reactant and the front right corner is the product. As the reaction varies 
between exothermic and endothermic the shape of the surface varies as is shown going from 
A to B to C in this figure. Plotting the cross-section of the surface that is the reaction coordi­
nate on two-dimensional surfaces gives the reaction coordinate diagram s shown. We draw 
the transition state shifting toward the product as the reaction moves from exothermic to 
endothermic. 
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Reaction coordinate 

Figure 7.9 
Several reaction coordinate 
diagrams that obey Hammond's 
postula te and where the 
activation energy has a direct 
correla tion with the energy 
change of the reaction. 

A. 

c. 

R T.S. P 

Reaction coordinate 

p R T.S. p 

Reaction coordinate 

R T.S. p 

Reaction coordinate 

Figure 7.8 
Various energy su rfaces and their two-dimensional 
projections that obey the Hammond postula te. 

The movement of the transition state is denoted in Figure 7.8 as a dot on a plane that is a 
projection of the energy surface. The diagonal across this plane is the actual reaction coordi­
nate axis (x axis) that we plot in the reaction coordinate diagrams on the right of the figure. 
Note that the dot moves across the diagonal toward the product corner as the reaction be­
comes more endothermic. In general, the transition sta te moves along this diagonal toward 
the corner that is higher in energy. Such projections of the en ergy surface are going to be­
come quite useful when we consider increasingly complex reactions (see Section 7.8). 

Based partly upon the Hammond postulate, chemists typically write a continuum of re­
action coordinate diagrams as shown in Figure 7.9 for similar reactions. The shap e of each of 
these curves indicates a smooth shifting of the transition state structure from resembling the 
product to resembling the reactant as the reaction becomes increasingly exothermic. This 
predicts that a thermoneutral reaction has a transition state that is close to a one-to-one mix­
ture of the structure of the reactants and products. 

The Hammond postulate does not predict the height of the barrier compared to there­
actant and product, only its position along the reaction coordinate. For example, we are not 
forced to draw the continuum as shown in Figure 7.9 in order to obey the Hammond pos­
tulate. In fact, Figure 7.10 shows a different overlay of reaction coordinate diagrams, each of 
which also conforms to the Hammond postulate, and you may occasionally encounter a sys­
tem that exhibits this kind of behavior. However, most reactions that are of similar type but 
vary in their thermodynamics will have reaction coordinates that resemble those drawn in 
Figure7.9. 
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Reaction coordinate 

Connections 

Figure 7.10 
Several reaction coord inate 
diagra ms that obey Hammond's 
postulate, but for which the activa tion 
energies do not necessarily correlate 
with the reaction free energies. 

The Transition States for SNl Reactions 

One of the most well known examples of the application 
of the Hammond postulate is the comparison of the struc­
tures of the various carbocations in an SN1 reaction. Th is 
use is covered in a ll introductory organic chemistry text­
books. The rela tive stabilities of carbocations decrease in 
the following order: 3° > 2° > 1 o > CH3. The Hammond 
postu late leads us to draw the reaction coordinate dia­
grams for the various heterolysis reactions as shown to 
the right with the transition state shifting toward reactant 
with increasing carbocation s tability. Coupled with this 
shift in the position of the transition state is a lowering in 
energy of the transition state. Since the mechanism of the 
heterolysis of the bond between a carbon and a leaving 
group is similar, regardless of how substituted the carbon 
is, the transition sta te becomes more stable as the reaction 
becomes less endothermic, because it has cha racter of the 
more stable carbocation. Don' t forget, however, that even 
though the transition sta te to the most stable carbocation 
may have the character of the more stable carbocation, it 

actually resembles the reactant more than any of the other 
transition states. 
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7.3.2 The Reactivity vs. Selectivity Principle 

Reaction coordina e 

Hammond's postulate applied to 
carbocation formation 

It is often s tated, "The more reactive a compound is, the less selective it will be". In order 
to understand such statements, we must first determine what is meant by "more (or less) 
reactive" and by "selective". Both terms imply a comparison. Concerning selectivity, the 
comparison is the yield of two or more products as a function of the reactivity of two or more 
reactants. A reaction is selective if one product is formed in a higher yield than another. 

More reactive molecules can be viewed either as being higher in energy or having more 
exothermic reactions. We can anticipate that the more reactive species will produce a transi­
tion state that more resembles the reactant. Hence, the transition state is not very sensitive to 
the structure of other components involved in the reaction, and it is affected little by the 
structure of the product. If the reaction is not sensitive to the structure of the product, it can­
not select between different products and hence is not selective. Although this principle is 
quite logical and useful, there are many exceptions, and it should be applied with caution. 
The following Connections highlight describes a classic example of the reactivity vs. selec­
tivity principle. 
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Connections 

Comparing Reactivity to Selectivity 
in Free Radical Halogenation 

A classic example of how reactivi ty is related to selecti vity 
is concerned with the free radical halogenation of alkanes 
by Cl2 and Br2 . In thi s free radical chain reacti on , the step 
that sets the position of the halogen in the alkane is a 
hydrogen atom abstraction s tep. The carbon based radical 
crea ted in this first propaga tion step then abstracts a halo­
gen a tom from the Cl2 or Br2 , g iving the alkyl halide (see 
below). In free radical halogenation by either Ch or Br2, ter­
ti ary alkyl ha lides are crea ted preferenti a lly to secondary, 
which in turn are form ed preferenti all y to primary alkyl 
halides. This reflects the fact that the order of radical stabil­
ity decreases from tertiary to secondary to primary. Yet, 
the extent of the selectiv ity for terti ary over secondary 
over primary is quite different for chlorination and 
bromination. 

X= Gl or Br 

H 

X + /~} -- HX + ~ or '\'• 
X 

~ + x2 - + + X 

X - ~ + 

Hydrogen and halogen radical abstractions 

The relative rates for abstraction of a terti ary, second­
ary, and primary hydrogen by chlorine radical are 6:4:1. In 
contrast, the rel ative rates for abstraction by bromine rad i­
ca l a re 19000:200:1; hence, the bromination is much more 
selective. This is ex plained by the fact that the chlorine rad­
ica l is much more reactive than the bromine rad ica l (reca ll 
the H-Cl vs. H- Br bond strengths in Chapter 2) . In thi s 
case the hydrogen a tom abstrac ti on by the chlorine rad ical 
is an exothermic reaction and quite indiscriminate about 
which hydrogen is abstracted . By the Hammond pos­
tul a te, there is very little radical character on carbon 
developing in the transition sta te during the hydrogen 
abstraction (called an early transition state). On the other 
hand, hydrogen atom abstraction by the bromi ne radi ca l 
is an endothermic reacti on and quite selective to which 
hydrogen is abstracted . Now, there is a lot of radica l char­
acter on carbon in the trans ition sta te (a late transition 
state), allowing differences in carbon radical stabili ty to 
control the reaction. 

7.3.3 The Curtin-Hammett Principle 

The Curtin- Hammett principle is concerned with product ratios when there are two or 
more competing pathways commencing from interconverting isomers, conformers, or in­
termediates. In its mos t common implementation, the principle simply states that the rati o 
of products is determined by the rela tive heights of the highest energy barriers lea ding to 
the different products, and is not significantly influenced by the rela tive energies of any 
isomers, conformers, or intermed iates formed prior to the highes t energy transition s tates. 
Thi s seems straightforward, but it is surprising how often chemists w ill fail to apprecia te its 
implica tions. 

Reaction coord inate 
We ca n unders tand the Curtin-Hammett posh1l ate by exa minjng the reaction coord i­

nate di agra m given in Figure 7.11. We have a reaction in which we generate an equilibra tin g 
pair of intermedi ates, 11 and h They can equilibrate readily because the barrier between 
them is much smaller than either exit barrier to P1 or P2. The path way to P2 derives from a rel­
atively stable structure h, whereas the pathway to P 1 derives from a less stable structure 11, 

but has a lower energy transiti on state. Given this scenario, the majority of the product ari ses 
from the less stab le structure I 1• It is the barrier hei ghts, not the rela tive stabilities of the inter­
medi a tes, that determines the product ratio. The Curtin-Hammett principle is most com­
monly considered in syntheti c organic chemistry, and the following Connections h ighlight 
gives just one example. 

Figure 7.11 
Diagram demonstrating the 
Curtin- Hammett principle, 
where the product ratio is 
determined by the relative 
heights of the barriers and not 
the re lati ve stabilities of the 
intermedia tes. 

Our analysis above is a descriptive one. However, we can solve for the product ratio by 
using rate laws. The product ratio is given by Eg. 7.24 (you are asked to derive this expres-
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Connections 

Using the Curtin-Hammett Principle to Predict 
the Stereochemistry of an Addition Reaction 

There have been several empirical models for predicting 
the diastereoselectivity of nucleophilic addition to car­
bonyl groups adjacent to stereogenic centers (see Chapter 
10). These models rely upon placing one group eclipsing 
the carbonyl and predicting that the favored approach of 
the nucleophile to the carbonyl is from the side with the 
smaller of the two remaining groups (see to the right). The 
addition of hyd ride and Grignard reagents to carbonyl 
groups have acti vation energies between 8 and 15 kcal / 
mol, whereas the rotation barriers along single bonds 
between sp3 and sp2 carbons are much lower. Hence, the 
Curtin- Hammett principle tells us that the diastereomeric 
product ratio should depend strongly upon the free 
energy difference between the diastereomeric transition 
sta tes for nucleophilic attack, and not upon the relati ve 
energies of the different rotamers. To predict the relative 
energies of the diastereomeric transition states we exam­
ine ste ric interactions between the incoming nucleophile 
and substituents on the stereogenic carbon, and eclipsing 
interactions between the carbonyl group and the stereo­
center at the transition state. 

eclipsing between the carbonyl oxygen and the medium­
sized group is more favorable than in any of the other 
possibilities. See Chapter 10 for more analyses of how 
diastereomers can be predicted by the analysis of con­
formations in the activated complex. 

0~ L~ 

~M 
R 

For example, of the three different trajectories for 
reaction shown at right, we need not at all consider which 
rotamer is more stable. Instead, we see that the first tra­
jectory is the lowest in energy and would give the most 
product. This is because the nucleophile approaches the 
carbonyl from the side with the smallest group, and the 

Various attack trajectories on carbonyls 

Karaba tsos, C. j . "Asymmetric lnduction . A Model for Ad d itions to Car­
bonyls Directly Bond ed to Asymmetric Ca rbons." f. Am. Chem. Soc., 89, 
1367 (1967). 

sionin Exercise 1). The equation contains both the equilibrium constant (Keq) between the in­
terconverting intermedia tes and the re la tive rate constants (k1, k2) for formation o f the prod­
ucts from the respective intermediates. The Curtin-Hammett principle is applicable when 
the barrier interconverting the different intermediates is much lower than the barriers to 
form products. The Curtin-Hammett principle is not applicable if this is n o t the case. 

(Eq. 7.24) 

7.3.4 Microscopic Reversibility 

This principle is concerned with an analysis of the individual p a thways that chemical 
reaction s take when the reactant is transformed to the product, and w h en the product is 
transformed back to the reactant. It states that the pathway for conversion of the product 
back to the reactant is the exact microscopic reverse of the forward pathway. The same inter­
m ediates and transition states are achieved in either direction. An example of how u seful 
this notion becomes is given in the next Connections highlight. 

R 

Reaction coordinate 

Figure 7.12 

p 
Le t's consider the implications of microscopic reversibility. Suppose we have two struc­

tures, Rand P, and we propose that R is converted toP via intermedia te 11, an d tha t R can also 
be converted to P via intermediate Iz. Since they are different, 11 and 12 must have diffe rent 
energies. Consider the reaction coordinate diagram shown in Figure 7.12, which describes 
thi s situation. Both R to P and P to R conversions will occur, in a ratio dicta ted by the rel-

Reaction coordinate diagrams 
that show two paths intercon­
verti ng reactant to product. 
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Connections 

Applying the Principle of Microscopic Reversibility 
to Phosphate Ester Chemistry 

tion, the principle of microscopic reversibility tells us that 
nucleophilic attack (the opposite of leaving group depar­
ture) must occur on the phosphotriester with the incom­
ing nucleophile approaching along an axial position. 
Indeed, relating these two reactions in this manner, along 
with knowledge about which groups prefer axial over 
equatorial positions, is sufficient to explain the products 
obtained from hydrolysis of such phosphoesters. 

The hydrolysis of cyclic phosphotriesters involves an 
addition-elimination mechanism with the formation of 
trigonal bipyramidal intermediates (see below). These 
intermediates can undergo pseudorotation processes that 
exchange the axial and equatorial groups. To explain the 
ratio of products formed from exocyclic cleavage (cleav­
age of the ligand that is not part of the ring) and en do­
cyclic cleavage (cleavage of a ligand within the ring) one 
must invoke leaving group departure commencing from 
an axial position solely (see reasoning given in the refer­
ence). If leaving group departure is from the axial posi-

CO' p / OMe 

I~ 
0 0 Slow pseudorotation 

HO 

= 

Axial addition 
of nucleophile 

< .. ,,,,OMe 
o- ~~oe 

0 
Product from 

endocyclic cleavage 

Kluger, R., Covitz, F., Dennis, E., WiUiams, D., and Westheimer, F. H. 
" pH-Product and pH-Rate Profile for the H ydrolysis of Methy l Ethylene­
phosphate. Rate limiting Pseudorotation." f. Am. Chem. Soc., 91, 6066-6072 
(1969). 

Axial departure 
of leaving group 

("'? .. ,,,,OH 
o-P~ 0 I o 

OMe 

l 
("'? 

Axial departure 
of leaving group 

Hydrolysis of methyl ethylene phosphate 

o-P = o 
~oe 

Product from 
exocyclic cleavage 

ative barrier heights. The important point in the principle of microscopic reversibility is that 
along the path containing I1, the same transition s tates will be formed in the forward andre­
verse directions. The same statement can be made for the path containing ! 2. The trajectories 
of the atoms will be moving in opposite d irections at each transition state in the forward and 
reverse reactions, but the chemical structures of the activated complexes formed at the tran­
sition states are the same. Further, if the lowest energy path to product uses ! 1, the lowest en­
ergy path back to reactants must also pass through I1. 

7.3.5 Kinetic vs. Thermodynamic Control 

The terms kinetic control and thermodynamic control are concerned with the manner in 
which the ratios of products of a reaction are determined. When a reaction is under kinetic 
control, the ratio of two or more products is determined by the relative energies of the transi­
tion states leading to these products. The relative stabil ities of the products do not matter. 
Under thermodynamic control, the ratio of the products is determined solely by the relative 
energies of the products. In this case the energies of the pathways leading to the products do 
not matter. In our discussion of the Curtin-Hammett principle, we only analyzed the ener­
gies of the transition states and not the energies of the products, and thus this principle ap­
plies to kinetic control. Thermodynamic control, which ultimately produces the equilibrium 
(thermodynamic) mixture of products, can only be achieved when it is possible for the prod­
ucts to interconvert (equilibrate) under the reaction conditions. The simplest way for the 
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Small preference for B 
under kinetic control 

'-L------+--.-- Large preference for B 
A 

Reaction coordinate 

under thermodynamic 
control 

Preference for A under 
kinetic control 

'J_-------+--.--- Preference for B under 
thermodynamic 
control 

Reaction coordinate 

Diagrams used to ex pl ain kineti c control versus thermod ynami c control. 
A. The kinetic product and thermodynamic product are both B. 
B. The kineti c product is A and the the rmod ynamic product i B. 

products to interconvert is just by reversal of the reaction that formed them. Thus, thermo­
dynamic control is often associated wi th readily reversible reactions. However, we can also 
get a thermodynamic product ratio if the products equilibrate after their formation through 
some other chem ica l pathway. 

Often, the lower energy product is formed via the lower energy transition state. In this 
case the thermodynamic product is the same as the kinetic product. The only question is 
the exact amounts of the two products. Let's consider the exothermic reactions available to 
structure R shown in Figure 7.13 A. When working at a tempera ture where the reaction is ir­
reve rsible, the product ratio would be determined by the relative activation energies of the 
two possible pathways. In this case there would be a small preference for product B. How­
eve t~ if the reaction is performed at a temperature where the reactions are reversible, the 
relative energies of the pathways no longer matter because both transition states can be 
trave rsed readily. Under reversible reaction conditions, the thermodynamic equilibrium be­
tween A and B will be established, and so it is the relative s tability of the products that mat­
ters, producing in this case a large preference for product B. This is actually the most com­
mon scenario; the kinetic and thermodynami c products are the same. 

The more interesting scenario occurs when the thermodynamic product is different 
from the kinetic product. Consider Figure 7.13 B. At low temperatures product A is favored 
because the barriers for formation of the products dictate the product ratio. But at higher 
temperatures product B is favored because all barriers on the energy surface are surmount­
able, allowing all the molecules to find the most stable point on the surface. This is a case 
where the heights of the barriers do not follow the continuum shown in Figure 7.9, but in­
stead are as in Figure 7.10. It will always be true that whether we are seeing so-called thermo­
dynamic or kine ti c products will be determined by whether the products are or are not able 
to equilibrate under the reaction conditions. If so, we ge t the thermodynamic ratio; if not, we 
see the kinetic ratio. Running reactions at lower tempera tures will often disfavor equilibra­
tion and thereby lead to the kinetic product ratio. A common example of exploiting this dif­
ference in product ratios in a syn thetically important reaction is given in the following Con­
nec tions highlight. 
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Connections 

Kinetic vs. Thermodynamic Enolates kinetic enolate. Howevet~ if we expose the enol ate to 
higher temperatures and thu s equ ilibrating conditions, 
the product derived from the thermodynamic enolate is 
favored. 

One of the most common uses of kinetic vs. thermody­
namic control is the ability to m anipulate the regiochem­
istry of the alkylation of enolates. As a simple example, 
consider forming the two possible eno lates from 2-methyl­
cyclohexanone (see to the right). Deprotonation is easiest 
a t the a -carbon lacking the methyl group because those 
hydrogens are less sterically hindered . Yet, deprotonation 
of the a -carbon bea ring the methy l group gives the more 
stable enolate. This enolate is more stable because sp2 

hydridized carbons are stabili zed by hi gher alkyl group 
substitution levels (Chapter 2). We ca n take advantage of 
these differences to direct the regiochemistry of alky l­
ation. Deprotonation of the unsy mmetrical ketone a nd 
alkyla tion at low temperatures gives the product from the 

7.4 Kinetic Experiments 

0 

cY 

8 0 

~ Kinetic enolate 

8 0 

~ Thermodynamic V enolate 

Two possible enolates 

We now turn our attention to the goa ls of studying kinetics, how kinetic experiments are 
performed, and how they are analyzed. The study of the kine ti cs of a reaction is often one of 
the first experiments that chemists consider when setting out to determine the mechanism of 
a reaction. Howeve r, it is u sually just one of the experiments performed, and the information 
obtained is combined with data collected from many other observations. It is impor tant 
to note th at kinetics does not give a complete picture of a mechanism . The information can 
only be used to support or refute a par ticular mechanism, and cannot be used to prove a 
mechanism . 

7.4.1 How Kinetic Experiments are Performed 

In Sections 7.1.4 and 7.1.5 we introduced rates, rate laws, rate constants, kinetic o rder, 
and molecularity. You may want to quickly review these sections before proceeding if you 
are uncomfortable with these terms and concepts. Our discuss ion here assumes you have a 
good understanding of these concepts. 

The goa l of kinetics is to es tablish a quantitati ve relati onship between the concentra­
tions of reactants and I or products, and the rate of the reaction . As we will see, this usually 
enta ils a separate kinetic s tud y a t several different concentrations of a reactant, with the goal 
of discovering the kinetic order of the reaction with respect to that reactant. A thorough 
analys is gives the kinetic order for each reactant, which in turn gives the rate law for the reac­
tion. Once the rate law is in hand, one of the several analyses given below is used to deter­
mine a rate constant. 

One obvious piece of information that a kinetic experiment yields is the actual rate of the 
reaction. Is the reaction relatively fas t (over in microseconds) or relatively slow (takes days 
to weeks to go to completion)? The ra te is expressed as the time dependence of the appear­
ance of product or disappearance of reactant and is a positive number (Eq. 7.2). Determining 
the concentration of the reactan t and I or product as a function of time is the essence of every 
kinetic experiment. 

What does the order of the reaction tell u s about the mech anism? How do we determine 
the rate law of a reaction, and thereby the order of the reaction with respect to each reactant? 
In addition, how do we de termine rate constants? These are the questions that are of para-
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mount importance in our analysis. In order to answer these questions we must first rea lize 
that the kinetic order of a complex reaction is highly dependent upon the sequential position 
of the rate-determining or rate-limiting step in the mechanism. Only reaction steps that oc­
cur before and at the rate-determining step can be detected during a routine kinetic study; 
steps after the rate-determining step cannot be detected. This means that the kinetic order of 
the different reactants only tells us about their involvement in the mechanism prior to or 
during the rate-determining step. 

Given the above caveat about the position of the rate-determining step, we can examine 
the relevance of kinetic order. For example, a first order reaction means that only one species 
reacts during the rate-determining step. Intramolecular rearrangements or fragmentations 
are common examples (Eqs. 7.25 and 7.26). A second order reaction can involve the reaction 
of two identical species during the rate-determining step, in which case the reaction is also 
second order with respect to this species (Eq. 7.27). However, a second order reaction can 
also be represented by the reaction of two different species, where the reaction is first or­
der in each of these species (Eq. 7.28). Either the two species can react together in the rate­
d etermining step, or one of the two can react in a step prior to the rate-determining step, 
which requires the second species. However, we cannot tetlin what order they react. These 
are called intermolecular reactions, because the reaction occurs between two different mol­
ecules. The following Going Deeper highlight gives an example relating intramolecular and 
intermolecular reactions. Finally, a zero order dependence typically means that the involve­
ment of that reactant occurs past the rate-determining step (such as a zero order dependence 
of B in Eq. 7.29). Therefore, the order of the reaction and the order with respect to each re­
actant tells us about whether a given species reacts prior to or at the rate-determining step, 
and can give insight into which reactants react in a step after the rate-determining step. 

A-P 

A+A-P 

A+B P 

A- I + B-P 

(Eq. 7.25) 

(Eq. 7.26) 

(Eq. 7.27) 

(Eq. 7.28) 

(Eq. 7.29) 

To deduce the rate law for a reaction, we vary the concentrations of each individual re­
actant and measure the rate. From the experimental observations we discover if the reaction 
is zero, first, second, etc., or a fractional order in each species. This is often done by plotting 
the rate as a function of starting concentration of each species (Figure 7.14) while holding ev­
ery other reactant concentration constant (also solvent, temperature, etc.). A slope of zero in­
dicates zero order dependence, a slope of one indicates first order behavior, and a curved 
plot that fits an exponent of two indicates second order kinetics in tha t reactant. 

ote that we are suggesting you plot several rates versus concentration, while other re­
actant concentrations are kept constant. Howeve1~ reaction rates depend upon the concen­
tration of the species involved and they change with time. Hence, in this experiment, we 
need to measure the rates at equivalent points. One must measure the various rates starting 
at points in time where the concentrations of those species whose concentrations are being 
kept constant are relatively invariant. Initial-rate kinetics, which is described later in this 
chapte1~ is particularly useful in this regard. In contrast, if we algebraically incorporate con­
centration into the rate constant, we can plot rate constants as a function of concentration to 
determine kinetic orders (wait until the section on pseudo-first order kinetics to understand 
this fully). 

First 
order 

[Reactant] 

Figure 7.14 
The rate of a reaction 
as a function of reactant 
concentration for second, 
first, and zero order kinetic 
dependence upon the reacta nt. 
The y-axis is also commonly 
a kob.- value generated by 
pseudo-first order condi tions 
or an initial rate analysis (see 
tex t fo r discussion). 
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Going Deeper 

Molecularity vs. Mechanism. Cyclization 
Reactions and Effective Molarity 

A useful illustration of the distinctions between mecha­
nism, molecularity, and order arises in the analysis of 
intramolecular ve rsions of typically intermolecular reac­
ti ons. Consider a classic SN2 reaction of an amine and an 
alkyl iodide. The reaction is second order (first order in 
both amine and alkyl iodide) and bimolecular (two mole­
cules involved in the transition sta te; that's what the "2" 
in "SN2" stands for) . The mechanism involves the back­
side attack of the nucleophilic amine on the C, displacing 
the iodide in a single s tep . Now consider a long chain mol­
ecule i that terminates in an amine on one end and an alkyl 
iodide on the other. Now two types of SN2 reactions are 
possible.lf two different molecules react, we still have a 
second order, bimolecu lar, intermolecular reaction. The 
product would ultimately be a polymer, ii, and we will 
investigate this type of system further in Chapter 13. Alter­
nati vely, an intramolecular reaction could occur, in which 
the amine reacts with the iodide on the same molecule pro­
ducing a cyclic product, iii . This is still ca lled an SN2 reac­
ti on, even though it w ill be fi rst order and unimolecular. 

0 
I 

The differing kinetic orders of these two reaction pa th­
ways provide a simple means to select one product over 
another. The polymerization reaction depends on the 
square of the concentration of i, while the cyclization is 
first order in [i] . This states mathem a tically what we know 
intuitively. High concen tra tions favor the polymerization 
whil e low concentra tions favor cyclization. When the 
cyclic product is desired, we simply run the reaction at 
high enough dilution that the polymerization reaction 
becomes implausib ly slow. What is that concentration? 
Let's set up the rate equations for the two reactions. Cycli­
za tion will be favored when reaction I is slower than reac­
tion II-that is, w hen the ratio ofra tes is less than 1. The 
ratio of rate constants has the unjts of molarity, and it is a 
characteristic of the particular system known as the effec­
tive molarity (EM) (see Chap ter 9 for another an alysis). 
If [i] is significantly less than the effective molarity of 
the reaction system, then the major product will be the 
cyclized molecule. 

Reaction I: d[i ] I dt = k;nter[iJ2; Reaction II: d[i] I dt = k;nora[i] 

Ratio I /II = (k;ntcr[i]2) I (k;noro [i]) = (k;ntcrf k;ntra)[i] = [i] I EM 

I! 0 
H 

iii 

;; 

Polymerization versus cyclization varies as a function of concentration 

7.4.2 Kinetic Analyses for Simple Mechanisms 

For elementary reactions the kinetics are relatively simple, and there are straightfor­
ward mathematical expressions that allow us to solve for rate constants. These simple mech­
anisms are those we analyze firs t. They involve first and second order kinetics, along with 
variations including pseudo-first order and equilibrium kinetics. We also look a t a method 
to measure rate constants known as initial-rate kinetics. We analyze complex reactions only 
under the simplifying assumption of the steady s tate approximation (Section 7.5.1), and 
show how kinetic orders can change with concentration. More advanced methods for ana­
lyzing complex reactions are left to texts that specialize in kinetics . 
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The ways that kinetic data are used to assist us in deciphering a mechanism are quite 
varied depending upon the case. First, we can examine the kinetic data and decide in what 
manner the reactants combine, and then write a mechanism that is consistent with the data. 
Second, we can already have a potential mechanism or mechanisms in mind, which will pre­
dict particular kinetic observations. We test our hypotheses by performing the experiments 
designed to display the predicted observations. Both approaches require that we have the 
abi lity to derive the rate laws that predict the experimental observations. Thus, we now give 
a discussion of generic mechanisms and their particular rate laws. In Chapters 9, 10, 11, and 
12, rate laws will be examined to support particular mechanisms. 

Inherent in kinetic experiments is the determination of one or more rate constants. Many 
of these examples we now give have more than one step, and we number the rate constants 
reflecting the sequence of the steps and not the kinetic order. 

First Order Kinetics 

The rate law for a s imple first order transformation (Eq. 7.25) can be written as in Eq. 
7.30. Rearranging this gives Eq. 7.31 which, upon integration, gives the integrated rate law 
7.32 where [A]., is the starting concentration of A. Another common way of wri ting this is 
Eq . 7.33, which shows an exponential dependence of the concentration of A upon the rate 
constant. 

d[P] 
dt 

_ d[A] 
dt 

d[A] = - kdt 
[A] 

k[A] 

ln[A] = ln[A]
0

- kt 

[A] = [A]o e - kt 

(Eq. 7.30) 

(Eq. 7.31) 

(Eq. 7.32) 

(Eq. 7.33) 

Therefore, if one uses a spectroscopic or chmmatographic method to monitor the con­
centration of A at various time points t, a plot of ln[A] vs. time will give a straigh t line with a 
slope that is the negative of the rate constant. If the data can be modeled with this equa­
tion, this suggests that the reaction is first order (see the next Connections highlight for an 
example). 

The half-life (t112) of a reaction is the time required for 50% of the starting rna terial to 
be consumed. A rule of thumb is to follow the reaction to five or more ha lf-lives to obtain an 
accurate first order rate constant. For a first order reaction the half-life is t 112 = ln(2) I k = 
0.693 1 k. A related term is the lifetime of a species, defined as 11 k, where k is the rate constant 
for the first order disappearance of the species. For a first order reaction, the time required 
for reaction does not depend upon how much reactant one starts with. For higher order reac­
tions the half-life and lifetime do depend upon the concentra tions of the reactants. 

We can also work with Eq. 7.30, using d[P] I dt. However, we need to have [P] in terms of 
[A]. Since the total concentration of A and P must always equal the initial amount of A ([Alo 
= [A] + [P], assuming no side reactions), we derive Eq. 7.34. Now a plot of ln([Alol ([A]0 -

[P])l versus t gives the rate constant as the slope. 

( 
[A]0 ) 

In [A]o- [P] = kt (Eq. 7.34) 
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Connections 

First Order Kinetics: Delineating Between 
a Unimolecular and a Bimolecular Reaction 
of Cyclopentyne and Dienes 

Due to the extremely strained nature of cyclopentyne, its 
cha racterization has been challenging, and data even sup­
porting its existence are slim. One proposed way to gener­
ate cyclopentyne is through the elimination of LiBr from 
compound i. In fact, if i is allowed to react with ii, both 
compounds iii and iv are formed, suggesting cycloadd i­
ti on reactions. But, is the precursor to ii i and iv truly cyclo­
pen tyne as shown in path A below? One can envi sion a 
mechani sm leading to iii and iv without the intermediacy 
of cyclopen tyne, as depicted in path B. This mechani sm 
is bimolecular, in volving a collision between i and ii in a 
ra te- limiting step. 

To di stingui sh between these two possibilities, the 
time course of the disa ppearance of i (a t mM con centra-

Creation and reaction of cyclopentyne 

Path A 

tion) was followed as a function of several concentra tions 
of ii varying from 1M to near 4 M. A first order ana lysis 
was used with ln[i] as they ax is, as indicated by Eq. 7.32, 
and straight lines were obtained . The ra te constants 
increased only by a factor of 50% for a four-fold cha nge in 
concentra tion of ii, indicating tha t ii is not in vo lved in the 
rate-limiting s tep (the slight increase in rate with increas­
ing ii was attributed to a solvent effect). Thus, the plots 
support a rate-determining wlimolecular decompos ition 
of i to g ive cyclopentyne, which subsequentl y reacts with 
ii to yield iii and iv. This is a good example of the u se of Eq. 
7.32, and the logic that goes along w ith using a kine ti c 
analys is to support or refute particular mechanis tic 
alternatives. 

Gilbert, J. C., McKinley, E. G., and Hou, D.-R. "The Nature of Cyclopen­
tyne from Different Precursors." Tetrnhedro11, 53,9891- 9902 (1997). 

iii iv 

I I 
Br'O + q Br 
a. > a .. > 

L1 Li 

Second Order Kinetics 

The differential rate law describing the reaction in Eq. 7.28 is given in Eq. 7.35. Re­
arranging and integrating thi s equation leads to Eg. 7.36. The mathematical manipulations 
along with integrating the rate expression are left to the Exercises at the end of the chapter, as 
is solvi ng the kinetics for the type of reaction depicted in Eq. 7.27. Using Eq. 7.36 and plotting 
[1 / ([B]., - [Alo)]ln([AL[B] I [Blo[A]) versus t gives the rate cons tant from the s lope. This re­
quires a spectroscop ic or chroma tographic method for monitor ing both [A] and [B], unless 
we express these concentrations in terms of each other. If the data ca n be modeled with this 
equation it sugges ts th at the reaction is second order. The following Connecti ons hi ghlight 
shows an example of how the observa tion of second order kine tics was used to support one 
mechanism versus another. 

d[P] = k[A][B] 
dt 

(Eq. 7.35) 

(Eq. 7.36) 



Connections 

The Observation of Second Order Kinetics 
to Support a Multistep Displacement 
Mechanism for a Vitamin Analog 

Thiamine is a vitamin used during the constru ction of 
13-keto acids. The kinetics of displacement of a leaving 
group (LG) from thiamine analogi was used to provide 
insight into the analogous enzyme-catalyzed reaction (the 
enzyme is known as thiaminase I). The reaction of sulfite 
ion with thiamine analogi to give ii appears at first glance 
to be a simple SN2 displacement, for which we would pre­
dict first order behavior for sulfite. However, investiga­
tion of the kineti cs showed the reaction to be second order 
in sulfite. This observation of second order kinetics 
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prompted further experimentation. The data supported 
the first sulfite adding adjacent to the imminium, expul­
sion of the leaving group, addition of a second sulfite, and 
then elimination of the first sulfite. Here, the sulfite was 
not used in a simple elementary reaction with second 
order behavior, but instead used twice in a multistep 
mechanism. This study is an excellent example of how a 
kinetic analysis may be used to demonstrate that the most 
obvious route is not necessarily the route used in nature. 

Zo ltewicz, J. A., Uroy, G., and Kauffman, G. M. " Intermediate in N ucleo­
phili c Substituti on of a Th iamin Ana logue . Change from First-Order to 
Second-Orde r Kinetics in Sulfite I on." f. Am. Chcm. Soc., 102,3653 (1980). 

A reaction sequence showing second order kinetics in sulfite 

Pseudo-First Order Kinetics 

While Eq. 7.36 does provide a way to analyze second order kinetics, it is not always feasi­
ble to simultaneously monitor the concentrations of both reactants. Very often, though, ex­
perimental conditions can be developed in which the relatively complex second order kinet­
ics can be reduced to first order kinetic behavior. Let's assume a scenario as in Eq. 7.28 and 
employ a large excess (usually 10 equivalents or more) of B. Now the concentration of B will 
change very little during the course of the reaction, and [B] can be approximated by [Blo. 
Because [B]o is a constant, it can be incorporated into the rate constant to give a new rate 
constant and a rate law that appears first order (Eq. 7.37). This process and the associated ex­
perimental conditions lead to what are called pseudo-first order kinetics (where k' = kobs = 
k[BJo), because a reaction that is in fact second order is being analyzed with first order rea­
soning. The application of pseudo-first order kinetics is very common. This is because the in­
tegrated rate law (either Eq. 7.32 or 7.33) is much simpler than that given in Eq. 7.36, and it is 
usually quite easy to execute the required experimental conditions . 

d[P] = k[A][B] = k'[A] 
dt 0 (Eq. 7.37) 

Using the integrated rate law given in Eq. 7.32 gives k', a number that depends upon the 
starting concentration of B. This new rate constant is often referred to as kobs· Dividing k' by 
[Blo gives k. An even better method of determining k is to plot kobs versus [B]o for several con­
centrations of B. The slope of the plot is k. 

Another case in which pseudo-first order kinetics is often observed is a catalytic reac­
tion. If one species is a catalyst, it is not consumed, so its concentration does not change (A + 
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Connections 

B gives P + B). If we let B be the catalyst, then [B] always equals [Blo, even ifB is not in excess. 
Applying the same concepts expressed with regard to Eq. 7.37 allows us to solve for kobs and 
therefore k. We will encounter examples of this kind of kinetic beh avior when we examine 
general acid-base catalysis in Chapter 9. 

Pseudo-first order kinetics is actually the most common form of kinetics used when de­
termining the kinetic order of a reactant. For example, a linear dependence of kobs upon [Blo 
indicates first order kinetics in B. A curved plot that conforms to a quadratic relationship 
would indicate second order kinetics in B. Hence, plotting kobs vs. [Blo when [BL > > [AL is 
an alternative method to plotting rates as a function of concentration (see the discussion of 
saturation kinetics later in the chapter) as a means of determining kinetic order in there­
actants. The next Connections highlight demonstrates the use of pseudo-first order kinetics. 

Pseudo-First Order Kinetics: If path B were opera ti ve, the k obs values would include 
[ii]"' and we would expect a four-fold increase in the con­
centration of ii to directly give a four-fold increase in the 
kobs value. Hence, the experiment given to disting uish 
Path A from Path B was actually designed to distinguish 
first order kinetics from pseudo-first order kinetics, 
thereby supporting either a unimolecular or bimolecular 
mechanism, respectively. It is important to stress that 
pseudo-first order kinetics, despite the " first order" in 
the name, will usually represent bimolecul ar o r even 
more complex reaction mechanism s. 

Revisiting the Cyclopentyne Example 

With regard to the reaction of cyclopentyne and dienes, 
we showed in a Connections highlight on page 386 how 
a firs t order kinetic analysis of the time course data gave 
s traight lines revealing rate constants for the reaction that 
h ad little dependence upon the concentration of di ene. 
This supported Path A involving cyclopentyne. What 
would be expected for this reacti on if Path B were 
operating? 

Since large excesses o f ii were used re lati ve to i, a 
pseudo-first order kine ti c treatment was appropriate. 

Equilibrium Kinetics 

Although in principle all reactions are reversibl e, with the forward and reverse reactions 
proceeding through the same transition sta te (microscopic reversibility), often the forward 
reaction is sufficiently exothermic that the ra te of the reverse reaction is so slow as to be neg­
ligible. We then consider the forward reaction to be irreversible. For many reactions, though, 
the forward and reverse reactions are comparable in rate, in which case an equilibrium be­
tween reactant(s) and product(s) is established . At equilibrium the concentrations of there­
actant(s) and product(s) are not changing, but the system is dynamic. In fact, at equilibrium, 
reactions are going on all the time. It is just that at equilibrium the rate of the forward reac­
tion is equal to the rate of the reverse reaction, and so there is no net change in concentrations 
of any species (Eq. 7.38, where kr and kr are the rate constants for the forward and reverse re­
actions, respectively). However, when we initiate such a reaction with on ly reactants pres­
ent, a certain amount of time is required before equilibrium is established, so we can calcu­
late a rate for the approach to equilibrium. This is the scenario that we now want to examine. 

d[ reactant(s)] 

dt 

d[product(s)] 

dt 
= kr[reactant(s)] = kJproduct(s)] (Eq. 7.38) 

Consider A in equilibrium with B (Eq. 7.39), where we allow the reaction to start with 
some A and B present ([Ala and [B] 0 ). We define a variable x that represents the extent of reac­
tion. The variable xis simply the amount of A that has been depleted at a certain time t, 
which in this case would also be equal to the amount ofB that has increased. This leads to Eq. 
7.40. Rearranging and integrating leads to Eq. 7.41. 
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A= B (Eq. 7.39) 

(Eq. 7.40) 

(Eq. 7.41) 

This is quite a complex integra ted rate equation. Howeve1~ if we study the kinetics of the 
reaction at points in time near the establishment of equilibrium, we make the assump tion 
that the forward and reverse ra tes are becoming equ al (as when equilib rium is really estab­
lished). At equilibrium we define [x] as [x]0 , where the ex tent ofreac ti on is as fa r as it is going 
to go, which leads to kr([A]0 - [x]0 ) = k,.([B] 0 + [x] 0 ) . Solving this equality for kr[A]0 -k,.[B]0 , and 
substituting the result into Eq. 7.41, leads to Eq. 7.42. This tells us that as one approaches 
equilibrium, the ra te appears firs t order with an effective ra te constant that is the sum of the 
forward and reverse rate cons tants. This is an approxima ti on beca use we d efined [x] as [xlc 
to obtain thi s answer, but it is a very common way to analyze equilibrium kinetics. Chemists 
qualitatively estimate tha t the rate to equilibrium is the sum of the rates of the forward and 
reverse reactions. 

(Eq. 7.42) 

Initial-Rate Kinetics 

We commonly encounter reactions that are slow enough that it is difficult to follow them 
to several half-lives in order to obtain a reliable rate constant. Further, many reactions start 
to have significant competing pathways as the reaction proceeds, causing d eviations from 
the ideal behaviors discussed above. In these cases we often turn to initial-ra te kinetics. ln 
this procedure we only follow the reaction to 5% or 10% completi on, thereby avoi ding com­
plications that may ari se later in the reaction and / or allowing us to solve for ra te cons tants 
in a reasonable time period. This approach is inherently less accurate than a full monito ring 
of a reaction over several half-li ves, but often it is the bes t we can do. 

We start with Eq. 7.30 and note that very early on in the reaction the change in concentra­
tion of A is small. As a result we can approximate [A] with [A]0 . This means that d[P] / dt is 
essentially a constant equal to k[A ]0 . Plotting [P] versus t over the fir st few percent of the 
reaction gives a line whose slope is k[A] o (Figure 7.4). Dividing the slope by [Ala gives k. This 
is a simple way to measure first order rate constants as long as you can accurately measure 
the low concentrations of product produced early in a reaction, or accurately measure the 
small decrease in reactant concentra tion early in a reaction . It is also a good m ethod for gen­
erating plots such as Figure 7.14, w hich give kinetic orders, by measu ring ini tia l rates for 
different [A] 0 . 

Tabulating a Series of Common Kinetic Scenarios 

Now that we have looked at some of the most common scenarios, it is useful to tabu late 
these along with more complex ones. This should serve as a simple reference table for you 
to apply when implementing kinetic experiments. Table 7.2 shows several reaction stoichi­
ometries along with the rate laws and the integrated ra te laws. Almost all of these scenarios 
are amenable to reduction to simpler forms when a large excess of one reagent is used or an 
initial-rate kinetic treatment is applied. 
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Table 7.2 
Reactions, Rate Laws, and Integrated Rate Laws 

Reaction 

A-P 
2A - P 
3A-P 
A + B-P 
A + B + C -P 

2A + B- P 

Rate law 

d[P] I dt = k[A] 
d[P] I dt = k[Aj2 
d[P] I dt = k[Aj3 
d[P] I dt = k[A][B] 
d[P] I dt = k[A][B][C] 

d[P] I dt = k[Aj2[B] 

Integrated rate law 

ln([A]I [A]o)= - kt 
1 I [A] = kt + 1I [A] 0 

0.5(1I[A)2 - 1I [A]0
2) = kt 

[1 I ([B]0 - [Alo)J 1n([A]0 [B] I[B]0 [A]) = kt 
{1 I [([AJo - [B]o)([B]o- [CL)([C]o- [ A]o)lln i([A] I 
[AJo){[B[u- ICl.,)([B] I [B]

0
){1Clu- [AJol([ C) I [ C)

0
)(JAJo-JBJ..)I = kl 

I21(2[B)o - [A]0 )1! (1 I [A])- (l i [Alo)l + I21(2[B]., ­
[A]0)211n([Blo[A] I [A]0 [B]) = kt 

7.5 Complex Reactions-Deciphering Mechanisms 

7.5.1 Steady State Kinetics 

Thus far we have considered reactions with rela ti vely simple mechanisms that can be 
assigned well-defined ra te expressions. However, most organic, bioorganic, and organo­
metallic mechanisms ha ve more than one s tep, and frequently involve reacti ve intermedi­
ates. Su ch mechanisms can produce complex rate laws tha t are d ifficult to analyze. Fortu­
nately, we can take ad vantage of the reactive na ture of the intermediate(s) to simplify our 
analysis. In the course of a reaction with a transient intermediate, we do not expect large con­
centra tions of that intermed iate to ever accumulate in the reaction medium. There should 
always be only a very smal l concentra tion of the intermedia te, and to a good approxima tion, 
the concentration of the reactive illtermediate is constant during the reaction. This is the basis of the 
steady s tate approximation (SSA), and we will develop its u ses here. 

It m ight seem odd tha t the concentration of an intermediate can be trea ted as effectively 
cons tant duri ng a reaction if it is absent at the beginning of the reaction, is there in the mid­
dle, and is absent again at the end. Wha t is important for the SSA to be valid is that the ab­
solute changes in concentra tion of the intermediate be small with respect to changes in the 
concen tra tions of the reactants and products. It is therefore easy to rea lize tha t if the concen­
tration of the intermedia te is always very small, the absolute changes in its concentration 
must also be very small. 

The SSA is best exp la ined by working through an example. The SSA can be applied to 
reactions involving one or more intermedia tes, but our firs t example involves on ly a single 
in ter med iate. Consider the first order formation of an inte rmediate that is foll owed by a sec­
ond order reaction for the formation of the product (Eq. 7.43). Eg. 7.44 gives the rate of the 
reaction , w hich depends on the concentra tion of !.Interm ediate I is crea ted from A and de­
p leted by reversion to A and by reaction with B, so its concentration change as a function of 
time is gi ven by Eg. 7.45. The SSA allows us to set Eg. 7.45 equal to zero; that is, the concentra­
tion ofl does not change with time. Upon rea rranging Eq . 7.45 to give Eq. 7.46 and substitut­
ing the resulting expression for [I] into Eg. 7.44, we arrive at Eg. 7.47. Importantly, Eg. 7.47 
predicts first order behavior in the concen tration of A, but a more complica ted dependence 
on the concentration of B. 

(Eg. 7.43) 

d[P] = k [I][B] 
dt 2 

(Eg. 7.44) 

(Eg. 7.45) 
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d[P] 
dt 

k1k2[A][B] 

k_1 + k2[B] 

(Eq. 7.46) 

(Eq. 7.47) 

The application of the SSA is ex tremely common, but before going further we should ex­
plicitly consider the implications of the approximation. To be va lid, the intermediate(s) must 
be very reactive and therefore present a t very small concentrations. To sa tisfy this, the inter­
mediate must exist in a shallow potentia l energy well w ith small barriers to formation of 
product and/ or reversion to reactant relative to the barriers for formation of I from R or P 
(see Figure 7.3 F).lt is because of these small barriers that the conce ntration of the intermedi­
ate never builds up, but remains at a small level-essentially cons tant. This is mathemati­
cally expressed by setting the rate of change of the intermediate's concentration equal to 
zero (d[I] / dt = 0; see Eq. 7.45). The notion that the intermediate can rapidly revert to reactant 
impli es that a pre-equilibrium is part of the mechanism. However, there is nothing in the 
SSA that requires the equilibrium concentration of the intermediate to be fully established, 
and in fact the equilibrium usually is not established due to the intermediate's transient na­
ture. Finally, it is generally tru e that the product will be much more stable than the interme­
diate(s), making the last step in the sequence substantially exotherm ic. In practice, we usu­
ally apply the SSA to reactions where the last step is irreversible. This is not required in the 
SSA analysis, but by not establishing an equilibrium between the reactant and product, we 
do not have to use any of the complexities associated with the analysis of equilibrium kinet­
ics (see above). If the intermediate a pproaches the energy of the reactant and/ or product, the 
SSA is invalid because the concentration of the intermediate will change with time, and the 
approximation is certainly invalid when the energy of the intermediate drops below either 
the reactant or product. 

Many organic, organometallic, and bioorganic reactions involve intermedia tes that are 
indeed reactive and transient. Reactive intermediates such as carbocations, radicals, carban­
ions, and carbenes are common to organ ic and bioorganic transformations, whereas coordi­
natively unsaturated transition me tals, and low and high oxidation state metals are com­
mon to organometallic reactions (see Chapter 12). 

Let's now consider a scenario whe re the same number of reactants are used as in the 
above example, but a different sequence is involved. Here the intermediate is formed in a 
second order reaction, and the intermediate converts to product in a first order reaction (Eq. 
7.48). Eq. 7.49 expresses the rate of the reaction, and Eq. 7.50 ex presses the SSA. Solving Eq. 
7.50 for [I] leads to Eq. 7.51, which upon subs titution into Eq. 7.49 gives Eq. 7.52. Eq . 7.52 has 
several rate constants incorporated into a product and quotient, which taken together is a 
constant that we call k obs · This mechanistic scenario predicts that the reaction is firs t order in 
A and B, dis tinctly different than that presented in the last mechanistic scenario. This com­
parison revea ls the power of a kinetic analysis when deciphering complex reaction mecha­
nisms, beca use we are able to predict the order of the reaction with respect to different re­
actants for different possible mechanisms. Howeve1~ this analysis a !so shows that we could 
not distinguish the mechanism ofEq. 7.48 from a simple elementary second order reaction of 
A and B, because both rate laws have a single rate constant, k or k obs· We cannot decipher 
whether a rate constant represents a single elementary step or a combination of several rate 
constants for individual elementary steps. 

kl k 
A + B = I - 2-P 

k_l 

d[P] = k [I] 
dt 2 

(Eq. 7.48) 

(Eq. 7.49) 
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dJ!l = k1[A][B]- k_1[I] - k2[I] = 0 

d[P] 
dt 

l 
k1[A][B] 

[I =--­
k_l + k2 

k1k2[A][B] 

k_l + k2 

(Eq. 7.50) 

(Eq. 7.51) 

(Eq. 7.52) 

Finally, let's increase the complexity just one step further. Consider a mecha ni sm in 
whjch a reactive intermediate is formed in a first order reac tion along with a stable product 
(P1), followed by a second order reaction wi th a second reactant that converts the intermedi­
a te to product P2 (Eq. 7.53). We go through the sam e mathematical process of ana lyzing the 
rate (Eq. 7.54), applying the SSA (Eq. 7.55), and performing algebraic manipulation (Eq. 
7.56), to arrive at the resu It (Eq. 7.57). The prediction is that the reaction is first order in A, less 
than first order in B, and is re tarded by P1 (since its concentration is only in the denominator) . 
Such predictions are important in guiding the experiments used to test if a reaction fits this 
mechanistic scenario. 

k 
I + B - 2-P2 

d[l] 
--;}{ = k1 [A]- k_1[I][P,] - k2[I][B] = 0 

[I] = k1[A] 
k_1 [P1] + k2 [B] 

d[P2] 

dt 

k1k2[A][B] 

k_1[Pd + k2[B] 

(Eq. 7.53) 

(Eq . 7.54) 

(Eq. 7.55) 

(Eq. 7.56) 

(Eq. 7.57) 

There are three ite ms that you should note about the form that the ra te laws take 
w hen the SSA ana lysis is used. The first one leads to a u sefu I" rule of thumb" for writing out 
the resulting rate law without doing all the mathema ti ca l manipul a tions given above. Note 
tha t the numera tor of the final ra te law is a product of all the forward ra te constants (those 
consecutive steps tha t take the reactant to the product), and the concentrations of all the re­
actan ts required to give the product. In the three examples given above, k1 and k2 represent 
the two steps leading to product, and both A and B were needed to form the product. There­
fore, the numera tor of each rate law had these terms (Eqs. 7.47, 7.52, a nd 7.57). In contrast, 
the denominator is a sum of terms, each of which reflects a different route by which the inter­
mediate can react. There is a term reflecting reversion to starting ma terial, and a term th at is 
representative of conversion to product. For example, consider the de nominator of the rate 
law for the last mechanistic possibility given (Eq. 7.57). The intermediate can react w ith P 1 to 
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give the reactant A or it can react with B to give P2 with the rate constants k_1 or k2 , respec­
tively. Finally, the concentration of the intermediate is never involved in either the numera­
tor or the denominator. Therefore, the " rule of thumb" is the following: Write out all the rate 
constants and concentrations for the forward steps in the numerator as a product, and write 
out all the rate constants and concentrations for the ways that the intermediate can branch as 
a sum in the denominator. This generalization cannot be used when there is more than one 
intermediate that the SSA is applied to. 

The second item that we note about the form of the rate expressions is that the terms in 
the denominator either involve rate constants alone or products of rate constants and con­
centrations. The terms that represent first order chemical reactions of the intermediate are 
represented by rate constants alone, whereas the terms that represent second order chemical 
reactions of the intermediate involve the product of rate constants and concentra tions. 
When the SSA is applied to more than one intermediate, these terms become more complex. 
The magnitudes of the terms that are only rate constants are not amenable to manipulation 
by the chemist performing the experiment, except by changing the temperature or solvent 
properties. However, the magnitude of the terms that involve both rate constan ts and con­
centrations are easily adjusted by a chemist by simply increasing or decreasing initial con­
centrations. This is because these terms are representative of second order reactions, whose 
rates and half-lives are concentration dependent. The ability to change the magnitude of the 
terms in the denominator of such rate laws is critical to using kinetic experiments to deci­
pher mechanisms. 

The terms in the denominator are not necessarily comparable in m agnitude. Very often 
one term is negligible compared to another and can be dropped, resulting in a considerably 
simplified rate law. In fact, when the terms in the denominator involve species whose con­
centrations can be controlled by m anipulating their initial concentra tions, wt; can use this 
ability to simplify the rate law when testing for a particular mechanism (see below). The sim­
plification of rate laws often leads to reduction in the kinetic order for a reactant, where zero 
order becomes the result for that reactant. Before analyzing this, we show in the next Going 
Deeper highlight how zero order kinetics can arise for a reactant regardless of the concentra­
tion of that reactant. Then, in the following Connections highlight, we give an example from 
organometallic chemistry to show the power of using the SSA. 

Going Deeper 

Zero Order Kinetics 

Often a reactant will not appear in the final ra te law for a 
reaction, making the reaction formally zero order in that 
reactant. No reaction can be zero order in al l species and 
therefore be zero order overall . This would mean that the 
reaction has no con centration dependence upon any of the 
reactants, which is impossible. But a reaction can be zero 
order in a single component, and the way this can occur 
involves a reaction where the species displaying zero 
order kinetics reacts after the rate-determining step. 

Let's consider the scenario given below as an 
example. In this reaction, two irreversible steps and one 
reactive intermediate (I) are involved. If the first step is 
irreversible, it has to be rate-limiting. Application of the 
SSA follows, and thus the reaction is zero order with 
respect to B. This is a clear example of how a step beyond 
the rate-determining step does not in fluence the kinetics. 

A case of zero order ki netics has been reported for 
the polymerization of norbornene by titanacyclobutanes. 
Plots of the concentration of norbornene (the alkene 
shown over the arrow of the second step) du ring poly­
merization, for three different initial concentrations of 
catalyst and norbornene, as a function of time, a re shown 
below. The straight line plots establish that the ra te of con­
sumption (polymerization) of the norbornene is constant, 
indicating that the concentra tion of norbornene is not 
affecting the rate. Remember that if the species affects the 
rate, then an exponential concentration versus time plot 
should be found (as in Figure 7.4). The observation of zero 
order behavior in norbornene was interpreted as support­
ing a rate-determining step involving repetitive ring 
openings of the catalyst, wi th each ring opening followed 
by a rapid reaction with norbornene. Thus, the polymer-
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ization is first order in catalyst, but because the reaction 
with norbornene occurs after each rate-determining 
ring opening, one sees no kinetic dependence upon 
norbornene. 

d[P] = k [I][B] 
dt 2 

d[I] = k1[A] - k2[I][B] = 0 
dt 

k1[A] = k2[I][B] 

d[P] = k [A] 
dt 1 

Fast 

n repetitive ring openings 

rds -

and trappings with norbornene -

'( 
Cp2Ti~ 

/; 

Gi lliom, L. R., and Gn1bbs, R. H . " Titanacyclobutanes Deri ved from 
Stra ined CyclicOiefins: The Living Polymeriza tion of Norborene." f. Alii. 
Client. Soc., 108,733 (1986) . . 

Ring-opening metathesis polymerization 
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Kinetic data for the polymerization of norbornene at 73 oc 
with the first metallacyclobutane shown above. 
• , [catalyst] = 0.035 M and [norborene] = 3.2 M. 
e, [catalyst] = 0.07 M and [norborene] = 3.2 M. 
&, [catalyst] = 0.035M and [norborene] = 1.6 M. 
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Connections 

An Organometallic Example of Using 
the SSA to Delineate Mechanisms 

Complex i has been shown to react with allyl chloride 
(All-Cl) to give ii. The original investigators proposed 
two possible scenarios for this transformation. The first 
involved the sulfur acting as a nucleophile to displace the 
chloride followed by exchange of pyridine and chloride 
anion-an associative mechanism. The second involved 
loss of pyridine (pyr) in a first step, with subsequent reac­
ti on with allyl choride-a dissociative mechanism. 

Associative 

Dissociative 

Associative and dissociative mechanisms 
have different kinetic outcomes 

These mechanisms should show distinctly different 
kinetics. Using the SSA on both pathways gives Eg. A for 
the associative mechanism and Eg. B for the dissociative 
mechanism. Eg. A predicts first order behavior in allyl 
chloride under all conditions with zero order behavior for 
pyridine. Interestingly, because chloride is used in both 
the forward and reverse steps branching from the inter-

mediate iii, it cancels in the numera tor and denominator. 
In contrast, Eq. B shows that the kinetics would lose depen­
dence upon allyl chloride at high concentration of allyl 
chloride (see the discussion of saturation kinetics given 
below) and the reaction would be slowed with addition 
of pyridine. 

rate = k1k2[i][All- Cl][Cn I (k~I [en + k2[Cr]) 

= k0 b5 (i][All- Cl] 

(Eg.A) 

rate = k3k4[i][Ali- Cl] I (k~3 [pyr] + k4[All-Cl]) = kobs[i] 

(Eg. B) 

The original investigators, however, used a different 
kinetic " trick" to distinguish between the two mecha­
ni sms. Taking the reci procal of kobs from Eg. B gives Eq. C, 
which predicts a linea r p lot for 1/ kob' versus ([pyrlo / [All­
Cl]0), which was found to be consistent with the experi­
mental findin gs, thus supporting the dissociative mecha­
ni sm over the associative one. 

1 I kobs = 1 I k3 + (k~3 I k3k4)([pyr] 0 I [ All- Cl] 0 ) 

(Eg.C) 

Sweeney, Z. K. , Poise, J. L., Andersen, R. A., and Bergman, R. G. 
"Cycloaddition an d Nucleophili c Substitution Reactions of the Monomeric 
Tita nocene Su!Ad e Complex ('1 ' -C, Me,),(CH,N)Ti = S." f. Am. Che111. Soc., 
120, 7825~7834 (1988). 

7.5.2 Using the SSA to Predict Changes in Kinetic Order 

Returning to the mechanism given in Eq. 7.53 and the corresponding rate law, Eq. 7.57, 
we now analyze the two terms in the denominator. The discussion given here is focused 
upon this single example, but it is meant to show how chemists in general intentionally look 
for changes in kinetic order to support or refute a mechanism by physically changing con­
centrations of reactants. 

Let's examine the result obtained when k_1 > > k2, and the concentrations of P 1 and B are 
comparable and in excess at the beginning of the study. Since P1 is a product of the first reac­
tion, its concentration necessarily increases during the reaction. However, we are free to add 
this product in advance of performing the reaction as a means to keep its concentration 
nearly constant. With excess P1 and B present from the start, their concentrations do not 
change appreciably during the reaction (hence [P1] = [P1]w [B] = [B] 0 , and k_1(P1] > > k2[B]). 
Under these conditions the term k2[B] in Eq. 7.57 can be neglected, and the rate law reduces 
to Eq. 7.58. Now the reaction is found to be second order overall with respect to the reactants; 
that is, first order in both A and B. The rate of the reaction would be inversely proportional to 
the concentration of [P1] that was added at the beginning. 

k1k2 [A][B] 

k ~1 [Pd 
(Eq . 7.58) 
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This same result can also be achieved regardless of the relative sizes of L 1 and k2 as long 
as we can add enough excess ofP1 so that k_1[P1] >> k2[B]. In this case we have manipulated 
the rates of the individual steps by controlling the concentrations of the reactants. This is 
only possible with second order or higher reactions where at least one of the terms in the de­
nominator is concentration dependent. 

In contrast, when the k2[B] term is much greater than the k_1[PJ] term, we can neglect the 
kAPd term . Neglecting k_1[P 1] in Eq. 7.57 cancels the k2[B] term in the numerator and de­
nominator, giving Eq. 7.59. This scenario occurs when k2 > > L 1 and the concentrations of P1 

and Bare comparable, or when B is added in such a large excess that its associated term over­
whelms the P1 term. Under any of these conditions the reaction is found to be first order in A 
and zero order in B, and the concentration of P1 does not affect the rate. 

(Eq. 7.59) 

The reduction of Eq. 7.57 to Eqs. 7.58 or 7.59, depending upon the experimental condi­
tions, gives us the ability to test if the kinetics of the reaction under study responds in the 
manner predicted by these mathematical analyses. If the kinetics gives the behavior dis­
cussed, the data tell us that a mechanism involving A in the first step to give P1 and a reactive 
intermediate that then reacts with B is plausible. This shows how one can experimentally 
control the form of the rate law and thereby test mechanistic postulates, such as the sequence 
of steps and the existence of an intermediate. 

7.5.3 Saturation Kinetics 

In the above hypothetical scenarios we showed that a mechanism that appears less than 
first order in B (Eq. 7.57) can be made to be either first order in B (Eq. 7.58) or zero order in B 
(Eq. 7.59) by manipulating the concentrations of P1 orB, respectively. Therefore, depending 
upon the concentrations ofB and P11 as well as the relative sizes of k_1 and k2, the reaction will 
vary between first and zero order in B. This leads to a graph like the one shown in Figure 7.15 
for different concentrations of [Blo. The pseudo-first order rate constant k obs increases with 
increasing [8]0 , but levels off when [B]o is in a very large excess. At the lower concentrations 
of B the graph is indicative of first order behavior in B, while the plateau shows zero order 
dependence upon B. The rate has been saturated at a maximum level equivalent to k1[A]. 
Such kinetic behavior is called saturation kinetics. An example using very common chemis­
try is given in the next Connections highlight. 

Most mechanisms that have rate laws with concentrations of a reactant in both the nu­
merator and the denominator will show saturation kinetics. It is always indicative of a pre­
equilibrium in the mechanism, where the step involving this reactant (Bin this case) is after 
the equilibrium. For example, the mechanism given in Eq. 7.43 will also show saturation ki­
netics in [B] (convince yourself by examining Eq. 7.47), whereas the mechanism given in Eq. 
7.48 will not (convince yourself by examining Eq. 7.52). 

Figure 7.15 
The variation in k.,b, as a function of the starting 
concentration of B for a reaction mechanism that 
shows saturation in B. 
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Connections 

Saturation Kinetics That We Take 
for Granted-SNl Reactions 

In introductory organic chemistry we often teach that the 
substitution of a tertiary alkyl halide with a nucleophile in 
ionizing solvents proceeds via a first order process (an SNl 
pathway). The reaction rate has no dependence upon the 
concentration of nucleophile. Does this really make sense? 
If we add no nucleophile there would be no product for­
mation, so how can the rate real ly have no dependence 
upon nucleophile? The answer lies in the fact that under 
most experimental conditions for SNl reactions, the kinet­
ics of the reaction are already in the saturation region. 

d[P] 
dt 

-}-sr 
R 
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Consider the kinetic expression for the reaction below. 
This substitution reaction has to be an SNl process because 
the alkyl halide is tertiary (remember that SN2 reactions 
are proh ibitively slow on tertiary centers). The kinetic 
expression indicates a ki netic order in cyanide. However, 
under most reaction conditions we would choose to per­
form this reaction (excess cyanide and an ionizing sol­
vent), the kinetic expression would reduce to that shown. 
This is due to the carbocation form ation being the highest 
barrier on the energy surface, k2 being much larger that k_1, 

and [CN-] being greater than [Br]. We are already in the 
satu ration regime. 

-!-eN 
p 

An SN 1 mechanism and the associated rate law 

7.5.4 Prior Rapid Equilibria 

There is one last mechanistic scenario that we want to cover. It relates to a fully es­
tablished equilibrium with an intermediate. Remember that by definition the equilibrium 
constant for a reaction is the quotient of the forward and reverse rate constants. Therefore, 
the k1 I k_1 term in Eq. 7.58 can be replaced by Kcq' which represents the equilibrium constant 
for the formation of the intermediate. This leads to Eq. 7.60 for such a mechanism (see the 
Connections highlight on the next page for an example). 

d[P2] 

dt 

Keqk2[A][B] 

[Pd (Eq. 7.60) 

In summary, we have demonstrated how the kinetic behavior of a system can be manip­
ulated by changing the concentrations of reactants. This leads us to conclusions about these­
quence of the steps in the mechanism. Therefore, kinetic analyses are extremely informative 
for supporting or refuting mechanisms. 

7.6 Methods for Following Kinetics 

All rate laws express the concentration of either the reactant or the product as a function of 
time. In every case, a plot of one of these concentrations as a function of time needs to be gen­
erated. The data are plotted in the manner dictated by the integrated rate law so as to solve 
for the rate constant for the reaction. In all cases, some experimental technique must be used 
to monitor concentration as a function of time. Because time is a factor, the technique must be 
amenable to the time scale of the reaction and the ability of the chemist to introduce and mix 
the sample to initiate the reaction. Experimental techniques have been developed for the 
analysis of relatively slow reactions as well as exceedingly fast reactions. 
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Connections 

Prior Equilibrium in an SNl Reaction alcohol as an unstable intermediate using the SSA because 
its energy is still sign ificantly below that of the carbocat­
ion. Hence, during the time required for the formation of 
P, the equi librium would be fully established. The kinetic 
expression simplifies when k2 > k_1 or [I-] is high e nough, 
and predicts that the rate depends only upon the pH and 
the concentration of alcohol. 

The reaction oft-butyl alcohol with HI in water proceeds 
via protonation of the alcohol, water departure in a rate­
determining step, and trapping of the carbocation by 
iodide (see below). The kinetic expression for this reaction 
is shown below, where we have treated the protonation of 
the alcohol as a fully established equilibrium prior to the 
heterolysis reaction. We have not treated the protonated 

d[P] 
dt 

Keqk1k2[R][H30+JWJ 
k_1[H20] + k2[I] 

k 1° \__ _2 _ _ / 1 

p 

An SN1 mechanism and the associated rate law 

7.6.1 Reactions with Half-Lives Greater than a Few Seconds 

When a reaction has a half-li fe grea ter than several seconds to minutes, we can usually 
mix the sample and record enou gh concentration data before the reaction is over such that 
a reliable time plot can be generated. Therefore, special techniques for generating the re­
actants and I or mixing the reactants are not required (see the next section). With these slower 
reactions, the kinetic analyses can be performed w ith chromatographic and spectroscopic 
methods. Most common is some form of spectroscopy. Spectroscopic techniques allow for 
continuou s monitoring of changes in concentra tion. If the reactant and product have dif­
fering absorption or emission spectra, this is particularly convenient because all modern 
versions of these spectrometers are automated. Often we can directly use the absorbance or 
emission values in place of the concentrations when following firs t order kinetics, because 
concentrations are generally directly proportiona l to absorbance or emission via Beer's law 
(see Chapter 16). Nuclear magnetic resonance is a lso commonly used to follow the progress 
of a reaction. 

Numerous other methods are also applicable. Chromatographic analysis w ith h igh per­
formance liquid chromatography (HPLC) or gas chromatograph y (GC) is quite common. 
These methods are usually accompanied by an analysis that measures the response of the 
detector to the concentration of the species being analyzed. The peaks recorded in the chro­
matograms a t each point in time are integrated in reference to an added standard, and then 
trans lated into concentrations using the analysis of the detector response. If the reaction gen­
erates a species that changes the pH, continuous pH measurements or acid- base titrations 
can be used to monitor the reaction. As a last example, if the reaction involves the inter­
change of optically active species, then polarimetry is a very convenient method to use. Es­
sentially any method that can be related to concentration and followed as a function of time 
can be used to determine the rate of a chemical reaction. 

7.6.2 Fast Kinetics Techniques 

If the half-life for a reaction is just a few seconds or less, the reaction is typically com­
pleted within the time required to introduce and mix the reactants within the reaction vessel. 
The lifetime ( r) of a transient intermediate is the inverse sum of all the rate cons tants for its 
disappearance [r = 1 I CHJ]. With very short lifetimes, conventional methods for following 
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the time course of the reaction cannot be u sed. This is especially true for diffusion limited 
reactions, w h ere every collision results in a reaction (kobs is near 1010 M-1 s-1

; look back at the 
discussion of diffu sion in Ch apter 3) . Here, we n eed especially fast mixing and kinetic meth­
ods. Increasin g the viscosity of the medi a can slow the reaction and assist the an alysis. 

Further, if w e want to m easure the ra te cons tants for reactions of high energy reactive in­
termediates, we cannot foll ow these reactions without some method of generating the inter­
mediates a t a ra te faster th an their subsequent reactions. In these cases we need to turn to 
what are known as fast kinetic techniques. Th e first one we d iscuss deals with a m ethod for 
following a reaction that occurs faster than the time it takes to mix the reagents in a conven­
tional manner, while the later two techniques are methods for the rapid generation of reac­
tive intermedi ates. 

Flow Techniques 

When the rate of a reaction is fas ter than the time it takes u s to introduce and mix re­
agents, we must turn to a method that achieves rapid mixing and has the ability to monitor 
the ex tent of reaction at va rious times. The most common methods involve flow tubes (Fig­
ure 7.16). The reactants are mixed at the point w here the two tubes intersect, and then the ex­
ten t of reaction is followed by an analysis of the mixture a t various points along the obser­
va tion tube. The flow ra te of the tube is known, so that the time from the point of mixing is 
known at each an alysis point along the tube. In the stopped-flow method, the fl ow is sud­
denl y stopped a t various times, and the an alysis is performed a t the sa me point in the obser­
va tion tube a t each different time. Several commercial versions of this apparatus are avail­
able fo r stopped-fl ow analyses, and it is a particul arly comm on method for the analysis of 
enzyme-ca talyzed reactions. With this technique reactions w ith half-l ives as sh ort as milli­
seconds can be measured . 

Solution A 

/ 

Solution B 

Flash Photolysis 

Mixing 

Figure 7.16 
Diagra m showing the general sch eme 
fo r a fl ow analysis for measuring the 
kineti cs o f fast reactions. 

Flash photolysis is one of several methods u sed to crea te a non-equilibrium mixture of 
reactants w ithin a very short tim e sca le. It is m ost commonly u sed to generate a highly reac­
ti ve intermediate that can be m onitored on very short time scales. It can be u sed to prepare 
relatively hi gh concentra tions of electronically excited molecules and a variety of reacti ve 
intermedia tes. The most typical protocol is the pump-probe approach. An inten se fl ash of 
light, the pump, is used to initiate a photochemical reaction tha t produ ces the reactive inter­
media te of interest. The du ra ti on of the light pulse must be shorter than the li fe time of the in­
termedi ate being probed. The intensity mu st be sufficient to generate enough of the reacti ve 
intermediate to be observable u sing some spectroscopic techniqu e. Most typically the obser­
va tion technique is optical spectroscopy (absorbance or flu orescence) using a second light, 
either as a continuous source or as a probe pulse. 

By varyin g the time dela y between the pump and probe pu lses, informa tion about the 
time it takes to form the intermediate can be gained. The ach1alli fe time of the intermediate 
can then be obtained by continuously monitoring the reactive intermedi ate over its short 
life time. This leads to decay traces such as that shown in Figure 7.17 A. These traces can befi t 
to the s tandard integrated ra te laws to ex tract the appropria te ra te constants. Some decay 
traces have more than one component. Figu re 7.17 B, for example, shows a decay trace that 
indica tes both a short and a long component. H ence, fas t kine tic techniques can often be 
used to ana lyze multiple reactions of reactive intermediates. It m ay seem that the need to ini-
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Figure 7.17 
Fast kinetic traces. A. A single kinetic trace fits the data well, shown as a li ne through the data. 
B. Two kinetic terms, a fast and slow component, are required to fit the data; both are shown as lines. 

tiate the process with a photochemical reaction would severely limit the usefulness of flash 
photolysis techniques. In reality, though, clever chemistries have been developed that have 
allowed the photochemical generation of representative examples of all the major types 
of reactive intermediates. Some of our most detailed mechanistic insights have come from 
such s tudies. 

A continuing theme of modern physical organic chemistry has been the quest for ever 
shorter pulses of light, allowing transients with ever d ecreasing lifetimes to be probed. Pio­
neering studies using flash lamps achieved millisecond and microsecond time resolution. 
The advent of the laser allowed shorter pulses that still delivered enough photons to gener­
ate sufficient quanti ties of intermediate for observation. Beginning with nanosecond (ns) 
pulses and moving on to picosecond (ps) pulses, the time scale of physical organic chemistry 
has been growing ever shorter. Now, as the Going Deeper highlight explains, even femtosec­
ond chemistry is becom ing a reality. 

Going Deeper 

Femtochemistry: Direct Characterization 
of Transition States, Part I 

Throughout the 20th century it was a cornerstone of mech­
anistic analysis that we could never "see" a transition 
state. By definition, a transition state is not a s table point 
on a potential energy surface. Its lifetime is com parable to 
or less than that of a vibration, so how could we ever hope 
to see a transition state? Well, it turns out tha t vibrational 
times are on the order of ps (10-12 s); convince yourself of 
this by converting a typical IR stretch (3000- 1000 cm-1

) to 
a time. What if we could do transient spectroscopy on a 
time scale that is faster than ps, namely in the femtosec­
ond (l0-15 s) time domain? Wh at would we see? 

Starting in the late 1980s, fs lasers became available, 
and it became possible to wa tch a reaction evolve on this 
time scale. What emerges is very much like a real-time 
movie of a chemical reaction, in which the transition state 
is just one "frame" of the film. Using pump-probe tech­
niques with delays on the order of fs, we can watch as the 

starting material evolves into the transition state, and 
then follow the reaction further on to products. Early 
examples were for simple, prototype reactions such as the 
gas phase dissociation of Nal. However, as the methodol­
ogy developed, more complex organic reactions have 
been studied, allow ing di rect insights into the transition 
states of the reactions. Perhaps wi th direct observation 
of a reaction transition state, we can claim to actually 
" prove" the mechanism of a speci fic reaction. 

The 1999 Nobel Prize in Chemistry was awarded to 
Zewail for pioneering the fiel d of femtochemistry. In its 
citation for the award the Nobel committee noted that in 
our quest for ever faster probes, "we have reached the end 
of the road: no chemical reactions take place faster than 
this." 

Zewail, A H. "Lase r Femtochemistry." Science, 242, 1641- 1653 (1988); 
Ped e rsen, 5., Herek, J. L., and Zewail, A. H . "The Validity of the ' Dirad ical' 
Hy pothesis: Direct Femtosecond Stud ies of the Trans ition-State Struc­
tures." Science, 266, 1359-1364 (1994) 



Going Deeper 

"Seeing" Transition States, Part II: 
The Role of Computation 

Tn cases where femtochemistry is not readily applicable, 
we remain in the classical situation in which it is experi­
mentally impossible to characterize a transition state. In 
this light, the development of reli able quantum mechani­
cal methods for evaluating structures and energies of mol­
ecules, the so-called ab initio methods, has provided a real 
boon to mechanistic chemistry. These methods are dis­
cussed in detail in Chapter 14. Here we simply note that it 
is increasingly common to perform very high-level calcu­
lations on reactions of interest and to obtain va luable infor­
mation. The calculations are certa inly not infallible, and 
some caution is always in order when interpreting the 
results, but more and more, theory is providing important 

Pulse Radiolysis 
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mechanistic insights. The beauty of compu ta tiona! chem­
istry is that it is just as easy to determine the energy and 
geometry of a transition state as a ground state. We simply 
optimize to a structure with one and only one negative sec­
ond derivative (eigenvalue-recall Section 7.1.3). We can 
then be sure we have a true transition state, and looking at 
the first derivative (eigenvector) can provide insights into 
the molecular motions along the reaction trajectory. Early 
computational models could not be trusted to perform 
such demanding tasks, but in the 21st century, the com­
putational methods are becoming increasingly powerful. 
In the foreseeable future, we may see computation as the 
primary tool for evaluating the transition states of simple 
prototype reactions. More complex systems are likely to 
require experimental ana lysis for some time. 

One method of making and studying the reactions of radicals is pulse radiolysis. In this 
technique, a picosecond pulse of electrons is impinged into a solution, reducing various 
components therein. This leads to radical anions (Eq. 7.61) that can be monitored as a func­
tion of time. Decay traces similar to that shown in Figure 7.17 are genera ted, leading to rate 
constants for the reactions of these unstable species. It is another m ethod for the rapid gener­
ation of highly reactive intermediates, and an example is given in the Connections highlight 
on the next page. 

(Eq. 7.61) 

7.6.3 Relaxation Methods 

Whenever a chemical equilibrium is subjected to a perturbation, most commonly a 
change in temperature, pressure, pH, or other concentra tions, the system will start to relax 
back to a new equilibrium state. Th e kinetics of this relaxation can be followed. Methods for 
quickly inducing a perturbation followed by monitoring the relaxation are referred to as 
jump techniques. Changes in temperature, pH, and pressure can often be done fas t enough 
tha t reactions with half-lives in the microsecond range can be followed. For example, the 
equilibrium positions of Bmnsted acid-base reactions are controlled by the pH, and there­
fore pH jump experiments are particularly useful with these reactions. 

When the temperature of a system at equilibrium is changed by ~T, the equilibrium con­
centrations will change, because ln(Keq) = -~G / RT. The extent of change of the equilibrium 
constant as a function of the change inTis given by Eq. 7.62. The change in temperature can 
be induced quickly by a pulse of microwave radiation, by electric discharge in a conducting 
medium, or by the use of an iodine laser that emits at 1315 nm and excites 0-H bond vibra­
tion overtones leading to heating. 

Cl ln K eq 

()T 

-~Hrxn° 
(Eq. 7.62) 
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Connections 

The Use of Pulse Radio lysis to Measure 
the pK.s of Protonated Ketyl Anions 

The pK.s of protonated ketyl a nions can be d e termined 
using pulse radiolysis. Fo r example, the addition of elec-
trons into a solution of ace tophenone causes the crea tion 
of the ketyl radical anion f rom the carbony l. This radical 
anion can pick up a proton from solution, creating a ke tyl 
radical that is in equilibrium w ith the ketyl an ion. Monitor-
ing the changes in absorba nce spectra be tween the kety l 
and kety l anion (UV I vis sp ectra shown to the right) as a 
fun ction o f pH allow s one to calcula te the p K. of the ke tyl 
(insert in the figure to the righ t). In this particula r case, the 
pK. was found to be 10.5, s ignifi cantly m ore acidic than a 
typical a lcohol (pK. = 16-18). See Exercise 25 at the end 
of this chapter to consider the interpre ta tion of the da ta 
show n in the graph. 
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Closed circles are the spectra o f the ketyl radical, 
while open circles are the spectra of the ketyl 
anion . 
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Hayon, E., lbata, T., Lichtin, N. N., and Simic, M . "Electron and Hydro­
gen Atom Attachment to Aromatic Carbonyl Compounds in Aqueous 
Solution. Absorption Spectra and Dissociation Constants of Ketyl Radi­
cals." f. Phys. Che111., 76, 2072 (1972). 

7.6.4 Summary of K inetic Analyse s 

In the preceding discussions we presented severa l mechanistic scenarios with the ap­
propriate rate laws. Examples of d ata collected and the manner in which the data were used 
to support a particular mechanism were then d iscussed . Although kinetics is a useful mech­
anis tic tool, several o ther pieces of experimental d ata typically go into analyzing a mech­
anism. For example, the kinetic data rea lly only tell us what molecules are involved in a 
m echanism prior to and / or during a rate-determining step. As w ith some of the examples 
given above, the order of steps and the manner in w hich reactants combine could be deter­
mined . Importantly, kinetic results can be used to exclude mechanisms that are found exper­
imentally to not con form to the predicted rate law. However, the kinetic results do not tell 
u s the nature of any intermediates, nor do they indicate which bonds have been broken or 
formed during the reaction. To get this kind of informa tion, we need to turn to other tools of 
physical organic chemistry, such as isotope effects and linear free energy relationships, as 
well as a myriad of other common techniques (see Chapter 8). How ever, to analyze in detail 
some of these other techniques, we need an increased understanding of energy surfaces and 
reaction coordinate diagrams. Therefore, at th is stage we want to delve even deeper into rate 
cons tants and energy surfaces. 
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7.7 Calculating Rate Constants 

Chemists have always had an intuitive sense that highly exothermic reactions should pro­
ceed more readily than only slightly exothermic reactions. It just seems to make sense that 
if it is energetically way downhill to products, it should be easier to get there. However, we 
have emphasized several times in this text that it is important to keep thermodynamic and 
kinetic distinctions clear. Detailed theoretical analysis of many reactions has revealed that 
the simple intuitive view is risky. In fact, in one of the most stunning predictions in the his­
tory of chemistry, Marcus predicted that in some cases, increasing the exothermicity of a pro­
cess should slow the reaction! Decades of investigation by experimentalists finally verified 
this now famous prediction of Marcus theory, leading to Rudy Marcus receiving the 1992 
Nobel Prize in Chemistry. Here we introduce the conceptual basis of Marcus theory and de­
scribe one simple example of its application. In practice, though, Marcus theory has had its 
largest impact in reactions involving electron transfer processes, as briefly described below. 

7.7.1 Marcus Theory 

Remarkably, one of the most profound theories of chemistry can be appreciated by sim­
ply considering certain geometricalfeatures associated with parabolas. Why parabolas? Re­
call that in Section 2.1.4 we described the Morse potentials for bond stretching, and we noted 
that near the equilibrium bond position, these look very much like parabolas. In the molecu­
lar mechanics method these Morse potentials are often modeled using the equation for the 
potential energy involved in stretching and compressing a spring, which is a parabolic func­
tion. Furthermore, in Chapter 2 we examined the potential energy diagrams for rotamers. 
The depressions in these diagrams have a resemblance to parabolas, too. Taking this to its ex­
treme, we consider that the depressions in energy surfaces such as Figure 7.1 can be approxi­
mated in two dimensions by parabolas. We consider a chemical reaction to be a transit from 
one surface minimum to another, or in two dimensions from one parabola to another. We 
show this in Figure 7.18. Note that the intersection of the two parabolas, then, is a good ap­
proximation to the transition state for the reaction. 

The reaction we choose for demonstration purposes is the displacement of bromide 
from methyl bromide by hydroxide to form methanol-a classic SN2 reaction. When using 
parabolic functions to mimic the Morse potentials for the C-Br or C-0 bond stretches in 
methyl bromide or methanol, we would draw the respective potential energy diagrams as 
shown in Figure 7.19 A. Now let's consider that a chemical reaction depends upon the over­
lap of vibrational modes, and that these modes become coupled and interconvert from one 
to another during a reaction. Using Marcus theory, the shapes and intersection of the para­
bolas are determined by the free energy change and the intrinsic barrier (11Gin/) . 

The intrinsic barrier is an average of the barriers for the self-exchange reactions. For ex­
ample, the activation free energy for hydroxide displacing hydroxide from methanol is 41.8 
kcal I mol, and the activation free energy for bromide displacing bromide from methylbro­
mide is 23.7 kcal I mol. These reactions are defined as the self-exchange reactions, and they 
give the 11Gint* to be 32.8 kcal I mol [(41.8 + 23.7) I 2 = 32.8-note that these values are for re­
actions in the gas phase]. 

We start our parabola analysis at this point by drawing two parabolas that intersect at 
a barrier of 32.8 kcallmol (Figure 7.19 B). Now the experimentally measured free energy 
change is brought in to play (in this case, 11Go = -23.4 kcal / mol). The parabola on the right is 
lowered by this free energy change, and the new point of intersection of the parabolas is de­
fined as the transition state (Figure 7.19 C). The intersection point is calculated using the 
Marcus equation (Eq. 7.63), which was derived from the geometry of intersection of two pa­
rabolas. In the case of hydroxide displacing bromide from methyl bromide, an activation 
free energy (11G*) of 22.1 kcal/ mol is found, extremely close to the experimentally deter­
mined value of 22.7 kcall mol. Substituting the calculated free energy change into the Eyring 
equation (Eq. 7.15) allows us to calculate a rate constant for this reaction at different temper­
atures without a kinetic experiment. 
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Figure 7.18 
The intersection of two 
parabolas representing Morse 
potentia Is defines the shape of 
the reaction coordinate. 
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Diagram of the proced ure used in Marcus theory to calcu late rate constants (A-Cis for the SN2 displacement 
of bromide from methyl brom ide by hydrox ide; D and E are hypothetical curves that show how an inverted 
region would be pred icted). A. Just the Morse potentials themselves for the two bonds, one in the starti ng 
material (C-Br) and one in the reactant (C-O). B. The overlay of the two Morse potentials, now modeled as 
parabo las, so that they intersect at the intrinsic barrier. C. Th is curve shows how the real barrier is found by 
lowering the product to reflect the free energy of the reaction. D. A general case where the exergonicity of 
the reaction leads to no barrier for the reaction. E. Further increasing the exergonicity of the reaction again 
introduces a barrier. 

(Eq. 7.63) 

Besides solving for the intersection point of the two parabolas along the energy axis (the 
y axis) of the reaction coordina te diagrams, we can also fi nd the intersection along the struc­
ture axis (the x axis). This allows us to follow the position of the transition state as a function 
of the free energy change for the reaction. The intersection point is given by Eq. 7.64. Making 
the reaction increasingly exergonic (a larger negative LlG 0

) moves the position of the transi­
tion state toward the reactan ts, while making the reaction increasingly endergonic (a larger 
positive llG0

) moves the transition state toward the products. These are exactly the same 
conclusions given by the Hammond postula te. 

(Eq. 7.64) 



7 . 7 CA LC UL ATI NG RATE C O NSTANTS 405 

Thus far, everything seems sensible. We make the reaction more exergonic and it goes 
faster. However, consider the consequences of making the reaction still more exergonic. At 
some point, we would have no barrier at all (Figure 7.19 D), but then going more exergonic 
would reintroduce a barrier! From here on, greater exergonicity implies a slower reaction 
(Figure 7.19 E). The novel finding is called the Marcus inverted region, the regime in whjch 
increasingly negative free energy slows the reaction. This is the signature finding of Marcus 
theory, and it launched a wide range of experimental efforts to find the inverted region and 
verify this prediction. As discussed in the Connections highlight below, it was in the study 
of electron-transfer reactions that convincing evidence for an inverted region, and thus con­
firmation of Marcus theory, appeared. 

More advanced theoretical treatments have refined the version of Marcus theory pre­
sented here. Most important has been the inclusion of a tunneling term. It should be clear 
from Figure 7.19 that as the barrier height gets smaller, the barrier width also decreases. As 
discussed in the next chapter, tunneling probabilities increase dramatically as the barrier 
width decreases, and so a tunneling correction is generally included in a full treatment of 
such systems. The basic conclusions, including the existence of an inverted region, remain 
the same. 

There are not many systems for which the self-exchange reactions are easily defined, or 
for which the thermodynamics of the self-exchange reactions have been well studied. There­
fore, for more complex reactions of bioorganic, synthetic organic, and organometallic im­
portance, Marcus theory is not directly applicable. However, one point of the analysis that 
we want to stress is the resulting view of an energy surface. To this point in the text we have 
shown that the depth of each valley represents the stability of the respective structure, and 
the height of the activation barrier represents the lowest energy pathway for interconverting 
the individual structures. Now we are adding the idea that the shapes of the valley are re­
lated to the bond vibrations of the molecules represented by the valley. The shape of the val­
ley (flat, shallow, steep, or deep) is a composite of the potential energy curves for each degree 
of freedom the molecule possesses. 

7.7.2 Marcus Theory Applied to Electron Transfer 

Without a doubt, the discipline where Marcus theory has had the most impact is in the 
study of electron transfer, both in chemistry and biology. Electron transfers are ubiquitous in 
chemistry, being involved in electrochemistry, redox reactions, many enzymatic reactions, 
and photosynthesis. Furthermore, many classic organic reactions have now been shown 
to have an electron-transfer component (see SET reactions in Chapter 11 and exciplexes in 
Chapter 16). 

Electron transfers occur from electron donors (D) to electron acceptors (A). These trans­
fers occur much faster (10-16 s) than nuclear vibrations (l0-13 s). Therefore, the nuclei do not 
change position during the time of the electron transfer. During the transfer, the electron 
does not change energy. In other words, the energy of the donor and acceptor orbitals must 
be the same prior to transfer. We have noted in Chapters 2 and 3 that reactants and the sol­
vent are dynamic in structure. The energy levels of the donor and acceptor orbitals in there­
actant and product are in continual flux due to internal nuclear movements and the solvent 
motions. For transfer, the donor and acceptor molecules must simultaneously achieve par­
ticular geometries and solvation arrangements that give matched energy levels between the 
donor and acceptor orbitals. After electron transfer, the nuclei of the donor and acceptor 
molecules relax to their optimum positions. The energy required to change the solvation 
sphere and internal structures bringing the donor and acceptor orbitals to the same energy 
is called the reorganization energy. This energy is what creates a barrier to the electron 
transfer. 

In the calculation of rate constants for electron transfers, the Marcus equa tion takes a 
slightly different form than given in Eq. 7.63. As shown in Eq. 7.65, there is still a quadratic 
dependence upon the free energy change for the reaction, but now there is a new term,;.,, 
which is a value that reflects the required reorganization energy. This term takes into account 
the rearrangement of the system of reactants and solvents discussed above that are neces-
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sary for the electron transfer to commence. The reorganization energy is defined as the en­
ergy that needs to be put into distorting either the reactant-solvent or product-solvent en­
semble, or into both, to make the energy of the donor and acceptor orbitals the same. Hence, 
A has two components (Eq. 7.66). The first is the internal reorganizational energy A; that mea­
sures the energy difference due to changes in bond lengths, angles, etc., which occur upon 
electron transfer. The second term, A0 , measures the energy involved in reorganization of the 
solvent shell required for electron transfer. The quadratic dependence of ,1G* on ,1G0 still 
leads to the prediction of the Marcus inverted region. It is in the area of electron transfer that 
the predicted inverted region has been definitively discovered. One of the pioneering exam­
ples of this is given in the next Connections highlight. 

Reaction coordinate 

Reorganization energy A is the 
difference in energy between 
donor and acceptor orbitals 

(Eq. 7.65) 

that must be achieved by 
molecular distortions and/or 

solvent reorganization so 
that the orbitals become 

equal in energy 

Connections 

Discovery of the Marcus Inverted Region 

One of the earliest confirmations that a reaction barrier 
can increase as the reaction becomes more exergonic came 
from a study of electron transfer. Shown to the right is a 
plot of rate constants for electron transfer from the biphe­
nyl radical anion to a variety of acceptors (each electron 
acceptor is shown across the plot near their respective 
rate constants). In this study, the electron transfer occurs 
across a rigid steriod scaffold. In al l cases the donor and 
acceptor are held at the same distance, but the reduction 
potential of the acceptor decreases across the x axis, mak­
ing the reaction increasing ly exergonic from left-to-right 
in the graph. The biphenyl radical anion was generated 
by pulse radiolysis (see discu ssion earlier in this chapter), 
and the rate of electron transfer to the acceptor was mea­
sured using fast kinetics techniques. As can be seen, the 
rate constant increases, and then actually decreases, even 
though the reaction is becoming increasingly exergonic. 

Miller,). R., Calca terra, L. T., and C loss, G. L. " Intramolecula r Long­
Distance Electron Transfer in Radical An ions. The Effects of Free Energy 
and Solvent on the Reaction Rates."]. A m. Chem. Soc., 106, 3047 (1984). 

Closs, C. L., and Miller, ). R. "Intramolecular Long-Distance Electron 
Transfer in O rganic Molecules." Science, 240, 440 (1988). 
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7.8 Considering Multiple Reaction Coordinates 

For predicting and discussing chemical reactivity, energy surfaces as in Figure 7.1 are hope­
lessly complex. Therefore, as previously discussed, we resort to drawing cross-sections of 
the surface that are two-dimensional, and we refer to these cross-sections as reaction coordi­
nate diagrams (RCDs). One axis represents energy, and the other is a geometrical parameter 
that defines the progress of the reaction, called the reaction coordinate. When sketching an 
RCD without prior knowledge of the energy surface, which is by the far the most common 
situation, we draw upon the Hammond postulate to predict the position of the transition 
state along the reaction coordinate axis. 

In more complicated mechanistic situations, howevet~ such an approach is often unsat­
isfactory. Frequently, there are two feasible paths by which a reaction might occur. We could 
just p lot two separate RCDs and see w hich has the higher barrier. However, this w ill often 
miss important features that arise because of the interaction of the two separate reaction 
paths. It is then necessary to consider three-dim ensional RCDs, containing two reaction co­
ordinates plus the energy. Again, of paramount importance is an analysis of where the tran­
sition state lies on the energy surface and its corresponding projection along the reaction 
coordinate. As we will see, such an analysis can reveal structural changes in the transition 
state that cannot be appreciated from simple two-dimensional RCDs and the Hammond 
postulate. 

7.8.1 Variation in Transition State Structures Across a Series of Related 
Reactions-An Example Using Substitution Reactions 

We stated above that insight into chemical reactions can be gained by considering multi­
ple reaction paths and their potential interactions. This is easiest to see using an example. 
Consider the energy surfaces and reaction coordina tes for an exergonic nucleophilic substi­
tution reaction for a series of substituted alkyl groups (Figure 7.20). In this figure one axis 
represents the breaking of the bond between the carbon atom and the leaving group (x axis), 
and a second axis represents the formation of the bond between the carbon atom and the nu­
cleophile (y axis). The third axis corresponds to free energy (z axis). A reaction path that in­
volves first movement along the x axis and then movement along the y axis would describe 
an SNl reaction. Because the SN2 reaction involves both of these bonding changes simulta­
neously, its reaction coordinate is diagonal to these two axes. To simplify our example, we 
assume there is no change in ~Go as a function of the alkyl groups. To consider how alkyl 
substitution affects the reaction surface, we consider only variation in the heights of the tran­
sition states for the SN2 reaction, and the relative s tabilities of the carbocation intermediates 
in the SNl reaction. Recall that a second order nucleophilic substitution becomes more dif­
ficult as the s teric bulk around the bond between the carbon atom and the leaving group 
increases. On the other hand, we lower the energy of the carbocation involved in the SNl re­
action as we progress from methyl to primary to secondary to tertiary (see Chapter 11 for fur­
ther discussion). Making these two incremental changes leads to the energy surfaces shown 
in Figures 7.20 A, B, C, and D. 

How do the changes in these two parameters affect the possible reaction coordinates 
and the structures of the transition states? Diagona lly across the diagram from the rear left 
point to the front right point is the idealized reaction coordinate for the SN2 pathway. There­
action coordinate for the SNl pathway starts from the rear left point and proceeds to the front 
left point and then over to the right front point. In Figure 7.20 A the lowest energy pathway is 
the SN2 reaction, because the methyl carbocation is so high in energy. Examining the energy 
surface for the departure of a leaving group (LG) from ethyl leads to a similar conclusion 
(Figure 7.20 B). The energy of ethyl cation, and the transition sta te leading to it, are still 
higher than the transition sta te for the SN2 displacement. Importantly, however, the low­
ering of the energy of the structure at the front left corner has affected the overall shape of the 
potential energy surface. In particular, the SN2 transition state has been "pulled" toward the 
front left corner. This means that the SN2 activated complex has developed more carbocation 
character with ethyl-LG relative to methyl-LG. Now consider Figure 7.20 C. The energy of 
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e e 0 
Me+ Nuc + LG 

e 
Me-LG + Nuc 

e e 0 
iPr + Nuc + LG 

0 
iPr-LG + Nuc 

Figure 7.20 

SN 1 reaction 
coordinate 

SN 1 reaction 
coordinate 

e 
Me-Nuc+ LG 

e e e 
Et + Nuc + LG 

e 
Et-LG + Nuc 

e 
Nuc-iPr-LG 
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1-Bu + Nuc + LG 
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1-Bu-LG + Nuc 

~------------ ~- -~ e 
iPr-Nuc+ LG 

SN 1 reaction 
coordinate e 

Nuc-Et-LG 

e 
Nuc-1-Bu-LG 

B. 

D. 

Energy surfaces for SNJ and SN2 reaction coordinates as a function of di fferent R groups. X-axis (in and ou t 
of paper) represents R-LG bond breaking, y-axis (horizontal) represents R-Nuc bond form ation, and z-axis 
(vertica l) represents free energy. The contours on the energy surface are simpl ified from reality for sake of 
clarity. The reaction coordinates for both the SN1 and SN2 pathways are really in troughs that lead from one 
energy well to the next. 

the SN2 transition s tate has gone up again, and the energy of the carbocation has decreased 
again. At this point the transition state for the SN2 reaction is comparable in energy to the 
transition state leading to the secondary carboca tion. We predict two competing mecha­
nism s for substitution; either the SN2 or SNl pathway is possible. However, the SN2 pathway 
has d eveloped considerable carbocation character at its transi tion state. Lastl y, the tertiary 
carbocation and the transition state leading to it are lower in energy than the transition s tate 
for the SN2 reaction. The mechanism has completely changed to SNl , involving a fully 
formed carbocation intermediate. At the same time, the transition sta te for the SN2 pathway 
has considerable carbocation character. 

The prediction of this analysis is that as the alkyl group changes from methyl to primary 
to secondary to tertiary, the activated complex for the SN2 pathway develops increasing car­
bocation character. This is because perpendicular to the reaction coordinate for the SN2 re­
action, the SNl pathway is becoming progressively stabilized. This drop in energy warps 
the entire potential energy surface, and the SN2 transition state feels this. This analysis is 
consistent with our chemical intuition, and we will see in Chapter 11 that it is a lso consis­
tent with experiment. 

The three-dimensional reaction coordinate diagram also provides insight into another 
important concept in reaction mechanisms, that of an enforced mechanism. The mechanism 
that a reaction uses is often dictated by the stability of possible intermediates. The interplay 
between SN2 and SN 1 reactions depends upon the stability of the carbocation involved in the 
SNl reaction. When the stability of the carbocation and the transition state leading to it are 
lower in energy than the transition state for the SN2 pathway, the SNl pathway dominates, as 
shown in the three-dimensional energy surface. In contrast, envision a case where the carbo­
cation is so unstable that it has no lifetime; it reacts faster than the bond vibration that leads 
to leaving group departure. If so, the nucleophile must add while the leaving group is de-
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parting. In this case, the mechanism is forced to be S 2. Enforced mechanisms are involved 
in additions to carbonyls, additions to alkenes, and eliminations to form alkenes. Some of 
these will be examined in Chapters 10 and 11. 

In our comparison of hypothetical SN2 and SN1 reactions, the structure of the activated 
complex for the SN2 reaction changed as we varied the alkyl group in a manner not immedi­
ately apparent by examining a two-dimensional RCD. In fact, the structures of activated 
complexes for most chemical reactions vary in a manner not immediately apparent by look­
ing at just the structures of the reactant and product. To get a full picture of how the structure 
of the activated complex changes as we change the structures of the reactants and products, 
we need to examine the energies of any possible competing pathways, and how our changes 
in reactant and product structure affect these competing pathways. We do this by examining 
the projections of the three-dimensional RCDs onto a two-dimensional surface. Now, how­
ever, the two axes are not one reaction coordinate plus an energy, but rather are two compet­
ing reaction coordinates. This may sound complicated, but we can succeed by applying two 
simple rules described in the following section. 

7.8.2 More O'Ferrall-Jencks Plots 

In Figure 7.21 we show projections of the surfaces in Figure 7.20 of the sort we just de­
scribed; both axes represent an individual reaction coordinate. In other words, these are 
what one would see if the surfaces of Figure 7.20 were viewed directly from the top with no 
topographical features included. The diagonal lines represent the SN2 reaction paths, and 
the positions of the transition states are marked with a heavy dot. These two-dimensional 
projections are known as More O'Ferrall-Jencks plots (also known as More O'Ferrall plots, 
or More O'Ferrall-Albery-Jencks plots). As substitution on the alkyl group increases, the 
SN2 reaction paths develop more curvature, and the transition state moves toward the carbo­
cation quadrant of the plot. Each solid line (linear and curved) in these diagrams would be 
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Figure 7.21 
Projections of the energy surfaces of Figure 7.20, showing how the transition state for 
the SN2 reaction shifts toward carbocation character with larger R groups. 

D. 
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Raise corner Raise corner 

A. 

Lower corner 

B. • 
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Figure 7.22 
How movement along a More 
O'Ferra ii- Jencks plot can be the 
composite of two movements, 
one perpendicular and one 
parallel to the reaction 
coordinate. The arrows show 
the directions predicted by the 
discussion in the text, while 
the colored arrow shows the 
composite response. 

Connections 

the reaction coordinate axis (x axis) of a conventional two-dimensional RCD that has en­
ergy as they axis. Conventional RCDs can not reveal the curvature representing the increase 
of carbocation character at the transition state. Examining the placement of the transition 
sta te in these projections along each axis, we find that the carbon-leaving group and the 
carbon- nucleophile bond distances both increase as the alkyl group becomes more steri­
cally crowded. 

If we draw a perpendicular line from the diagonal to each new transition state, all such 
lines w ill intersect the diagonal at the same place. This is because in our hypothetical series 
of substitution reactions we did not allow tlG0 to change as a function of the alkyl group. In 
our discussion of the Hammond postula te and of Marcus theory, we showed that the tran­
sition state moves along the reaction coordinate as a function of llG0

• Therefore, the transi­
tion sta te moves along the diagonal as a function of the free energy of the reaction in a More 
O'Ferrall- Jencks plot, and moves perpendicular to the diagonal as a function of the energy 
of competing pathways. 

The movements of the transition state along the diagonal and perpendicular to the diag­
onal can be predicted by two rules. Here, the diagonal represents a reaction coordinate 
where w e have not yet considered perturbation due to changes in structure that influence 
the competing pathways and tlG0

• The rules are as follows: 

1. Along the diagonal the transition state shifts toward the corner that is raised in energy and away 
from the corner that is lowered in energy (referred to as a Hammond effect). 

2. Perpendicular to the diagonal the transition state shifts toward the corner that is lowered and 
away from the corner that is raised (referred to as an anti-Hammond effect). 

Quite often we find that a structural change in the reactant affects more than ju st one cor­
ner of a More O'Ferrall- Jencks plot. Often an entire side of a plot is considered to be raised 
or lowered in energy. When this occurs the vector sum of the two changes in transition state 
structure derived from our two rules gives the real change of the position of the transition 
state on the diagram. For example, consider the two scenarios shown in Figure 7.22. With 
Figure 7.22 A the reactant and the upper right corner are raised in energy. The result is that 
the position of the transition state along they axis (vertical) does not change appreciably, but 
instead changes only along the x axis (horizontal) . Similarly, Figure 7.22 B shows a scenario 
where the reactant is made more s table, as is the structure represented by the lower left cor­
ner. Now the position of the transition state along the x axis does not change appreciably, but 
instead changes along they axis. This combination of two changes in transition state struc­
ture is quite common, and we will return to it in Chapter 8 w h en we discuss linear free 
energy relationships, in Chapter 9 when we discuss acid-base ca talysis, and in Chapter 10 
when we discuss elimination reactions. In the next Connections highlight, an example of us­
ing these plots is given in the context of ca talysis . 

Using a More O'Ferrall-Jencks Plot in Catalysis p roposed mechanism for cleavage of this phosphoester 
involves intramolecular nucleoph ilic attack of a bridging 
oxide on the phosphorus cen ter w ith departure of a phen­
oxide leaving group. The corresponding uncatalyzed 
reaction involves nucleophilic a ttack of free hydroxide 

The cataly tic cleavage of phosphodiesters is an area of 
intense investigation due to the potential for the site­
directed cleavage of these esters in DNA and RNA. 
Dinuclear metal complexes are currently am ong the best 
catalysts fo r phosphodies ter hydrolysis. One motif that 
has been found to be successful is the bridging of two met­
als with hydroxide ligands, such as in i. This bis(cobalt) 
complex has X-phenylmethylphosphate in its coordi­
na tion sphere, where X can be different substituents. A 

in solution on the phosphorus center with phenoxide 
departure. 

It was found by experimen tal methods that the unca t­
alyzed reaction had abou t 37% leaving group departu re. 
This means that the bond between P and the leaving 
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group is 37% broken at the transition state. Further, there 
was a sign ificant am ount of bond formation between the 
n ucleophile and phosphorus a t the transition sta te. How­
ever, the ca talyzed reaction was found to have about 77% 
leaving group departure at the transition state. The per­
centage of leaving group departure in the transition sta tes 
was measu red using a linear free energy rela tionship 
called fJLc, which is covered in Chapter 8. 

It seems odd that the catalyzed pathway involving 
the better nucleophile would have a greater extent of leav­
ing group depa rture in the transitio n state. One might 
anticipate that the better nucleophile would be able to 
attack the phosphorus w ith less requirement for simul­
taneous leaving group departure. 

To understand w hy the activa ted complex structure 
has more bond cleavage to the leaving g roup in the ca ta­
lyzed pathway than in the uncatalzyed pathway, a More 
0' Ferra II- Jencks analysis was employed (note that the 
diagona l is from bottom left to top righ t, in contrast to 
that previously shown in Figures 7.21 and 7.22). A dot was 
placed on the diagram as shown to designate the unca ta­
lyzed reaction. This d iagra m was then applied to the ca ta­
lyzed reaction, w ith they axis representing nucleophilic 
a ttack of the oxide on the phosphorus and the x axis rep­
resen ting leaving group departure. N ucleophilic attack 
resu lts in fo rmation of two four-membered rings, thereby 
introducing sign ifican t stra in into the structu res. The 
structures of the com pounds designated by the two top 
corners thus become higher in energy. Using the two rules 
fo r p redicting movem ent of the transition state (previ­
ously d iscussed in th is section), it was concluded that 
along the reaction coordinate the trans ition state moves 
toward the upper right, while perpend icular to the reac­
tion coord inate the trans ition state moves toward the 
lower right. The vector su m of these two effects keeps th e 
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extent of nucleophilic attack similar in the catalyzed and 
uncatalyzed reactions, but increases the extent of leaving 
group departure at the transition state for the catalyzed 
reaction. Thus, the use of the More O'Ferrall-Jencks analy­
sis shows how leaving group departure can becom e 
greater even though a better nucleophile is involved. 
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Figu re 7.23 
Various energy su rfaces 
showing d ifferent shapes 
of the va lleys at the transition 
state re lative to the reacta nt. 
A. Rela tive shape does not 
change between reactant and 
transition s tate, so the entropy 
of activation is near zero. 
B. The val ley opens up at the 
transition state, so the entropy 
of activation is positi ve. 
C. The va lley constricts a t the 
tra nsit ion s tate, so the entropy 
of activation is nega tive. 

In summary, we find tha t the structures of activated complexes are actually influenced 
by factors other than just the s tru ctures of the reactants and products. We need to keep this 
in mind w hen designing experiments to probe m echanistic postulates, especially in cases 
where we are considering the potential roles of two competing m echanisms. We m ay make 
a structural ch ange in our reactant in order to test a theory, and thereby affect the transition 
state structure in a m anner tha t w e did no t p redict, leading to incorrect conclusions. In the 
extreme, we m ay even change the mechanism, su ch as with ou r example of comparing SN2 
and SNl reactions as a functi on o f changing the alkyl group structu re. We will give you exam­
ples to p ractice your predictive powers using More O'Ferrali-Jen cks plots in the Exercises at 
the end of this and other chapters. 

7.8.3 Changes in Vibrational State Along the Reaction Coordinate­
Relating the Third Coordinate to Entropy 

Up to this p oint our analysis of energy surfaces has concentra ted on the relative energies 
of the reactant, transition sta te, intermediates, and product. Further, we analyzed the posi­
tion of the transition state a long the reaction coordinate relative to the reactant and product 
and rela tive to the structures of intermediates in competing p a thways. We h ave not ex­
amined in d etail the shap es of the potential energy wells tha t represent the reactant, inter­
mediate, an d p roduct. Howeve1~ an impor tant factor in unders tanding kine tics, activa tion 
parameters, and isotope effects (see Chapter 8) is the manner in which the shapes of the po­
tential energy wells change as the reaction p roceeds. 

In our analysis of Marcu s theory, the potentia l energy wells tha t represent the s tructures 
of reactants and products on a reaction coordina te diagram were m odeled u sing parabolas. 
An analogy between parabolas and the sh ap es of various po tential energy plots for bond vi­
bra tions was drawn. The actual shape of each po tential energy valley can be bes t considered 
as a composite of all the different vibra tion al modes of the m olecule represented by the 
va lley. The idea of a composite of vibra tion al sta tes is hard to visualize; it implies a m ulti­
dimension al surface w here each potential energy well has a dimension represen ta ti ve of 
each degree of freedom for the m olecule. 

When using an energy su rface to describe a reaction, however, the surface can be consid­
erably s implified . Most vibra tional modes fo r a m olecule do no t ch ange significa ntly du ring 
a reaction . Only the modes associated with the stretches, bends, wags, etc., of the bonds that 
a re actually ch anging have a significa nt influen ce on the reaction . Therefore, we concentra te 
on the vib rational modes tha t are undergoing changes along the reaction coordina te when 
analyzing the different shapes of the potential energy wells on the energy surface . 

To understand how changes in the sh ap es of the va lleys affect the kinetics of a reaction, 
let's re turn to the analogy we d rew a t the very beginning of the chapter be tween energy sur­
faces and m ountain ranges. Imagine tha t you are gu iding a herd of ca ttle from on e va lley to 
another over a mountain p ass . A series of possible passes is shown in Figure 7.23. In Figure 
7.23 A the m ountain pass has a shape similar to the va lley in whi ch the ca ttle are starting 
out, and hen ce the cattle d o not need to be more or less corra lled and organized to climb the 
mountain . Equating "corra lling ca ttle" w ith diminishing degrees of freed om, chemically 
speaking, the entropy o f the reactants in Figure 7.23 A is similar to the entrop y of the acti­
vated complex, and ~S* is near zero. In Figure 7.23 B, the sh ap e of the m ountain pass be­
comes w ider perpendicular to the trail as the cattle climb the m ountain. Thus, the ca ttle can 
becom e m o re spread out as they ascend the mountain range. In this analogy, the en tropy of 
the transition state is increasing as the molecules traverse the barrier, and ~S* is p ositive. Fi­
nally, in Figure 7.23 C, the m ountain pass is quite narrow a t the top and therefore the cattle 
must becom e lined up m ore in a single-fi le fashion to climb the mountain. Analogously, 
the m olecules are becoming more organized, and the entropy is decreasin g as the transition 
state is achieved, so ~S* is negati ve. 

Hence, the shape of the m ountain p ass is represen ta ti ve of the entropy ch anges along 
the reaction coordinate. The entropy ch anges are in turn rela ted to changes in vibra tional 
states (bond stretches, bends, wags, e tc.) of the m olecular structures. If vibra tion s (degrees of 



freedom) are becoming more restricted in the activated complex relative to the reactant, ilS* 
will be negative and the energy surface will be similar to that of Figure 7.23 C. If the degrees 
of freedom of the molecules are increasing or becoming looser, then ilS* will be positive and 
the energy surface will resemble that of Figure 7.23 B. 

Pushing our cattle analogy a bit further (perhaps a bit too far), imagine a case in which 
a narrow pass is significantly lower than an alternative broad pass. Under most circum­
stances, our leisurely ranchers would take their cattle over the lower pass, as this expends 
less energy. Imagine, however, a situation in which the herd is suddenly very exci ted, and it 
is imperative to get all the herd over the mountains as fast as possible-presumably some 
rustlers are approaching. Now, it may be worth it to spend the extra energy to go through the 
higher pass, because the greater width will allow more cattle to get through at any one time. 
This "excitation" of the herd is the analogue of temperature, and as it is elevated the broader 
pass becomes more attractive. In much the same way, at elevated temperatures ilS* plays an 
increasingly important role (ilG* = ilH*- T ilS*), and so transition states in broader wells are 
more accessible at elevated temperatures. 

Summary and Outlook 

This chapter has concentrated on energy surfaces and kinetic analyses. The energy surfaces 
were presented as a means to understand the kinetics of reactions and how transition state 
structures change as a function of reactant, product, intermediates, and competing path­
ways. Further, now that the shapes of the valleys and passes in an energy surface have been 
tied to vibrational states of the molecules, we are ready to examine isotope effects, an experi­
mental tool that has its origin in these changes in vibrational states. Moreover, now that our 
chapters on both thermodynamics and kinetics are behind us, we can describe experimental 
methods that rely on both thermodynamic and kinetic measurements-namely, linear free 
energy relationships. Hence, Chapter 8 continues to build up our repertoire of methods for 
deciphering reaction mechanisms. 

Exercises 
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1. Using rate equations, derive Eq. 7.24 for the Curtin-Hammett principle. Discuss under what experi mental conditions the 
ratio of products would be dominated by the activation barriers to the two reactions, and under what experimental condi­
tions the ratio of products would be dominated by the stabilities of the respective products. 

2. Can you envision a modification of the curve shown in Figure 7.11 that would cause the relative energies of the intermedi­
ates to dictate the product ratio, and not the relative sizes of the barriers for formation of the products? Redraw Figure 7.11 
in a fashion that would indicate such a case, and discuss whether the reaction would have to be under kinetic or thermo­
dynamic control for the relative energies of the intermediates to dictate the product ratio. 

3. Show that t1 12 for a first order reaction equals 0.693/ k. 

4. Derive the integrated rate expressions for the reactions given in Eqs. 7.27 and 7.28. 

5. The decomposition of nitrogen dioxide is a second order reaction with rate constants as follows: 522 M-1 s-1 at 592 K, 
755 M-' s- ' at 603 K, 1700 M-1 s-1 at 627 K, and 4020 M-' s-' at 652 K. Calculate E. and log A. What do these values tell you 
about the reaction? 

6. Reduce Eq. 7.41 to Eq. 7.42 using the assumption that we are following the reaction close in time to the formation of 
equilibrium. 

7. What is the form of Eq. 7.41 if we start the reaction initially with noB and the k, rate constant is much smaller than the kr 
rate constant? What form does the rate expression best resemble? 
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8. Let's examine E2 eliminations with More O'Ferrall-Jencks plots. We also examine similar scenarios in Chapter 10. 

B + h 
H LG 

0 \ 0 
BH + "= + LG 

a. How would the position of the transition state change as the reactant changes from n-propyl-LG to isopropyl-LG? 
b. How would the position of the transition state change as the base switches from ethoxide to diisopropylamide? 
c. How would the position of the transition state change as the leaving group changes from chloride to iodide? 

9. Imagine a hypothetical reaction with two possible mechanistic paths, one with a less positive ~H* and a negative ~S*, and 
the other with a positive ~5* but a larger positive ~H*. How could this produce a "kink" in an Eyring plot? Sketch what the 
Eyri ng plot would look like for such a case. 

10. In a typical pump-probe flash photolysis experiment, the time delay between the pump and probe pulses is set by some 
type of electronic trigger device. However, in femtochemistry such a strategy is not possible-femtosecond electronic trig­
gers don't exist. Instead, the delay is set by splitting a single laser pulse into two beams, and then using mirrors to have the 
two beams travel different distances before arriving at the reaction region. The one arriving first is the pump pulse, the one 
arriving second is the probe pulse. Consider an experimental set-up in which the pump pulse travels exactly 1 meter from 
the laser source to the reaction vessel. How long would the path for the probe pulse have to be in order to have a 10 fs delay 
between pump and probe? 

11. The decomposition of dinitrogen pentoxide shows the following decrease in concen tration as a function of time. What are 
the reaction order and the rate constant? 

Time(s) [N20 5](M) 

0 0.0165 

600 0.0124 

1200 0.0093 

1800 0.0071 

2400 0.0053 

3000 0.0039 

3600 0.0029 

12. What are the rate law and integrated rate law for the ring-opening metathesis polymerization of norbornene given in the 
Going Deeper highlight on page 393? 

13. Consider the following data: 

cc5'H co H2S04 roS03H 
+ 

§ # # 

80 oc Major product Minor product 

160 oc Minor product Major product 

Recall the mechanism of aromatic sulfonation from your introductory organic chemistry course, or look at Chapter 10. 
Now draw two reaction coordinate diagrams on the same plot that show the relative energies of organic intermediates and 
products. Place the reactant at the center and the products at the left and right. Explain why the ratio is different at different 
temperatures, why one transition state is more stable than another, and why one product is more stab le than another. 
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14. Recall from introductory organic chemis try that R groups are ortho-para directing in electrophilic a romatic substitution. 
Why, then, is the product of the reaction of excess EtBr and AICI3 with benzene the 1,3,5-triethylbenzene deriva tive after 
extended reaction times? 

15. The reaction of the epoxide shown be low with cis-stilbene gives the product shown. There are two reasonable mecha­
nisms. Each involves diffe rent intermediates that have substituted benzyl cations and alkoxide anions. Write these two 
mechanisms, derive rate laws for the mechanisms, and describe how they can be distinguished using kinetics. What exact 
expe riments would you perform? 

Ph Ph 
"=! Ph YO/<~~ 

!--+eN 
Ph Ph 

16. The reaction of benzoyl chloride with e thanol and pyridine to form ethyl benzoate and pyridinium ch loride can proceed 
either by nucleophilic attack of the e thano l or pyridine in the first step. With nucleophilic attack by pyrid ine, an acyl-pyri­
dinium species forms, so this kind of reaction amounts to nucleophilic catalysis by this added base. lf ethanol a ttacks first, 
the pyridine only acts to scavenge the HCI formed in the reaction. Write these two possible mechanisms, and derive rate 
laws that distinguish these possibilities. 

17. In the following reaction, it was found by isotope scrambling experiments that the acid and the water add to the alkene in a 
single s tep. Hence, the More O'Ferrall-Jencks plot shows a diagonal that represents this single-step process. The other pos­
sible competing mechanisms involve intermediates placed on the other corners of this diagram. Explain what happens to 
the ex tent of protonation in the transition state of the single-step process if the strength of the acid is increased . What hap­
pens to the ex tent of nucleophilic attack a t the transition state as the acid strength is increased? Does your result seem rea­
sonable? Explain. 

18. The following reaction is first order in the metallocyclobutane. The reaction is firs t order in diphenylacetylene a t low con­
centrations, but becomes zero order in d iphenylacetylene when 20 or more equivalents are used . When isobutylene is 
added the rate slows dow n. Derive a rate law that conforms to these data, and write a mechanism that is consistent with 
th.is information. 

Ph Ph 
Ph 

Cp2Ti o-Ph + ==< 

19. A very rare but interesting experimental observation is to see no tempe rature dependence on the ra tio of two products. 
One's initial intuition might be that the entropies of the two reactions are the same. However, is this quick analysis correct? 
a. Determine what coincidence is required in enthalpies and entropies of activation for the two reactions. (Hint: Assume 

kine tic control and think about the ratios of rate constants in te rms of the Eyring equation.) 
b. What is another possible exp lanation for why there may be no tem.peratu re dependence on a ratio of products? 

(Hint: Look back at Section 7.2.7.) 

20. Why is it particularly easy to apply Marcus theory to electron transfers in redox reactions such as that shown below? 
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21. The effect of solvation is not sp ecifically included in the Marcus equation (Eq. 7.63). However, one expects a solvent effect 
on the reaction of hydroxide with methyl bromide (the example used in this chapter when Marcus theory was discussed) . 
In what manner does solvation come into this equation, such that it works in a variety of solvents? 

22. In the electrocyclic ring closure of butadiene shown below, what torsional mode significantly affects the entropy of acti­
vation? Draw the energy surface for this torsion in both the reactant and the product. Does the change impart positi ve or 
negative entropy of activation to the reaction? 

c ~o 

23. The bromination of styrene in carbon tetrachloride was followed by UV spectrophotometry. The disappearance of styrene 
was exponential when a 10-fold excess of bromine was used . When a 15-fold excess was used, the styrene loss was still 
exponential, but the observed rate was 2.25 times higher. What conclusions can you make about the mechanism? 

Ph~ 

Br 

~Br 
Ph 

24. The thermal [2+ 2] cycloreversion reaction ofbicyclo[1.1.1]pentane has been proposed to proceed by successive bond cleav­
age steps, while the analogous transformation in bicyclo[1.1.1]pentanone has been proposed to involve a concerted mecha­
nism. How do the activation parameters support or contradict this assessment? Draw potential energy diagrams for the 
two processes as proposed. What are the half-lives of the two reactants at 120 oc? 

- ~ Ea = 49 kcal/mol 
log(A) = 15.3 

Ea = 29 kcal/mol 
log(A) = 12.9 

25. The C01mections highlight on pulse radiolysis on page 402 used acetophenone as an example. Explain exactly how you 
anticipate this experiment was performed (you may need to consider issues described in Chapter 5). Why is the pKa of 
the resulting alcohol so much lower than a normal alcohol? 

26. Using Eq. 7.64, show how Marcus theory ni cely reproduces the predictions of the Hammond postulate by considering 
values of t!.Go that represent exergonic and endergonic reactions. What kinds of reactions wou ld you expect would not 
conform to the Hammond postul ate? 
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CHAPTER 8 

Experiments Related to 
Thermodynamics and Kinetics 

Intent and Purpose 

The intent of this chapter is to teach several of the experimental tools rou tinely applied by 
physical organic chemists in the study of reaction mechanisms. The majority of these meth­
ods build upon an analysis of kinetics and thermodynamics, providing a natural progres­
sion from the previous chapter. Both the theory behind the methods and their application are 
covered, and m any methods are illustrated by example. 

The firs t topic is isotope effects. We consider the origin of isotope effects, w hat informa­
tion they provide, and how they are ana lyzed. This includes solvent isotope effects, which 
are very relevant to the analysis of enzymatic reactions. After isotope effects, we delve in to 
linear free energy relationships (LFERs), and show how structural changes can be used in a 
systematic way to gain insight into the nature of reactive intermediates. Electronic substi­
tuent effects (Hammett plots) are discussed in detail, but we also examine how structural 
changes in the solvent, nucleophile, and nucleofuge (a synonym for leaving group) can be 
used to probe a reaction mechanism. It is particularly instructive within the context of linear 
free energy relationships to examine trends in reactivity. Hence, in this chapter we also dis­
cuss the general effects of electron withdrawing and donating groups, changes in the ioniz­
ing power of the solvent, s teric effects, and changes in nucleophilicity and leaving grou p 
ability (nucleofugality). The notions are not specific to individual reaction types, so they are 
discussed here instead of being examined only in the context of specific mechanisms in the 
next chapters. Finally, a variety of experiments that do not fit under any single heading are 
examined, such as cross-over experiments, scrambling experiments, clocks, etc. These ex­
periments can be extremely important. We delineate the general approach used in each ex­
perimental type, but teach the methods mostly by example. 

In all the sections of this chapter, examples are drawn from the Literature. In d oing so, we 
show that the tools of physical organic chemistry are used in m ost chemical subdisciplines. 
Our examples come from enzymology, bioorganic chemistry, organometallic chemistry, and 
traditional small molecule organic chemistry. Our intention is for the student to learn how 
general the experiments discussed herein are, so that he or she will immediately incorporate 
them into his or her repertoire for studying chemical reactivity. 

8.1 Isotope Effects 

In our analysis of kinetics in the last chapter, we emphasized that the information gained is 
limited, and that most studies of mechanisms involve other techniques. One p iece of infor­
mation that cannot be gained from a kinetic study is what bonds have been broken, formed, 
or rehybridized during the rate-determining s tep. Isotope effects can provide jus t this kind 
of information. Substituting one isotope for another at or near an atom at which bonds are 
breaking or rehybridizing typically leads to a change in the rate of the reaction. When the 
bonds being broken or formed involve those to hydrogen, the effect of replacing H with D 
often is relatively large and can be measured routinely. Isotope effects with other a toms have 421 



422 CHAPTER 8: EXPER I MENTS RELATED TO THERMODYNAMI CS A t D Kl ETICS 

also been studied, but the effects are typically small and sometimes difficult to quantify. 
Therefore, our discussion of isotope effects will focus on hydrogen, although we give a brief 
introduction to heavy atom isotope effects later. 

8.1.1 The Experiment 

An isotope effect is measured to determine if the bond at which the isotopic substitution 
is being made changes in some ma1mer during the rate-determining step. We express an iso­
tope effect as a ratio of rate constants, where the numerator is the rate constant for the reac­
tion with the natural abundance i otope, and the denominator is the rate constant for there­
action with the altered isotope. For example, when measuring isotope effects for reactions 
involving a substitution of hydrogen with deuterium, the iso tope effect would be expressed 
as k,., I k0 . Measuring an isotope effect, therefore, typically requires us to run two kinetic 
analyses or to design a clever competition experiment. 

For a hydrogen isotope effect, typically a first order (or p seudo-first order) rate constant 
for the reaction of interes t is determined with the bond that is being analyzed (X-H) having 
a na tural abundance distribution of isotopes. This is because the natural abundance of deu­
terium and tritium (0.015% and 1 X I0-4%, respectively) is so low that their contribution to 
the rate is negligible. Next, the rate constant for the same reaction is determined with aver­
sion of the molecule in which synthesis (or solvent exchange; see Section 8.1.6) has intro­
duced nearly 100% deuterium in place of the hydrogen . 

The magnitude of the isotope effect (the variation of k11 I k0 from unity) gives us infor­
mation about the reaction mechanism. If k1-1 I k0 is 1, one conclusion would be that the bond 
where the substitution occurred is not changing during the rate-determining step. However, 
it may just be that the isotope effect is too small to be measured accurately. If the ratio of k1-1 I 
k0 is different from one, more solid conclusions can be drawn. When k1-1 I k0 is greater than 
one, we call the isotope effect normal. When k1-1 I k0 is less than one, we call the isotope effect 
inverse. When the isotope effect can be attributed to a bond brea king event at the X-HI X-0 
bond, it is referred to as a primary isotope effect. When the effect is attributed to a rehybrid­
iza tion or arises from isotopic substitution remote from the bonds undergoing reaction, it is 
referred to as a secondary isotope effect. The situation we have discussed thus far, in which 
the iso tope substitution changes the rate of the reaction, is called a kinetic isotope effect 
(KIE) . When the interchange of iso topes alters the position of an equ ilibrium, we call it an 
equilibrium isotope effect. 

8.1.2 The Origin of Primary Kinetic Isotope Effects 

The origin of all isotope effects is the difference in frequenci es of various vibrational 
modes of a molecule that a rise when one isotope is subs tituted with another. Let's first a na­
lyze a bond that is breaking during the rate-determining step of a reaction (a primary kinetic 
isotope effect) . To a good approximation, the potential energy of the system does not change 
with subs titution of one isotope for another. In other words, the relative energies of the min­
ima and maxima on the energy surface do not change with iso topic substitution. However, 
we noted in Chapter 7 that the shapes of the potential wells on an energy surface are compos­
ites of the various vibrational sta tes of the molecule. When considering a reaction, it is suffi­
cient to consider the shapes of these wells as being dominated by the vibrational modes that 
are undergoing the most change during the reaction. 

Recall from our discussion of lR spectroscopy (Section 2.1.4) that vibrational sta tes are 
quantized, and that each potential energy well has several rungs that represent different en­
ergies for that vibrational mode (Figure 2.2). The formula for the quantized energies (e,) of 
the vibrational modes is given in Eq. 8.1, where vis the frequency of the vibrational mode be­
ing considered. These energies are measured from the lowest point in the potential energy 
well. At ambient temperature, the vibrational modes for bond stre tches are dominated by 
n = 0, with e0 = Vzhv. This energy is referred to as the zero-point energy (ZPE). 

e = (n + ..:!..) hv n = 0 1 2 ··· 1/ 2 I I 1 

(Eq. 8.1) 



Dissociation 

r---+- Activation energy for 
homolysis of a C- H bond 

f-t- +--- Activation energy for 
homolysis of a C-D bond 

\-f--J-1 C-H Zero-point energy 
C-D Zero-point energy 

FigureS.! 
A Morse potential for a C-H bond showing that the activation energy 
for homolysis of a C- D bond is larger than for a C- H bond. 
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For a bond breaking event, the stretching vibration of that bond is defined as the reac­
tion coordinate. As was discussed in Chapter 2, the frequency of a stretching vibration is 
modeled by the classic equation for the stretching of a spring with a mass attached at both 
ends (Eq. 8.2). In Eq. 8.2 vis expressed in s-1

, whereas in IR spectroscopy the frequency is ex­
pressed in cm- 1

, and is called v (where v = vIc and c, the speed of light, is given in em/ s) . 
The frequency is directly proportional to the square root of the force constant for the 

bond, and inversely proportional to the square root of the reduced mass. The reduced mass 
for a bond between a heavy atom such as C, N, or 0 with a light atom such asH is signifi­
cantly affected when the H atom is changed to D. The stretching frequency of a bond with 
deuterium is lower due to the heavier mass, and hence the zero-point energy for the bond is 
lower also. We denote this on a potential energy w ell by showing a second rung that is lower 
in energy for the deuterium-containing bond (Figure 8.1). 

1 /k m1m2 v =- ;- where m = _...:.._.=..._ 

2n: v mr r mi + m2 
(Eq. 8.2) 

In a homolysis reaction that forms two radicals, the stretching vibration in the reactant is 
converted to a translational degree of freedom. Comparing a C-Hand C-D bond (as done in 
Figure 8.1) shows a larger activation energy for the C-D bond. In this case, the full difference 
in ZPE establishes the magnitude of the isotope effect, and kH I ku is greater than 1. There are 
no vibrations for the bond that is breaking when the reaction is done, and therefore the force 
constant associated with this bond has gone to zero, after full bond cleavage. By assuming 
that the bond of interest is 100% broken at the transition state (typically not the case), we can 
calculate the maximum possible isotope effect using Eqs. 8.1 and 8.2 (left as an Exercise at the 
end of this chapter). The expectation is that an isotope effect measured at 298 K for a homoly­
sis reaction involving a C-H bond, whose IR stretch appears at 3000 cm-1

, should be approxi­
mately kH/ k0 = 6.5. This is a relatively large primary kinetic isotope effect, because we as­
sumed that the bond was completely broken. 

Most isotope effects are attenuated from this value because reactions typically do not in­
volve bonds that are completely broken in the transition state. An example of a reaction with 
a relatively large isotope effect is the hydroxylation reaction given in the Connections high­
light on page 425. To understand any kinetic phenomenon, one always compares reactant 
with transition state. For isotope effects we compare the ZPEs of the various vibrations of the 
reactant and the activated complex. Usually the bond is only partially broken at the transi­
tion state, or another bond is starting to form at the transition state. Both of these will attenu­
ate the isotope effect from that of total homolysis. To visualize this attenuation, we need to 
examine reaction coordinate diagrams and the associated vibrational modes. 
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A. 
A potential energy well 
perpendicular to the reaction 
coordinate with the associated 
C-H and C-D vibrational states 

B. 

c. 

Figure 8.2 
Various images of three- and 
two-dimensional reaction 
coordinate diagrams. 
A. Showing the C-Hand C-D 
ZPE levels within the troughs 
on the energy surface. B. Picture 
of the trou ghs and rungs a t the 
reactant, T. S., and product, 
perpendicular to the reaction 
coordinate. C. Drawing the 
troughs and rungs in the same 
plane as the reaction coordinate. 

Reaction Coordinate Diagrams and Isotope Effects 

The energy surfaces discussed in Chapter 7 depicted energy wells from which troughs 
are traversed to achieve the saddle points. Each point along a reaction coordinate is associ ­
ated with a potential energy well that is perpendicular to the reaction coordinate (Figure 8.2 
A) . Each well has vibrational states associated with it. To simplify these pictures for rapid 
drawing, we draw the reaction coordinate in the usual two-dimensional sense, and place a 
well perpendicular to the page at each point we want to discuss on the reaction coordinate 
(Figure 8.2 B). We then draw in the associated rungs representing the vibrational states. We 
now draw these sa me wells as if they were in the same plane as the reaction coordinate (Fig­
ure 8.2 C), fully realizing that they are really perpendicular. 

Drawings such as Figure 8.2 Care the starting point for understanding the magnitudes 
of conventional isotope effects. In this figure we are achieving a transition s tate where there 
is still some bonding between the H or D and a heavy atom, such as carbon. Activated com­
plexes have vibrational modes with ZPEs, just like any other molecule. For every vibrational 
mode there is a ZPE difference for C-H vs. C-D. Howeve1~ the only vibrational modes we 
need consider are those that are undergoing a change along the reaction coordinate (see be­
low). These will give a differential ZPE di fference between C-Hand C-D at the transition 
state vs. the reactant, and can thereby produce a kinetic isotope effect. 

Figure 8.3 

::--- ZPEdilf·TS 

C-H Activation energy 

C-D Activation energy 

--- -- ------. ZPEdiff·react 

Reaction coordinate 

Diagram showing that a residual ZPE difference between C-Hand 
C-D bonds a t the transition state diminishes the isotope effect. 

With primary kine tic isotope effects (Figure 8.3) the ZPE difference in the activated com­
plex (ZPEd;rr-Ts) is smaller than in the reactants (ZPEdiff-reac1) . The activation free energy for the 
deuterium case is still larger than the hydrogen case, but the isotope effect is reduced from 
that associated with a full homolysis reaction by the amount of ZPE difference that is resid­
ual in the transition state. In other words, the difference in free energy of activation for the 
C-Hand C-D reactions (~~GcH ; co0*) is the difference between the ZPE differences in there­
actant and the activated complex (Eq. 8.3). 

~~GCH/CD of= ZPEdiff-react - ZPEdiff-TS (Eq. 8.3) 

In summary, then, the magnitude of a primary kinetic isotope effect depends upon dif­
ferences in the ZPEs in the reactant and activated complex for all the vibrational modes of 
the reactant and activated complex. The changes in vibrations for the bonds undergoing 
transformations during the reaction dominate the iso tope effect. We need to identify these 
vibrational modes and understand how their force constants change during the reaction. We 
focus on the force constants because the frequencies of the vibrational modes are related to 
the force constants via equations such as Eq. 8.2. As is discussed below, the proper vibra­
tional modes to consider can be a function of the angle of collision between the reactants. 
Further, the extent of change in the force constants is a function of the extent of bond break­
ing and forming in the transition state. 



Connections 

The Use of Primary Kinetic Isotope Effects 
to Probe the Mechanism of Aliphatic 
Hydroxylation by Iron (III) Porphyrins 

One reaction that is uncommon in organic chemistry 
but is common in biological systems in the hydroxylation 
of alkanes to form alcohols. Cytochrome P-450, a heme 
containing enzyme, catalyzes this reaction . Large pri­
mary isotope effects are found, as well as an absence of 
carbocation-like skeletal rearrangements and loss of 
stereochemistry. These observations led researchers to 
conclude that a radical cage mechanism is operative. 
A radical cage mechanism is one in which radicals are 
created and react together before diffusing apart. 

Several models of this heme enzyme are based upon 
substituted porphyrins. For example, compound i (oxi­
dized Fe in porphyrin ligand shown) catalyzes the oxida­
tion of norbornane to norboran-2-ol with iodosobenzene 

Br Br 

Br 

Br 

Br Br 
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as oxidant. With the deuterionorbornane shown (ii), a 
mixture of en do- and exo-norboran-2-ols is produced, 
and a primary kinetic isotope effect of 5 is measured. 
This is similar to the isotope effect found for the enzyme­
ca talyzed reacti on, suggesting that i is a good model for 
the natural reaction. The large iso tope effect supports a 
mechanism involving hydrogen atom abs traction in the 
rate-determining s tep followed by a rapid transfer of the 
hydroxyl from the iron to the carbon-based radica l (hence 
the radical cage description). Furthermore, note that no 
carbon skeletal rearrangements were found, as would be 
expected for a norbornyl ca tion (see Chapter 11). This sup­
ports a mechanism that does not involve carbocations. 

Traylor, T G., Hill, K. W, Fann, W.- P., Tsuch iya, S., and Dunlap, B. E. 
" Ali pha tic Hyd roxyla tion Ca talyzed by lron (lll ) Porphyrins." f. Alii. Chem. 
Soc, 114, 1308-1312 (1992). 
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Primary Kinetic Isotope Effects for Linear Transition States 
as a Function ofExothermicity and Endothermicity 
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+ Fe - OD 

To analyze which vibrational modes are relevant to an isotope effect, we must have a ref­
erence point to compare to the transition state, and we must identify the reaction coordinate. 
The Hammond postulate tells us that the structure of the activated complex most resembles 
the structure of the molecule to which it is closest in energy. This means that we can estimate 
the vibrational modes in the activated complex by making comparisons to the vibrational 
modes for the reactants and products (remembering that in this context the" product" might 
actually be a reactive intermediate) . The force constants for the transition state will be most 
similar to the force constants in the structure that the transition state is closest to in energy. 
We must also identify the vibrational mode that is the reaction coordinate, because this 
vibration will not contribute to the isotope effect at the transition state. This is because the 
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A. Vibration that defines the reaction coordinate 

--------0 o--- --------0 
A-H B 

B. Degenerate bending vibrations at the transition state 
Figure 8.4 
Vibrational !, . !"S relevant to kinetic primary 
isotope effecl;, . ,.,, ' ibration that defines the 
reaction coordinate. B. In-plane and out-of-plane 
bends at the transition state. C. Symmetric stretch 
that forms at the transition sta te. 

r xr-r 
C. Symmetric stretch at the transition state 

--------0 0 o---
A H B 

reaction coordinate is not a vibration present in the transition state, but instead defines the 
reaction. 

The normal modes we must pay the most attention to are those that are changing in the 
reactant and developing in the activated complex. Consider a deprotonation reaction of an 
acid (A-H) by a base (B-) that occurs with a linear transition state (Eq. 8.4). The vibration that 
is the reaction coordinate for this transformation is depicted in Figure 8.4 A, leading to A-H 
bond cleavage and B-H bond formation. This vibration does not contribute to the isotope ef­
fect, but all other vibrations that are changing do. As discussed above, the A-H stretching 
mode in the reactant is changing because this bond is breaking, and a simple analysis would 
lead to the conclusion that an isotope effect around 6.5 would result. However, because there 
is still some bonding in the transition state, there are other vibrational modes in the transi­
tion state that diminish this effect. One such mode is a set of degenerate bends that occur in 
perpendicular planes (Figure 8.4 B) . However, a bending mode also exists in the reactant, 
and bending modes have significantly lower force constants than stretches. Therefore, dif­
ferences in bends between reactants and transition states typically do not contribute greatly 
to primary isotope effects. In contrast, a symmetric stretching vibration develops at the tran­
sition state that has no analog in the reactant (Figure 8.4 C). This new vibration has a large 
force constant because it is a stretch, and hence it will have a large effect on the magnitude of 
the isotope effect. This is the mode that we want to examine in detail as a function of the free 
energy of the cleavage reaction. 

8 88 88 8 [ J
T.S. 

A-H + B - A----H----8 - - A + H- B 
(Eq. 8.4) 

If the deprotonation is very exothermic, the transition state resembles the reactants; that 
is, very little bond breaking has occurred at the acid and very little bond formation has oc­
curred at the base (Figure 8.5 A). Hence, the bond holding the hydrogen to the complex still 
greatly resembles the bond in the reactant. The newly forming symmetric stretch involves 
almost as much movement of the hydrogen as does the bond stretch in the reactant. The 
magnitude of the isotope effect is therefore predicted to be small, because the difference in 
ZPE H / 0 differences for the reactant and transition state is small. 

When the reaction is very endothermic, the bond between the proton and the base has 
been almost completely formed at the transition state (Figure 8.5 B). Hence, the symmetric 
stretch at the transition state greatly resembles the normal bond stretch in the product. When 
examining a reaction where the force constant of the B-H bond is similar to that of the A-H 
bond, the force constant for the symmetric stretch at the transition state would therefore be 
similar to that for the A-H bond. Again, we find little difference in ZPE differences between 
the reactant and the activated complex, leading to a small isotope effect. 

The situation is much more interesting when the reaction is thermoneutral or close to it 
(Figure 8.5 C). Now the bond that holds the hydrogen in the activated complex has the hy-



A. 

Reaction coordinate 

B. 

Reaction coordinate 

c. 

Reaction coordinate 

Figure 8.5 

The activation energies are roughly 
equal because the symmetric stretch at 
the T.S. is similar to the A-H stretch. 

The activation energies are roughly 
equal because the symmetric stretch 
at the T.S. is similar to the A-H stretch. 
This is due to symmetric stretch at the 
T.S. resembling the B-H bond , which 
has a similar force constant to the 
A-H bond. 

The activation energy for the A-H 
reaction is clearly less than for the 
A-D reaction because the symmetric 
stretch at the T.S. has little dependence 
upon the isotope. 

Diagrams showing how the ZPE d iffe rence between C-Hand C- D bond s between the reactant 
and transition s tate changes as a function of the free energy of the reac ti on. A. Exothermi c reaction, 
B. Endothermi c reaction, and C. The rmoneutral reaction. Th e symmetric s tretch refe rred to in the 
figure is that of Fig u re 8.4 C. 
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d rogen almost equally shared between A and B, and the symmetric stretch (Figure 8.4 C) is 
centered around the hydrogen with little or no movement of the hydrogen. Therefore, the 
frequency of this stretch does not depend strongly upon the iso tope. Now the ZPE difference 
at the transition state is very small. There ulting iso tope effect is therefore predicted to be 
large, possibly approaching 6.5. Note that this analysis tells us that the magnitude of the iso­
tope effect is a rough measure of the position of the transiti on state along the reaction coordi­
nate; that is, large isotope effects are found for reactions with nearly symmetrical transition 
states, and smaller effects a re observed as the transition state moves towa rd reactant or 
product. An example of this in a proton transfer reaction is described in the following Con­
nections highlight. 
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Connections 

An Example of Changes in the Isotope Effect 
with Varying Reaction Free Energies 

X X 

X NO + = 
In our discussion of primary kine ti c isotope e ffects, we 
used a hypothetica l acid- base reacti on to expl ain why the 
magnitude of the isotope effect would be a max imum 
when the reaction is thermoneutral. Indeed, thi s kind 

2 

X= H or D 

Nitroethane deprotonation 

of effec t has often been obse rved in acid- base chem-
istry. As one example, the depro tonation of nitroethane 
(CH 3CH 2N02 or CH3CD2N 0 2) by a mines has a maximum 
isotope effect when the pK. of the conjuga te acid of the 
amine base matches the pK. of nitroethane. In other 
words, when the acid strength on both sides o f the 
reacti on is the same, the iso tope effect is maximized. 
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9.0 

The g raph to the ri ght show s various a mines, and when 
the acidity of the ammonium and the nitroethane are 
close, the largest KI E is found . 
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Di xon, ]. E., and Bruice, T. C. " Dependence of the Primary Isotope Effect 
(k 11 I k" ) on Base Strength for the Primary Ami ne Catalyzed Ion iza tion of 

itroethane." /.Am. Chcm. Soc., 92,905 ( 1970). 
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pK. 

Isotope Effects for Linear vs. Non- Linear Transition States 

Our analys is of the relati ve magnitudes of isotope effects has focused upon changes in 
ZPEs for various vibra ti ons that are transforming during a reaction. When there are large 
changes in vibrational modes that are a ffected by mass differences, large isotope effects are 
found. One needs vibrational modes with relatively large force cons tants in the rea ctant in 
order for signjficant diffe rences to ar ise between reactants and transition states. 

When the hydrogen I deuterium transfer proceed s through an activated complex with 
bent bonds, bending modes become m ore significant (Eq. 8.5) . The force constants for scis­
soring and bending motions (see Section 2.1.4) are significantly lower than for stre tching 
moti on s, and therefore the changes in ZPEs between reactant and transition state are not as 
large as for reactions that involve ch anges in stretches. This leads to lower magnitudes for 
primary kinetic isotope effects. Moreover, the hydrogen in the symmetric stretch (the bent 
analog to Figure 8.4 C) still has a signifi cant movement. Therefore, this vibration still has a 
mass d ependence, and will diminish the magnitude of the isotope effect relative to a linear 
transition state. Hence, hydrogen transfers that proceed s through non-linear transition states 
have lower KIEs. 

H 
' s (Eq. 8.5) 

8.1.3 The Origin of Secondary Kinetic Isotope Effects 

Secondary kineti c isotope effects arise from isotopic substitution at a bond that is not be­
ing broken, and typically involve a change in bond hybridization or involvement of the 
bond in hyperconjugation. They are defined as a or [3 secondary isotope effects. The terms 
refer to w hether the isotope is on a position a or [3 to the bond that is changing. An a effect 
occurs w hen the atom undergoing reaction has the associa ted isotope, whereas a [3 effect oc­
curs w h en the neighboring atom has the isotope. An example of how to use a secondary iso­
tope effect in deciphering a mechanjsm is given in the Connections highlight on page 431. 
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Hybridization Changes 

As with any kinetic isotope effect, a difference in ZPE differences between the reactant 
and the transi tion state is necessa ry for the isotope effect to be manifest. To understand a sec­
ondary effect, we need to consider all the changes in vibrational modes that occur when an 
atom (or atoms) associated w ith a bond undergoes rehybridization. The vibrational modes 
that have the largest force constants and those that undergo the larges t changes will have the 
greatest influence on the isotope effect. 

When a C-H bond involv ing an sp3 hybridized carbon is changing to a bond involving 
an sp2 hybridi zed carbon, the re are only a limited number of vibrational modes that are un­
dergoing large changes. These modes include stretches, as w ell as in-plane and out-of-plane 
bending motions. Similar vibrational modes change when an sp2 hybrid changes to sp. Let's 
consider the stretches firs t. In Chapter 2 (Table 2.2), we showed thatC- H bond strengths de­
crease in the order sp > sp2 > sp3. Similarly, the force constants for the stre tching vibrations 
follow this trend. The trend is also reflected in theIR spec tra, where stretching frequencies 
have the sa me order. Therefore, there is a chan ge in force constant for stretches of a bond un­
dergoing rehybridiza tion, and we would predict an associa ted isotope effect. Yet, the change 
in force constant is not nearl y as large as w hen the bond is breaking, as in a primary kinetic 
iso tope effect. In fact, the change in force constant due to rehybridization is not large enough 
to create significant isotope effects. Hence, we must examine other vibrations to understand 
the origin of a secondary isotope effect. 

Figure 8.6 shows the in-plane and out-of-plane bending motions for sp3 and sp2 hybrid­
ized carbons, along with the associated IR frequencies. The in-plane bend has essentially the 
same frequ ency in the sp3 and sp2 hybridized carbons, indica ting there is little difference in 
force constants for these motions. The in-plane and out-of-plane bends for an sp3 hybridized 
carbon are degenerate. However, the in-plane bend is a much stiffer motion for the sp2 hy­
bridized carbon than is the out-of-plane bend . This is because there is little steric hindrance 
for the out-of-p lane bend of an sp2 hybridized carbon. This large difference in force constant 
for the out-of-plane bend of an sp3 hybrid versu s an sp2 hybrid mea ns that there will be a sig­
nificant difference inZPE differences between C-Hand C-D bonds in reactions that involve 
rehybridi za tion between sp3 and sp2

. Therefore, it is this bending mode that leads to a mea­
surable secondary isotope e ffect. We can calculate the isotope effect expected from this fre­
quency difference (left as an Exercise a t the end of the chapter), and find a theoretical maxi­
mum va lue of 1.4. Typical secondary effects of around 1.1 to 1.2 are found, because the full 
difference between an sp3 and sp2 carbon is n o t felt at the transition state. Similarly, a large 
difference in the frequency of the in-plane bend exists between sp2 and sp hybridized car­
bons, leading to secondary isotope effects. Note that these effects, even at their largest, are 
much smaller than typical primary KJEs, presenting a more significant challenge to the ex­
perimentalist. A Going Deeper highli ght on page 432 describes an ingenious method for 
measuring very small iso tope effects. 

We have jus t explained that a secondary kinetic isotope effect arises from differences 
in bending vibra tions. One draws this difference using the typical reacti on coordinate dia ­
grams. In Figure 8.7, we plot the potential energy wells for the vibrational s tates undergoing 
change, but now we are plotting bending m otions. Since the transition state is d eveloping sp2 

character at the carbon where the isotopic substitution has been made, the force constant is 
weaker at the transition state than for the reactant (Figure 8.7 A). We find that the reaction 
is slower when the reaction has a deuterium on the carbon undergoing rehybridization. This 
is a normal secondary kinetic isotopic effect. 

Consider now a reaction that is the opposite fro m above-that is, one that involves rehy­
bridization from sp2 to sp3 (Figure 8.7 B). Now the force constant for the bending motion is 
ge tting larger at the transiti on state because the vibration is becoming stiffer. In this scenario 
the ZPE difference is large r a t the transition s ta te than at the reactant, which means that the 
reaction actually proceeds faster with deuterium than with hydrogen. This is an inverse ki­
netic iso tope effect. Isotope effect va lues of around 0.8 to 0.9 are common in these cases. 

A secondary kinetic iso tope effect can a lso arise from the involvement of a C-H(D) bond 
in hyperconjugation in a rate-determining s te p. For example, in an SN1 reaction a carbocat-

In-plane bend Out-of-plane bend 

,,fj f '·· ,, .; 
1350 cm- 1 1350 cm-1 

!:{) rt''···H 

4J 
1350 cm-1 800 cm- 1 

Figure 8.6 
In-plane and out-of-p lane 
bending vibrations for C- H 
bonds on sp3 and sp2 hybr idi zed 
carbons. 
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Figure8.7 
Diagrams showing the origin 
of norma l (A) and inverse 
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ion is crea ted in the slow step, and C-H(D) bonds~ to the ca tionic center stabilize the cation 
by hyperconjuga tion (see Section 1.4.1). This weakens the C-H(D) bonds, which will lead to 
a normal secondary kinetic isotope effect. 

Steric Isotope Effects 

There is an alternative mechanism by w hich we can see isotope effects inca es that do 
not involve breaking or making C-H bonds. This is a steric effect, in w hich the differing ef­
fective s teri c sizes ofH vs. D come into play. In a C-H vs. a C-D bond, not only is the ZPE less 
for 0, but we should also anticipate that the vibrational amplitude should be less forD than 
for H. Thi s in turn should make D appear to be smaller than H in some contexts. 

A classic demonstration of this effect is in the racemization of the chiral biphenyl com­
pound characterized by Mislow and shown in Eq. 8.6. Rotation about the central bond race­
mizes the material and forces a severe steric clash between the two methyl grou ps in the 
transition state. Indeed, it is found that the deuterio compound racemizes faster than the 
protio, consistent with the notion that 0 is effectively sm aller than H. The effect is certainly 
not a large one, as only a 15% difference is seen in a sys te m with a really severe steric interac­
tion and wi th multiple H / 0 substituti ons. Nevertheless, s teric isotope effects can be compa­
rable to o ther second ary isotope effec ts, and so should be considered when evaluating ex­
perimental data. 

= 

k (X = D) = 1.15 
k (X = H) 

(Eq. 8.6) 



Connections 

The Use of an Inverse Isotope Effect to 
Delineate an Enzyme Mechanism 

o-Amino acid oxidase catalyzes the oxidation of amino 
acids to imino acids via the transfer of a hydride to the 
coenzyme flavin adenine dinucleotide (FAD). The mecha­
nism first involves deprotonation of the amino acid to cre­
ate a carbanion (see below). This carbanion can then 
undergo either a nucl eophilic additi on to the fl avin of 
FAD (Path A) or an electron transfer to the flavin, creating 
rad icals tha t combine to give the same product as the 
nucleophilic addition (Path B). Expulsion of the fl avin as 
a leaving group, concomitant with some proton transfers, 
gives the oxidized imino acid product. 

To disti nguish whether the reaction involves nucleo­
phili c a ttack or radical intermedi ates, the conju ga te base 
of nitroethane was used as a substrate for the enzyme (see 
to the right).ln this case the enzyme does not need to 
deprotonate the substra te beca use it is a carbanion to 
begin w ith. Thi s carbani on is sp2 hydridi zed at the anionic 
carbon, and nucleophili c attack on the fl avin would trans­
form this carbon to sp3 (Path A). Since the hybridiza tion 
changes from sp2 to sp3

, an inverse isotope effect is pre­
dicted . However, the alternative wherein a radical is 
formed from the carbanion keeps the hybridization state 
of the a -ca rbon roughly the same (Path B), giving little if 
any isotope effect. Following the kinetics of the reaction of 
nitroethane anion (a-H or D) with FAD and o-amino acid 
oxidase revealed a second ary inverse kinetic isotope 

Base..--...H 

R -f co~ 
0 NH3 

Amino acid 
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effect of 0.84. This is relatively large for a secondary iso­
tope effect, and so the d ata were interpreted to support 
the nucleophili c mechanism (Path A) . 

Nitroethane 
anion 

Probing radical vs. nucleophilic mechanisms 

Kurtz, K. A., and Fitzpa tri ck, P. F. "pH and Secondary Kinetic Isotope 
Effects on the Reaction of o-Amino Acid Oxidase withN itroa lkane Anions: 
Evidence fo r Direct Attack on the Flavin by Carban.ions." f. Am. Che111. Soc., 
119, 1155 (1997). 

Imino acid 
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Going Deeper 

An Ingenious Method for Measuring 
Very Small Isotope Effects 

troscopy was used to measure the 2H and 13C content at 
each atom in the initial starting material, and in recovered 
starting material after the reaction had proceeded to 98.9% 
completion. The ratio of isotopic abundance at each car­
bon and hydrogen was used in the above equation to give 
the isotope effect at each center. The 13C isotope effects 

Heavy atom and secondary hydrogen kinetic isotope 
effects are often quite small, so they can be difficult to mea­
sure due to the error values often associa ted with rate con­
stants. However, as any reaction occurs, the reactants are 
incrementally enriched in the slower reacting compo­
nents. Thus, for reactants with the natural abundance of 
heavy iso topes, near the end of the reaction the proportion 
of heavy isotopes in the reactants has increased relative to 
the proportion present at the beginning of the reaction. 
The isotope content of the recovered starting m aterial rela­
tive to the origina l starting rna terial (R I R0 ) is related to the 
exten t of reaction (F) and the k inetic isotope effect (KIE) 
via the following equation: 

R/ Ro = (1-F)(l /KIE) - 1 

As the reaction approaches completion (F ap proaches 1), 
the rati o of R / R" becomes very sensitive to the value of 
the KIE. 

Using this method, the kinetic isotope effects of 2H 
and 13C at each a tom in isoprene for the Die Is-Alder reac­
tion wi th m aleic anhydride were determined. NMR spec-

for each carbon are shown below. Using this very clever 
method, one can now routinely measure very small iso­
tope effects, as long as the reaction is sufficiently scalable 
to allow for recovery of enough starting m aterial for NMR 
analysis. 

Assumed as 1 

\ H/1 022 

100~~ • 

0.990 H 1.017 

Isoprene Maleic anhydride 

Singleton, D. A., and Thomas, A. A. "High-Precision Simultaneous 
Determination of Mul tipl e Small Kinetic Isotope Effects at Na tural 
Abundance."]. Am. Chem. Soc., 117, 9357- 9358 (1995). 

8.1.4 Equilibrium Isotope Effects 

Our analysis of kinetic isotope effects compared the difference in ZPE differences be­
tween C-Hand C-D bonds in the reactants and transition states. There are also many re­
actions that es tablish equilibrium between two structures where rehybridization occurs or 
bond strengths change. For example, Figure 8.8 shows two cases, one where the ZPE differ­
ence is larger in the reactant and one where the ZPE difference is larger in the product. In the 
first case the equilibrium lies further to the right for the structure with hydrogen, and in the 
second case the equilibrium lies further to the right for the deuterated structure. Shifts in 
equilibria upon isotopic substitution are called thermodynamic or equilibrium isotope ef­
fects. We have been intentionally vague about which vibrational modes lead to these isotope 
effects, because any large change in force constant for any mode can yield such effects. 

Note that in both examples of Figure 8.8 the deuterium prefers the bond with the larger 
force constant. This is often generalized into the statement "deuterium prefers the stronger 
bond". However, this implies bond strength, or bond dissociation energy (BDE), and it is not 
always true that the deuterium will concentrate in the bond with the larger BDE. Rather, 
deuterium will concentrate a t the center with the larger force constants overall. Usually, but 
not always, this will be the center with the stronger bond to H / D. 

Isotopic Perturbation of Equilibrium- Applications to Carbocations 

The study of equilibrium isotope effects has found widespread application in analyzing 
near d egenerate equilibria, and in this context is referred to as the isotopic perturbation of 
equilibrium. This technique, as developed by Saunders, has proven to be a powerful tool for 
studying car boca tions. lt provides a very clever way to distinguish a rapid equilibrium from 
a sin gle, symmetrical structure. The method is best described by considering some specific 
examples, shown in Figure 8.9. 
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Figure 8.8 
Diagrams showing equilibrium isotope 
effects. A. Increasingly fa voring product 
with H, and B. Increasingly fa voring 
product with D. 

_-:: ~--: - Larger energy difference for 
-- I-- - hydrogenated case; equilibrium lies 

------------- - - - ---- - - - -- further toward products for the 

Reaction coordinate 

0.1 84 ppm 

I I 

4 2 
CH3 CH3 

H3C~ 
3 CH 3 

1 

H3C CD3 

~H = 

(i) D~H 
= 

(i) D0 H 

deuterium-substituted compound 

= 

Figure 8.9 
Isotopic perturbation of equilibrium. A. The 1,1,3,3-te tramethylcyclo­
hexane system . See text for discussion. B. 13C NMR spectra used to study 
equilibria given in part A. C. An isotopic perturbation of equilibrium 
experiment for a pro totype carbenium ion. D. Isotopic perturbation of 
resonance for a substituted allyl cation. The equilibrium arrows are 
h ypothetical for sake of discussion in the text. It is reall y resonance, 
n ot an equilibrium. 
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First, consider the chair-flip reaction of 1,1,3,3-tetramethylcyclohexane (Figure 8.9 A). 
For the purpose of discussion we have labeled the four methyl groups, which give a single 
line in the 13C NMR at room temperature due to a rapid chair-flip. At -110 °C, the ring flip is 
slow, and we see two methyl signals (axial and equatorial) separated by 9.03 ppm, a value 
we shall call Ll, with the axial methyls being up field from the equatorials. 

Now consider the situation in which one of the methyl groups is replaced by CD3, let's 
say position 4 for discussion. The equilibrium is no longer degenerate; either the structure 
with the CD3 axial or the one with it equatorial is preferred. The 13C spectrum at room temper­
aUtre allows us to choose. As shown in Figure 8.9 B, we see two sharp lines in the methyl re­
gion separated by 0.184 ppm, a value we shall call8, with a broader line in between them. To 
assign these peaks, we consider first that C4, the deuterated carbon, is not seen, because of 
extensive C-D coupling and diminished nuclear Overhauser effects (NOEs). C3 is expected 
to be broadened due to longer range C-D coupling, allowing us to assign the broad, central 
peak to C3. Of the sharper peaks, one is due to C and one is due to C2. Experience tells us that 
C3 should be shifted upfield by the nearby deuteriums. Since C3 would otherwise show the 
same chemical shift as C1, this allows us to assign C 1 as the downfield member of the two 
sharp peaks. Thus, C1 spends more time in the equatorial (recall axial methyls are upfield) 
position than C21 establishing that the preferred conformer has the CD3 axial, as shown in 
Figure 8.9 A. One expects CD3 to preferentially occupy an axial position relative to CH3, be­
cause as established previously in Eq. 8.6, the CD3 group is smaller. 

Eq. 8.7 allows us to relate the chemical shift separations we have discussed to the equi­
librium constant for the process, K. For this case, inserting L1 = 9.03 ppm and 8 = 0.184 ppm 
gives K = 1.042::!::: 0.001. This corresponds to an energy difference of 0.024 kcal / mol! The iso­
topic perturbation of equilibrium method has allowed us to measure a very small deviation 
of an equilibrium constant from a value of 1. 

(Eq. 8.7) 

The reason the isotopic perturbation method is so powerfu 1 for carbocations is that L1 is 
usually very large in such systems. Since the quantity we measure, 8, is dependent on Ll and 
K, we should see large values of 8 if we are perturbing an equilibrium, no matter how small 
the perturbation. For example, Figure 8.9 C shows the 1,2-dimethylcyclopentyl cation set up 
for an isotopic perturbation of equilibrium experiment. This is a conventional carbenium 
ion that experiences the equilibration shown through a hydride shift. Now L1 between C 1 and 
C2 is estimated to be 261 ppm. Even a K value only slightly different from 1.0 should produce 
a large 8. In this case, o = 82 ppm, and K = 1.9. This shows that the carbenium ion prefers to be 
adjacent to a CH3 rather than a CD3 . In Section 8.1.3 we noted that hyperconjugation is pre­
ferred to a C-H bond relative to a C-D bond, and this experiment is supportive evidence. 

Now consider the effects of isotopic perturbation on a static, symmetrical system. We 
show an isotopic perturbation of resonance in Figure 8.9 D. We know that an allyl cation 
such as that shown is a single symmetrical structure; it is not a rapidly equilibrating pair of 
structures. For the sake of argument, though, let' s test what we would expect if we indeed 
had a rapidly equilibrating pair of structures as shown with equilibrium arrows in Figure 
8.9 D . Again, we would expectLI to be very large, and so 8 should also be quite significant, re­
gardless of how small the deviation of K is from 1.0. In the system shown, however, o is only 
0.33 ppm. This is clear! y just a direct isotope effect on a chemical shift. There has been no iso­
topic perturbation of equilibrium, because there is no equilibrium; only a single, static struc­
ture is involved. 

We can see, then, that the isotopic perturbation of equilibrium method offers a way to 
distinguish a situation in which we have a rapidly equilibrating pair of cations from one in 
which we have a single static structure. As discussed in Chapters 1, 2, 11, and 14, this is are­
curring issue in carbocation chemistry, and so the method has proven to be very useful. 
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8.1.5 Tunneling 

Sometimes isotope effects of 50 or larger are observed for comparisons of H vs. D. Such 
dramatic isotope effects are most often attributed to quantum mechanical tum1eling. Origi­
nally viewed as an exotic consequence of the nuances of quantum mechanics, detailed study 
has shown that tunneling, while certainly not common, is frequently involved in organic re­
actions under conventional conditions. At the end of this section, a Connections highlight 
gives an example with a common synthetic transformation . Tunneling is very common un­
der cryogenic conditions. Since tunneling will be relevant to topics discussed in subsequent 
chapters, we make a slight digression here to lay out the basic concepts involved. This will 
allow us to explain why very large isotope effects are a hallmark of tunneling. 

Tunneling is a quantum mechanical phenomenon involving penetration of the wave­
function for the molecule through the barrier for the reaction rather than over it. Figure 8.10 
illustrates the basic idea. A full description of the physics of tunneling is inappropriate here, 
but we can gain some valuable insights from analyzing the results of such treatments. One of 
the si mplest analyses of tunneling is due to Bell, and it leads to a simple modification of the 
Arrhenius equation by a tunneling correction factor, Q, as in Eg. 8.8. Here A is the normal 
Arrhenius paramete1~ E is the height of the barrier, m is the mass of the tunneling particle, 
and 2a is the width of the barrier. Through the f3 term, we can see that the tunneling correc­
tion factor is very sensitive to the mass of the tunneling particle. The influence of [Jis greatest 
when it is in the exponential, and so tunneling is much more likely for a light particle than a 
heavy particle. In a proton or hydrogen atom transfer or abstraction, it is reasonable to con­
sider the hydrogen as the tunneling particle, and so we have a very li gh t tunneling particle 
with a mass of 1. This is why tunneling is usually associated with proton or hydrogen trans­
fers or electron transfers, but there are important exceptions. On going to deuterium, we 
double the mass, and the exponential dependence on m can produce very large isotope ef­
fects. Hence, when tunneling is involved, our arguments concerning zero point energies and 
vibrational levels are less relevant. Instead, we focus on a generic mass effect, with an in­
crease in mass greatly slowing a tunneling reaction. 

Figure8.10 

k = QAe-EIRT 

where, Q = f3 ~a (f3e- a _ ae-!3) 
a= E/RT 

f3 = 2an 2 (2mE) 112j h 

/ 
/ 

I 

' 
2a': 
~ 

Diagram illustrating the key terms in a tunneling reaction. The gray, 
dashed arrow is the conventional, activated process, while the colored 
arrow is the tunneling path. Also shown are the barrier width, 2n, and 
the width 2a', which wou ld apply to tunneling out of the first excited 
vibrational state. 

(Eq. 8.8) 
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Connections 

Eq. 8.8 reveals another interesting feature of tunneling. As with m, tunneling will be 
most effective when the barrier width, 2a, is small (that is, the barrier is narrow). However, 
while the ,Bterm varies as the square root of m, it depends linearly on the barrier width, 2a. As 
such, it is generally tru e that tunneling is much more sensitive to changes in barrier wid th 
than to mass. In fact, we w ill see tha t in certain cases particles much heavier than H / D can 
tunnel, as long as they are tunneling through a narrow barrier. 

How do we think abou t the barrier w idth? Remember, the x axis in Figure 8.10 is a geo­
metrical coordinate. A narrow barrier im plies that nuclei must move only short distances to 
tunnel from one well to another. So, if we have a reaction in which only small nuclear move­
ments can get us from one minimum to another, then tun neling might be important. 

The h1nneling correction term Q is much less sensitive to temperature than the Arrhe­
nius component of Eq. 8.8. Thus, while conventional reactions slow down dramatica lly as 
we lower the temperature, tunneling reaction rates hardly change at all. As a result, tunnel­
ing is often much more important at very low temperatures, where even the smallest barrier 
could not be overcome, but it can be tunneled th rough . 

Where does the generally small temperature dependence of tunneling come fro m? A 
particle tunneling through a barrier is a quantum m echanical effect, resulting from the fact 
that th e true wavefunction of the reactant is not confined to the energy well of Figure 8.10, 
but can leak out into the next minimum. In this view, hydrogen hmnels well because its light 
mass gives it a very large de Broglie wavelength. Such a process should not be temperature 
dependent. However, consider the consequences of adding thermal energy to Figure 8.10. 
This could lead to a sligh t population of the second vibrational level (n = 1; remember that 
the lowest level is n = 0, the zero point). In a conven tional, activated process, this excitation 
would have only a sm all influence on the rate, and that increase will be comparable to the 
Boltzmann factor disfavoring population of n = 1. In other words, this is not an issue for 
conven tional reactions. However, for a tunneling reaction, the difference between n = 1 and 
n = 0 could be immense. This is because the barrier width is significantly diminished on going 
to the higher vibrational state; note how much smaller 2a' is than 2a in Figure 8.10. The 
sh rinking of the barrier wid th can dram atically increase the hmneling rate, such that even a 
very sm all population of an excited vibrational state would dominate the tunneling process. 
It is in th is way that tunneling reactions are sometimes found to have shallow, but non-zero 
temperah1 re dependencies. 

There are certain criteria used to determine if a large H / D isotope reflects a reaction that 
involves tunneling. First, the difference in the activation energies for the hydrogen- and 
deuteriu m-containing compound must be greater than the difference in their ZPEs. Second, 
tunneling reactions still proceed at low temperatures, as d iscussed above. This odd temper­
atu re dependence is su pported by a deviation from linearity in an Eyring plot, where the 
s lope becomes less negative at lower temperatures. Third, anoma lously large differences in 

An Example of Tunneling in a Common 
Synthetic Organic Reaction 

The elimination of a sele nox ide is a common, mild 
method for the formation of a ca rbon- carbon double 
bond, occuring via a syn-elim ination pa thway as shown 
to the right. The activation energy difference between the 
H- and D-substituted compounds was found to be 2.52 
kcal I mol, giving an isotope effect of 74. Other experimen­
tal param eters were also found to su pport tunneling. For 
example, the A1.1/ A0 is 0.092, considerably different from 
1. Fu rthermore, a ba rrier width for the reaction was calcu­
lated to be 0.82 A, definite ly less than the length of a com­
mon C-H bond (1.1 A). 

+ 
Se' Ph , - xo 

Selenoxide elimination 

Kwart, L. 0., Horgan, A. G., and Kwart, H. "Structure of the Reaction 
Barrier in the Selenoxide-Mediated Formal ion ofOiefins." f. A111. Chc111. 
Soc., 103, 1232- 1234 (1981). 
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the Arrhenius pre-exponential factors are found, meaning A0 / A1-1 does not equal1 as pre­
dicted by collisional theory. Remember, in an experimental determination, the product of Q 
and A (Eq. 8.8) will be the multiplier of the exponential. Since Q varies considerably forD vs. 
H, the empirically determined A factor wi ll also vary considerably. Similarly, a large nega­
tive en tropy of activation is indicative of barrier tunneling, recalling the connection between 
L.\.S* and the pre-exponential term. A large negative entropy of activation is interpreted to 
mean that a precise arrangement of the H must occur to permit turu1eling through the bar­
rier. Finally, the geometries of the reactants and products are usually very similar, meaning 
that the heavy atoms do not signi fi cantly change position during the reaction; instead, only 
the hydrogen moves. 

8.1.6 Solvent Isotope Effects 

The introduction of an isotope into a specific position (or positions) in a molecule in or­
der to measure an isotope effect can sometimes be a synthetically challenging task. How­
ever, when the position to be deu tera ted is readily exchangeable with the solvent, stirring the 
reactant in a deuterated protic solvent will deuterate the reactant. For example, alcohol OHs, 
amine NHs, amide NHs, thiol SHs, etc., will all quite rapidly scramble the hydrogen atoms 
for deuterium atoms when placed in D20 or deuterated alcohols such as CH30D. Reactions 
such as these are also excellen t candidates for observing solvent isotope effects, which are 
changes in rates or equilibria that are seen in comparing norm al vs. deuterated solvents. 

Often the solvent is actually involved in the mechanism of the reaction, in which case 
isotope effec ts clearly can arise. Furthermore, one sometimes finds a solvent isotope effect 
when solva tion of a transition state is different wi th the labeled and unlabeled solvent. The 
iso tope effects can be primary, secondary, normal, or inverse depending upon the role that 
the solvent plays. As expected, direct bond cleavage of a h ydrogen or deuterium atom in the 
solvent or of an exchangeable position in the rate-determining step will lead to a primary 
kineti c isotope effect. A protonation in an equilibrium prior to a rate-determining step can 
give either a normal or inverse effect depending upon how the equilibrium is shifted due to 
the iso topic substitution. 

Fractionation Factors 

As mentioned above, reactions involving a scrambling of the protons and deuterons be­
tween the reactant and solvent are good candidates for significant KIEs. This scrambling 
does not necessarily lead to a stati sti ca l distribution of the exchangeable entities; instead, 
equilibrium isotope effects are common. In these kinds of reactions, it is generally true that 
deuterium will prefer the site with the larger force constants. Measurable equilibrium iso­
tope effects most often occur when the two basic centers exchanging the proton (or deu­
teron) are of different chemical types, such as oxygen or nitrogen . We measure what is 
known as a fractionation factor to determine whether the exchangeable site prefers hydro­
gen or deuterium relative to the preference of the solvent to have hydrogen or deuterium. 
The frac tionation factors, therefore, tell us about the sum of all the different force constants 
in the exchangeable site [X-H(D)] relative to the sum in the solvent [S-H(D)] . At the end of 
the discussion of fractionation factors, an example of their use to characterize the strengths 
of hydrogen bonds is given in a Connecti ons highlight. 

Consider the equilibration of a solute molecule having an exchangeable X-H bond in 
the exchangeable solvent S-H (Eq. 8.9). To measure the fractionation factor, denoted as </J, we 
perform a com petition experiment. We dissolve X- H in a mixture ofS- H and S-D and mea­
sure the equ ilibrium constant for scrambling (Eq. 8.10). 

X-H + S-D = X-D + S-H 

[S-H][X-D] 
[S-D][X-H] 

[X - D] 
[X-H] 
[S-D] 
[S-H] 

(Eq. 8.9) 

(Eq. 8.10) 
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TableS.l 
Fractionation Factors* 

Bond type ¢ 

RO- H(D) 1.0 
Ho- 0.5 

RO- H 2(D2t 0.69 
R3C-H(D) 0.69 
R2N-H(D) 0.92 
R3N-H(D)+ 0.97 
RS-H(D) 0.42 

'Cold , V. " Proteolytic Processes 
in 1-1 ,0 - D,O Mixtures." Arlv. Pilys. 

Org. Client., 7, 259 ( 1969). 

WOH 

1-1~6 .--· H, 
OH 

H 
HO 

Hydrogen bonding to hydroxide 

A fractionation factor grea ter than 1 means that the deuterium prefers site X over siteS. 
Conversely, values less than 1 mean the deuterium prefers the solvent. Table 8.1 lists a few 
fractionation factors where the solvent is water. Alcohols statistically distribute deuterium 
w ith water(¢= 1.0) because the vibrational modes in alcohols and water are all nearly iden­
tical. Carbon, nitrogen, and sulfur show a preference for hydrogen, meaning that the overall 
force constants are larger in wa ter. Hydronium and hydroxide both show a preference for 
hydrogen. The bond in hydronium is predicted to be weaker than in water due to the posi­
tive charge, and since deuterium prefers sites with stronger bonds it makes good sense that 
the fractionation factor is less than 1. 

Yet, it may seem odd that deuterium also prefers water over hydroxide. To understand 
this, remember that the deuterium concentrates where the overall force constants are larger, 
including the force cons tants for all intramolecular and intermolecular vibrations. Hence, 
we must examine hydroxide and its interactions with wa ter. Approxima tely three hydrogen 
bonds are formed to the oxygen of hydroxide in water. These hydrogen bonds from water to 
hydroxide lower the force constants for the 0-H bonds wi thin the three respective waters. 
Apparently, this results in an overall preference for hydrogen in hydroxide. Thi s means that 
the force constants for wa te r hydrogen bonded to just wa ter are larger overall than those for 
the hydroxide hydrogen bonded to water. In fact, if we assume a fractionation factor of 1.2 
for the 0-H bond in h ydroxide and three fractionation factors of 0.7 for each hydrogen bond 
from water, the product of these fo ur (1.2 X 0.7 X 0.7 X 0.7) leads to the observed fraction­
ation factor. Hence, we always use the product of fractionation factors for all the individual 
exchan geable sites to get the overall fractionation factor. 

We can use the ratio of fractiona ti on factor products to predict relative equilibrium con­
stants for reactions in H 20 or D20 . Consider the dissociati on of an acid in H 20 or 0 20. Eq. 
8.11 tell s us that the ratio of equilibrium constants for a reaction in pure D20 (K0 ) to that in 
pure H 20 (KH) is the ra tio of the mathematical products of fra ctionation factors for the prod­
ucts (¢ ;P) and reactants (¢/ ). Letters i and j are running tags of each exchan geable site in the 
product and reactan t, respectively. In essence, the ra tio between the eq uilibrium constants in 
these two solvents reflects the relative ability of the products and reactants to accept deute­
rium over hydrogen . We ask you to derive Eq. 8.11 in Exercise 4 at the end of the ch apter. 

n iPq,t 
n/¢/ 

(Eq. 8.11) 

Ex tending the concept to kinetics requires us to remember the tenets of transition state 
theory (TST). With TST we assume that there is an equilibrium between the trans ition state 
and the reactants. Therefore, we write Eq. 8.12 analogous to Eq. 8.11, where k0 is for the reac­
tion w ith deuterium and k11 is for the reaction with hydrogen. As a result, we obtain the in­
verse of the kinetic isotope effect, beca use KIE = k1-1 I k0 . 

Proton Inventories 

n *"* I 'l't 

n/¢/ (Eq. 8.12) 

Competition experiments between S- Hand S-D for scrambling of an exchangeable s ite 
on a reactant X-H can be used to determine h ow many protons are being transferred or asso­
cia ted w ith rehybrid ation duri ng the rate-determining step of a reaction. We demonstrate 
this below by exa mining an enzymatic reaction in a Connections highlight. To Lmderstand 
this ex periment, we must consid er measuring the rate constant for a reaction involving a 
change in the X-H(D) bond, where the molecules in solution are actually a mixture of X-H 
and X- D. The rate constant would be a weighted mean of the rate constants for the X- H and 
X-D molecules (Eq. 8.13). Letter n in Eq. 8.13 is the mole fraction ofD at the exch angeable site, 
established both by the mole fraction of Din the solvent and the equilibrium fractionation 
factor for placing D at this si te. We define a kinetic fractionation factor for the reaction as 
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Using Fractionation Factors to Characterize 
Very Strong Hydrogen Bonds 

Recall from Chapter 3 the deba te in enzy mology about the 
relevance of a particular type of hydrogen bond known as 
a " low-barrier hydrogen bond" (LBHB) or "short-strong 
hydrogen bond" . These hydrogen bonds can possess 
bond strengths on the order of 40 kcal I mol in the gas 
phase. ln these bonds the barrier to hydrogen exchange 
be tween the donor (Dn) and acceptor a tom (:Ac) is close to 
or lower than the ZPE of the bonds to the H. The force con­
stant for the stretch involving His smaller for the LBHB 
compared to a normal hydrogen bond, becau se the poten­
ti al w ell that describes th a t bond vibration is wider with 
a LBHB. 

One way that is used to characteri ze these hydrogen 
bonds is to measure a fraction ati on fa ctor. Given the above 
ana lysis, a low isotope fra ctionation factor is predicted, 
because the force constant is smaller for the LBHB (look 
back at the potential wells for LBHBs in Chapter 3). For 
example, the observa tion tha t the fracti ona tion factors for 
various substituted phthalate monoa nions were between 
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0.5 to 0.6 was used to support the existence of LBHBs in 
these stru ctures. 

Strong hydrogen bond system 

This example highl ights the fact that we want to con­
side r the force constants for vibra ti ons to predict the site 
that the deuterium will prefer. LBHBs a rc very strong 
hydrogen bonds, but the force cons tant for the vibra ti on 
of the hydrogen be tween the heavy atoms is low. Hence, 
fractionation factors are less th an 1. The deuterium actu­
ally prefers the solven t. 

Shan, S.-0., Loh, S., and Hersch.lag, D. "The Energetics of Hydrogen 
Bonds in Model Systems: Implica tions for Enzymatic Cata lysis. " Scie11ce, 
222,97-101 (1996). 

¢ = k0 / k1-1. Here again the ratio is the inverse of the definition of the isotope effect. This leads 
to Eq. 8.14 and subsequently to Eq. 8.15 upon rearrangement. Eq. 8.15 makes good sense; 
when no D 20 is added, n = 0 and k11 = k1-1• Conversely, when the reaction is run in pure D 20, 
n = 1 and k11 = k0 . 

(Eg. 8.13) 

(Eg. 8.14) 

(Eg. 8.15) 

Using analogous logic, we rewrite Eqs. 8.11 and 8.12, giving Eqs. 8.16 and 8.17, 
respectively. 

fl / (1- n + ncpiP) 

IT/(1 - 11 + 71 ¢/) 

n/'(1- n + 71¢/') 

fl /(1- 11 + n¢/) 

(Eg. 8.16) 

(Eg. 8.17) 

Eq. 8.17 tells us that ratio of rate constants in mixtures of protio and d euterio solvents 
relative to a pure protio solvent depends upon each exchangeable si te that has a fraction­
ation fac tor different from unity between the transition state and the reactant. In practice, 
only those exchangeable sites that are undergoing either a bond cleavage or a rehybridiza­
tion will h ave fraction ation factors that differ between reactant and transition state. Hence, 
they are the only sites that typically need to be considered as contributing to Eq. 8.17. We call 
these protons ones that are " moving" or are " in flight" during the reacti on. Very often it is as­
sumed that the fractionation factors for the exchangeable sites on the reactant are close to 
unity because the respective bond strengths relative to the bond strengths in the solvent are 
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similar, an assumption that is good for simple 0-H and N-H bonds (see Table 8.1). This rea­
soning allows us to neglect the denominator ofEq. 8.17, thus leading to Eq. 8.18, where each 
term represents one of the protons that is moving in the transition state. 

(Eq . 8.18) 

Each¢ is the fractionation factor for a given proton that is moving-that is, the inverse of 
the isotope effect for each proton that is moving. If only one proton moves, a plot of 11 versus 
k,/ kH is linear; if two protons move, the plot is quadratic in 11; and if th1·ee protons move, the 
plot is cubic in 11, etc. Hence, the term proton inventory is applied to such an experiment and 
plot. The shape of the curve allows us to inventory the number of protons that are moving, 
and fitting the curve can extract the individual fractionation factors. 

Many reaction mechanisms involve the movement of one or more protons, so this tech­
nique is applicable to a vast number of reactions, particularly so in enzymology, where catal­
ysis often involves the coupling of several p roton transfers in a single step (see Chapter 9). 
Therefore, the proton inventory is an extremely powerful physical organic chemistry tech­
nique that has found use in an untraditional physical organic field . 

Connections 

The Use of a Proton Inventory to Explore 
the Mechanism of Ribonuclease Catalysis 

The enzyme ribonuclease A cleaves s ingle-stranded RNA 
and opens up 2' ,3' -cyclic phosphodiesters. The classic 
mechanism for the ring opening involves an imidazole act­
ing as a base to deprotonate water during nucleophi lic 
attack, and an imidazolium protonating the leav ing group 
(see below). If such a mechanism is operative, two protons 
are moving in the rate-determining step, and hence a two 
proton inventory should be fou nd. lndeed, when plotting 
the catalytic rate constant (kE.n) for thi ring opening in va r­
ious mixtures of D20 and H20 relative to the rate constant 
in pure H20 (kE.o), a curved plot was found, as shown to 
the right. The plot was fit us ing two¢ values, both o f 0.58. 
The inverse of the¢ values can be considered as the iso­
tope effect for each proton that is moving, giving in this 
case two isotope effects of 1.75. The results clearly sup­
port two simultaneous proton transfers in the rate­
determining step. 

RNAse mechanism 

1.0 
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Closed circles represent the data used to fi t a 
proton inventory of two protons moving in the 
rate-determining step. The open circles are the 
square root of the values for the closed circles. 
The dashed line simply shows a linear connec­
tion between the first and last points, thereby 
accentuating the curvature in the plot of the 
closed circles. 

1.0 

Ma tta, M.S., and Vo, D. T. " Pro to n Inventory of the Second Step of Ribo­
nuclease Catalysis." j . A111. Clte111. Soc., 108, 5316 (1986). 
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8.1.7 Heavy Atom Isotope Effects 

Our discussion of isotope effects has focused upon hydrogen versus deuterium. Isotope 
effects for other elements are possible, however, and experiments involving isotopes of C, 0 , 
N, and Cl are somewhat common. The problem becomes one of the sensitivity of the tech­
nique used to measure the isotope effects, because they are very small (see the earlier Going 
Deeper highlight entitled" An Ingenious Method for Measuring Very Small Isotope Effects", 
page 432). Recall that the stretching frequency of the bond undergoing cleavage in an experi­
ment involving a primary kinetic isotope effect is given by Eq. 8.2, where the reduced mass 
of the bond is in the denominator. The difference in frequency of bonds with different iso­
topes arises from differences in the reduced masses. When comparing hydrogen to deute­
rium, there is a 100% increase in mass, which has a reasonable effect on the size of the two re­
duced masses. However, when comparing 13C to 12C, there is only an 8% change in mass, 
which has little effect on the reduced masses, and therefore very small primary isotope ef­
fects are found. Furthermore, secondary isotope effects are almost completely negligible. 

Consider two examples-a decarboxylation and an SN2 reaction. The primary kinetic 
isotope effects (PKIE, k12 / k14 for 14C relative to the natural abundance C, which is mostly 12C) 
at the methylene and carboxyl carbons in the decarboxylation of malonic acid are 1.076 and 
1.065, respectively (Eq. 8.19). The values are very close, indicating that a bond to each of 
these carbons breaks in the rate-determining step. The 37Cl isotope effect (k35 / kd in the dis­
placement of chloride from benzyl chloride by cyanide is 1.0057, indicating that the bond to 
chlorine breaks in the rate-determining step (Eq. 8.20). 

8.1.8 Summary 

r-H 
(6 (0 

HO~O 
PKIE = 1.065 PKIE = 1.076 

e 
( :C = N 

~CI v . \ 
PKIE = 1.0057 

H 
:o' 

HO~ 

()
CN G 

+ :CI 
# 

(Eq. 8.19) 

(Eq. 8.20) 

The study of isotope effects is extremely valuable in deciphering mechanisms. Such 
studies are necessary whenever we suspect that a bond to a hydrogen is moving or rehybrid­
izing during a rate-determining step. A kinetic isotope effect greater than 1 is good evidence 
of a bond cleavage or rehybridiza tion. A kinetic isotope effect less than 1 is good evidence of 
a rehybridization to a bond that has one or more stiffer vibrational modes. 

8.2 Substituent Effects 

So far, we have considered two types of experiments for studying reaction mechanisms. 
First was an analysis of kinetics (Chapter 7), which can give the order of reactants involved 
in a mechanism prior to or during the rate-determining step. Second, we now have a method 
to determine if a bond to hydrogen has been broken or rehybridized. This latter experiment 
gives us some limited structural information about the activa ted complex. 

More in-depth analysis of the structure of the transition state is obtained from studies of 
substituent effects. A substituent is any group on a molecule, such as a methyl, nitro, hy­
droxy, e tc. A substituent effect is the manner in which the reactivity of the molecule changes 
when substituents are changed. Note the conceptual difference here from the two methods 
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presented thus far. In order to investigate the mechanism of a reaction u sing substituent 
effects, we are going to study a different reactant, one in which a substituent has been added 
or changed. It should be appreciated from the outset that this is a fundamentally different 
approach (we don' t consider the H / D substitution associa ted with isotope effect studies 
to be a substituent effect), and one that is considerably less direct than kinetic or isotope ef­
fect studies. As such, studies of substituent effects are susceptible to misinterpretation an d 
abuse; caution is in order. Nevertheless, studies of substituent effects represent a key pillar 
of physical organic chemistry. When they are carefully applied, substituent effects are used 
to determine how the free energies of reaction and activation vary as a function of chemical 
structure. In either a kinetic or thermodynamic analysis, we change the structure of the re­
actant or solvent and see how this changes the function (reactivity) of the molecule; hence 
the terms structure-function relationship or structure-reactivity relationship. In the con­
text of pharmaceutical studies, where activity, bioavailability, and other medicinally related 
data are collected as a function of the chemical structure of the drug, the substituent effect 
studies are referred to as structure-activity relationships (SARs). Most important for phys­
ical organic chemistry, the nature of the structure-reach vi ty re la ti onshi pis often informative 
about the mechanism of the reaction. 

The logic of conventional structure-function relationships should be familiar. Experi­
ments can be designed to test for changes in charges along a reaction coordinate by inter­
changing functional groups, such as switching an electron donating group to an electron 
withdrawing group. If a positive charge is being created in a rate-determining step, then ad­
jacent electron donating groups should stabilize the transition state and the reaction should 
speed up. Conversely, adjacent electron w ithdrawing groups should destabilize the transi­
tion s tate and there fore retard the reaction. Similar e ffects can be observed for equilibria. 

As we will see below, there are linear relationships (called linear free energy relation­
ships or LFERs) between the activation free energy or reaction free energy change induced 
by a substituent and a parameter that describes the electron donating or electron withdraw­
ing characteristics of the substituent. 

Changing substituents in the reactants or solvent should also influence the steric con­
gestion, solvation, leaving group ability, nucleophilicity, acidity or basicity, and a va riety of 
other chemica I attributes. Just as with studying the change in charge along a reaction coordi­
nate, we can design experiments where substituents are m anipula ted in order to determine 
the influence of these other chemical effects on the mechanism. We will show that there are 
LFERs for activation free energies and reaction free energies with parameters that describe 
all these chemical effects. In each analysis, the goal of changing substituen ts is to determine 
how that change affects the activation free energy (and thus the structure of the activated 
complex), or affects the equilibrium for the reaction. 

As mentioned above, there are LFERs that corre late free energies with parameters that 
describe the character of substituent effects. It has been experimentally determined that in 
mos t cases, individual substituents influence reactions in a consistent manner. For example, 
electron withdrawing groups are consistently electron withdrawing, no matter what reac­
tion they are involved in . What varies from one reaction to another is the magnitude of this 
influence. Sometimes a reaction is very sensitive to changes in substituents, and sometimes 
there is little or no effect. 

When performing structure-function experiments we must remember that any struc­
tural change results in a perturbation of the energy surface. You can ' t do a structure-func­
tion s tudy without changing structures, and hence the energy surface. Such perturbations 
for S 2 and SNl reactions were analyzed in Section 7.8.1. In tha t example, the change of 
hydrogen substituents to alkyl substituents shifted the position of the SN2 transition state on 
a three-dimensional reaction coordinate diagram. There was a point where addi tiona! alkyl 
subs tituents retarded the SN2 route enough, and sped up the SNl route to such an extent 
that the mechanism ch anged. The interchange of substituents is always susceptible to such 
changes to the energy surface, and we must always be alert to a possible mechanism change. 
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In order to design successful experiments by varying substituents, we should start with a 
good understanding of how different groups influence structure and bonding and of the 
various mechanisms by which substituents can influence the rate of a reaction. 

8.2.1 The Origin of Substituent Effects 

In Chapter 1 two different views of bonding were described: valence bond theory (VBT) 
and molecular orbital theory (MOT). In MO theory there are orbitals that are spread out over 
all atoms in a molecule. When adding or changing substituents, new molecular orbitals are 
created that involve the atomic orbitals on the substihtents. Although this theory can be 
used to analyze substituent effects successfully, the concept of delocalized molecular orbit­
als presents difficulties in visualizing localized changes in a molecule brought about by a 
substituent change. Thus, substituent effects are almost always discussed in terms of our hy­
brid VBT /MOT approach, wherein localized bonding effects and isolated bonds between 
atoms are considered. 

Field Effects 

When one substituent is changed to another, bond dipoles can change in magnitude and 
direction, or formal charges can change. Localized charges resulting from bond dipoles and 
formal charges present electric fields that can have an effect on a remote site in a molecule. A 
field effect is one that originates from such a through-space interaction. For example, a qua­
ternary ammonium with a full positive charge produces an electric field that can influence 
distant atoms in the same or neighboring molecules. The quaternary ammonium group is 
also a strongly electron withdrawing group, and hence field effects are often very hard to 
separate from inductive effects (see below). 

Usually, howeve1~ the field effect is associated with a bond dipole that is aligned so as 
to stabilize or destabilize a charge forming or diminishing during crossing of the transition 
state. Except in cases where full charges are present, field effects are typically small and rap­
idly diminish with distance, and when inductive or resonance effects are also present, the 
latter dominate. 

Inductive Effects 

An inductive effect (introduced in Chapter 1) results from the ability of an atom or 
group of atoms to withdraw or donate electrons through U' bonds. Strongly electronegative 
atoms or groups are best at drawing electrons to themselves (see Section 1.1.8). Conversely, 
a group can donate electrons via the U' bond framework. The further away the group from 
the site of reaction, the lower its ability to affect the reaction via induction. For example, chlo­
roacetic acid is substantially more acidic than acetic acid. However, the increase in acidity in­
duced by the electronegative chlorine diminishes the further away from the carboxyl it is po­
sitioned (see other examples in Chapter 5, and recall from Chapter 5 that entropy effects are 
likely important in this example, too) . An interesting example of an inductive effect is given 
in the Connections highlight below, where an important biomaterial is examined. 

0 0 0 

CI~O,H > CI~O,H > )lO,H 

Increasing acidity due to an inductive effect 

Convenient scales have been developed to indicate the relative inductive effects of sub­
stituents (see Tables 1.1 and 1.2 for atom and group electronegativities). In the present chap­
ter, however, we will define a new scale called sigma (U'), to relate the different electron do­
nating or electron withdrawing abilities of atoms and groups. 

Field effects 

/~ 
F 

Dipole fie ld effects 
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Connections 

A Substituent Effect Study to Decipher the 
Reason for the High Stability of Collagen 

Collagen is the most abundant protein in animals. It forms 
connective tissue of high tensile strength and therm al sta­
bility, such as cartilage. Collagen consists of three p rotein 
strands wrapped together to form a tight triple helix (see 
below). The sequences of the individual strands have gly­
cine as every third amino acid with intervening pro lines 
and hydroxyprolines. For some time it was thought that 
the hydroxyprolines led to the high structural stability by 
being involved in a network of hydrogen bonds between 
strands. However, to test whether the inductive nature of 
the hydroxyl substituent influenced the stability, this sub­
stituent was switched to fluorine, a group that is poor 
at making hydrogen bonds (see Chapter 3) but is still 
electronegative. 

It w as found that the circular dichroism spectra (see 
Chapter 6) are identi cal whether the strands possess flu­
oroproline or hydroxyproline. In fact, it was found that 

:oe 

vd" 
e R esonance Effects 

the fluoroproline-containing strands created even more 
stable collagen. The conclusion was that the trans con­
formation of the h ydroxyprolyl peptide bond (see the 
Connections highlight in Section 1.1.10 for definitions of 
cis / trans peptide bonds), required in collagen formation, 
is preferred with increasing electron withdrawing groups, 
thereby stabilizing the overall peptide structure. This 
simple structure-function study greatly increased our 
knowledge of a very important biomaterial. 

Fluoroproline Hydroxyproline 

Holmgren, S. K., Tay lor, K. M., Bretscher, L. E., and Raines, R. T. "Code 
for Collagen's Stability Deciphered." Nature, 392, 666 (1998). 

A common resonance effect A resonance effect reflects the ability of an atom or group of atoms to withdraw or do-
n ate electrons through 1T bonds. This is also sometimes referred to as a mesomeric effect in 
older literature. This effect is solely a valence bond concept that describes the electronic 
structure of a molecule when more than one canonical structure of a molecule can be drawn 
(see Chapter 1 again). Resonance effects can be important for understanding charge distri­
butions in molecules that result from substituen t changes quite remote from the site of re­
action. A typical example is shown in the margin, in which methoxy induces increased nega­
tive charge on a carbonyl group remote on a benzene ring. Scales have been developed that 
relate the ability of an atom or group to participate in resonance (see below). 

Polarizability Effects 

Another change that results when substituents are interchanged is the polarizability 
of the molecule. The polarizability of a molecule is defined as the extent to which the elec­
tron cloud of the structure can undergo distortion, and the polarizability of molecules and 
groups was extensively discussed in Section 1.1.12. A hard compound, in which the electron 
cloud is tightly held, is no t very polarizable (see the discussion of hard and soft acids and 
bases in Section 5.6.1). Conversely, a soft compound is one in w h ich the electron cloud is 
more diffuse, and therefore polarizable. Differences in polarizability influence nucleophile 



8 .3 H A MMETT PLOTS-THE MOST COM M ON L FE R 445 

and nucleofu ge properties, and rela tive solvation. For example, a sulfide is m ore polar­
izable tha n an alkoxide, m aking the sulfide a better nucleophile and a better leavin g group, 
because in bo th leaving group d eparture and nucleophilic attack the electron clouds are 
d istorting. 

Steric Effects 

Steric effects can also have a drama tic influen ce on the rate of a reaction, as w ell as con­
forma tions (see Chapter 2). Large a tom s or groups influence the manner in which m olecules 
co ll ide, often deflecting the reactants away from the angle or d epth of collision necessary for 
the reaction to occu r. For example, the S 2 reaction becomes slow er due to s teri c effects as 
th e carbon with the leaving group is m ore highly substituted with alkyl groups (see Ch apter 
11). The nucleoph ile cannot pen e tra te to the carbon w ith the leaving group w hen larger 
groups are attached . Again, sca les have been develo ped to measure s teri c effects. You have 
already been introduced to one su ch sca le; the A values given in Section 2.3.2 indica ted the 
bias for equatorial versus ax ial subs tihttion on a cyclohexane ring . A new scale, called the 
Taft parameters, is g iven below. 

So lvation Effects 

Finally, experiments involving changes in substituents are no t jus t confined to the re­
actan ts . Changing groups in the solven t o r comple tely switching solvents can also be consid­
ered to be a substituent effect. Th e five parameters-field, inducti ve, resonance, polarizabil­
ity, a nd s teric-a ll s till p lay roles. However, now field effects can becom e qwte important 
because the solvent d ipoles can become directly involved in the reaction. The effects tha t 
ch angi ng the solvent have on the acti va tion or reaction free energies a re called solvent ef­
fects, to specifically di stinguish them from substituent effec ts. 

8.3 Hammett Plots-The Most Common LFER. A General Method 
for Examining Changes in Charges During a Reaction 

Substituent effects com e in the five kin ds mentioned previously : field, resonance, inductive, 
polarizability, and s teric. The first fou r can all be considered a elec tronic effects, w hereas 
s teric effects largely d epend upon the size of the subs tituent. Hence, there is the often quo ted 
notion tha t " trends in chemistry can be explained by either electronic or s teric effects". H ow­
eve r, even s teric effects are electronic in origin. They are repulsions b rought about by a toms 
approaching w ithin their respective van der Waals contact dis tances, where the electron 
clouds of the group s involved re pel each other. Most chemi sts, ho w ever, separate the con­
cep ts of s terics and e lectroni cs. 

8.3.1 Sigma (u) 

To pictu re how reaction mechanism s vary as a function of the electronic chan ges in­
d uced by substituents, chemists u se Hammett plots. H ammett d efined a scale that m ea­
sured the ab ility of substituents to influence the acidity of ben zoic acid (Eq. 8.21) . Th e sub­
s ti tu ents are placed m e ta or para to the carboxylic acid to eliminate any possible steric effects 
associa ted with an or tho substituent, and therefore only field, polarizability, inductive, and 
reson ance effects should be opera ti ve. 

0 

xifoH + H2o = (Eq . 8.21) 

Eg . 8.22 was used to define a substituent parameter O'x for each substituent X. H yd rogen 
is the reference substituen t. Thus, all acidi ty equilibrium constants for the substituted ben­
zoic acids a re compared to the equilibr ium constant for benzoic acid itself (O'H = 0 by defi-



446 CHAPTER 8: EXPER I M EN TS RELATED TO THERMODYNAMICS AND KINETICS 

0 

Me0~00 

Pulling electrons via induction 

Table 8.2 
u Values for Several Commonly Encountered Substituents** 

Substituent ffmeta 0" para u+ 

-NHz -0.09 -0.66 -1.3 
-OH 0.13 -0.38 -0.92 
-OCH3 0.10 -0.27 -0.78 
-C(CH3h -0.09 -0.15 -0.26 
-CH3 -0.06 -0.14 -0.31 
-Si(CH3h -0.04 -0.17 
-NHC(O)CH3 0.14 0.0 -0.6 
- Ph 0.05 0.05 -0.18 
- I 0.35 0.18 0.13 
-Br 0.37 0.26 0.15 
-Cl 0.37 0.24 0.11 
-F 0.34 0.15 - 0.07 
-C(O)CH3 0.36 0.47 
-OC(O)CH3 0.39 0.31 0.18 
-C(O)OH 0.35 0.44 
-CF3 0.46 0.53 
-CN 0.62 0.70 
-N02 0.71 0.81 
- (CH3)/ 0.99 0.96 

0.47 
0.08 

0.82 

0.73 
0.74 
0.99 
1.23 

*Ritchie, C. D., and Sager, W. F." An Examination of Structure-Reacti vity Relationships. " 
Prog. PIIys. Org Clle111 ., 2, 323 (1964). 

~a - and a- are for para substitution. 

nition). Table 8.2 gives a number of O"values (0'+ and 0'- values will be discussed later in this 
chapter). More extensive compilations are given in references at the end of the chapter. A dif­
ferent set of 0' values is necessary for each different position on the benzoic acid, because the 
ability of a substituent to influence the acidity of benzoic acid depends upon its position rela­
tive to the carboxyl group. When O"isnegative, the substituted benzoic acid is less acidic than 
benzoic acid itself, and when O"is positive, the substituted benzoic acid is more acidic. Note 
that electron donating groups have negative 0' values and electron withdrawing groups 
have positive 0' values. This trend is exactly as predicted, because electron withdrawing 
groups should stabilize the nega tive charge of the carboxylate and electron donating groups 
should destabilize this charge. 

(Eg. 8.22) 

One interesting feature about the ioniza tion of benzoic acids becomes apparent upon 
stud ying Table 8.2. The O'paro values generally reflect a larger influence of the substituent at 
this position than do the O'mc ta values (the absolute value of O'para > O'meta ), even though the 
meta position is closer to the ionizing group than is the para position. This difference in part 
reflects the ability of the para position to influence charge at the s tarred carbon (see margin) 
via resonance, an influence that is not possible for the meta position. This difference is clearly 
evident with the hydroxy and methoxy groups. In the meta position these groups are found 
to be electron withdrawing toward the starred carbon, an inductive effect. In the para po­
sition, these groups are electron donating, a resonance effect. Note that while this is a reso-

Donation of electrons via resonance 
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nance effect, it is not resonance with the carboxylate anion. The negative charge of benzoate 
anion is not in conjugation with the aromatic ring, and so cannot be stabilized by resonance. 

8.3.2 Rho (p) 

Now that a scale for substituent effects has been established, we can determine if other 
reactions respond to substituents the way benzoic acid does. The goal is to u se benzoic acid 
ionization as a reference reaction that creates a negative charge and compare other reactions 
to it as a means to see if they also create a negative charge, or conversely, a positive charge. 
Furthermore, we want to determine if different reactions are more or less sensitive to the 
substituents than are the acidities of benzoic acid derivatives. To do this, we use the Ham­
m ett relationships given in Eqs. 8.23 and 8.24 for thermodynamic and kinetic analyses, re­
spectively. To determine p, plot log(Kx I KH) or log(kx I kH) versus O'x for the new reaction un­
der s tudy. Rho (p) is simply the slope of this plot. 

log(~:)= pcrx 

log ( :: ) = PO'x 

(Eg. 8.23) 

(Eq. 8.24) 

Rho describes the sensitivity of the new reaction to subs tituent effects rela tive to the in­
fluence of the substituent on the ionization of benzoic acid. It is called the reaction constant 
or sensitivity constant for each new reaction under study. The following values of p lead to 
the associated conclusions: 

n. When p > 1, the reaction under study is more sensitive to substituents than benzoic acid, and 
negative charge is building during the reaction. 

b. When 0 < p < 1, the reaction is less sensitive to substituents than benzoic acid, but negative 
charge is still building. 

c. When pis equal to or close to 0, the reaction shows no substituent effects. 
This can mean no change in charge occurs in the equilibrium or rate-determining 

step. 

d. When pis negative, the reaction is creating positive charge. 

Figure 8.11, for example, shows a plot of the log of ioniza tion constants of substituted 
phenylacetic acids in water, and the ionization of substituted benzoic acids in ethanol. The p 
for phenylacetic acid derivatives is 0.56, while tha t for benzoic acid derivatives in ethanol is 

~ 
':l 
c; 
.2 

2~----------------------------~~ 

0 

- 1 ., o PhCH2COOH 

e> PhCOOH in EtOH 

-2+-~-,-.--,-r-.-~-,-.--,-r-.-~-1 

-0.4 - 0.2 0.0 0.2 0.4 0.6 0.8 1.0 

cr 

Figure 8.11 
Hammett plots. For phenylacetic acid ionization constan ts and for benzoic 
acid in ethanol. Data to generate these plots were taken from Bright, W. L., 
and Briscoe, H . T. "The Acidi ty of Organic Acids in Methyl and Ethyl 
Alcohols." f. Phys. Chem., 37,787 (1933), and Dippy, ). F., and William s, F. R. 
"Chemical Composition and Dissociation Constants of Mono-Carboxylic 
Acids. Part I. Some Substituted Phenylacetic Acids." f. Chern Soc., 161 (1934). 
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2.25. These indicate much lower and higher sensitivities of the acidities to the substituent ef­
fects, respectively. The smaller p for phenylacetic acid derives from the more remote position 
of the substituents to the carboxyl group relative to that in benzoic acid. The larger p value 
for the ionization of benzoic acid in ethanol reflects reduced stabiliza tion of the negative 
charge in the carboxylate product in ethanol relative to that in water (remember p = 1 in 
H 20). Hence, the substituents become more important in stabilizing or destabilizing the 
negative charge in the product. Interestingly, the lines are linear even though the p values are 
derived from u -values of benzoic acid ionization in water. The linear behavior is indicative 
of the general mathematics of LFERs, which we discuss in Section 8.6.1. 

Very often the magnitude ofp is used as a guide to the amount of charge that has devel­
oped in a transition state or in the product. Such an interpretation must be made with cau­
tion, because p really only relates the sensitivity of ionization to the substituents. In the ex­
amples just discussed, the amount of charge on the products is the same in all three reactions 
(phenylacetic acid, and benzoic acid in ethanol or water), but the p values are significantly 
different. 

8.3.3 The Power of Hammett Plots for Deciphering Mechanisms 

More interesting than the ionization of carboxylic acids is the application of Hammett 
plots to reactions that have no resemblance to an acid-base reaction. In fact, as has been al­
luded to, the u values can be used to analyze the kinetics of reactions, even though they are 
based upon the analysis of the thermodynamics of an acid dissociation reaction . When a lin­
ear Hammett correlation is found for the kinetics of a reaction, the p value gives us informa­
tion about the change in charge during the rate-determining step. We use the four scenarios 
labeled a-d in the preceding section to draw conclusions about the new reaction under 
study. Let's consider a few organic chemis try examples in detail. 

The rate constants for the base-induced hydrolysis of methyl benzoa te in wa ter produce 
ap value of 2.23. This value tells us that the rate-determining step for this h ydrolysis creates 
negative charge. Mechanisms involving nucleophilic displacement on the methyl group or 
addition to the carbonyl (Figures 8.12 A and B) are both consistent with thisp value, because 
a full negative charge is created on the product. Here, the p value supports either mecha­
nism, and other techniques are needed to distinguish the two possibilities. 

The p value for the reaction of diphenylmethyl chloride with ethanol is -5.09. A large 
and negative p value indicates significan t positive charge building in the rate-determining 
step. Both an SN 1 and SN2 pathway create positive charge on the organic structure containing 
the substituents (Figures 8.12 C and D). It is the magnitude of the p value in this case that 
is informative. Such a large negative pis consistent with an SN1-like mechanism, wherein 
a carbocation is forming. It is inconsistent with an SN2 mechanism involving little or no 
change in charge on the carbon undergoing substitution. 

You might be wondering what are considered large, medium, and small p values. As 
with many parameters in chemistry, there is no certain cut-off, but instead we consider a p 
value large or small relative to other p values for similar reactions. Thus, the conclusions 
drawn above are partially based upon knowledge ofp values for other reactions. 

As a final example, consider the ring open ing of ethylene oxide by substituted phenox­
ides (Eq. 8.25). The p value for this reaction is -0.95. This value indicates the formation of 
positive charge during the rate-determining step on the organic structure containing the 
substituents. At first this interpretation might seem confusing, because no positive charges 
are involved in this reaction at all. In this case the diminution of negative charge is tanta­
mount to the creation of positive charge. This value is perfectly logical, because the anionic 
oxygen of the nucleophile is adding to the electrophilic carbon of the epoxide. We learn from 
this example that we must be aware that decreases in negative charge will give nega tive p 
values, and correspondingly decreases in positive charge will give positive p values. 

(Eq. 8.25) 
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0 l 0 1* 0 
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X~ X~ X~ 
Consistent with a medium-large positive p value 

~-e""' __ fxoF-c",1+-xof-cH, 
X :OH l 88 

Consistent with a medium-large positive p value 

X + 

-X~ EtOH 

Consistent with a large negative p value 

X 

Inconsistent with a large negative p value 

8 
+ :CI 

Figure 8.12 
Examples of reactions and expected p values. A p va lu e of 2.23 for the reactions shown in A and B does 
not dis tinguish between these two mechanistic al ternatives. Ap valu e of -5.09 for the first step of the 
substituti on reaction given inC and D supports alterna tive C. 

These examples highlight the power of LFERs, particularly Hammett plots. They in­
dicate the change in charge when comparing the reactant to the transition state or product. 
This physical organic technique has often been applied (or in some cases " rediscovered") 
in fields well outside of traditional organ ic chemistry. The following Connections highight 
presents an example from bioorganic chemistry, but numerous others can be found in the 
litera ture. 

8.3.4 Deviations from Linearity 

Recall thatp, the parameter that characterizes a particular reaction in a Hammett analy­
sis, is the slope obtained from the plot of kx/ kH vs. CJ. The plot must give a s traight line to get 
a p value. What does it mean if a Hammett plot is not linear? 

If a reaction creates a consistent amount of charge in its transition state regardless of the 
substituents attached, then we should find a linear Hammett plot. Therefore, if we define the 
reaction coordinate as the ex tent of crea tion of charge on the transition state, then the transi­
tion state must not move as substituents are interchanged. When the transition state does 
change significantly with regard to the extent of charge development, however, the Ham­
mett plot will not be linear. For example, if more and more negative charge resides on the ac­
tivated complex as the substituent becomes increasingly electron withdrawing, the Ham­
mett plot will not be linear. This case is often associated with a gradual curve in the Hammett 
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Connections 

Using a Hammett Plot to Explore the 
Behavior of a Catalytic Antibody 

There are two competing mechanisms for the hydrolysi s 
of aryl carbamate esters. One involves prior deprotona­
tion followed by expulsion of the phenoxide leaving 
group to give an isocyanate that is trapped by water 
(Path A shown below). The second involves nucleophilic 
attack at the carbonyl followed by leaving group depar­
ture (Path B). With an H on theN, Path A is favored. When 
the carbamate N is missing a hydrogen, Path B dominates. 
Thep values for Paths A and Bare near 3 and 1, respec­
tively (X = substituents). 

Recentl y, a new way to develop catalysts has 
emerged known as the study of catalytic antibodies. 
Herein, transition state analogs for various reactions are 
created, and antibodies are isolated that bind these ana­
logs. As we will see in Chapter 9, the binding of the tran­
sition state of a reaction is the major factor by which 
catalysis is achieved with enzy mes. Thus, the antibodies 
created to bind a transition state analog are often found 
to catalyze the reaction involving the transi tion s tate the 
analog was patterned after. 

To catalyze the hydrol ysis of aryl carbamate esters 
such as i via Path B, transiti on state analog ii was synthe­
sized (see above right). The tetrahedra l phosphonate 
anion mimics the anionic tetrahedral intermedia te formed 
along Path B. Carbamates i have a hydrogen on theN, and 
therefore are expected to hyd ro lyze via Path A in solution, 
and indeed a p value of 2.628 was found . Yet, a Hammett 
plot for the h ydro lysis of carbamates catalyzed by antibod­
ies that bind ii gave a p value of 0.526 (see plot at right) . 
This va lue supports Path B, indicating that the use of tran­
sition state analog ii redirected the antibody-ca talyzed 
mechanism to the less favored pathway. This stud y shows 

X 
PathA ~ ~ R 

~o"'N' 
8 

Path B 

that antibody catalysis can be used to effect d isfavored 
transformations, and h ighlights how p values can be used 
to distinguish between mechanisms. 

Transition state analog 

0 

.;,: 
Cl -2 
.2 

-4 

0 0.5 

Closed circles are the data for the antibody­
catalyzed pathway. The d iamonds are the 
data for the reaction in solution. 

1.5 

Wentworth, P., Jr., Datta, A., Smith, S., Marsha ll , A., Partridge, L.J ., 
and Blackburn, G. M. "Antibod y Ca talysis of BA,2 Aryl Carbamate Ester 
Hydro lysis: A Highly Disfavored Chemica l Process." f. Am. CIIrm. Soc., 
119, 2315-2316 (1997). 

Competing hydrolysis mechanisms 
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plot, indicating that the position of the transition state is incrementally changing as the sub­
stituents are interchanged. 

An abrupt change in the slope of the plot with two intersecting lines can indicate a sud­
den change in the rate-determining step as a function of substituents. Such a break can also 
often indicate a change in mechanism for the reaction. After examining the cr+ scale below, an 
example of an abrupt change in the slope of a Hammett plot is given in a Connections high­
light. A change in the rate-determining step or mechanism is always of concern when exam­
ining LFERs, because changing substituents can change the relative energies of intermedi­
ates on the energy surface. 

8.3.5 Separating Resonance from Induction 

As noted above, we cannot draw resonance structures that delocalize the 
negative charge of benzoate onto the benzene ring via the TI electron system. 
Therefore, the Hammett crmeta and D"para values do not include effects for direct 
resonance stabilization of the carboxylate negative charge. Yet, many reac­
tions of interest create negative or positive charges that can be stabilized by de­
localization via resonance with the substituent. For these reactions, we find 
that Hammett plots using O" values have considerable scatter. Therefore, two 
new substituent effect scales were produced, one for groups that stabilize neg­
ative charges via resonance (<7-), and one for groups that stabilized positive 
charges via resonance (cr+). The O"- scale is based upon the ionization of para­
substituted phenols (Eq. 8.26), for which groups like nitro can stabilize the 
negative charge via resonance (see margin) . The cr+ scale is based upon the het­
erolysis (SNl) reaction of para-substituted phenyldimethyl chloromethanes 
(Eq. 8.27), for which groups like amino can stabilize the positive charge via res­
onance (see margin). Several cr+ and O"- values are given in Table 8.2. Note that 
the O"+ values are defined so that negative p values correspond to the creation of 
positive charge, just as with normal Hammett plots. The electron withdraw­
ing groups have positive cr+ values, and the electron donating groups have 
negative O"+ values, just as with crvalues. One example of the use of the <7+ scale 
is shown in the next Connections highlight. 

O
OH 

# 
X 

XIIJ 
~CI 

8 
0 00 H + I 

X .--7-
-

XIIJ ~ 
- ~ 

(Eq. 8.26) 

(Eq. 8.27) 

When examining a brand new reaction, we often do not know which set of cr values is the 
most appropriate to use. However, the experimental measurements we make (rates or equi­
libria with varying substituents) are the same no matter what cr values are applied. There­
fore, one develops plots based upon the various crvalues and determines which has the least 
amount of scatter, thereby indicating if the stabilization of the charges involved is domi­
nated by inductive or resonance effects. 

A method for separating inductive effects from resonance effects was proposed by Yu­
kawa and Tsuno (Eq. 8.28). Here the "r" value expresses the influence of resonance on the 
new reaction relative to the influence with benzoic acid. Since r is multiplied by the differ­
ence between the resonance and inductive substituent constants (<7+ and <7, respectively), it 
describes the sensitivity of the reaction to resonance. When r is equal to zero, there is no dif­
ference in resonance effects for the new reaction compared to benzoic acid, but when r > 0, 

p-Nitrophenolate 

p-Aminobenzylic cation 
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Connections 

An Example of a Change in Mechanism in 
a Solvolysis Reaction Studied Using rr 
The substitution of various leaving groups from 1-phenyl­
ethyl by azide or solvent (a 50:50 mixture of trifluoroetha­
nol and water) was studied as a function of O"+, and the 
results obtained are shown at right. 

~LG 
y~ 

8 
~ 

HSol 

X 

This plot is a slight va riation from that described for 
a basic O"+ plot, in that the reaction with solvent is used as 
the reference reaction rather than a comparison to one sin­
gle substi tuent. 

A very distinct break occurs. Those substituents with 
near zero or negati ve O"+ va lues show rapidly increasing 
azide substitution relative to solvent. Those substituents 
with O"+ va lues nea r zero produce nearly equ al mixtures 
of products from azide and solvent, and fin ally, as O"+ 

becomes more positive, the azide substitution again 
dominates but with a lower absolute value of the slope 
than with the negati ve O"+ va lue substituents. 

The data are consistent with a change in the mecha­
nism of the substitution by azide from SNl to SN2, which 
occu rs as the stability of the carboca tion is decreased. 
Those phenylethyl deriva ti ves with nega tive O"+ values 
(electron donating groups) undergo the substitution via 
an SNl mechanism, and those substituents with positive 
O"+ va lues proceed via an SN2 p athway. Furthermore, the 
data support a very clear reacti vity-selecti vity relation­
ship . As the ca rboca tion becomes more stable (the left 

side of the graph), it becomes more selecti ve for the better 
nucleophile (azide) . 
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Richard, J.P., and Jencks, W. P. "A Simple Relationship between Carboca­
ti on Lifetime and Reactivity-Selectivity Relationships for the Solvo lysis of 
Ring-Substituted 1-Phenyle thyl Derivati ves." f. Am. Chcm. Soc., 104,4689-
4691 (1982) 

the n ew reaction is more sensitive than b en zoic acid to reson ance effects, and w hen r < 0, the 
new reaction is less sen sitive. 

(Eq. 8.28) 

Th e concept of sep arating the influence of resonance and induction on a reaction is quite 
appealing, because it tell s us how the charge on the transition sta te is d istribu ted. In fact, 
breaking d own a substituent effect into all the different individual effects (resonance, indu c­
tion, field, p olarizability, s teric) can b e quite informa tive. For example, Swain and Lu p ton 
separated electronic LFERs into two substituent p aram e ters: F (field or indu ctive) and R 
(resonan ce), with sen sitivity factors f and r (Eq. 8.29), resp ectively. Th e F and R parameters 
can b e found in references given at the end of the chapter. In this analysis, one can le t th e JF 
+ rR term equal the traditional pO" values, thereby d eciphering what fraction of the p value 
derives from resonance or induction. The following Connections h ighlight shows th e u se of 
this approach in an org anometallic example. 

log (::)= fF + rR, w herefF + rR = pa (Eq. 8.29) 
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Connections 

A Swain-Lupton Correlation for Tungsten­
Bipyridine-Catalyzed Allylic Alkylation 0.2 

0.1 

0 

Tit -0.1 
:'t :-l -O'l 

.2 -0.2 

-0.3 

Br 

Cl 

H 

One very usefu I reaction in organic synthesis is the allylic 
alkylation of allyl carbonates catalyzed by various metal 
complexes (see Chapter 12 for mechanistic details). In the 
case of the alkylation of carbonates such as i and ii, cata­
lyzed by the tungsten complex shown, the ratio of the two 
products was found to depend upon the para-substituent 
on the phenyl ring of the reactants. To understand the 
influence of the substitutent, a Hammett plot was derived 
based upon the Swain-Lupton parameters F and R. In this 
case, a plot of the ratio of iii to iv for the various substitu­
ents (with the reference substitutent being hydrogen) ver­
sus F and R was made. The overall slope of the line (p) 
was - 2.5 with the R constant being dominant (giving 80% 
of the slope). These data lead to the conclusion that there 
is a significant amount of positive charge on the benzylic 
carbon that is stabilized by resonance during the forma­
tion of the transition state that se ts the regiochemistry. 

-0.4 +--- --.-----.,..--------., 
- 0.5 0 0.5 

<rs- L = (0.2F + 0.8R) 

X~OC02CH3 
II 

Allylic alkylation 

Lehman, J ., and Lloyd-jones, G. C. " Regiocontrol and Stereoselectivity 
in Tungsten-Bipyridine Catalyzed Allyli c Alkylation ." Tetrahedron, 8863-
8874 (1995). 

iii 

Taft and Topsom broke the substituent constants into four parameters (Eq. 8.30), re­
flecting contributions from field (F), induction (x), polarizability (a), and R (resonance), 
along with appropriate sensitivity factors (these substituent constants are also given in ref­
erences at the end of the chapter). 

(Eq. 8.30) 

Although these multi-parameter approaches are intriguing, the overwhelming majority 
of electronic LFERs used in modern physical organic chemistry rely simply on a-, a-+, and a-­
values, and therefore we do not explore the multi-parameter approaches to separating in­
ductive and resonance in any more depth. However, the notion of separating reactivity into 
the various components remains appealing, and examples involving steric effects and sol­
vent effects are given below. 
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8.4 Other Linear Free Energy Relationships 

Changes in sterics, solvation, nucleophilicity, etc., can all be viewed as substituent effects. 
These changes nicely fit the concept of a structure-reactivity relationship, where we are 
probing the effect of changing steric size, solvating ability, nucleophilicity, etc., upon the 
function or reactivity of the groups undergoing change. Therefore, linear free energy rela­
tionships for these kinds of substituent effects have also been developed, and several are 
presented below. 

8.4.1 Steric and Polar Effects-Taft Parameters 

The CJ values presented to this point include field, inductive, and resonance contribu­
tions for the substituents; they do not give the influence of sterics. Taft, however, developed 
a scale for LFERs that reflects the steric influence of substituents on various reactions. A pa­
rameter that reflects the polar nature (i.e., field and induction) of the substituent (CI*) and a 
steric parameter (£5 ) are both defined. The defining reaction is the acid-catalyzed hydrolysis 
of RC02Me, and the reference R group is methyl (Eq. 8.31). After examining this LFER, we 
give an example of its use in a Connections highlight concerned with structural inorganic 
chemistry. 

+ MeOH (Eq. 8.31) 

To measure the polar and steric substituent constants for the R groups in Eq. 8.31, the hy­
drolysis was performed in both acid and base, with the assumption that polar effects would 
only influence the base-catalyzed hydrolysis. This assumption was made due to the fact that 
the basic pathway takes a neutral reactant to a nega tively charged intermediate in the rate­
determining step (Eq. 8.32), whereas the acid-catalyzed pathway takes a positive reactant to 
a positive intermediate in the rate-determining step (Eq. 8.33). A further assumption was 
that the steric effects influence the acid and base pathways equally, because the intermedi­
ates differ simply by two small protons. Hence, the steric substituent constant Es was deter­
mined solely from the acid-catalyzed pathway via Eq. 8.34. The CJ* values are determined 
from Eq. 8.35, where the subscripts A and B refer to the acid and base pathways, and the ref­
erence reaction is the hydrolysis of CH3C02CH3. The factor of 2.48 is introduced just to make 
the magnitude of these new CJ * values similar to the Hammett CJ values. The general Taft ex­
pression combines the steric and polar substituent scales into one equation (Eq. 8.36), where 
p* and 8 are the sensitivity factors for a new reaction under study to polar and steric effects, 
respectively. Table 8.3 gives several Es and CJ* values. 

8 
(_0 rds ' 0 

).( - )__ 
8 

R' t OMe R'j 'OMe 

HO :_/ HO 

(Eq. 8.32) 

(Eq. 8.33) 

(Eq. 8.34) 

(Eq. 8.35) 
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Table8.3 
Selected Taft Parameterst 

Rgroup E. u* 

-H 1.24 0.49 
-Et - 0.07 -0.10 
-iPr -0.47 -0.19 
-1-Bu - 1.54 -0.30 
-CH2Ph - 0.38 0.22 
-Ph - 2.55 0.60 

' Taft, R. W. in Steric Effects in Organic Chemistry, M.S. 
Newman (cd.), john Wiley &Sons, New York, 1956. 

log (kks ) = p*a* + 8Es 
CH3 

(Eg. 8.36) 

These parameters show that the rate of the hydrolysis reaction is faster with hydrogen 
than methyl, and slows as the R group incrementally increases in size to t-butyl (that is, Es 
becomes more negative). Phenyl, however, comes out surprisingly large in this analysis 
(Es = -2.55). In Chapter 2 we noted that efforts to characterize the steric size of a group will 
be strongly context dependent, and this is an example. In an alternative measure of the ste­
ric size of substituents-the cyclohexane A value (Table 2.14)-phenyl is much smaller than 
t-butyl. 

Connections 

Using Taft Parameters to Understand the Structures 
of Cobaloximes; Vitamin B12 Mimics 

Cobaloximes (see right) are a class of compounds that 
have been used extensively to mimic the organometallic 
cofactor vitamin 8 12• Crystal structures of many cobalox­
imes with different R groups have been obtained showing 
various Co-R bond distances, and various displacements 
of the Co atom from the plane formed by the four nitrogen 
ligands. Correlations of the Co-R bond distance and the 
displacement of the Co atom were created using a multi­
parameter approach. The Co-R bond distances gave a 
linear correlation to O'Values describing the electron 
donating and withdrawing ability of the R group, with 
varying influences from resonance and induction. How­
ever, the displacement of the Co from the plane formed by 
the four nitrogens correlated best with the Taft E, parame­
ters, indicating that the steric bulk of the R group primar­
ily determined the positioning of the Co atom w ithin the 
ligand. 

This study is an interesting application of LFERs, 

8.4.2 Solvent Effects-Grunwald-Winstein Plots 

because correlations with crystal structure information 
and not thermodynamic or kinetic data were made. 
Hence, the power of LFERs far exceeds just the analysis 
of reaction mechanisms, but can also be used to provide 
insight into molecular structure. 

R 
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A cobaloxime 

Randaccio, L , Geremia, S., Zangrando, E., and Ebert, C. "Quantitative 
Rationalization of Solu tion and Solid State Properties in Cobaloximes, 
RCo(DH),L, as a Function of the Electronic and Steric Properties of R." 
lnorg. C!Jem., 33,4641- 4650 {1994). 

The Hammett LFER gives us a powerful tool for analyzing the changes in charge during 
a reaction. However, if we vary the structure of the solvent instead of varying the structure 
of the reactant, and follow the kinetics or thermodynamics of a reaction, we can also gain in­
sight into changes in charge. We can determine whether charges form along the reaction co-
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ordinate, and how the solvent influences the formation of these charges. Such an LFER was 
developed by Grunwald and Winstein. 

Many SN1 reactions involve the formation of positive and negative species in the rate­
determining step. Greater solvent polarity accelerates the rate of such reactions by stabiliz­
ing the transition states, which are highly charged. You might predict that the rates of these 
reactions would nicely correlate with the dipole moment of the solvent molecules (f.l), the di­
electric constant of the solvent (c), or any one of the other solvent scales [such as Z, 1r*, or 
Ey(30); see Table 3.1]. However, none of these scales correlates well with chemical reactions. 
This lack of correlation reflects the fact that solvents do not just stabilize or destabilize point 
charges in a remote or "innocent" manner. Instead, the solvent often directly assists the reac­
tion. With regard to an ionization such as the SN1 reaction, an electrophilic solvent can di­
rectly coordinate with the leaving group as it departs. Furthermore, a nucleophilic solvent 
can directly coordinate in a loose manner with the carbocation as it forms, a process called 
nucleophilic assistance. None of these factors is directly taken into account w ith the scales 
of solvent polarity, dielectric constant, or polarizability. Thus, Grunwald and Winstein de­
fined a new scale that was directly based on an ionization reaction. 

The reference reaction chosen was the SNl reaction of t-BuCl (Eg. 8.37) . This reaction was 
chosen because it was assumed that very little if any SN2 pathway occurred. The reference 
solvent was 80% ethanol I 20% water, both of which could act as a nucleophile to add to the 
incipient t-butyl carbocation. Hence, the LFER given in Eg. 8.38 was defined. Here, k1.Buc1,,o l 

is the rate of the reaction in the solvent being analyzed, and k1. 6uc1, so•y,, EtO H is the rate of there­
action in 80% ethanol. Thus, Y reflects the ability of the new solvent to influence the rate of 
the reference reaction compared to 80:20 ethanol:water. Table 8.4lists a variety of Yva lues. 

(Eg. 8.37) 

log ( kt-BuCI, sol ) _ y 
kt-BuCI, 80% EtOH 

(Eg. 8.38) 

Several interesting trends are revealed in Table 8.4. First, pure water is the most ionizing 
solvent of all, with the ability to enhance the rate of the SN1 reaction of t-BuCl by a factor of 
10349 relative to 80% ethanol. Formic acid is a good ionizing solvent, too-better than etha­
nol and acetic acid. Acetic acid, ethanol, and 90% acetone, on the other hand, slow the reac­
tion compared to 80% ethanol. There are two contributions to these trends. The first is that 
polar solvents better solvate charges, and hence speed the ionization. The second is that 
lower polarity solvents solvate neutral organic species, but a significant amount of this sol­
vation is lost upon formation of a cation and halide anion, hence retarding ionization. 

Our goal is not to study just the S 1 reaction of t-BuCl, but instead to apply the LFER to 
many different reactions. Hence, an LFER with a sensitivity factor m for any new reaction 
under s tudy is used (Eq. 8.39). Here, knew is the rate constant for the new reaction in various 
solvents. The reference solvent is still80% ethanol. Although the majority of the studies us­
ing this equation have beenSN1 and SN2 reactions (see examples in Chapter 11), it is in princi­
ple applicable to any reaction. 

log( knew, sol ) = mY 
knew, 80% EtOH 

(Eg. 8.39) 

Since the Yparameter was based upon a reaction that has little nucleophilic assistance, 
those reactions that have m values near 1 reflect nearly full ionization in the rate-determin­
ing step. For those reactions that have an m value less than 1, the reaction is not as sensitive 
to the ionizing ability of the solvent as is t-BuCl. This means less charge has been created 
in the transition state, which is most often accomplished by some degree of nucleophilic 
assistance (Chapter 11 discusses the shades of grey between pure SN1 and pure SN2 reac­
tion mechanisms). Hence, a reaction with some SN2 character will have a reduced extent of 
charge development in the transition state and therefore an m value less than unity. More-
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Table 8.4 
Values of Solvent Ionizing Ability as Defined 
by LFERs Eqs. 8.38, 8.39 and 8.41 * 

Solvent y YoTs 

CF3C02H 1.84 4.57 
H 20 3.49 4.0 
CF3CH20H 1.04 1.80 
HC02H 2.05 3.04 
CH3C02H -1.68 -0.61 
EtOH -2.03 -1.75 

Mixed solvent systems (all expressed 
as percent co-solvent in water) 

98% EtOH -1.68 
80% EtOH 0.00 0.00 
50% EtOH 1.66 1.29 
80% HC02H 2.32 
50% HC02H 2.64 
50% CH3C0 2H 1.94 
25% CH3C02H 2.84 
90% Acetone -1.86 
50% Acetone 1.40 
20% Acetone 2.91 

NoTs 

-5.56 
- 0.41 
- 3.0 
- 2.35 
- 2.35 

0.00 

0.00 
0.00 

-0.09 

*Fainberg, A. H., and Winste in, S. "Correlation of Solvolysis Rates. Ill. 
/-Buty l Chloride in a Wide Range of Solvent Mixtures." f. A111. Cllem. Soc., 
78, 2770 (1956). Schad t, F. L., Bentley, T W, and Schleyer, P v. R. "The 
SN2-SNJ Spectmm. 2. Quan ti ta tive Treatments o f N ucleophilic Solvent 
Assistance. A Scale of Solvent N ucleophilicities." f. Am. Che111. Soc., 98, 
7667 (1976). 

over, the rn values of two different reactions in solvents of the same Y value but different 
nucleophilicities should be the same if ionization is rate-determining, but different if nucleo­
philic attack or assistance is involved. 

8.4.3 Schleyer Adaptation 

As stated above, many solvents can directly participate in an ionization reaction by 
coordination to the leaving group or carbocation. Schleyer noted that the ionization and 
rearrangement of norbornane derivatives did not fit the Grunwald- Winstein Y scale very 
well, and that nucleophilic assistance was likely occurring (see margin). In fact, extensive 
studies of solvolysis reactions began to indicate that nucleophilic assistance was even occur­
ring to some extent in the Grunwald-Winstein reference reaction of t-BuCl. Therefore, 
Schleyer defined a scale (Eq. 8.40) based upon the ionization of 1-adamantyl chloride, are­
actant for which no nucleophilic assistance can occur because the nucleophile cannot pene­
trate the adamantyl group to reach the backside of the C- Cl bond. Here, theY 0 parameter 
gives a measure of the solvent ionizing power on 1-adamantylchloride with no nucleo­
philic assistance, relative to 80% ethanol. Similarly, YoTs values have been measured for 
1-adamantyl tosylate. These Y scales reflect only ionization. 

l 
J-AdaCI, sol y 

( 
k ) og = c1 

kl -AdaCl, 80% EtOH 
(Eq. 8.40) 

Although the 1-adamantyl system seems ideal, the ionization of 2-adamantyl systems 
has become the most widely accepted system for separating the effects of ionizing power 
and nucleophilic assistance. Again, the reference solvent is 80% ethanol. It may not be imme-

Norbornane 
derivatives 

fO-x 
1-Adamantyl 

system 
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~~__:Ts 
~-~~ 

2-Adamantyl tosylate 

diately apparent, but backside attack is also impossible in the 2-adamantyl system due to the 
axial hydrogens shown in color. We know that backside attack is not possible because the 
YoTs values based upon 2-adamantyl tosylate correlate very well with the YoTs values based 
upon 1-adamantyl tosylate. Furthermore, in the solvents 98:2 ethanol / water and acetic acid, 
the rates of ionization of 2-adamantyl tosylate are the same even though the ethanol / water 
mixture is more nucleophilic. In addition, the 2-adamantyl tosyla te system gives a very large 
secondary is ~ tope effect (1.23), indicating a large extent of rehybridization to sp2 in the tran­
sition state. The reason 2-adamantyl is preferred over 1-adamantyl is primarily due to the 
fact that 2-adamantyl derivatives are more synthetically accessible than 1-adamantyl deriv­
atives. Table 8.4lists some YoTs values based upon 2-adamantyl tosylate. 

Once again, the goal is to study the charge build-up on reactions other than the reference 
reaction. We compare the rate constants for the new reaction under study in a variety of sol­
vents (knew, 501) to the parameters developed from an analysis of the adamantyl systems. Most 
reactants, however, are not as restricted as the 1- or 2-adamantyl systems to only an ioniza­
tion. Therefore, a substituent constant, called NoTs' is also included. NoTs gives the abili ty of 
the solvent to participate in nucleophilic assistance. NoTs is determined from a reaction that 
is solely nucleophilic in nature, the SN2 displacement of tosylate from methyltosylate (Eq . 
8.41). In Eq. 8.41 the 0.3Y corrects the sensitivity of the rate of reaction of methy ltosylate to 
the solvent ionizing power (Yin this case comes from the Grunwald-Winstein equation) . Eq. 
8.42 thus reflects both a factor for pure ionization (mYct, where Yc1 comes from the ioniza tion 
of 1- or 2-adamantyl chloride) and a factor for pure nucleophilic assistance UNm" where 
NoTs comes from SN2 displacement on MeOTs). Table 8.4lists some NoTs values. We will look 
at various l and m sensitiv ity constants in Chapters 10 and 11. For now, the Connections 
highlight below describes one use of the Schleyer approach to solvent ionizing scales. 

( 
ksol ) Nors = log k - 0.3Y 

80% EtOH 

(Eq. 8.41) 

( 
knew, sol ) 

log = lNoTs + mY Cl 
knew, 80% EtOH 

(Eq. 8.42) 

We have separated the ability of the solvent to assist in car boca tion formation by electro­
statics and nucleophilic assistance, but we have not considered the ability of the solvent to 
stabilize the leaving group. In fact, it has been found that the Y scales do not correlate well 
with reactions when the leaving group is different from that upon which the scale is based. 
Solvents that can directly assist the leavin g group as it departs can do so to varying extents 
depending upon the structure of the leaving group. For example, electrophilic solvents can 
stabilize a small chloride anion better than a large tosylate anion. As a result, many scales 
based upon different leaving groups have been developed (such as YB" Y1, and Y mJ 

In summary, we have defined another tool for studying the charges that change during 
a mechanism. Several LFERs were discussed that give one the ability to determine both the 
extent of ionization at the transition state of a specific reaction and how much nucleophilic 
assistance has occurred, all just by changing the structure of the solvent. 

8.4.4 Nucleophilicity and Nucleofugality 

In several of the reactions that you learned in introductory organic chemistry, and many 
of those tha t are discussed in Chapters 10 and 11, nucleophilic attack on an electron deficient 
center such as a carbocation or a polarized a or 7T bond occurs. The ability of nucleophiles to 
participate in these reactions depends upon their molecular structure. A structural depen­
dence suggests that there should be scales of relative nucleophilicity that depend upon 
the sterics, polarizability, and inductive I resonance properties of the nucleophile. Hence, 
changing the nucleophile becomes one of the tools that we have to study reactions. As wi th 
solvent and electronic substituent effects, LFERs provide insight into how the change in 
nucleophile structure affects the reaction. Similarly, the ability of a leaving group to depart 



Connections 

The Use of the Schleyer Method to Determine the 
Extent of Nucleophilic Assistance in the Solvolysis 
of Arylvinyl Tosylates 

The solvolysis of vinyl tosylate i proceeds via an sp hybrid­
ized carbocation. The Grunwald-Winstein m value for 
this reaction was found to be small (0.62) for such an ion­
ization reaction, indicating much less stabilization from 
the solvent than occurs in the ionization of t-butylchlor­
ide. This small m value could be due to increased nucleo­
philic assistance, or stabilization of the carbocation by 
some other fact01~ making the role of the solvent less 
important. 

Solvolysis of a vinyl tosylate 

Typically, C(sp2)-X bonds as in i are very sluggish 
in solvolysis reactions compared to analogous C(sp3)-X 
bonds. This sluggish behavior can be ascribed to less effec­
tive backside solvation of the developing carbocation with 
the sp2 system, and the higher energy of an sp cation com­
pa red with an analogous trisubstituted "normal" sp2 car­
benium ion. Yet, with i, the steric congestion presented by 
the methyl groups on the phenyl ring results in a confor­
mation where the vinyl group is initially perpendicular to 
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the benzene, while the vinyl cation becomes increasingly 
planar, allowing for resonance stabilization from the ben­
zene. This stabilization by the phenyl ring could account 
for the low m values, because less stabilization by the sol­
vent is required. 

Stabilization of a vinyl cation via conjugation with phenyl 

To discover if any nucleophilic assistance occurs with 
i, the Schleyer method was used. Instead of plotting an 
entire series of solvents with different Y and N values, fol­
lowed by the application of Eq. 8.42, the investigators sim­
ply chose two solvent systems with the same Yvalues, but 
different nucleophili cities. Ethanol I water (98:2) and ace­
tic acid both have Yvalues of - 1.68, but NoTs values of 0.0 
and -2.35, respectively (see Table 8.4). Following the kinet­
ics of solvolysis of i revealed a difference in rate constants 
in the two solvents of only 25%. Given the large difference 
inN values, the small difference in rate constants indicates 
that nucleophilic assistance does not occur in the solvoly­
s is of i. Therefore, the stabilization imparted by the ben­
zene ring is the reason for the low m values. 

Yates, K., and Perie, ).-). "Solvolysis of Aryl vinyl Bromides and Tosy­
lates." f. Org. Chem., 39, 1902 (1974). 

from a structure should depend upon the electronics of the leaving group. In other words, 
the nucleofugalities of different groups should correlate with parameters that describe the 
properties of the leaving groups. Therefore, changing leaving groups is another tool for 
studying reactions. 

Once again, as with all LFERs, the goal is to change the structure of the reactants, in this 
case the nucleophile and nucleofuge, and have parameters for relative nucleophilicity and 
nuclcofugality that can be applied to many different reactions. Before describing the scales 
that have been developed for analyzing the ability of different atoms or molecules to act as 
nucleophiles or leaving groups, it is instructive to discuss what makes a good nucleophile 
or leaving group. The attributes of reactivity discussed below can be applied to all reac­
tions involving nucleophiles, and hence we discuss them here as part of our tools for study­
ing mechanisms, rather than discussing them in the context of specific reactions in future 
chapters. 

Basicity/Acidity 

First of all, there should be a relationship between nucleophilicity and basicity, and a 
correlation between nucleofugality and the acidity of the conjugate acid of the leaving 
group. Both basicity and nucleophilicity involve the donation of electrons to an electrophile. 
Likewise, a leaving group and an acid both accept electrons as they depart or lose a proton, 
respectively. Since nucleophiles and nucleofuges behave oppositely with regard to electron 
donation and acceptance, good nucleophiles are often poor leaving groups and vice versa. 
However, there are many exceptions, which we will discuss below. 

Nucleophiles that have the same nucleophilic atom are better when the nucleophilic 
atom is negative compared to neutral. This charge dependence is the same for the relative 
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basicity of the nucleophile. The opposite is true for leaving groups; that is, neutral is better 
than negative when the same atom is being compared. 

When proceeding from left-to-right across a row in the periodic table, the atoms further 
to the left are more nucleophilic (H3C- > H 2N- > HO- > F-). This trend correlates again with 
the basicity of the group, and the opposite trend is found for leaving group abil ity. 

The more stable the negative charge of the nucleophilic atom, the less nucleophilic it is. 
For example, due to differing resonance stabilization, an alkoxide is more nucleophilic than 
a phenoxide, which in turn is more nucleophilic than a carboxylate. This trend reflects the 
relative basicities, as well. Below we will describe LFERs for nucleophilicity and nucleofu­
gality that correlate the pKas of the conjugate acids of the nucleophiles and nucleofuges to 
sensitivity parameters (f3nuc and f3Lc)· 

Solvation 

Another factor that has a dramatic influence on nucleophilicity is solvation. Solvation 
forces are stronger for small nucleoprulic ions than for larger ones, an effect that is especially 
true in polar protic solvents where hydrogen bond donation from the solvent to the nucleo­
phile is stabilizing. Because the solvent must be stripped from the nucleophile during the at­
tack on the electrophile, the well solvated smaller ions are poor nucleophiles. Therefore, the 
more "naked" (less solvated) the nucleophile, the better it becomes. Hence, nucleophiles are 
consistently more reactive in aprotic solvents of low polarity. However, very often the nu­
cleophile will not be soluble in these solvents because many nucleophiles are negatively 
charged (they are part of salts). Hence, solvents such as DMF and DMSO are commonly 
used. These are aprotic but polar enough to solubilize the nucleophile, and high reactivity 
is found. 

Similar to the solvation effect, counterion effects can influence nucleophilicity. A tight 
ion pair between a negative nucleophile and a positive counterion will decrease the nucleo­
prulicity (unless the counterion is involved in the reaction; see examples in Chapters 10 and 
11). Conversely, if one can effectively solvate and perhaps even fully encapsulate the coun­
terion, so that no coordination to the nucleophile is possible, the nucleophilicity will increase 
(see Section 4.2.1 on crown ethers). 

Another interesting effect on nucleophilicity that arises in part from a solvation effect 
is called the a-effect. The a -effect arises when two nucleophilic atoms are adjacent to one 
another. This dramatically increases the nucleophilicity. For example, although hydrox­
ide is about 16,000 times more basic than hydroperoxide (HOO-), hydroperoxide is ap­
proximately 200 times more nucleophilic. Similarly, the amine groups in hydroxylamines 
(HONR2) or hydrazines (NR2NR2) are more nucleophilc than simple amines. There are two 
explanations for this effect. In one explanation the existence of lone pair electrons directly 
adjacent to the nucleophilic site is believed to destabilize the ground s tate, making the 
nucleophile more reactive. However, whereas the a-effect trend is seen in solution with 
hydroxide and hydroperoxide, hydroxid e is the better nucleophile in the gas phase. Appar­
ently, the inductive withdrawal of the negative charge by the adjacent electronegative oxy­
gen in hydroperoxide makes this nucleophile less solvated, and hence more reactive in 
solution. 

Polarizability, Basicity, and Solvation Interplay 

A comparison of nucleophiles in which the nucleophilic atoms bear the same charge, 
and are in the same column of the periodic table, indicates that the nucleophilicity increases 
as one proceeds down the column. For example, the order of nucleophilicities for the halide 
anions is I-> Be > CI- > F- in polar protic solvents. As discussed above, in these solvents, 
the anjons are well solvated, and fluoride makes stronger bonds with the solvent because 
the anionic charge is more localized. This trend is opposite of that expected if there was a 
strict correlation between basicity and nucleophilicity (the order of basicity is F- > CI- > Be 
> I-). Similarly, thiolate anions are consistently better nucleophiles than analogous alkox­
ides, even though the alkoxides are significantly more basic. The increased nucleophilicity 
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upon going down a column in the periodic table is due, in part, to a polarizability effect. The 
atom with the higher polarizability (see Chapter 1) forms the incipient covalent bond to the 
electrophile more easily because its electron cloud more readily accommodates changes in 
shape. 

When polar aprotic solvents are used, anionic nucleophiles are not well solvated. In 
these cases, the nucleophilicity is more often found to track basicity. For example, in DMSO 
it can be found that p- > o -> Be > I- is the order of nucleophilicity for various reactions. 

Shape 

As a last example of a factor that influences nucleophilicity, we examine molecular 
shape. A nucleophile is required to penetrate the solvent sh ell around an electrophile, and 
often to hone in on an electrophilic center that may be sterically congested. In this regard, 
large bulky nucleophiles are not very effective, but small, "bullet" (linear) shaped nucleo­
philes can be quite effective. For example, the nucleophiles cyanide (Nc-) and azide (N3 - ) 

are particularly good . They are much more nucleophilic than would be predicted based 
upon their basicity. 

In summary, shape, charge, basicity, polar izability, and solvation are all factors that de­
termine the nucleophilicity of compounds. Understanding these factors allows u s to use the 
differences to our advantage when probing mechanisms. 

The LFERs that have been developed for structure-function relationships for nucleo­
philes do not universally correlate reactions of different types and in different solvents. As 
one changes from one electrophile to another, changes solvent, or changes counterions, the 
nucleophilicity parameters based upon a different type of reference reaction do not apply as 
uniformly as, for example, the H ammett parameters apply to reactions that have no resem­
blance to the ionization of ben zoic acid. However, once armed with these caveats, there are 
nucleophilicity parameters tha t have found general use, and they are good tools for you to 
consider when studying any reaction that involves a nucleophilic attack prior to or during 
the rate-determining step. 

8.4.5 Swain-Scott Parameters-Nucleophilicity Parameters 

To create an LFER for nucleophilicity, Swain and Scott defined the reference reaction to 
be the SN2 nucleophilic displacement of bromide from methyl bromide by the reference nu­
cleophile water. A more widely accepted scale based upon methyl iodide is now used (Eq. 
8.43). Eq. 8.44 shows the LFER, with nx as the parameter for nucleophile X, and s is the sensi­
tivi ty parameter for any new reaction under study. Additionally, knew, Nucx is the rate constant 
for the new reaction under study with each nucleophile X, w hile knew, Hp is the rate constant 
for the same reaction with water as the nucleophile. Table 8.5 gives a series of nx values for 
various nucleophiles (based upon CH31), and the pKas of the conjugate acids. Note, as dis­
cussed above, that the pKas do not necessarily correlate with the nucleophilicities, and that 
the effects of resonance on nucleophilicity are well accounted for with then values (compare 
then values for acetate, phenoxide, and methoxide). 

(Eq. 8.43) 

( 

knew, Nucx ) 
log k = snx 

new, H 20 

(Eq. 8.44) 

Recall that the substituent parameters in LFERs define a logarithmic scale. Hence, in 
general, methoxide is a better nucleophile than methanol by a factor of 10629

, and iodide is a 
better nucleophile than fluoride by a factor of 104 72

. We will look at a few s values in Chapter 
11 when subs titution reactions are considered. H ere, we simply give one example in the con­
text of an acetal substitution reaction (see the Connections highlight on the following pages). 
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Table 8.5 
Swain-Scott Parameters (nx Values) 
for the SN2 Reaction of CH31* 

pK,, of 
Nucleophile nx conjugate acid 

p- 2.7 3.45 
CI- 4.37 -5.7 
Br- 5.79 -7.77 
r- 7.42 - 10.7 
N 3- 5.78 4.74 
Nc- 6.70 9.3 
CH30H near O.O -1.7 

H 20 0.0 -1.7 
CH3C02- 4.3 4.75 
Pho- 5.75 9.89 
CH3o - 6.29 15.7 
Pyridine 5.23 5.23 
Aniline 5.70 4.58 
(Eth N 6.66 10.7 
PhSH 5.70 
Phs- 9.92 6.52 

*Pearson, R. C., Sobel, H., and Songs tad, ]. "Nucleophil ic 
Reacti vity Constants Toward Methyl Iodide and lmns­
Dichlorodi(pyridine)pla tinum(II)." f. A m. Chem . Soc., 90, 
319 (1968) 

Connections 

The Use of Swain-Scott Parameters to Determine the 
Mechanism of Some Acetal Substitution Reactions 

Compounds i and ii (PNP = p-nitrophenyl) undergo reac­
tions with neutral and anionic nucleophiles giving sub­
stitution products. The reactions are second order w ith 
a first-order dependence on nucleophile, consis tent with 
an SN2 mechanism. However, reasonable SN1 mechanisms 
can be written, given that the leaving groups are very 
good. 

e 
OEt v 

e 

e 
Nuc 

OEt 

~Nuc 

:QMe OMe 0 OMe 
~ I / ~ - II Nuc I 

Ar~OPNP-- Ar~ - Ar~Nuc 

S= 0.18 

-4 

1(1) - 6 

S= 0.15 

-4 

OEt 

~N 
3 

OMe 
ii 

QJ Ar~OPNP 
H20 

To determine the extent to which a nucleophile is 
involved in the transition state for SN2 reactions of i and ii, 
Swain-Scott plots were generated (see right). The slopes 
of the plots (s values) fori and ii are only 0.15 and 0.18, 
respectively, meaning that the rate of the reaction does not 
depend very much upon the reactivity of the nucleophile. 

- 6 

-2 0 2 4 6 8 10 

n(Mel) 

12 
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The clear first-order kinetic dependence upon the 
nuclcophile means that it has to be invol ved in the rate­
determining s tep, as in an SN2 mech anism. Yet, the very 
lows va lues indicate an early transition state with little 
bonding to the nucleophile a t the transition state. The tran­
s ition state has almost full loss of the leav ing group with 
littl e nucleophilic attack (see right), analogous to an SNl 

reaction. This interpretation shows that the s value can 
provide insight into the extent of nucleophilic a ttack at a 
transition s tate relative to the ex tent of attack during the 
reference reaction . 

Amye,, T. L., and Jencks, W. P. "Conce rted Bimolecul ar Substitution 
Reactions of Aceta l Deriva ti ves of Propiona ldehyde and Benzaldehyde." 
f. Am. CIIe111. Soc., 111,7900 (1989). 

8.4.6 Edwards and Ritchie Correlations 

Litt/le atta;hment of nucleophile 

08 O~e Almost full leaving 
Nu~-: group departure -----'./ 
Ar ',,0~ 

~ N02 

Although there have been many attempts to provide a multi-parameter approach for 
correlating relative nucleophilici ty, only one is examined here. We examine only this one be­
cause it gives insight into how oxidation potential, a molecular property not yet discussed, 
can influence nucleophilicity. Edwards and Ritchie considered that nucleophilicity arises 
from two parameters that reflect the ability of the nucleophile to donate electrons: basicity 
and oxida tion potential. To the extent that a nucleophilic attack on an electrophile resembles 
the loss of electrons from the nucleophile to the electrophile, then the oxidation potential of 
the nucleophile should correlate with its reactivity. Thus, two substituent parameters were 
d efined-£, for oxidation potential and H for basicity, with corresponding sensitivity fac­
tors a and (3 (Eq. 8.45) . Because Eq. 8.45 incorporates oxidation potential and basicity, it is re­
ferred to as the oxibase scale. Th e parameters E, and Hare based upon the pKa of the conju­
gate acid (Eq. 8.46) and the oxidation potential of the nucleophile, as given in Eq. 8.47 (where 
Eo is the standard oxidation potenti al). A reference reaction and nucleophile are still needed, 
and SN2 attack on CH31 with water were used. This method has been fow1d to nicely corre­
la te a variety of different SN2 reactions. 

( 
kNucx ) 

log -k- · = a£11 + {3H 
H20 

(Eq. 8.45) 

H = pKa+ l.74 (Eq. 8.46) 

E11 = £ 0 + 2.60 (Eq. 8.47) 

:j: 
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8.5 Acid-Base Related Effects-Bnmsted Relationships 

A final linear free energy relationship that we cover is one that is s till extensively used in 
modern research-almost as much as H ammett plots. It is called a Bm nsted plot, and it re­
lates acidity or basicity to other kinds of reactions. The reason that this LFER is still acti vely 
used is in part because this relationsh ip is essential to an understanding of acid- base cataly­
sis in enzymology. However, the same relationship can be used to study nucleophilicity and 
leav ing group ability. We describe all three uses below, but we leave a more detailed analysis 
of the use of this relationship in studies of acid- base ca talysis to Ch apter 9. 

8.5.1 P N uc 

Some of the earlies t correlations between nucleophilicity and reactivity focused solely 
on the pK" of the conjuga te acid of the nucleophile. If one keeps the electronic and steric 
prope rties of a series of nucleophiles similar, and uses the same solvent for the analyses, 
reactivity does nicely correlate with the basicity of the nucleophile (Kb; see Chapter 5). An 
LFER as defined in Eq. 8.48 can be used to correlate the da ta . This structure- function rela­
tionship is ca lled a Bnmsted relationship. 

log(k) = f3 uc log(Kb) + log( C) 

or log(k) = f3 Nuc pKa + log( C) 
(Eq. 8.48) 

In thi s equation k is the ra te constant for the reaction under study. In place of a subs titu­
ent parameter, we u se log(Kb). Therefore, the reference reaction is the dep rotonation of water 
by the nucleophile (Eq. 8.49). Log( C) is they intercept of the plot, and has no physical m ean­
ing. Finally, f3Nuc is the sensiti vity factor. Plotting the pK. of the conju gate acid of the nucleo­
phil e (log Kb = pKa + log Kw} versus log(k) should give a straight line w hen the dominant fac­
tor in determining how the structure of the nucleophile affects the reacti on is basicity. When 
f3 uc = 1, the full effect of the change in basicity is reflected in the nucleophilicity, meaning 
that a nucleophile that is 100 times more basic than ano ther wi ll speed u p a reaction by a fac­
tor of 100. When f3Nuc < 1, then the sensitivity of the nucleophilic attack on the basicity of the 
nucleophile is diminished. 

8 8 
Nuc + H 20 = N ucH + OH (Eq . 8.49) 

8.5.2 PLG 
Jus t as nucleophili city can be fou nd to correla te di rectl y with basicity, the abil ity of a 

leaving group to depart is often found to correla te directly wi th the acidity of its conjuga te 
acid . The same kind of equation used to correlate nucleophilicity w ith pK. is used to corre­
late nucleofugality with pKa (Eq. 8.50). In this case a f3Lc is measured, which gives the sensi­
ti vity of the reaction to the acidity of the conjugate acid of the leaving group. Since the leav­
ing group ability should increase wi th lower pK.s of the conjugate acid, Eq. 8.50 tells u s that 
the f3Lc va lues will be nega tive. It is very common to m easure both f3Lc and f3Nuc values when 
implementing a mechanistic analysis, since their comparison gives good insight into the rel­
ative amounts of nucleophilic a ttack and leaving group departure a t the rate-determining 
step . An exa mple is given in the nex t Connections highlight in the context of an important 
biochemica l reaction, the hydro lysis of ATP. 

log(k) = f3 Lc(pKa) + log(C) (Eq. 8.50) 
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Connections 

ATP Hydrolysis-How P LG and P Nuc Values Have 
Given Insight into Transition State Structures 

The phospho ry l transfer reaction from ATP is one of the 
most common bio logical reactions, be ing used to store 
energy, generate concentration gradients, and to trans­
duce signals. The extent of bond breaking and forming 
that occurs at the transition sta te for phosphoryl transfer 
to alcohols has been s tud ied to give insight into transition 
state structures during enzyme-ca talyzed processes. 

Shown be low is the Bmnsted plot for the reaction 
of ATP4

- , and the complex between Mg2 ' and ATP4- , as 
a fun ction of the pKo of primary alcohol nucleophiles 
(closed and open circles, respectively). The values of f3Nuc 
are 0.07 and 0.06, respectively, re flecting that the nucleo­
ph ili city of the alcohols has little effect on the rate of the 
reaction. This indicates very little bond forma tion to the 
nucleophiles in the transition sta te. 
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Shown above is a Bmnsted plot for the hydrolysis 
reaction (phosphoryl transfer to wa ter) of various phos­
phoanhydrides as a function of leavi ng group p K •. The 
slope of the line (fJLc) is near-1.1. This value is la rge, indi­
cating that there is a significant amount of bond cleavage 
to the leaving group at the transi tion state. In fact, because 
the absolute value is greater than 1, this leaving group 
departure is actually more sensitive to the structure and 
nature of the anion than is the reference deprotonation 
reaction of water. The small f3Nuc and large f3Lc were inter­
preted to support a dissociative mechanism fo r the hydrol­
ysis of ATP, with a transition s tate involving considerable 
metaphosphate-like character (see below). 

He rsch lag, D., a nd Admiraal, 5. ). "Mapping the Transition State for ATP 
Hyd ro lysis: Implications for Enzyma tic Catalysis." Ctm. Bioi., 2, 729-739 
(1995). 
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Going Deeper 

How Can Some Groups be Both Good Nucleophiles 
and Good Leaving Groups? To understand this dichotomy we must understand 

that by "good" we mean faster-the groups are kinetica lly 
"good". It does not mean that the bond being formed o r 
broken is particula rly strong or weak. To see this, let's 
examine the hyp othetical reaction coordinate diagrams 
for the SN2 substitution reactions of methyl tosylate 

As no ted ea rlier, nucleophilicity in polar protic solvents 
increases as one goes down a column in the periodic table. 
Hence, the order of nucleophilicity for halide anions 
is r- > Br > o -> F-. Iodide is the better nucleophile 
because it is more polarizable and is not as well solvated. 
We also stated that the better leaving groups are those that 
have the more acid ic conjugate acids. Therefore, the order 
of leaving group abili ty for the halogens is r- > Br- > o - > 
F-, also. To many chemists, it seems counterintuitive that 

w ith iodide and chloride shown to the side. A C-Cl bond 
is stronger than a C-I bond, so methyl chloride is placed 
lower in energy on the diagram. We find from experiment 
that the barrier to the reaction is lower with iodide than 
with chloride even though the product is more stable w ith 
chloride. Iodide is therefore a better nucleophile. a group can be both a good leaving group and a good 

nucleophile. Now consider the reverse reaction-that of tosyla te 
d isplacing chloride or iodide. Due to microscopic revers­
ibili ty, the reverse reactions have to proceed through the 
same transition states. Therefore, the barrier to the reverse 
reaction is also lower for iodide, and hence, iodide is the 
better leaving group. Once you tie the concept of micro­
scopic reversibili ty to both nucleophilicity and leaving 
group ability, it is clear that in going down a column in the 
periodic table, the better nucleoph iles are also the better 
leaving groups. (Before just accepting the explanation 
given above, you should ask yourself why hydroxide 

> 
!:l 
Q) 

c 
Q) 

]! 
c 
Q) 

0 a. 

Reaction coordinate 

8.5.3 Acid-Base Catalysis 

is a good nucleophi le and a poor leaving group. Alter­
natively, try working Exercise 9 at the end of the chapter.) 

Recall that Egs. 8.48 and 8.50 are called Bremsted linear free energy relationships. If an 
acid or base is involved in the rate-determining s tep of a reaction, the rate of that reaction 
sh ould depend upon the streng th of the acid or base. Hence, a Bmnsted correlation is often 
found . Eqs. 8.51 and 8.52 relate the rate constants for an acid- or b ase-catalyzed reaction, 
respectively, to the pK. of the acid or conjugate acid of the base. The sensitivity of an acid­
catalyzed reaction to the strength of the acid is a, w hereas the sensitivity of a base-catalyzed 
reacbon to the s treng th of the base is {3. The a and f3 reaction constants indicate the extent of 
proton transfer in the transition state. In Chapter 9 we explore the use of these two equations 
in much more detail, and we apply them in Chapters 10 and 11. 

log(k) = -apKa + log(C) (Eg. 8.51) 

log(k) = f3pKa + log( C) (Eq. 8.52) 

8.6 Why do Linear Free Energy Relationships Work? 

All the LFERs given above included a reaction con stant that gave th e sensitivity of the reac­
tion to the chan ge in substituent, and each substituent behaved the same in each reaction. It 
seems reasonable that an electron donating or electron withdrawing group should be elec­
tron donating or electron withdrawing regardless of the reaction. Similarly, a good leaving 
group is always a good leaving group, regardless of the reaction. Yet, why is the relative in­
fluence of the groups the same in each reaction, and why is their degree of influence the 
sa me? For example, why shouldn't nitro be more electron wi thdrawing than a cyano in one 
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reaction, and vice versa in a different reaction? Further, why shouldn't one reaction be very 
sensitive to the addi tion of electron withdrawing groups and not electron donating groups, 
while another reaction is very sensitive to electron donating groups but not electron with­
drawing groups? In general, we do not find this behavior. An LFER, such as a linear Ham­
mett plot, Swain-Scott plot, or Bmnsted plot, means that the relative influence of the substit­
uents is always the same. To understand this behavior, we must first analyze some general 
mathematics that is the basis of all LFERs. After deriving the general form of all LFERs, we 
can return to this issue. 

8.6.1 General Mathematics of LFERs 

We first need to understand why the effect of changing substituents on one reactant will 
be similar to the effect on another reactant, even when the sensitivity of two different reac­
tions to a change in substituents is quite different. Let's start by analyzing the effect one 
would expect on the free energy of a reaction due to a change in a substituent. The same 
analysis can be applied to the acti vation energy of a reaction. To determine how substituents 
affect equilibria, we need two reference points. First, we need a reference substituent, and 
second, we need a reference reaction. For example, in a Hammett analysis, the substi tuent 
that all other substituents are compared to is hydrogen, and the reaction that all rea ctions are 
compared to is the dissociation of benzoic acid. Here, we keep the analysis general. 

The method used to determine the influence of new substituents compared to the refer­
ence substituent starts with Eq. 8.53, which gives the re lationship of a n equilibrium constant 
to the reaction free energy. Eq. 8.54 gives the difference in reaction free energies for the sa me 
reaction with two different substituents where b.G., is for the reference substituent and b.Gx 
is for the new substituent X. ln the following analysis, for simplicity of notation, we have 
dropped the "nought" superscript on b.G0 that indicates standard conditions. 

(Eq . 8.53) 

b.G 0 - b.Gx = 2.303RT log10 ( ~: ) (Eg. 8.54) 

Eg. 8.54 tells us that the difference in free energies of two reactions with different substitu­
ents is directly proportional to the log of the ratio of equilibrium constants (Kx/ K0 ). This 
quantity is the substituent constant for each X substituent (Cx in Eq. 8.55), and the reaction 
we use to measure each Cx is the reference reaction. The substituent constant tells us if 
substituent X shifts the equilibrium toward reactant or product compared to the reference 
substituent, and by how mu ch. If Cx is negative, then substituent X shifts the equilibrium 
toward reactant, and if it is positive, substituent X shifts the equilibrium toward product. 
Substituting Eq. 8.55 into Eq. 8.54 yields a relationship between the substi tuent cons tant and 
the difference in reaction free energies between the reaction with the new substituent and the 
reaction with the reference substituent (Eq. 8.56) . 

(Eg. 8.55) 

(Eq. 8.56) 

The next step is to see if the various substituents influence a different reaction in the 
same manner as they influence the reference reaction. Another equation identical to Eq. 8.56 
is written for the new reaction under study, but we designate it with primes on the variables 
(Eq. 8.57). As discussed earlie1~ this reaction can be totally unrelated to the reference reaction. 
Because we want to know the relative effect of the substituents on the two reactions, we take 
a ratio of Eqs. 8.56 and 8.57, giving Eq. 8.58. This equation states that the ratio of the free en­
ergy differences for the two reactions under comparison is the ratio of the log of the eguilib-
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rium constants of the new reaction to the log of the equilibrium constants for the reference 
reaction (Cx' / Cx). In our analysis, this ratio is defined as the reaction constant (Q in this gen­
eralized example). The ratio Q directly tells us if the reaction under study is m ore or less 
sensitive to a change in substituents than the reference reaction. If Q is greater than one, the 
substituents affect the thermodynamics of the new reaction to a greater extent than the sub­
stituents affect the reference reaction. Conversely, if Q is less than one, the reaction is less sen­
sitive to changes in substituents than the reference reaction. Hence, we have also called Q the 
sensitivity factor. Rearranging Eq. 8.58 to 8.59 and simplifying to Eg. 8.60 gives further in­
sight into LFERs. We now see that the extent to which the free ene rgy of the new reaction is 
changed, via a change in substituent, is proportional to the exten t to which the reference re­
action was changed by the same substih1tion, but enhanced or diminished by Q. 

(Eq. 8.57) 

(Eq. 8.58) 

(Eg. 8.59) 

t-.t-.G'= Qt-.t-.G 
where (L'-.G

0
' - L'-.Gx ') = t-.t-.G ' and (L'-.G

0
- L'-.Gx) = t-.t-.G 

(Eg. 8.60) 

The LFERs given in Eqs. 8.57 and 8.59 are not those routinely applied to experiments, 
such as a Hammett plot. Instead, a form that relates the sensitivity factor Q and the su bstitu­
ent constant Cx to a number that can be experimentally determined is used. To derive this 
form of the LFER, we perform some algebraic manipulations (left as an Exercise a t the end of 
the chapter) to derive Eq. 8.61. This final form of an LFER is the one u sed in most such analy­
ses (see Sections 8.3-8.5). An identical equation can be written for ra te constan ts (Eg. 8.62). 

log10 (~::) = QCx 

log10 (~: : ) = QCx 

8.6.2 Conditions to Create an LFER 

(Eq . 8.61) 

(Eq. 8.62) 

In principle, the reaction constant Q does not have to be a constant for all substituents, 
because LFERs do not derive from any thermodynamic law. However, chemists fi nd empiri­
cally that it most often is. When Q is constant, it m ea ns that two different reactions respond 
to all substituents in the same manner, but just to differing exten ts. To understand how this 
can be possible, we must substitute llG = t:.H - Tll5 into Eq. 8.60, giving Eq. 8.63. 

(t-.t-.H' - Tt-.t-.5 ') = Q(t-.t-.H - Tt-.t-.5) (Eq. 8.63) 

Eg. 8.63 has two independent variables, llllH' and t:.t:.S' (llllH and t:.t:.5 are a lready de­
termined) and therefore can only hold when one of three condi tions are met. 

• First, the t:.llHs are coincidentally the same for both the new reaction under study 
and the reference reaction, and the t:.t:.5s are linearily proportional for the two 
reactions being compared . 

• Second, the llll5s are coincidentally the sam e for both reactions and the t:. llHs are 
linearily proportional. 
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• Or third, the flflHs and flflSs are linearly related to each other for both the reference 
reaction and the new reaction. That is, for each reaction, as flH goes up flS increases 
also. In other words, they scale proportionately. In this scenario, the enthalpy and 
entropy compensate for each other, because in the G ibbs free energy equation 
(flG = flH- TflS) the enthalpy and entropy terms have opposite algebraic signs. 
This is actually the most common situation, and is referred to as the enthalpy­
entropy compensation effect (see Chapte r 4). 

Before exploring why enthalpy-entropy compensation effects exist, it is instructive to 
delineate the temperature dependence of LFERs. Because temperature dependence has 
been mostly explored with regard to kinetics, we present this discussion below in terms of 
activation parameters, but it also applies to reaction free energies. 

8.6.3 The !so kinetic or Isoequilibrium Temperature 

If we assume a linear relationship between flH* and flS* for the same reaction but with 
different substituents we can obtain Eq. 8.64. For most reactions, the flH* and flS* values are 
unknown. However, for those cases where these parameters have been measured and an 
LFER was found to hold, Eq. 8.64 does indeed correlate the flH* and flS* parameters. The 
slope (3 is a proportionality constant between flH* and flS*, telling us how sensitive the com­
pensation effect is between flH* and flS*. Eg. 8.64 tells us that as the entha lpy of activation be­
comes larger and less favorable, the entropy of activation becomes larger, too, but is more fa­
vorable, leading to a compensating effect. 

(Eg. 8.64) 

Using the Gibbs free energy equation (flG* = flH* - TflS*) in combination with Eq. 8.64 
leads to Eq. 8.65. Now the proportionality constant (3 is seen to have units of temperature, 
and is referred to as the isokinetic or isoequilibrium temperature for kinetic or thermody­
namic LFERs, respectively. 

(Eg. 8.65) 

Eq. 8.65 states that the Gibbs free energies of activation for the same reaction w ith differ­
ent substituents can be considered to be made up of two terms. One is constant, regardless of 
the substituent (flH0 *), and one is an en tropy term that is different for each substituent. The 
extent that the entropy influences the reaction depends upon the difference between the ex­
perimental temperature T and the isotemperature (3. A corollary of Eq. 8.65 is that LFERs 
shou ld be interpreted with care when measured at temperatures near the isokinetic or isoe­
quilibrium temperature. In other words, for the same reaction with varying substituents or 
in different solvents, if the enthalpy is linearly related to the entropy via a relationship such 
as Eq. 8.64, there will be a temperature where changes in substi tuents or solvent will not af­
fect the rate or equilibrium at al l. Therefore, when one measures any reaction constant and 
that value is near zero, it could simply be that the temperature of analysis is coincidentally 
near or at the isokinetic or isoeguilibrium temperature. Hence, small reaction constants 
(such asp, s, m,f3Lc, etc.) should be interpreted with care when drawing conclusions about re­
action mechanisms. However, having stated this caveat related to LFERs, it is true that for 
most common organic reactions the isokinetic or isoequilibrium temperature is outside of 
experimenta ll y accessible conditions. 

8.6.4 Why does Enthalpy-Entropy Compensation Occur? 

We have presented the fact that most reactions for which an LFER can correlate rate 
constants or equilibrium constants have linear relationships between flH and flS as de­
scribed by Eg. 8.64. Because increases in flH* impede a reaction while increases in flS* assist 
a reaction, the two affects are compensating. This compensation is a general phenomenon, 
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one that is often neglected when chemists attempt to improve the rate or yield of a reac­
tion by changing substituents or reaction conditions. The most common rationaliza tions 
of enthalpy-entropy compensation invoke steric or solvation effects, and we discuss both 
briefly here. 

Steric Effects 

Consider what h appens when you increase the steric hindrance to attack of a nucleo­
phile on a carbonyl by increasing the size of the R group (Eq. 8.66). A larger R group would 
lead to a more crowded, less solvated transition sta te, thereby raising the D.H*. H owever, the 
nucleophil e is further away from the carbonyl carbon a t the transition state, and therefore it 
and the solvent wou ld be less tightly held a t the transition state than the reaction with the 
smaller R group. These s tructura l issues manifest themselves as a lower loss in entropy and 
therefore a more favorable entropy of activation. 

Solvation 

0 

R~ 
0 

0 Nuc 

R_)( (Eq. 8.66) 

Let' s examine an SN2 reaction be tween an amine and an alkyl halide to illu stra te en­
thalpy-entropy compensation effects due to differential solvation (Eq . 8.67) . The transition 
state is polar relative to the reactants, so the enthalpy of activation should be lower in in­
creasingly polar solvents. In addition, the developing charges in the transition state will 
cause the solvent to be more constrained than when solva ting the neutral amine or alkyl ha­
lide, and this effect will be grea ter w ith the more polar solvent. H ence, a higher p olarity sol­
vent leads to a lower D.H*, but also makes D.S* more unfavorable; as a result, these are com­
pensating effects. 

R~ 0 0 
R- NH2 + R'- LG - ,NH2 + LG 

R 
(Eq. 8.67) 

These two examples are indi ca tive of a general phenomenon. When enthalpy becomes 
more favorable (stronger bonding) the system typical ly becomes more organized (meaning 
less entropy) . Conversely, when the enthalpy change i slight there is often more disorgani­
zation at the transition sta te. We encountered this same phenomenon when we discussed 
binding in Chapter 4. Stronger intramolecular forces lead to s tronger binding, but also more 
restricted movemen t of the compound s involved in the binding event, therefore com pensa t­
ing for each other wi th respect to the Gibbs free energy. 

8.7 Summary of Linear Free Energy Relationships 

A large number ofLFERs were discussed above; many more can be found in the litera ture or 
other physica l organic chemistry tex ts. This is especially true for H ammett-related sigma 
constants. For exa mple, here is an abbreviated list of some you may encounter in the litera­
ture: 0"

0
, 0" 11

, and 0"1 for the ioniza tion of carboxylic acids other than benzoic acid ; 0"1" for induc­
tive effects; 0"

1 and O"' for the effects of acidi ties in bicyclic compounds; and O"R, 0"1t, 0"1~(\3/\), O"R +, 

and O"R- for various resonance effects. The number of these sca les and their uses quickly be­
come confusing. 

Our intent here was to focus only on those that are still commonly used, and on the con­
ceptual fo und ation of the methodology. The student should now be prepa red to understand 
any new LFERs encountered in the literature. At this point, though, it may be helpful to tab­
ula te the LFERs we have discussed in one place, so that their uses can be quickly deciphered 
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Table 8.6 
A Summary of the Most Common LFERs Used* 

Reaction constant and 
Substituent Reference its meaning relative to 

LFER constant reaction Used to s tudy the reference reaction 

Hammett a Ionization of Inducti ve effects p > 1, mo re sensitive 
benzoic acid 0 < p < 1, less sensiti ve 

p = 0, not sensitive 
p < 0, positi ve charge 

crea ted 
Hammett a Ioni zation of Resonance in Sa n<e as above 

phenol addition to 
indu cti on 

Hammett a Ioni zation of Resonance in Same as above 
phenyldimethy l addition to 
chloromethane inducti on 

Taft E, H ydrol ysis of Steri c size 8 > 1, mo re sensiti ve 
methyl esters 8 < 1, less sensitive 

Grun wald- y Ionization oft- Ioni zing power 111 > 1, more sensiti ve 
Winstein BuCl in 80:20 of solvent 111 < 1, less sensiti ve 

EtOH / H20 
Swain- Scott n SN2 reacti on of ucleoph il ici ty s > 1, more sensiti ve 

methyl iodide s < 1, less sensiti ve 
in water 

Bwnstcd pK,, Acidity in water Nucleophilicity f3Nuc > 1, more sensiti ve 
/3:-~uc < 1, less sensitive 

Bwnsted pK" Acidity in wa ter Leaving g roup 1{3, cl > 1, mo re sensiti ve 
depa rture 1/31 cl < 1, less sensitive 

Bwnsted pK, Acidity in water Acid ca ta lysis a > 1, mo re sensiti ve 
a < 1, less sensiti ve 

Br0nsted pK, Acidity in wate r Basic ca talysis f3 > 1, mo re sensiti ve 
f3 < 1, less sensitive 

*Not all of the LFERs discussed in the text are incl ud ed in Table8.6. Only those most likely to be encountered in modern 
research are incl uded. 

when one is designing experiments. Table 8.6 gives the names o f the major LFERs, the sub­
stituent constant, the reference reaction, the kinds of effects they are used to explore, and the 
meaning of the reaction consta nt. 

8.8 Miscellaneous Experiments for Studying Mechanisms 

A large number of experiments have been presented in Chapters 7 and 8 for the study of re­
action mechanisms-namely, kinetic analyses, isotope effects, and structure-function anal­
yses. These are standard experimental tools associated with physica l organic chemistry. 
Howeve r, the experimentalist can often devise studies that are completely diffe rent from 
any of those presented thus far, depending upon his or her imagination and chemi cal inge­
nuity. In this section we summarize some of the more common approaches. We first analyze 
the most obvious experiments to perform, such as product and intermediate identification, 
but also more subtle experiments such as cross-over and isotope scrambling. Unlike our 
analyses of the isotope effect and substituent effects, the following techniques are given onl y 
brief general discussions, followed by one or more examples in C01m ections highlights. For 
most of the techniques mentioned, w e give more examples in Chapters 9- 12. 
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Connections 

8.8.1 Product Identification 

The experiment that should be performed first in the analysis of any m echanism is the 
determination of the products of the reaction. This experim ent may seem obvious, but it is 
worth sta ting because failure to do so can cause problems (see the Connections highlight be­
low). In particular, as much as possible, it is important to identify all the products of a reac­
tion. Doing so is equivalent to ensuring tha t the mass balance of the reaction is complete; 
that is, everything tha t goes in as a reactant comes out as a product. Sometimes, identifica­
tion of a minor product will provide a valuable clue as to the kind (s) of m echanistic path­
ways tha t are going on in the reaction. Alterna tively, it is dangerous to m ake sweeping 
mechanistic conclusions based on a product that is present in only very low yield if we don't 
know the other products of the reaction. 

An Example of an Unexpected Product giving the stilbene via e limination. Thus, w ithout iden­
tifica tion of the product one might have interpreted the 
kinetic data incorrectly. 

In the reaction of hydroxide with p-nitrobenzyl chloride, 
you might expect p-nitrobenzyl alcohol to be the major 
product via a simple SN2 reaction. However, p-ni trobenzyl 
chloride is acidic enough to be deprotonated by hydrox­
ide, leading to a carbon nucleophile that reacts wi th a sec­
ond equiva lent of p-nitrobenzy l chloride, subsequently 

Tewfik, R., Fouad, F. M., and Farrell, P.G. " Elimination Reactions. 
I. Reaction of Bis{4-nitrophenyl)methyl Chloride w ith Sodium Hydroxide 
in Aqueous Dioxane." f. Che111. Soc., Perkin Trnn~ .• 2, 3·1 {1974). 

0 
0('c1 

ON~ 
~ ~CI 

ON~ 
2 2 

A stilbene 
derivative 
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8.8.2 Changing the Reactant Structure to Divert or Trap a Proposed Intermediate 

The nature of an intermediate can sometimes be deciphered by synthesizing a new re­
actant that is s imilar to the actual reactant under study, but for which the intermediate being 
proposed can react in a new and predictable manner. There are no standard ways to ap­
proach this kind of experiment, and you must design your own experiments on a case­
by-case basis. We draw upon an enzymatic reaction as an example of the application of this 
technique. 

Connections 

Designing a Method to Divert the Intermediate 

The enzy me mandelate racemase intercon verts the enan­
ti omers of m andela te ion (2-hydroxyphenylacetic acid ). 
A carbani on alpha to the carboxyl<Jte was proposed as the 
intermediate form ed. To tes t for the presence of thi s inter­
mediate, an ana log of mandelate ion, i, was synthesized 
and subjected to racemiza ti on by the enzy me. The prod­
uct isolated was ii, which can result from formation of 

OH 

a ca rba nion and a subsequen t 1,6-elimination of bromide 
followed by tautomerization . The result supported the 
intermediacy of carbanion iii in the mandela te ion 
pathway. 

Lin, D. T., Powers, V. M., Reyno ld s, L.j ., Whitm an, C. P. , Kozarich, j. W., 
and Kenyon, G. L. " Evidence for the Genera tion of .Aipha.-carboxy­
.a lpha.-hydroxy-p-xy ly le ne from p-( Bromo methy l)mandela te by Man­

d e late Racemase." ]. Am. Chem. Soc., 110,323 (1988). 

~1//~ 
Br~ C02 

Mandelate racemase 

iii 

ii 
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Connections 

8.8.3 Trapping and Competition Experiments 

A common method for intermediate identification is trapping of the intermediate with 
an added reagent. Several radical traps exist (see Section 8.8.8), and many good nucleophiles 
make viable traps for transient electrophiles such as carbocations. You should use your own 
chemical insight to devise traps for intermediates such as carbanions, carbenes, etc. Reactive 
intermediates are short lived, though, so the trap must be very reactive to compete with 
the standard reaction path of the reactive intermediate. Also, because the trapping reaction 
will typically be bimolecular, high concentrations of trap will often be required . Alterna­
tively, the trap could be covalently tethered to the reactant, facili tating capture of the reacti ve 
intermediate. 

A variant of a trapping experiment is a competition experiment. In our analysis of ki­
netic experiments in Chapter 7, we said that steps beyond the ra te-determining step do not 
affect the kinetics, and thus information about them cannot be obtained. This lack of a kinetic 
dependence often leaves a large portion of the mechanism invisible to kinetic analysis. One 
way to probe chemical steps past the rate-limiting step is to use competition experiments. A 
competition experiment involves the addition of two or more reagents that compete for one 
or more intermediates. It is a variant on the trapping experiment, where now more than one 
trap is used (Eq. 8.68). The ratio of products derived from the different traps tells the ratio of 
rate constants for the reaction of the traps with the intermediate. From this ratio, som e in­
sight into the nature of the intermediate can be gained. The experiment is viable only w hen 
the trapping reaction is under kinetic control. 

Slow 
Reactant 

T~ Product 1 

lntermediateT¢ Product 
2 

(Eq . 8.68) 

Trapping a Phosphorane Legitimizes Its Existence 

Pentacoordinate species (phosphoranes) are proposed 
inte rmediates in the hyd rolysis of RN A and DN A. Before 
such species were well accep ted, chemists examined the 
chemistry of phosphoeste rs such as i as mode l systems. 
Compound i can cyclize to g ive phosphora ne ii, although 
i i was never seen at room temperature. However, upon 
adding acetyl chloride to a solution of i, both i ii and iv are 
isolated. Trapping experiments such as this one give good 

evidence that ii is present in a solution of i, showing tha t 
phosphoranes are legitimate species and possible inte rme­
dia tes in chemical reactions. 

Sarma, R., Ram irez, F., McKeever, B., Nowako,vski, M., and Ma recck, 
j . F. "Crystal and Mo lecula r Structure of Phosphate Esters. 9. Crystal 
and Molecular Structure ofo·Hyd roxyphenyl-o-phenylenc l'hosphatl', 
(o-HO C, H,)(C.H,)PO,. Equil ibrium Between Pe ntava lent and Tetrava lent 
Phosphorus in Solutio ns." f. A111. Clle111. Soc., 100,5391 (1978). 

ii 

iii iv 

Phosphorane trapping 
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8.8.4 Checking for a Common Intermediate 

Often similar reactions proceed v ia the same interm ediate . For example, the SNl solvol­
ysis oft-bu tyl bromide and t-butyl iodide in wa ter would both be presumed to proceed via 
the t-b u tyl ca tion . We could easily verify this conclusion by performing a com petition exper­
iment where the addition of two nucleophilic traps would give two products resulting from 
the same in termedia te in the sam e ra tio. An y devia tion in p roducts and ratios would indi­
cate d ifferent interm ed ia tes. This is exactly the sam e concept that was u sed in our example 
of compe tition experiments, except now we compare th e p roduct ratio fro m two different 
reac tan ts. 

Connections 

Checking for a Common Intermediate in 
Rhodium-Catalyzed Allylic Alkylations 

A very common structu re in organometalli c transforma­
tions is the TI-a ll y l complex (see Chapter 12). Such a stru c­
tu re is a resonance hybrid of two for ms with rr and 'IT bond 
character. These structures are for med from all ylcarbo­
nates and can undergo a ttack by various ca rbon-based 
nucleo philes to g ive ex tended ally lic sys tems. 

? 
M 

rr·AIIyl 
complex 

o - o 
M M 
Individually known 

as cr + rr complexes 

A rhod ium-based sys tem that gives exce llent contro l 
of stereochemistry has recently been reported, and it was 
show n by tes ti ng for a common intermediate that the 
p u tative allyl- Rh species is in fact unsymmetri ca l. The 

i: R1 =Me, R2 = iPr 

ii: R1 = iPr, R2 = Me 

~ 
Rh iii 

experiment consisted of subjecting the unsymmetr ical sec­
ondary all ylic carbonates i and ii to reac ti on with ca talyti c 
Rh(PPh>h C l. Conventional wisdom predi cted the two 
would form the sa me TI-a lly l comp lex iii. lf so, com pound 
iii should give upon reacti on w ith the nucleophile the two 
prod ucts shown in the same ratio regardless of whether i 
or ii is the startin g materi al. Instead, the reacti ons of i and 
ii retained regiochemistry, w ith the nucleophile in both 
cases attached to the ca rbon that possessed the leav ing 
group in the starting materia l. Hence, a common inte rme­
di a te such as iii is not form ed. The authors interpreted thi s 
result to support d istinct rr + TI in termed iates ins tead of 
symm etri c TI-al I yl complexes. 

Eva ns, P. A., and Ne lson, ). D. " Conserva ti on of Abso lute Con fi guration 
in the Acycl ic Rh odium-Ca ta lyzed All y lic A lky lation Reaction: Evidence 
for an Enyl {rr + TI) Organorhod ium Intermedia te."/ . Alii. CII~111 . Soc., 120, 
5581 (1998). 
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Symmetrical rr -allyl intermediate 
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8.8.5 Cross-Over Experiments 

A cross-over experiment is used to determine if a reactant breaks apart to form interme­
diates that are released to solution before they recombine to give product. To accomplish this 
kind of experiment, we use two similar reactants, one that is labeled in some manner to dis­
tinguish it from the other. The label can be a different substituent or an isotope; the more sub­
tle the variation the better. Consider a simple reaction in which A-Breacts to give C-D. We 
want to know whether the A and B fragments, which give rise to C and D, respectively, are 
ever free in the flask . The reactant (A-B) and its labeled variant (A *-B* in Eq. 8.69) are mixed 
together, and we analyze the products. No scrambling of the labeled and unlabeled portions 
of the reactant indicates no free intermediates to cross over between the two reactions (Eq. 
8.69). When intermediates are released to solu tion, scrambling can occur (Eq. 8.70). How­
ever, sometimes the observation of no scrambling can still be consistent with fragmentation, 
where recombination of the intermediates occurs fas ter than diffusion of the intermediates 
into bulk solution. As always, a negative result should be interpreted with caution. In favor­
able cases, however, a cross-over experiment gives us information about whether a reaction 
occurs by an intramolecular or intermolecular process (look at Section 12.2.3 for examples) . 

A-B +A *-B* - - C-D + C*-D* 

A-B + A*-B* C-D+ C*-D* + C*-D +C-D* 

8.8.6 Stereochemical Analysis 

(Eq. 8.69) 

(Eq . 8.70) 

Very often the existence of an intermediate and I or the nature of a reaction can be de­
ciphered from an analys is of the stereochemical outcome of an experiment. This type of ex­
periment is covered in all introductory organic chemistry textbooks when the SN2 and SN1 
reactions are first introduced. The observation of complete inversion of configuration in the 
product derived from an enantiomerically pure reactant is indicative of no inte rmediate and 
a concerted displacement of the leaving group by the nuc\eophile (Eq. 8.71, SN2). On the 
other hand, complete or partial racemi zation is indicative of a planar intermediate (Eq. 8.72, 
SN1). This simple but elegant probe into the existence and nature of an intermediate can be 
ex tended to much more complicated reactions, and stereochemica l analysis is one of the 
most powerfu I mechanisti c probes. We give a biochemical example in the Connections high­
light, and we will see many exampl es of stereochemical analyses in subsequ ent ch apters. 

~ 
NC G 

~ 
e 

+ I 
CH3CN 

(Eq. 8.71) 

CN 

~ 
H20 
~ 

e 
+ I 

Heat 0 

/ ~ (Eq . 8.72) 
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' OH OH 

Pyranoside Hydrolysis by Lysozyme attack or ion pai ring with an enzy me ca rboxylate protects 
one face of the anomeri c ca rbon from reaction with water. 
Thus, replacement of the departing saccharide with water 
leads to addition from the same face as the leaving group, 
giving a double inversion and hence overall retention. 
This s tudy is a class ic case of examining the stereochemi­
ca l outcome of an enzyme-catalyzed reaction, p rovid ing 
support for a particular mechanisti c scenario. 

The hydrolysis of f3-pyranosides by lysozyme occurs 
strictly with retention of configuration at the anomeric cen­
ter, giving a f3-hemiacetal product. To explain the reten­
tion, the following mechanism is postulated . Protonation 
of the aglycon group (the leaving group attached to the 
anomeric center) by an enzyme carboxylic acid occurs dur­
i.ng leaving group departure. Either backside nucleophilic 
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Enz 

8.8.7 Isotope Scrambling 

o Enz 
OH ;r 

RO~e Q 
HO ~ OH 

HO .. ~ AcHN : -

-

ie HO 
0~0 OR 

1 HNAc 
Enz 

RO~OH. 
o· 

HO .. 
AcHN OH 

8 
oy o 

Enz 

A related tool tha t can give us insight into the involvement of symmetrical intermedi­
ates is isotope scrambling. In this experiment one iso topically labels one portion of there­
actant and checks to see where that label resides in the product. The position of the label in 
the product can te ll u s about the nature of the intermediate and / or whether dissocia tion has 
occurred to give a symmetrical intermedi ate. The classic check for a te trahedral intermedi­
ate in an acyl transfer experiment is a good example (see Section 10.17.2) . For another exam­
ple, consider the therm al and photochemical Claisen rearrangements shown in Eqs. 8.73 and 
8.74. Labeling the terminal position of the allyl group of the reactant and ana lyzing the prod­
ucts gives insight into the nature of the intermediates. The label cleanly migrates to only one 
place in the thermal rearrangement, suggesting a concerted mechanism with no free sym­
meh·ic allyl fragment (see Section 15.5.4). However, the photochemical rearrangement gives 
a 50:50 scrambling of the label on both ends of the allyl fragment, sugges ting the intermedi­
acy of a symmetric allyl fragment somewhere during the mechanism, where both ends can 
react equally. 

D 

/'o 
6

0 ~ 

# 

0 

/'o 
6 

h v -

(Eq. 8. 73) 

(Eq. 8.74) 

+ 



478 CHAPTER 8 : EXPER IM ENTS RELATED TO THER M ODY N AMIC S AND KINETI C S 

Connections 

Using Isotopic Scrambling to Distinguish Exocyclic 
vs. Endocyclic Cleavage Pathways for a Pyranoside 

The hydrol ysis of pyranosides is postulated to largely 
proceed via exocyclic cleavage to give a cyclic oxocarbe­
nium ion (Pa th A). Yet, it has long been recognized that an 
alte rn ative pathway is also possible-namely, endocyclic 
cleavage to give an acyclic oxoca rben ium ion (Path B). 
ln fact, molecular dynamics calcu lations have suggested 
that the endocyclic pathway may be opera tive in enzyme­
ca tal yzed processes. In order to delineate the extent to 
which this alternative pathway occurs in solution, an 
isotopic scrambling experiment was performed. 

OH 
Exocyclic cleavage R '0 ---r--- ( =·0 0 

OH 

R'O ---r---( =~ 
HO~oR 

AcHN 

HO~ + 

~c'~ AcHN 
/ PathA 

~(j PathS 
~ OH 

R'O ---r--- ( =~H 
Endocycl ic cleavage HO~OR 

AcHN 0 

D 

ROH 

Compound i creates intermediates that e ither lack 
an internal mirror plane (ii) or possess an internal mirror 
plane (iii, where the symmetry is on ly broken due to deute­
rium incorporation) upon exocycl ic or endocycli c cleav­
age, respectively. Analysis of whether the deuterium 
scram bles in the products leads to conclusions about the 
extent to whi ch exocycl ic or endocyclic cleavage occurs 
(see below). A lack of deuterium scrambling in the prod­
ucts (iv and v) indicates exocycli c cleavage, and the obser­
va ti on of deuterium scra mbling in the products ind ica tes 
endocyclic cleavage (iv, v, v i, and v ii). Using this method, 
it was discovered that approx imately 15% of the reaction 
proceeds v ia the cndocycl ic pathway, with the rest occur­
ring by the exocyclic pathway. 

Liras, J. L., Lynch, V. M., and Ansly n, E. V. "The Ra tio between Endo­
cycli c and Exocyclic Cleavage of Py ranos idc Aceta Is is Depende nt upon 
the Anomer, the Temperature, the Agylcon Group, and the Solvent. " j . A 111 . 
Chc111. Soc., 119, 8191-8200(1997). 

~co,·~oco, 
0 iv 0 v 

~
H 

+ O OC03 

OCD3 0 
0 0 

v i v ii 

+ iv + v 

Both mechanisms are observed 

8.8.8 Techniques to Study Radicals: Clocks and Traps 

Radica l clocks are one experimen tal technique that has received considerable use in 
the ana lysis of radical reactions. Most radical clocks involve an intramolecular free radical 
rearrangement that proceeds wi th a well-defined rate constant. The prototype is the re­
arrangement of 5-hexenyl radical to cyclopentylmethyl radical, which occurs with a unimo­
lecular rate constant of 1.0 X 105 s- 1 at25 °C (Eg. 8.75). The clock strategy is to embed a 5-hexe­
nyl unit into the reactive sys tem of interest. If a radi cal forms, and if its life time is comparable 
to or greater than 10-5 s, cyclopentylmethyl-derived products should form. 

G· - 6 (Eq. 8.75) 
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Table8.7 
Various Radical Clocks and Their Rate Constants for Rearrangements* 

Clock 
r ----- 0 

lif·-
f ---- -- ·····-

1~ ~ 
i} N -

Rate constant for 
rearrangement 

(s-1}, 25 oc 
------····--········ ··--·-···--·-···-·---

Clock 

Rate constant for 
rearrangement 

(s-1) , 25 oc 

~­v 6 
10 & ~& 1.3 X 105 

--- ----- ·--1r--·-----·----····-·------f---· 

59 

71 

~­v 6 

---- - ------------ -r -------- v· + co ! 5.2 x 10
7 

t -- --1 I 1.3 X 10
1 

~ C\ ~~ I i 
r-- -- -------+--------+-------- ---1------~: 

r , X 10· 7.8 X 102 -- 0 
I Xo J. 0 1.3 x 103 p ~ (5-8) x 1010 

1 

I +o~ - +oA_ l R02C -- Ro
2c """ I 

----~- w· ------ -------;--
3 i 1\ • 11 

9.8 x 10 ' ~L..:::,. -- Ar~ I (1-4) x 10 

Ar 
- 0 

·A 

*G riller, D., and Ingold. K. U. "Free Radica l Clocks." Ace. Che111. Res., 13,317 (1 980). Newkomb, M., and Toy, P. H . " Hypersensiti ve 
Radi ca l Probe' and the Mecha nisms of Cytochrome P450-Catalyzed Hydroxylation Reacti ons." Ace. Che111. Res., 33, 449 (2000). 

In order to s tudy the li fetimes of various radicals in new reactions, one requires several 
radical clocks with varying lifetimes. Incorporation of these clocks into the molecules under 
study is used both to show that radical intermediates do or do not exist, and if tl1ey do, their 
lifetimes relative to the clock. Several free radical clocks with their rate constants for re­
arrangement are shown in Table 8.7. Such a collection has been termed an horlogerie, after a 
French term for a small shop that sells clocks. Seven orders of magnitude can be spanned by 
choosi ng the correct clocks. 

Another tool for studying radicals is the use of a spin trap, in an experiment called spin 
trapping. The addition of a free radical to a nitroso or nitrone group (the spin trap; see Eqs. 
8.76 and 8.77) creates a spin adduct. The spin adduct is another radical, but it is typically a 
long lived radical that can often be studied using EPR spectroscopy. The EPR spectrum can 
be informative about the structure of the radical that added. 

0 0 
II R'· I 

R' N - R' N' R' (Eg . 8.76) 
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R~R - (Eg. 8.77) 

A nitrone R' 
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Determination of 1,4-Biradical Lifetimes 
Using a Radical Clock 

sis, three products a re found, one that results from no 
opening of the radical clock, and two that resu lt from the 
open ing. Hence, the ring opening of the clock competes 
with the fragmentation. As seen in Tab le 8.7, the radical 
clocks of this type open with rate constants near 108 

The photolysis of ketones leads to reactions that we will 
ca ll Norrish type II in Chapter 16. The reaction involves 
carbonyl excitation followed by hydrogen atom abstrac­
tion from a -y-carbon. Imbedd ed carbon monox ide, in the 
form of an ester, placed between the ketone and the-y­
carbon is known to accelerate the decay of the resulting 
1,4-biradical by allowing a fragmentation pathway. To 
ascertain the lifetime of the rad ical intermedia tes formed 
from the photolysis of the following a-keto es ter, the incor­
poration of a radical clock was performed. Upon photoly-

hv -

In thjs particular case, the rate constant is 9.4 x ]Q7 s-1
• 

Hence, the lifetime fo r fragmentation of the kinds of 
biradica l created upon photolysis of a-ketoesters is 
in the range of 1 to 4 ns. 

Hu, S., and Neckers, D. C. " Lifetimes of the 1,4-Biradi ca l Derived from 
Alkyl Phcnylglyoxy late Triplets: An Estimation Using the Cyclop ropy l­
me th yl Rad ica l Clock." f. Org. Che111., 62,755-757 ( 1997). 

OH ~ 
0~ ""CH3 . 

0 

Using a radical clock to probe the mechanism 

8.8.9 Direct Isolation and Characterization of an Intermediate 

If an intermediate is s table enough to be isolated, then common spectroscopic and other 
characterization techni ques can be used to identify it. However, we must demons trate that 
under the established reaction conditions the isolated intermediate proceeds to the same 
products as the reactants to be confident that it is an intermediate and not just a by-product. 
Conversely, if one suspects that a certain compound is an intermediate in a reaction, the sus­
pected intermediate can be synthesized by an independen t route and subjected to the exper­
imental conditions of the reaction under stud y. If the correct product(s) is(are) produced, 
this gives good but not conclusive evidence (it may be coin ciden tal that they give the same 
product) that the s tructure in question is an intermedia te. If the proposed intermediate gives 
a different product, on the other hand, it is good eviden ce that it is not an intermediate in the 
reaction under study. 

8.8.10 Transient Spectroscopy 

For short lived reactive intermediates, simple isolation and characterization is not an 
option, so we must resort to other techniques. As we noted in Chapter 7, fast spectroscopy 
methods have allowed chemists to obtain real-time characterization of many types of reac-
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Connections 

The Identification of Intermediates from a Catalytic 
Cycle Needs to be Interpreted with Care 

The mechanism of hydrogenation of alkenes using Wilkin­
son's ca talyst (i) is shown below. The two other species out­
side the box have been either detected in, or isolated from, 
solutions undergoing catalysis (S = solvent). However, 
the actual catalytic cycle is given within the box. The spe­
cies outside the box were found to be too sl uggish to react 
as competent intermediates in the rapidly proceeding cata­
lytic cycle. Hence, they are simply by-products of some of 
the ca talytically active species. Their accumulation actu­
ally slows the rate of the catalytic reaction. 

This example shows that the identification of a 
detectable species in a catalytic system can lead to mis­
interpretations of the catalytic cycle. Being able to detect 
an intermediate often means that it is stable, and there­
fore may not be active, especially in a catalytic system. 
We must always show that the species are ki netically 
competent to participate in the cycle. 

Halpern, ). " Mecha nism and Stereoselcctivity of Asymmetric Hydroge· 
nation." Science, 217, 401 (1982). 
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tive intermediates. Just as with isolating intermediates, we must demonstrate that the inter­
mediate observed by the fast spectroscopy is indeed an intermediate involved in the mech a­
nism under study. Furthermore, we should demonstrate that the spectroscopy is of the inte r­
mediate we are proposing and not of som e other unknow n species. These tw o proofs are 
often challenging, but careful experimental design can provide convincing support. 

8.8.11 Stable Media 

Another strategy for characterizing reactive intermediates that are short lived is to gen­
era te them in an environment in which there are no available reaction paths. If there is n oth­
ing the reactive intermediate can do, it will persist. There are two basic strategies. The first, 
typified by the stable ion media used so successfully to study carbocations, is to simply re­
move all possible species that could react with the reactive intermedia te . For carbocations, 
this means removing all nucleophiles. This approach is only viable if the reactive inter­
mediate cannot react with itself, either bimolecularly (dimerization) or unimolecularly (re­
arrangem ent). For example, because free radicals can u sually dimerize readily, there is no 
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such thing as "stable radical media". However, radicals can be observed in a frozen matrix 
(see below). Still, when a stable medium can be found for a reactive intermedia te, the full 
array of spectroscopic tools becomes ava ilable, including NMR, IR, UV I vis, etc. 

For extremely reactive structures for which no stable fluid medium can be envisioned, 
the technique of matrix isolation is useful. This approach combines two features to make the 
reactive intermediate observable. First, the reactive intermediate is genera ted in a solid (fro­
zen) solvent. 2-Methyltetrahydrofuran forms a particularly u seful glass at low temperature. 
The matrix suppresses all bimolecular reactions. Often this is enough to stabili ze the in­
termediate, if the reactive intermediate has no unimolecular decomposition path ways. For 
example, methyl radical is incredibly reactive. But, if it is genera ted locked in a rigid glass, 
there is rea lly nothing it can do. It can't rearrange, and it isn 't photoreactive. Indeed, samples 
of methyl rad ical in g lass are indefinitely stable a t room temperature. This example high­
lights the distinction between stability and persistence given in Section 2.2.1. 

More typically, highly reactive intermediates also have unimolecular decomposition 
pathways that need to be suppressed . For this purpose, matrix isolation experiments are 
typically carri ed out at ex tremely low temperatures. For example, temperatures as low as 
4 K are not uncommon. Note that at these low temperah1res, inert gasses such as Ar are rigid 
solid s, and they make perfect inert matrices. You should convince yourself that at 4 K a bar­
rier as sm all as 1 kcal I mol is completely insurmountable. The matrix isolation methodology 
is technicall y demanding, and it is bes t suited to IR, UV I vi s, and EPR characteriza tion. 

Summary and Outlook 

Kinetics, isotope effects, linear free energy relationships, and the varied experiments dis­
cussed in the last section of this chapter make up the vast majority of the methods chemists 
use to decipher rea ction mechanisms. The level at which we discussed these techniques was 
aimed at se tting the s tage for a more detailed analysis of many of the common organic and 
organometallic reaction m echanisms. By h aving the chapters on experimen tal tools behind 
us, we are ready to examine how these tool s are used to delineate the details of mechanisms. 
However, many organic reactions, as well as most biochemical reactions, are catalyzed. We 
still need to understand catalysis before examining common organic mechanisms. There­
fore, we now examine general methods of catalysis (Chapter 9). After this, we look at the 
mech anisms of substituti ons, e liminations, and additions (Chapters 10 and 11). Looki ng for­
ward even further to Ch apters 12 and 13, you will see the application of mechani sti c tools in 
organometa ll ic and polymerization reactions, respectively. Therefore, you may consider 
Chapters 7 and 8 the "bread and butte r" of classical physical organic chemis try, and the sub­
sequent ch apters as the applications to classical and modern topics. 

1. One equation often used to calculate kinetic iso tope e ffects is g iven below. Derive this equa ti on. 

2. For a C-H bond with a stre tching frequency of 3000 cm-1
, use the equation in Exercise 1 to calculate the expected isotope 

effect a t298 K fora full bond homolysis. 

3. Given the frequ encies of the out-of-plane bending modes in Figure 8.6, calcu late the maximum secondary isotope effect 
that could ari se during a reaction with a C-H(D) bond that rehybridizes from sp3 to sp2 a t 298 K. (Hint: Although Eq. 8.2 
was introduced in re la ti on to stretching vibrations, it may also be used for bending v ibra tions.) 

4. From our discus ion of fractionation factors, deri ve Eq. 8.11. Here, assume two reactants and two products, each with only 
one exchangeable hydrogen. 

5. Derive the Hammett equation in terms of ra te cons tants instead of equilibrium constants. Use the discussion given in 
Section 8.6.1 as your guideline. 
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6. Ste ric effects are commonly dominated by differences in entropy. Taft parameters are dominated by entropy until the steric 
effect becomes very la rge, and then en thalpy effects start to dominate the steric effects. 
a. Using an entropy- enthalpy compensation analysis, explain why a linear free energy relationship for steric effects works 

at all. 
b. Explain how entropy-enthalpy compensa tion is involved in the Grunwald- Winstein LFER. 

7. Consider a unimo lecular reaction with an Arrhenius A value of 1013 s-1 and E,, of 0.5 kca l/ mol. What is the half-life of this 
species at 4 K? At 8 K? Why is there such a large rate ch ange in response to raising the temperatu re only 4 K? 

8. A major research area is the consideration of the kinds of organic chemistry that might go on in interstellar space. It is pos­
sible that organic molecules formed in space could have been ca rried to earth on comets or meteorites, seeding prebiotic 
organic chemistry. Also, the organics in space can be a s ignature of sta r formation or collapse. In interstellar organic chenus­
try, tunnelling is often g iven much more consideration than in conventional, te rrestrial chemishy Why should this be so? 

9.ln the Going Deeper highlight on page 466 that discusses why a good leaving group can also be a good nucleophile, we tie 
the answer to the principle of microscopic reversibility. At fi rst glance, reading this highlight may lead one to believe that 
all good nucleophiles are good leaving groups. This is not true, however, because hydroxide is a better nucleophile than 
water, but water is the better leaving group. Use reaction coordinate diagrams to explain when a good nucleophile is a 
good leaving group and when a good nucleophile is a poor leaving group. 

10. Explai n why the relief of ring stra in or steric sh·a in in an SN1 reaction can often lead to small111 values (reaction constants in 
Grunwald- Winstein plots). 

11. In the nucleophilic addition to substituted alkenes, thep values are larger when the subs tituent is aryl than when the sub­
stituent is arylsulfonyl. This is also true if there is a second aryl group (denoted PhX). Why is this so? 

H or PhX 

~ vx 

0 
Nuc: -

0 
Nuc: -

0 0 Nuc~ ,, s 
0~ 
~X 

H or PhX 

Nuc~ -u 
X 

12. The acid-catalyzed hydrolysis of substituted ethy lbenzoates has a p value of 0.14, whereas the base-catalyzed hyd rolysis of 
the same series of compounds shows a p value of 2.19. Why is there such a difference? 

0 

~OEt 
x)l) 

13. It is often stated that deuterium prefers the strongest bond. This implies that one should use bond strengths (meaning 
bond dissociation energies) to predict where deuterium will concentra te during a reaction that is in equilibrium and where 
the deuterium changes positions between two bonds. Explain what is not quite correct about thjs statement, and give an 
explanation of a better way to predict which bond deute rium would prefe r. 

14. Explain how one would experimenta lly perform a Hammett plot study for the following reaction. Do you exp ect a positive 
or negativep value? 

0 
Br f :Br Br 

A <±> 6 V-I# 
15. How can one dis tinguish expe rimentally if the ortho ester shown below hydrolyzes in acidic water by an SN1 or S, 2 

mechanism? There are actually two possible SN2 mechanisms, but recall that an SN2 at a te rtiary carbon is u ncommon, 
and therefore this is not one of the two choices that we are trying to distinguish . 
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16. a. Given that a primary carbocation is less stable than a tertiary carbocation, would you expect that a reaction that creates 
a primary cation would be more or less responsive to solvent polarity than a reaction that creates a tertiary cation? 

b. ow give some reasons why them value for ethy!tosylate is less than the standard (t-butyl ch loride) on whjch this 
free energy relationship is based. Does this experimental resu lt agree wi th your answer to part a of this question? 

17. ln the following equilibrium the hydrogens (or deuteria) can be found in either terminal or bridging positions. It is harder 
to break the bond(s) to the H or D when they a re bridging be tween the metals, and due to this, the reaction is slightly exo­
thermic in the direction shown (from left-to-right) because the hydrogens are bound more strongly. 

A. Terminal hydrogens B. Bridging hydrogens 

a. Is the equi librium constant for this reaction larger or sm aller when one has D instead of H? Consider the equilibri um 
expression as K eq = [B] I [A]. 

b. Draw a reaction coordinate diagram showing the relative shapes of the potential wells for the Os-H(D) bonds in the 
reactants and products, and the proper zero point energy levels within these wells. The Os-H bonds do not brea k and 
form in sequential steps. Use this diagra m to explain your answer to part a. 

18. In the following reactions substituent X was varied between electron donating and electron withdrawing. If you u e 
the usual a values, do you expect a positive or negative p value for each equilibrium? Should each reaction be more 
sensiti ve or less sensitive to the X substituent than benzoic acid? Explain your reasoning for each answer. 

0 0 e 

dx NaOEI oY HOE! X 

0 C±b,H 

ff He xff X 

19. State whether the following reactions w ill show a normal or inverse, primary or secondary, kjnetic isotope effect. 
Explain your reasoning. 

0 

A. ~I 
0 

N~ :c 
N H(D) 

3 

H(D) 
rl (;'?' H(D) 

B. lJ ____. ~ 

c. 

H(D) 
o 'o 

AAo -
H(D) 

0 / 

A 

20. The following isotope effects are found for the ozonolysis of various deuterium-substituted propenes. What do these 
isotope effects tell you about the mechanism? 

H(D) 

r 
(D)H 

!= 
KIE = 0.88 KIE = 0.88 
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21. Two possible mechanisms for the Wittig rearrangement of benzyl e thers are shown below. Path 1 involves concerted intra­
molecular migration of CR3, whereas Path 2 involves a heterolysis. In either mechanism, the deprotonation step is rate­
determining. How would you apply the following experiments to dis tinguish between the two mechan isms: cross-over, 
trapping, and stereochem istry? 

22. The treatmen t of ch lorobenzene w ith potassium amide in liquid ammonia results in the fo rmation of anili ne. Propose four 
experiments discussed in this chapter, or others you can dev ise, tha t can be used to d istinguish between the two mecha­
nisms given below. 

e 

6
CI ~ 

e 
~ 

0 /./ 

23. The hydrolysis of the following anhydrides gave the activation parameters listed. What is the isokinetic temperature for 
this reaction? 

0 0 Substituent Jl.H ~ (kcal/mol) Jl.st (eu) 

x-d'0~ x m -Methyl 17.8 -31.4 
p-Methoxy 20.1 - 27.8 

m-Nitro 11.6 - 38.8 
p-Nitro 10.7 - 40.5 

24. The acid-catalyzed Beckmann rearrangement of oximes to ami des (see Chapter 11) has two possible rate-determining 
s teps, the first one in each path shown below. Explain how you would use a Hammett p lot analysis to d istinguish these 
possibilities. It may be helpful to know that the R group trans to the departing wa ter is the only one tha t migrates. 

e 
c_:OH2 
N 

N :OH2 

Rdl_R' 
Path A Il l 

e c 
I 

R R' 

e 
c_:OH2 R 
N I 

RQ R' 
Path B 

N :OH2 

ec 
I 

R' 

25. The relative rates of the SN1 reactions of the following two alkyl p-nitrobenzoates (PN B) are as shown over the arrows 
below. The reason for the dramatic difference in the rate of departure of the nitrobenzoate leaving groups is the stabi­
lization from the alkene to form a non-classical carbocation (recall non-classical carboca tions from Chapters 1 and 2). 
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\:O(PNB) 8 8 , O(PNB) 

K. 10" A 
£() - t___tJ 

a. When p-anisyl is placed in the reactant as shown below, the 1011 rate enhancement by the double bond is reduced to only 
a factor of 3. Explain why introduction of this substituent changes the relative reactiv ity from the example given above. 

e 
MeO~ MeO~:O(PNB) 

~ I ( o(PNB) ~ I e 

1 --
MeOW O(F ~ k;NB) 

b. Thep values for the SNl reaction of the following compou11ds were measured usi ng 13* values. Interpret these values in 
light ofthe information g iven above. Do these p values support o r contradict the conclusions based upon the diffe rence 
in relative rates of the two comparisons given above? 

XWO(F ~ k;NB) 
p=-5.17 

p = - 2.30 

c. When Hand CF3 are the X groups shown above, the relative ra tes of the SNl reaction of the norbo rne ne structure com ­
pared to the norborna ne analog are 41 and 35,000, respecti vely. Why are these re la ti ve rates higher than when X = OMe? 

d. The d ata g iven in this pro blem have led to the rule of increasing electron demand for the extent of ne ighboring grou p 
participa tion. We will examine neighboring group participation in Chapter 11 . Consider the a lke ne in the above 
reactants as a " neighboring g roup" that participates in the s tabilization of the carbocation. Use a ll the data presented 
above to make a guess as to what the rule of increasing e lectron demand must s tate. 

26. Draw two curves associated with proton invento ry studies w here two protons a re " in fli ght" in the rate-determining step. 
In the firs t case each proto n has an associated isotope effect of 2, whi le in the second case one isotope effect is l.S and the 
other is 2.5. Using a proton inventory analysis, can you diffe re ntia te the two possibilities? 

27. The following reaction is an example of the Baeyer-Villager oxidation (see Chapter 11; 111CPBA = 111-chloroperbenzoic 
acid). A heavy atom isotope effect for the ca rbon labeled was found to be k12 / k 1 ~ = 1.048. What does this tell you about 
the mechanis m (do not write the entire mechanism)? 

0 

ifmCPBA 

28. In general, how would you u se radical clocks to measure the ra te constant for the following radical rearrangement? 
Give one specific example . 

- * R 
Ph~ 
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29. In an SN2 reaction it is commonly observed that f3Nuc va lues are larger for reactions with poorer leaving g roups. Similarly, 
f3Lc values are larger for reactions involving weaker nucleophil es. Such interrelationships are ca lled Bema Hapothle effects 
(an acronym of chemists' names) . Explain the interdependence between f3Nuc and f3Lc for SN2 reactions. 
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Intent and Purpose 

In this chapter on reactivity we cover catalysis, and how it is achieved . The study and devel­
opment of catalytic reactions is currently of great interest in organic, organometallic, and 
bioorganic chemistry. Reactions as varied as the epoxidation of ole6ns, alkane C-H activa­
tion, DNA hydrolysis, cyclooctatetraene polymerization, and many more are currently be­
ing studied in an attempt to develop catalytic processes. In all cases, the principles of cataly­
sis are essentially the same-to lower the energy barrier for the rate-determining step(s), 
thereby speeding up the reaction. There are two fundamental ways to do this. The first is to 
stabilize the transition state via binding interactions. The catalyzed reaction follows essen­
tially the same mechanism as the uncatalyzed reaction, and occurs on a very similar energy 
surface but with lower barriers. This is the approach that many, but not all, enzymes utilize. 
The second approach to catalysis is to completely change the mechanism of the reaction. The 
catalyzed and uncatalyzed reactions occur on energy surfaces that are dramatically differ­
ent. This is the approach to catalysis that is exploited with most, but not all, organometallic 
complexes. In this chapter we explore the multiple concepts that one employs to bind and 
stabi lize transition s tates, along with some examples of change of mechanism. However, in 
Chapter 12, when catalysis using organometallic species is exami ned, the focus will be on 
changing the mechanism. 

The chapter commences with a general overview of catalysis in the context of reaction 
coordinate diagrams and a simple thermodynamic cycle. Next, the most common factors in­
voked to explain transition sta te binding are explored: differential solvation, proximity, nu­
cleophilic and electrophilic activation, and strain. We also look at covalent catalysis, which 
fundamenta lly involves a mechanism change. 

After presenting general catalytic strategies we focus upon acid-base catalysis. The 
Brems ted linear free energy relationship briefly introduced in Chapter 8 is now a significant 
focus. Acid-base catalysis is exceedingly important in organic reaction mechanisms, and 
hence we provide a detailed treatment of this one form of catalysis. Since we have not yet 
discussed organic mechanisms, we develop acid-base catalysis in the context of carbonyl 
hydration, a mechanism that you should already be familiar with from introductory organic 
chemistry. Presenting the forms of acid-base catalysis in this chapter allows us to return to 
them repeatedly in Chapters 10 and 11. 

Finally, we end the chapter with a discussion of nature's catalysts: enzymes. In fact, we 
allude to enzymes throughout the chapter. The general manner in which enzymes catalyze 
reactions is still a matter of debate, and so we present several theories. Our examination of 
enzymes is in preparation for a few specific enzymatic examples given in Chapters 10 and 11 
as highlights for organic reaction mechanisms. Enzymes also provide an excellent setting 
in which to discuss Michaelis- Menton kinetics, the most common kinetic scenario used 
for catalysis. We also return to our analysis of the power of changing the thermodynamic 
reference state to examine reactivity, and show the manner in which an enzyme becomes 
"per feet" . 

CHAPTER 9 

Catalysis 

489 



49Q C H A PT E R 9: CATA LYS JS 

Figure 9.1 

9.1 General Principles of Catalysis 

A catalyst is a compound that takes part in a reaction, resulting in an increased rate for that 
reaction, but is not consumed during the overall reaction (Eq. 9.1, where Ca t = catalyst) . Be­
cause a ca talyst is not consumed, it can be added at sub-stoichiometric amounts. The catalyst 
then give" btrnover, defined as the ability to act upon more than one reactant. The turnover 
number i ~ . .· 'erage n umber of reactants that a ca talys t acts upon before the catalyst loses 
its activity. Because the catalyst affects the ra te of the reaction, it is involved in the rate law for 
the reaction, bu t because it is regenerated, its concentra ti on never changes. 

The thermodynamics of a ca talyzed reaction are unaffected by the catalyst, and h ence 
ca talysis fall s solely w ithin the rea lm of kinetics . A catalytic reaction is a reaction that is cata­
lyzed. Some reac tions are promoted by an additi ve. This definition is used when the addi­
ti ve speeds up the reaction but is converted in the reaction to another species. All reactions 
are in theory amenab le to catalys is, meaning that there is some species, that when present, 
w ill speed up that reaction. However, not all reactions are eas ily catalyzed, beca use it is not 
a lways obvious what is the bes t strategy to accelera te the reaction or how to construct a cata­
lys t that would yield a rate acce leration. 

A + Ca t 
k 

B + Cat (Eq. 9.1) 

Why do we want to catalyze a reaction? Usuall y the goa l is to make the rate fast en ough 
for the reaction to be performed in a time ly and practical manner. For example, C-H bonds 
i11 the presence of oxygen alone take an impossibl y long time to be converted to alcohols, so 
a ca talyst is needed if we are to efficiently oxidize unactiva ted C-H bonds. 

Catalysts are classified as hete rogeneous or homogeneous. A heterogeneous catalyst is 
one that does not dissolve in the so lution, and hence the catalys is takes places in a phase e p­
arate from the solution (typica ll y the surface of the catalyst). An example is the reduction of 
olefins with H 2 catalyzed by Pd / C, which we discussed in Chapter 2 as a method to measure 
hea ts of hydrogenation . A homogeneous catalyst is one that disso lves in the solution, and 
h ence norm al spectroscopic and chromatographic techniques can be employed to explore 
the mechanism and identify intermediates. Acids and bases typically fa ll into this ca tegory, 
as do most enzymes a nd most organometallic species. 

Importantl y, all cata lysts operate by the same general principle-that is, the acti va tion 
ene rgy of the rate-determining step(s) must be lowered in order for a ra te enhancement to 
occur. This is an obvious statement b ased upon our analysis in Chapter 7 of how ra tes are 
connected to ene rgy surfaces. This leads to the typ ical potential ene rgy diagram given in 
Figure 9.1 B to expl ai n cata lysis, wh ere the transition state is placed lower in energy on the 
diagram relative to th at shown in Figure 9.1 A. 

. Relatively the same 
;...------ transition state structures 

Inherent in ca ta lysis is the idea tha t th e act iva tion energ ies 
for any ca ta lyzed reaction mu st be lower th an the act ivation 
energies for the unca talyzed reaction. A. The unca ta lyzed 
pa th, B. A com mon way to view the ca ta lyzed path, a nd 1::! 
C. A more reali sti c view of how cata lys is ca n be achieved <I 

without a co mple te mechanism chan ge. Binding of the 
reactant is required first. D. A tota lly new mechanism w ith 
a completely n ew reaction coordin ate ca n also give ca talysis . 

B 

Reaction coordinate 
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9.1.1 Binding the Transition State Better than the Ground State 

Before examining general reaction coordinate diagrams for ca talytic reactions, we need 
to define a few terms. First, a substrate is any starting material (reactant) used in a ca talytic 
reaction . Second, the activated complex is s imply referred to as the transition state, even 
though the s trict differen ces given in Chapter 7 do exis t. Since the transition state can be 
v iewed as a high energy, s tra ined form of the substrate, w e often refer to the substrate as the 
ground state. We measure the success or efficiency of a catalytic reaction by d etermining the 
rate enhancement, which is the rati o of the rate constant for the ca talyzed reaction to tha t for 
the uncatalyzed reaction. 

Lastly, binding refers to any physical inte raction that the catalyst has w ith the substrate 
and transition s tate, including a simple change in solvation, a coordinati on with a me tal , a 
loose association with an acid or base, or any molecular recognition intera ction. Binding in 
this contex t also includes proximity, wh ere two functional groups may not have any phys­
ical a ttrac tion, but the simple fact that they are held close in sp ace can lead to the enhance­
ment o f a chemical reaction . Let's look at reaction coordinate diagrams to exa mine how bind­
ing affec ts the p otential energy surface. 

The comparison of Figures 9.1 A and B gives the classic representation of catalysis found 
in introductory chemis try tex tbooks, and even some more advanced tex ts. The entire ca ta­
ly tic pa th is lower in energy than the uncatalyzed route . The s ubstrate starts the reaction at 
the same energy level, with or without the catalyst, but the catalyzed route becomes increas­
ingly lower and lower in energy re lative to the uncata lyzed pa th until at the transition s tate 
the la rgest energy difference between the two paths is achieved. Is thi s a rea listic view of 
how an energy surface can be changed by the addition of a catalyst? 

To answer thi s ques ti on, let's consider wha t the ca tal ys t is physically d oing during the 
reaction given in Figure 9.1 B. First, the catalyst does not interact with the subs tra te, becau se 
the energy of the subs trate is the same with or without the catalyst. However, the physical in­
teraction between the substra te and ca talys t (binding) becomes grea ter and greater as the 
substrate gradu a ll y changes s tructure until the transition state is achieved . Then, the bind­
ing of the ca talyst to the product decreases until the product is fully formed , at which point 
there is no interaction be tween the catalyst and product. Such n scenario is physically impossi­
ble. rt would mea n that the catalyst has its highes t affinity for the transition s tate of the reac­
tion but has no affinity for the substrate or product. Moreover, because the ca talys t binds the 
transition s tate best, the strongest binding would occur when the catalyst encounte rs the 
transitio n sta te in solution, which is impossible because of the fleeting nature of a transition 
s tate. 

Since the activation en ergy for a catalyzed reaction must be lower than the uncatalyzed 
reaction, som e interaction (binding) be tween the catalyst and the transition s ta te is required . 
However, because it is always true that the s tructure of the transition state is a mixture of the 
substra te and product structures, it makes good sense that if tl1e ca talyst binds the transition 
state it should also bind the substrate and product. This leads to the reaction coordinate dia­
gram shown in Figure 9. 1 C. H ere an equilibrium is es tablished between the substra te and 
catalyst, followed by an ac ti va tion barrier to the ca talyzed reac tion, and then an equilibrium 
dissociation of the product from the catalyst (Eq. 9.2) . One can rightly view this as a mecha­
nism change, beca use the energy surface h as now changed and possesses two additional 
wells. Howeve1~ this is not a full change in m echanism to achieve ca tal ysis. The focus is the 
transiti on s ta te, w hich has approximately the same structure in the catalyzed and unca ta­
lyzed pa thways (close along the dotted line in Figures 9.1 A and C). A full change in mecha­
nism is shown in Figure 9.1 D. Now comple te ly new transition s tates and intermediates are 
involved. 

Kl K2 
A + Cat = A:Cat = B:Cat = B + Cat (Eq. 9.2) 

Let's examine the consequences of various energy levels for the transition states and val­
leys in diagrams such as Figure 9.1 C. LlG0 diagrams are used in this discussion. It is impor­
tant to remember in thi s analysis that LlG 0 has both enthalpy and entropy contributions. 
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A. 

c. 

Binding the 

Hence, the term "binding" is used to m ean any kind of fa vorable enthalpic or en tropic inter­
action b etween the catalyst and the substrate, transition state, or product. 

Binding of the catalyst to the substra te and product, as w ell as the transition state, leads 
to several p ossible reaction coordinate diagrams, a few of which are given in Figure 9.2. Let's 
examine the four possibilities to explore the requirements for ca talysis. 

In Figure 9.2 A, the substra te binds to the catalys t, but the energy of the transition state 
has no t been changed a t all. Now the catalyst-substrate complex has fallen into an energe­
tic hole, and the rate-determining barrier is actu all y larger than the uncatalyzed reaction . 
The reaction is slowed by the addition of the " catalyst" . The term catalyst in thi s contex t is 
incorrect. 

Now consider Figure 9.2 B. The subs tra te binds to the catalyst, but the complex is higher 
in energy than the substra te alone. This can be viewed as an interaction of the substrate w ith 
a very poor receptor (Ka < 1). Since the transition state is not lowered by the binding to the 
catalyst there is still no catalysis. Therefore, if strain were introduced in the substrate, that 
strain is not alleviated upon achieving the transition sta te. 

In contrast, consider Figure 9.2 C. In this case, the interac tion between the substrate and 
the ca talys t stabilizes the substrate. However, because the transition sta te is s tabilized to the 
sa me exte nt via its interaction with the catalyst, the rate of the reaction is identica l with or 
without the ca talys t. 

In Figure 9.2 D, the catalyst binds to the substrate, and the complex is lower in energy 
than free substrate. In thi s scenario, howe ver, the binding between the ca talyst and transi­
tion s tate is even stronger. Now the acti vation energy is lowered relative to the uncatalyzed 
path, and the reaction ra te increases. We show this schematically in Figure 9.3 with a binding 
pocke t where more contacts with the catalys t are formed with the transition s ta te than with 
the substrate or product. 

t, G o1= > t,G o+ 
cat uncat 

t,Go1= 
uncal 

B. 

ground state-+--- -"'----'--

Reaction coordinate Reaction coordinate 

--.----7""<:---.--- Binding the 
,_--'\--'---- transi tion state 

t, G o+ 
D. 

cal t, G oi < t,Goi 
cat uncal 

Binding the -t-.-~ Binding the -+-.->=­
ground state --t-'--- ""'-- L- ground state -t-'----'>.l..._L._ 

Reaction coordinate Reaction coordinate 

Figure 9.2 
Reacti on coordinate di agrams fo r various types o f ca talys ts interacting w ith ground s ta tes and tra nsition sta tes. 
A. The su bstra te is bound by the ca talyst, but there is no stabili zation o f the tra nsiti on s ta te and no ca talysis 
occurs. The ra te is actu ally s lowe r than the backgro un d ra te. B. The substrate is bound weakly, but there is no 
stabili za ti o n of the transition s ta te. The rate is the sa me as the background . C. The subs tra te and transition sta te 
are bound to the sa me extent, and the uncatalyzed ra te is the sa me as the ca talyzed ra te. D . The transition s ta te 
is bound better than the subs tra te, and ca talys is occurs. 
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Figure 9.3 
In many catalytic schemes (such as enzymatic, synthetic, or 
bioorganic), the substrate first binds to the ca talyst, followed 
by interactions with the catalyst that stabili ze the transition 
s tate, and then the catalyst releases the prod uct. We show 
the ca talyst here as having a pocket, but a surface, or even a 
single bond (such as to a proton), can act in a si milar manner. 
Sub = substrate, Cat = cata lyst, T.S. = transition state, and 
Prod = product. 

In summary, to achieve catalysis, the catalyst must stabilize the transition state more than it sta­
bilizes the ground state. That is, the transition state must be bound better than the ground state. 
This is one viewpoint that unifies a very large fraction of catalytic reactions. 

What does it mean to bind a high energy structure such as a transition state (T.S.)? This 
is a bit of an eso teric notion, because transition states are hi ghly strained and fleeting. No cat­
alys t has ever stabilized a T.S. so well that the T.S. actually developed a long lifetime. Ins tead, 
the idea is that the ca talyst is more complementary to the structure of the T.S. than the 
ground state (refer to Section 4.2.1 for a definition and examples of complementarity). The 
lowering of the T.S. energy arises from interactions between the ca talyst and the substrate 
that release energy, but these interactions become stronger as the T.S. is achieved, releasing 
even more energy. The release of free energy due to binding interactions between the transi­
tion sta te and the ca talyst, in part, counteracts the large uptake of free energy that is required 
to achieve the strained m olecular structure at the transition state. 

9.1.2 A Thermodynamic Cycle Analysis 

The idea that ca talysis arises from increased binding of the transition state relative to the 
ground state can be given a thermodynamic foundation by looking at a cycle. Recall that 
Gibbs free energy is a s tate function, and therefore is independent of the path that inter­
converts compound s. Figure 9.4 shows two pathways for interconversion of a substrate 
to the transition state. We consider the binding equilibrium between substrate and cata­
lyst [Ka(Subl], a hypothetical binding equilibrium between the transition state and the catalyst 
[K a(Sub*l], and then the two equilibri a between the substrate and the transition state when 
bound to the catalyst (Ki) or free in solution (Ki ). The notion of an equilibrium constant be­
tween a reactant and a transition state comes directly from transition state theory (recall Sec­
tion 7.2). Thus, in the current analysis we can view the Ki and Ki values as being directly 
proportional to the catalyzed and uncatalyzed rate constants, respectively. Therefore, Ki I K; 
= kcatl kunca t (the rate enh ancement) . This cycle is similar to the one developed in the context 
of statistical perturbation theory in Section 3.3.5. 

Ka(Sub) Ka(Sub) • K, * = K2* • Ka(Sub*) 
Sub + Cat Sub:Cat 

I! Kl ll K,t 
K i Ka(Sub*) 1 

Ka(Sub*l K2 i = Ka(Sub) 

Sub* + Cat Subi:Cat 

Figure9.4 
A thermodynamic cycle showing how catalys is can be directly related 
to the differentia l binding of the substrate and the transition sta te. 
Sub = substra te and Ca t = catalyst. 

Given these definitions and background, we can focus on why this thermodynamic 
cycle is informative. The goal is to solve for the relative rate constants for the catalyzed and 
uncatalyzed reaction, w hich is done using the mathema tics shown to the right in Figure 9.4. 
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Going Deeper 

We want to know Ki / Ki, and it is equal to Ka(Sub*)/ Ka(Sub)- the binding constant for the tran­
sition state relative to the substrate. Hence, we find again that one achieves catalysis by 
having a larger binding constant for the transition state than for the ground state. The larger 
this difference in binding, the greater the rate enhancement. This is a general strategy for 
achieving catalysis, but as the following Going Deeper highlight shows, it is the required 
ra tes for metabolism that dictate the extent of rate enhancement seen in biology. 

The Application of Figure 9.4 to Enzymes The reason for this is that enzymes have evolved to 
execu te their reactions within a specific time period app ro­
pria te for the metabol ism of life. The reactions of life have 
to occur at a rate commensurate w ith metabolism and 
other life processes, and thus the rate constants for the 
enzymatic reactions fall wi thin a fairly narrow range. For 
most biochem ica 1 processes, reactions that occur on the 
millisecond to microsecond time scale are fast enough. 

The thermodynamic cycle given in Figure 9.4 has been cri t­
icized as being overinte rpreted, especia lly when applied 
to enzymes. In an interesting study, Wolfenden found tha t 
kca1/ kunca1 ratios for enzymes were dete rmined primari ly 
by the kuncal values, beca use the ken~ va lues were in a nar­
row range. He found tha t log(kca1) values did not give a 
good linear correlation with log[Ka(Sub*)], but instead they 
corre lated well wi th - log[Ka(SubJl-In o ther words, the rate 
enhancement for many common enzymes is controlled by 
how slow the uncatalyzed (or background ) reaction is. All 
the rate constants for the catalyzed reactions a re similar. 

RadLicka, A., a nd Wolfenden, R. "A Proficient Enzyme." Scie11ce, 265, 
90-93 ("1995). 

9.1.3 A Spatial Temporal Approach 

Some researchers are critical of the analysis given above. As noted above, the notion of 
binding a transition state is a bit esoteric. Instead, another explana tion for catalysis is given, 
called the spatial temporal postulate. This approach to catalysis is based on the fact that 
many intramolecular reactions are often much fas ter than corresponding intermolecular re­
actions (we will examine several in Section 9.2.2). The postulate sta tes that the rnte of reaction 
betweenfunctionalities A and B is proportional to the time that A and B reside within a critical dis­
tance. In this postulate, time and distance are the critical factors . This is a very intui tive no­
tion, and therefore is very helpful for understanding catalysis. First, com pounds A and B 
have to be at the proper distance to react, which is consistent with the idea from Chapter 7 
that vibrational excitation and coupling between reactants leads to chemical transforma­
tions. Second, the reaction wi ll occur when the vibration that defines the reaction coordinate 
is excited to a high enough level in the complex between A and B to surmount the barrier. 
The longer that A and B spend together in the correct geometry for reaction, the grea ter that 
probability. 

The concept of having a spa tial effect in catalysis can be related to the notion of differen­
tial binding of a transition state relative to a ground state. This is because distance is inherent 
in our notion of binding interactions. When bound to the catalyst, the distance between A 
and B is closer than when they are free in solution, and inherently the transition sta te brings 
A and B close because bonds are beginning to form. The temporal portion of this alternative 
view of ca ta lysis can also be rela ted to binding interactions. The rate of dissociation (off rate) 
of the ca talyst-substrate complex determines, in part, the probability for ca talysis. There­
fore, the two views of catalysis are really very similar, but are dis tinctly different in their in­
tuitive insights and terminology. 

In summary, binding is the key element in the most w idely accepted theory of how ca­
talysis is achieved (without completely changing the mechanism). Greater binding of the 
transition sta te relative to the grow1d state is all that needs to be invoked to give a rate en­
hancement. Hence, to better understand specific molecular interactions tha t lead to cataly­
sis, we need to understand all the different forms of chemical interactions that we are call­
ing "binding". 
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9.2 Forms of Catalysis 

Several specific chemical approaches are used to achieve increased transi tion sta te binding. 
The organic approaches include, but are not limited to, changing solva tion, proximity, nu­
cleophilic activation, electrophilic activation, introducing strain, acid-base chemistry, co­
va lent ca talysis, and supramolecular chemistry. Additionally, in some of these approaches 
there is a change in mechanism to achieve ca talysis. All these methods are discu ssed below. 

9.2.1 "Binding" is Akin to Solvation 

We begin our analysis of specific molecular interactions tha t lead to catalysis b y making 
an analogy to differential solva tion. Recall from Chapter 4 that molecular recognition is 
often driven by di fferential solva tion effects (Eq. 4.34). Solvation is inherently an intermolec­
ular interaction, as is the binding between a receptor and a substrate. When a receptor and a 
substrate come together, they replace solva tion interactions with their own intermolecular 
interactions and hence "solva te" one another. 

As stated above, when considering ca talysis, we must exa mine differential binding be­
tween the transition state and substrate. In essence, we require better molecular recognition 
of the transition state relative to the substra te. This is akin to saying we need better solva tion 
of the transition state rela tive to the substra te. Imagine a ca talyst w here the d ipoles, hydro­
gen bonds, and coordination interactions to me tals, within its binding pocket (such as Eq. 
9.3) are arranged to best solvate the structure of the transition state. This is a scenario that 
would lead to good catalysis. 

Lastly, le t's look ahead to our discussion of substitution reactions in Chapter 11 (see Sec­
tion 11.5.6). There we will exam ine reaction coordinate diagram s fo r the use of d ifferent sol­
vents in SN2 and SNl reactions. Recall from introductory organic chemistry that the use of a 
more polar solvent speed s up an SNl reaction. During the heterolysis of an SNl reaction, the 
acti va ted complex develops charge, and therefore a more polar solvent solva tes the acti­
vated complex better; this lead s to a faste r rate . The exten t to which the solvent affects the 
ra tes of these reactions can be d ramatic. To see this, examine the order of magnitude differ­
ences predicted for ra tes given by the range of G runwald-Wins tein values listed in Table8.4. 
Better solvation of the activa ted complex relati ve to the reactant is a very powerful way to 
speed reactions. It is perfectly akin to the discussion given here where better binding of the 
structure of a transition sta te within a ca talyst's binding site leads to ca talysis. 

9.2.2 Proximity as a Binding Phenomenon 

One form of "binding" that can occu r between two reactants is simp le proximity, a ma­
jor tenet of the spatial temporal vision of ca talysis. When a second order reaction occurs in 
solution, two reactants must collide in the rate-determining step . This causes a loss in trans­
la tional degrees of freedom in the reactants, thereby increas ing the Gibbs free energy at the 
transition sta te due to the increased order of the system (look back at Section 2.1.2 to review 
this idea). The translational and rotational entropies of a freely moving molecule in solution 
are both aroun d 30 entropy units (eu ). 

If the reactants were bound together with a ca talyst in a s tep prior to the rate­
determining s tep, much of the energy cost in reducing the entrop y of the reactants would be 
paid in the b inding of the reactan ts, and not pa id during the rate-determining step. Bringing 
together the reactants from dilu te solution overcomes pa rt of the entropy cost required in the 
rate-determining step. The transition state can be considered to be "bound better " than the 
ground state, even if no differential en thalpy interactions are present between the ca talyst, 
the su bstra te, and the transition sta te. We would expect to see this refl ected in the activa tion 
entropies of the ca talyzed and uncatalyzed reactions. 

To get an idea of how much the activa tion energy can be lowered by reducing the en­
tropy of activa tion by tying two groups together, Benkovic and Bruice looked at a ser ies of40 
reactions where the intramolecular version could be directly compared to interm olecular 
versions. On average, the T ~S* d iffered between the reactions by 4.6 kca l I mol at 25 oc. This 
correlates to a roughly 2 X 103 rate enhancement for an intermolecular reaction to an intra-
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molecular reaction. Any rate enhancement beyond this value should be due to other forms 
of entropy or enthalpy factors. 

Many examples of proximity effects are known.ln general, whenever an intramolecular 
acid or base is invoked in acid-base catalysis, proximity effects can be a factor. Furthe1~ when 
any catalyst holds a substrate near a catalytic group at its active site, or holds two separate 
substrates next to each other, proximity effects can be relevant. Proximity effects are defi­
nitely prevalent in organometallic catalysis, as we will see in Chapter 12. Hence, proximity 
effects are key to many forms of catalysis. 

Severa l attempts to measure the maximal rate enhancements that can be achieved 
through proximity effects alone have been performed. A typical example compares the in­
termolecular aminolysis of phenyl acetate by trimethylamine (Eg. 9.3) to the intramolecu­
lar cyclization of phenyl 4-(N,N-dimethylamino)butanoate (Eg. 9.4). The intermolecular re­
action has a rate constant k2 = 1.3 X I0-4 M- 1 s- 1

, while the intramolecular reaction has k1 = 

0.17 s-1
. This suggests a rate enhancement of 1200 for the intramolecular reaction. Even in 

pure trimethylamine, the pseudo-first order rate constant for the intermolecular reaction 
would be less than the intramolecular rate constant. 

(Eg . 9.3) 

(Eg . 9.4) 

There is a slight problem with the rate comparison jus t made. First, it is difficult to make 
completely fair comparisons, since inherently the structures of the compounds undergoing 
the intra- and intermolecular reactions are different, su ggesting possible intrinsic reactivity 
differences. More importantly, the rate constants for tl1e two reactions have different units, 
typically M-1 s-1 and s- 1 for the inter- and intramolecular reactions, respectively. What then is 
the meaning of the ratio in the previous paragraph? 

When taking a ratio of the rate constants for intramolecular vs. inte rmolecular reactions, 
one is left with units of molarity (M). Hence, chemists have defined a term called the effec­
tive molarity (E.M.) or intramolecularity, which is the ratio of the first order to second order 
rate constants for the analogous reactions (Eg. 9.5). We examined some of these notions in a 
Going Deeper highlight in Section 7.4.1 that you may want to review. The E.M. tell s us the 
concentration of one of the reactants that would need to be achieved to make the intermolec­
ular reaction have a pseudo-first order rate constant identical to the first order rate constant 
for the intramolecular reac tion. This is usually a concentration that is impossible to achieve 
(as with the example in Eqs. 9.3 and 9.4). In essence, the E.M. tells us the effective concentra­
tion of one of the components in the intramolecular reaction. Figure 9.5 shows a handful of 
relative cyclization rates, and Table 9.1lists several interes ting E.M.s. 

(Eq. 9.5) 

An interesting feature of Figure 9.5 is the energy difference between successive entries. 
The rate difference between the first and second reactions implies a llllG* of 2.8 kcal I mol. 
The difference between the second and third reactions is also 2.8 kcal I mol. We find that re­
moving a freely rotating bond gives a consistent enhancement. These bonds are not freely 
rotating in the transition state for the cyclization, so tha t removing (or freezing) these bonds 
in the reactant creates a geometry that more resembles the transition state of the reaction. 
Also, note the further rate increase that occurs due to the addition of methyl groups (Table 
9.1 A) . This causes a steric compression that pushes the electrophile and nucleophile to­
gether. Since the nucleophile and electrophile come together to make a new bond in the 



Table9.1 

Reaction Relative rate 

o -Q-sr 0 
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0 0 
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0 0 
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+ 0 ~ ) Br 10,300 e 
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Figure 9.5 
Re lati ve rates for three similar int ramolecular cyclization reactions. 
No te how the freezing of rota mer distr ibutions leads to increased rates. 
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Effective Molarities (M) for a Variety of Cyclization Reactions* 

(C02Me 

C02H 

;C02 Me 

C02H 

:rC02Me 

C02H 

?co,Me 
C02H 

3 X 10 9 6 X 10 10 4 X 10 12 5 X 10 12 

A. Anhydride formation 

h;o,H 
2.3 X 10 7 3.7 X 10 11 

B. Lactone formation 

6.6 X 103 2.3 X 104 2.0 X 107 5.7 X 109 

c. Ether formation 
·····-""-·-·-·-····-·-······-····-····-·--··---·----·· .. ·---···--·-.. ·--

*Kirby, A. j . "Effecti ve Molarities fo r Intramo lecu lar Reactions." Adv. Phys. Org. Chcm., 17, 183 (1980). 

transition state, the increased compression in the reactant pushes its structure toward that of 
the transition sta te. Another common way to sterica lly compress two groups together and 
preorganize two reactants in proximity is the use of the gem- dimethy l effect (the Thorpe­
Ingold effect; c.£. Exercise 44 in Chapter 2). Similar trends for losses of bond rotations and 
steric compression can be seen in the other examples li sted in Table 9.1. 

As already suggested, the first effect that goes into an E.M. is the freezing of transla­
tional, rotational, and vibrational degrees of freedom. The second is a steric compression be­
tween two reactants that is a lleviated upon achieving the transition state. A general rule of 
thumb is that strain-free intramolecular reactions can achieve rate enhancements near 108 

due to proximity alone. This number is based upon the average entropies of translation and 
rotation, and agree with the values from the Benkovic / Bruice stud y mentioned previously. 
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Connections 

If steric s train is introduced in the ground state and alleviated in the transition state, values 
up to 10 16 in rate enhancements can be obtained.ln som e cases, high proximity can even lead 
to the isolation of high energy intermediates, and the Connections highlight below shows an 
example from acyl transfer reactions (details of acyl transfers are given in Chapter 10). 

A number of concepts have been developed to explain the large effective molarities 
given in Figure 9.5 and Table 9.1. We have already mentioned the expected enhancement in 
reactivity due to the prepayment of the translational and rotationa l entropy costs. One other 
manner in which reactivity can be enhanced is called orbital steering, an effect where a de­
pendence of rate constants upon torsion and bond angles is postulated. Here, a very ac­
curate alignment of orbitals is pos tulated to greatly facili tate reactions. A related notion is 
called stereopopulation control, where the freezing of one conform er into a productive ge­
ometry increases reactivity. A more recent concept re lated to having the appropria te geo­
metry for attack is referred to as near a ttack conformati ons, as described in the Going Deeper 
highlight on the next page. 

Many of the large effective molarity values given in Table 9.1 result from the release of 
strain when achieving the transition s tate.ln these cases there exist steric, torsional, and I or 
bond angle strains that are relieved along the reaction coordinate. O ne can view the chemical 
synthesis route that produced the reactan t as activating the reactant by the in troduction of 
strain. In other words, the reactivities of the compounds that possess very high E.M.s (> 108) 

manifest themselves via a transition state effect. Re lative to the control reaction, the intra­
molecular chelation resu lts in stability imparted to the transition state and not the ground 
state (or, equ iva len tly, instability in the ground state that is not present or lower in the transi­
tion s tate). Although certain bonds are breaking and forming in the transition states for the 
cycliza tions given in Figure 9.5 and Table 9.1, the other bonds in the compounds are becom­
ing stronger due to a relief of strain throughout the s tructure. Hence, there are a few di fferent 
vantage points from which to unde rs tand effective molarities. 

High Proximity Leads to the Isolation 
of a Tetrahedral Intermediate 

ca rboxylate ca rbon, even when the a mine of ii is proton­
a ted. However, a t pH val ues lower than 4 or 5, i and ii are 
in a rapid equilibrium. This is an o utstanding example of No cata lyst has ever stabilized a transition s ta te so much 

that it became isolable. However, strong binding of a high 
ene rgy intermediate can sometimes lead to enough stabili­
za tion tha t the intermedi a te can be isolated . Recall from 
introductory orga nic chemistry that the hyd rolysis of 
este rs and am ides proceeds v ia a tetrahedral intermedia te 
(see the equation below). Such intermedia tes are not iso­
la ted, bu t are inferred from kine tic s tudies and isotope 
scrambling expe riments (see Section 10.17). However, 
as described here, a te trahedral inte rmedia te has been 
isolated and even characterized by crystallography. 

Acid or base 

Amide hydrolysis Tetrahedral intermediate 

Compound i ra pidly converts in acid to compound ii, 
which is indefi nite ly stable. This is a tetrahedral inte rme­
dia te a nalogous to those found in amide hydro lysis. The 
effective molarity of the amine in i is estimated to be 1011 

to 1012 M. The effecti ve molarity is so high that the amine 
leaving group is essentially permanently a ttached to the 

ii iii 

Stable tetrahedral intermediate 

the use of chem ica l synthesis to create a system where a 
norma lly very uns table and strained system becomes 
locked into a kinetically s table system (persistent). 

You may be wondering, " Why doesn' t a hydroxid e 
act as a leaving g ro up from ii?" Note tha t structure iii is 
a" twisted amide". It does not have the planar structure 
that imparts the s tabilization norm ally associated w ith 
am ides. Hence, com pound iii is very reactive, and in 
water it immediately converts to ii. 

Kirby, A. J., Komarov, I. V., and Feede1~ N. " Spontaneous, Millisecond 
Formation of a Twis ted Amide from the Am ino Acid, and the Crysta l StniC­
ture of a Tetrahedral Intermed iate." f. Alii. C!Je111. Soc., 120,7101 (1998). 



Going Deeper 

The Notion of "Near Attack Conformations" 

Another approach to understanding catalysis has been 
put forth recently by Bruice. This approach ties together 
orbital steering, stereopopulation control, spatial tempo­
ral effects, and transition state effects. The focus is upon 
near attack conformations (NACs). N ACs are defined as 
conformations that achieve the required arrangement of 
juxtaposed reactants to achieve the transition state. For 
example, in the addition of a nucleophile to a carbonyl car­
bon (see Section 10.8.5), there is an optimum trajectory for 
attack called the Burgi-Dunitz angle. A cone represents a 
set of attack trajectories that are roughly equally favor­
able, while attack angles outside this cone are Jess favor­
able. Furthermore, when the nucleophile is within the 
van der Waals radius (i.e., within about 3 A) of the electro­
phil e. the reaction is facilitated. Those intramolecular reac­
tions where the reactant is largely in an NAC will be the 
most effici ent. Importantly, an NAC is a ground state 
notion, not an interaction that is achieved in the tran­
sition state. 

8 
Nuc: ~Cone for NAC 

R'~ 
R 
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The researchers found that the rate constants for sev­
eral intramolecular ester formations with a wide variety 
of E.M. values were directly correlated to the mole frac­
tion of the reactants present as NACs. The mole fractions 
were calculated using molecular dynamics simulations. 
When the ground state resides naturally in anN AC, then 
an E.M. of around 108 was achieved (the same value that 
we introduced earlier as the upper limit to proximity 
effects). To achieve an NAC, the reactant must be placed 
in a conformation that also has a higher enthalpy, because 
the reactants are wi thin van der Waals distances. There­
fore, the rate enhancement obtained by N AC formation is 
postulated to be also enthalpy derived, not solely entropy 
derived. 

In the NAC theory, the rate constants for catalyzed 
reactions depend upon the following: 1. the mole fraction 
of the reactant-catalyst complex that is in an NAC, 2. the 
difference in solvation between the reactant-complex in 
an NAC and the solvation of the NAC without catalyst, 
and 3. any electrostatic binding forces that can stabilize 
the transition state. Therefore, the theory considers both a 
ground state effect and increased binding of the transition 
state to fully cover the methods of catalysis. 

Bruicc, T. C., and Lightstone, F. C. "Gro und State and Transition State 
Contributions to the Rates of Intra molecular and Enzymatic Reactions." 
Ace. Chem. Res., 32, 127-136(1999). 

How does all this relate to catalysis? The synthesis that went into the creation of the 
compounds that show high E.M.s is analogous to "binding" two reactants to a catalyst. In 
the intramolecular reactions we have looked at, covalent bonds provide the binding. In the 
synthetic formation of these bonds we have paid the entropy price for bringing A and B to­
gether, and furthermore, we have paid the enthalpy price associated with any steric strain of 
compressing A and B together. 

9.2.3 Electrophilic Catalysis 

Binding in catalytic reactions most often occurs in the form of some association of the 
reactant to an electrophile or nucleophile. This" association" or "binding" could include the 
formation of a covalent or non-covalent bond between the electrophile and the reactant. 
There are many examples of electrophilic catalysis, including simple electrostatics, h ydro­
gen bonding, acid catalysis, and electrophilic metal coordination. Let's briefly look at a few 
examples. 

Electrostatic Interactions 

Proximal charges can create electric fields that catalyze reactions. These charges can be 
associated with full formal charges or dipoles / quadrupoles or hydrogen bond donating or 
accepting groups. Such electrostatic interactions are much more important in organic sol­
vents with lower dielectric constants than in water (see Section 4.2.2). This means that the 
electrostatic stabilization of a charge that is developing along a reaction coordinate can be 
more effective when the reaction occurs in an organic solvent. It is postulated th at enzymes 
(see Section 9.4) take advantage of this by creating catalytic pockets that are water-free after 
the reactant binds. Since an enzyme is essentially an organic molecule, its binding site can be 
very organic in character, thereby accentuating electrostatic effects. 



500 CHAPTER 9: CATA LYSI S 

As an example, dipoles and hydrogen bonds are often oriented in a manner that is 
roughly parallel, as a means to best solvate a developing charge. Consider the orien tation of 
multiple hydrogen bond donors toward a carbonyl oxygen (Eq. 9.6). This creates a geometry 
that is routinely referred to as an oxyanion hole, because it will stabilize an oxyanion that 
would form upon nucleophilic attack at the carbonyl carbon. The positive ends of the h ydro­
gen bond dipoles all converge, which is electrostatically disfavored in the catalyst, but is fa­
vorable for creation of the negatively charged oxygen. Some researchers have referred to the 
catalyst as being electrostatically strained. The nucleophilic attack is accelerated because 
stronger hydrogen bonds are formed to the negative charge that resides on the tetrahedral 
intermediate, and thus the transition state leading to it. A nice example of this kind of cataly­
sis with a synthetic system is shown in the Connections highlight on the next page. 

N88 

N
88 I 88 

0 N 
'- H8 / 

H : H 
80 ·· .. i8/ 80 

'•6:' - (Eq. 9.6) 

R+R 
Nuc 

Metal Ion Catalysis 

If formal charges and dipoles can stabilize charges on transition states, charges on met­
als can act similarly. Metal coordination can polarize bonds, thereby enhancing their inher­
ent reactivity. Metals are common parts of enzymes, where coordination of a su bstrate to a 
metal leads to activation toward nucleophilic attack. As an example of metal ion ca talysis, 
the hydrolysis of glycine ethyl ester by hydroxide is increased 2 X 106-fold by coordination 
to (ethylenediamineh Co3+ (Eq. 9.7). In the next chapter, we will also see that metals are es­
sential parts of many common organic reagents. For example, lithium aluminum hydride re­
quires the lithium to activate a carbonyl group toward nucleophilic attack by h ydride (see 
Section 10.8.4). 

- - ( NH2 H 
I~ N2 

H2N ,,, ... Co .... "' ,\ 
H2N,.... I ~08~ 
~NH2 0 

(Eq. 9.7) 

Another aspect of metal catalysis is the ability to create high concentrations of hydrox­
ide at neutral pH. Water is a common ligand to a m etal, and the binding between the water 
and metal typically withdraws electrons from the water, making it more acidic. For example, 
in the complex shown in Eg. 9.8, the pKa of the metal-bound water is 7.2, over 10s more acidic 
than water itself. Deprotonation gives a metal-bound hydroxid e that can act as a base or a 
nucleophile. An example of using the electrophilic nature of metals coupled with the pres­
ence of a hydroxide ligand is given in the Connections highlight on page 502. 

(Eq. 9.8) 



Connections 

Toward an Artificial Acetylcholinesterase 

The use of hydrogen bonding to promote reaction ra tes is 
among the most well shtdied methods of catalysis. Sev­
eral models have been crea ted, taking nature as the inspi­
ra tion. Fully syntheti c systems, designed to catalyze a 
reaction in a manne r analogous to an enzyme, are called 
artificial enzymes. Reviews of this fie ld are given at the 
end of the chapter, an d here we highlight one particula r 
example. 

Acetylcholine is a neurotransmitter released at a syn­
apse as a means for one neuron to commu nicate w ith a 
neighboring neuron. The enzyme acetylcholinesterase 
rap idly hydrolyzes the ester to prod uce chol ine, termi­
nating the signal. 

To demonstrate that a simi lar reaction can be 
p romoted by a synthetic receptor, the compound 
shown below was used to catalyze the methanolysis of 
p-nitrophenylcholineca rbonate (PNPCC) in 1% CH30H 

' e__;-o';= ~N 0 
I 

Acetylcholinesterase 

Acetylcholine 

1-Bu 1-Bu 

1-Bu 

1-Bu 1-Bu 

R = Cyclohexyl 

Calixarene catalyst 
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in chloroform . The catalyst has a calix(6]arene subunit 
that binds to the quaternary ammonium end of the sub­
strate, primarily via the cation-TI effect (see Chapters 3 
and 4). The b inding constant fo r PNPCC to the catalyst 
is 6.0 X 103 M-' . 

Appended to the calixarene core is a bicyclic guani­
d inium group, which has the ability to hyd rogen bond to 
and electrostatically stabilize the te trahedral intermediate 
developed d uring the methanolysis of the carbonate func­
tional group. This is shown in a schematic form below. 
This electrostatic / hydrogen bonding stabiliza tion of the 
transition state leads to a 150-fold rate enhancement for 
the reaction relative to methanolysis in the absence of this 
arti fi cial enzyme. 

Cuevas, F., Stefano, S.D., Mag rans, j . 0., Prados, P., Mandolini, L., and de 
Mendoza, J. "Toward an Artificial Acetylcholinesterase." C!Jem. Eur.]., 6, 
3228- 3234 (2000). 
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Connections 

Metal and Hydrogen Bonding Promoted 
Hydrolysis of 2' ,3 ' -cAMP 

Electrophilic acti vation ca n occur by bo th metal coor­
dination and hydrogen bonding, and it is common for 
enzymes to combLne these effects. Less common are syn­
the ti c systems that combine these, but one parti cul arly 
simple example is the use of the di arrunophenanth ro line­
Cu (II) complex shown below. This compound accelerates 
the hydrolysis of 2 ',3'-cAMP (cAMP = cyclic adenosme 
monophosphate) a pp rox imately 20,000-fold compared 
to a Cu- phenanth roline complex with the amino groups 
re placed by methy ls. 

The amino gro ups are proposed to facilita te the reac­
tion in two ways. First, they lead to a further lowering of 
the pK. of the Cu-bound water due to hydrogen bonding. 
The bound hydroxide then acts as a n ucleophile to a ttack 
the phosphodiester, leading to a Cu(ll)-coordinated tri go-

More acidic due 
H to H bond 

N, J 
I H. fH\ 
N 'V 

·. 2+ 0-H 
·cu ::: o-H = 
N 
I 

H 

..r H 
/ 'H 

Phosphorane 
intermediate 

9.2.4 Acid-Base Catalysis 

nal bi py ramidal phosphorane. The second effect of the 
amines is similar in ori gin, in that they should also lower 
the pK. of the hydroxyl on the phosphorane intermediate. 
Deprotonation of this hydroxyl would fu r ther fa cili ta te 
leaving group departure. Hence, in this system we find 
enhancement of the nucleophilic a ttack through m eta l­
bound hydroxide, electrophili c acti va tion of the phos­
phodiester substra te by coordinati on to the metal, and 
enhancement of the leav ing g roup departure via faci li ­
tated deprotonation of the phosphorane intermediate. 
Thi s very simple and elegant stru ctu re is one of the best 
artificial enzymes yet produced. 

Wa ll , M., Linkle tter, B., Willi ams, D., Leb uis, A-M., Hynes, R. C., and 
Ch in, ). " Rapid Hy dro lysisof 2',3'-cA MP w ith a Cu(J J) Complex: Effect 
of In tramolecul ar Hydrogen Bondin g o n the Basicity and Reactivity of 
a Meta l-Bound Hydroxide." f. A 11 1. Che111 . Soc., l21, 471 0- 4711 (1999). 
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We will present an ex tensive discussion of acid- base ca tal ysis in Section 9.3. It is men­
tioned he re just for completeness, since it should always be li s ted as one of the p rim ary inter­
actions tha t can speed reactio n rates. As we will see, the forms of acid- base ca ta lysis can ac­
tu ally be quite complex. 

9.2.5 Nucleophilic Catalysis 

N ucleophilic catalysis arises when a nucleophile binds to a reactant and enhances its 
ra te of reaction. Catalysis via nucleophilic activation is less common than electrostati c catal-
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ysis. Examples include reactions with bases (including h ydroxide) and coordination of nu­
cleophiles to electrophilic centers to improve their activity. 

The most well known example is the addition of a tertiary amine or similar structure to 
an acid halide or anhydride (see Section 10.17.4). Here, the amine first acts as a nucleophile 
and adds to the carboxylic acid derivative (Eq. 9.9). The addition occurs faste r than with 
water or an alcohol because an amine is more nucleophilic. However, the structure created is 
an even better electrophile and more reactive than the starting acid halide or anhydride, be­
cause a positive charge is proximal to the carbonyl carbon. Hence, the amine gives a faster 
rate of addition, and then creates a more reactive intermediate for fu rther addition. The 
strategy is especially common in peptide synthesis, for w hich a variety of highly specialized 
nucleophilic catalysts has been developed. More recently, nucleophilic catalysis is being 
extended to much m ore complex reactions, and the next Connections highlight gives an 
example. 

Connections 

R' N 
~ 

0 
)l_e 

R NR' 3 

e 
Nuc: -

Nucleophilic Catalysis of Electrophilic Reactions 

Many organic reactions are catalyzed or p romoted by 
strong electrophiles such as AlCI3, TiC14, and SiC14 . The 
electrophile often coordina tes to the heteroatom of a polar­
ized bond, acti vating tha t group toward nucleophilic 
a ttack, similar to the enhancements we showed in Section 
9.2.3. Gutma1m showed that some electrophiles become 
more electrophilic when Lewis bases (nucleophiles) coord i­
nate to them. Coordination of a Lewis base to a Lewis acid 
sometimes induces ligand loss from the Lewis acid, leav­
ing behind a positive charge that makes the Lewis acid 
an even more powerful e lectrophi le, as shown in the reac­
tion given below where the electrophilicity of SiCl4 is 
enhanced . 

Denmark has taken advantage of this nucleophilic 
enhancement of certa in electrophiles to create enantio­
selecti ve reactions. In one example, the coupling of a lly l-

Lewis base 

X 
I 

+ D AO = 
I\ 

X X 

Lewis acid 

+ SiC14 = 

0 
)l_ 

R Nuc 
(Eq. 9.9) 

tributyltin with aldehydes using SiCl4 was promoted by 
catalytic am ounts of chiral phosphoramidates of varying 
structure. Coordination of the chi ra l phosphoramidate 
to SiC14 promotes chloride loss in a reversible reaction, 
giving a chiral Lewis acid. This Lewis acid activa tes 
aldehydes toward nucleophilic attack from tin reagen ts. 
The coupling of aldehydes and allyltributyltin catalyzed 
by the chiral activated Lewis acid gives enantiomeric 
excesses ranging from 50 to 95% depending upon the alde­
hyde R group (see next page). This is an excellent exam p le 
of a relatively u nexplored area of catalysis-nucleoph ilic 
enhancemen t of electrophil ic reactions. 

Gutmann, V. (1998). The Donor-Acceptor Approach to Moleculnr Interne­
lions, Plenum Press, New York. Denma rk, S. E., and Wynn, T. "Lewis Base 
Activation of Lewis Acids: Catalytic Enantioselective Allylation and Pro­
pargylation of Aldehydes." f. Am. C/Jem. Soc., 123,6199-6200 (2001). 

= e 
+ X 

Enhanced electrophilicity 
of the Lewis acid 

Chiral activated Lewis acid 
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9.2.6 Covalent Catalysis 

0.05 equivalents 

1.1 eq. SiCI4 

Chiral catalysis 

OH 

R~ 

Covalent catalysis is a general term applied when a catalyst forms full covalent bonds 
with the substrate, not just intermolecular non-covalent interactions. The nucleophilic catal­
ysis by an amine given in Eq. 9.9 is a specific example where a nucleophile acts as a cova­
lent catalyst. 

As another example, consider the decarboxylation of acetoacetate. This compound will 
decarboxylate under acidic conditions with heating. However, the addition of aniline cata­
lyzes the reaction, so it occurs at less acidic pH and ambient temperature (Eq. 9.10). Forma­
tion of the imine between aniline and the !3-keto acid leads to a species that is protonated and 
can act as a good electron sink during the decarboxylation. Hydrolysis of the enamine prod­
uct gives the ketone and regenerates the catalyst, thus leading to turnover. 

o oe ()NH2 QD<±>,H o? 
111 + 1 = '.) = 
~0 ~ ~ 0 

(Eq. 9.10) 

The examples of covalent and nucleophilic catalysis given above can be thought of as 
changes in the mechanism. However, this is a subtle difference from just transition state sta­
bilization. Completely new chemical structures are created in the reactions of Eqs. 9.9 and 
9.10 relative to the uncatalyzed pathways, although the general mechanistic considera tions 
and arrow-pushing schemes are very similar in the catalyzed and uncatalyzed reactions. 
This is in contrast to the organometallic reactions we will discuss in Chapter 12, where the 
uncatalyzed reaction either does not occur at all, or the arrow-pushing and mechanistic 
schemes are completely and totally different for the catalyzed and uncatalyzed pathways. 

Many nucleophilic catalytic schemes involve imine formation, as did the example 
above. Even though the amine adds as a nucleophile, it is the functional group properties of 
the imine that imparts the ca talysis, and therefore the scenarios are considered covalent ca­
talysis and not nucleophilic catalysis. The involvement of an imine is common in biology. 
!mines are used in decarboxylase and aldolase enzymes, and any enzymes using the cofac­
tor pyridoxal phosphate. The following Connections highlight gives another example, but 
now from a relatively new field called organocatalysis. 



Connections 

Organocatalysis 

In organic synthesis we usua ll y think of ca talysts as being 
based on tra nsition metals, main grou p elements, and 
other elements besides C, H, N, and 0. Recently, however, 
there have been significant adva nces in organocatalysis, 
the development of all organi c systems that have desir­
ab le cata lytic behaviors. Part of the motivation for such 
efforts is the air and water instabili ty often associa ted w ith 
metal-based systems, the environmental benefit of avoid­
ing toxic m etals, and the ready ava il ability of a large 
number of enan tiomerica lly pu re organjc substances 
for developing chiral catalys ts. 

One especia lly successful example of organocatalysis 
is the chi raJ amine catalyst shown developed by MacMil­
lan and co-workers . The key feature of such systems is 
that formin g the iminium ion creates a much lower-lying 
LUMO relative to that found in the starting enone. Thi s 
makes the structure much more susceptible to nucleo-
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philic a ttack, ensuring that all reaction occurs via the imi­
nium ion. The weJI-defined geometry of the system pro­
duces very high stereoselectivi ties. Turnover is achieved 
by hydrolysis of the product iminium ion, and often the 
wa ter produced in the first step is sufficient for this pur­
pose. While the turnover nwnbers generally seen with 
such orga nocatalysts are typically nowhere near those 
seen with organometallic catalysts, the benefi ts o f inex­
pensive ca talys ts and the ability to run the reaction in the 
open air w ith wet solvents often more than compensates. 
Using this approach, a variety of reactions have suc­
cumbed to organocatalysis, including Diels-Aider reac­
tions, Friedei-Crafts reactions, direct alkylations of 
heterocycles such as fur an and indole, and a variety 
of Michael additions. 

Austin, J. F., and MacMillan, D. W. C. "Enantioselective Organocatalyti c 
Indole Alkylations. Design of a New and High ly Effective Ch ira l Amine 
for lminium ata lys is." f. Am. Chem. Soc., 124, 1172 (2002). 
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Organocatalysis 

9.2.7 Strain and Distortion 

There is another vantage poi nt from w hich one can consider catalysis. Our focus has 
been upon increased binding of the transition sta te relative to the ground state. But let's ex­
amine this notion a little deeper. When a substrate binds to a catalyst that is more comple­
mentary in structure or electronic characteristics to the transition state, the substrate may 
distort in order to optimize binding interactions. That is, because the catalyst is designed to 
optimally bind the transition state, it necessarily is not optimal for the most stable structure 
of the ground sta te . If the substrate distorts in order to compensate for this, we can speak of 
such distortion as a strain on the substrate. The strain can be slight or severe. Since the strain 
pushes the structure of the substrate toward a form closer to the transition state, we state that 
the substrate has been activated. The strain raises the energy of the substrate, and this can be 
thought of as an alternative way to diminish ~G* . Therefore, the noti ons of increased bind­
ing of a transition state and activation of a substrate go "hand-in-hand". 

Changes in the electronic structure of a substrate can also be considered an activation. 
For example, let's re-examine the oxyanion hole example given in Eq. 9.6. We first examined 
this example from the vantage point of increased transition state binding. As the nucleophile 
adds to the carbonyl carbon, the hydrogen bonds between the carbonyl oxygen and the am­
ide hydrogen bond donors become stronger, thereby accelerating the nucleophilic attack. 

CH3 ''''Nuc 
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Connections 

Lysozyme 

However, it must also be true that binding of the carbonyl oxygen to the partially positive 
hydrogen bond donors increases the polarization in the carbonyl. This increased polariza­
tion is not present in the lowest energy structure of the substrate, and hence is an activation 
of the substrate. It is analogous to a structural strain, but instead is an electronic effect. This 
activation would also be introduced when coordinating a carbonyl oxygen to an electro­
philic metal. The increased polarization makes the carbonyl carbon more electrophilic, 
thereby activating it toward nucleophilic attack. Hence, substrate activation and transition 
state stabilization derive from the same chemical phenomenon. The paradigmatic example 
of substrate strain comes from one particular enzymatic reaction, as detailed in the next Con­
nections highlight. 

Two important points are worth re-emphasizing here. In order for a strain placed in a 
substrate to facilitate a chemical reaction, that strain must be along the reaction coordinate. 
The strain must push the reactant toward the transition state on the energy surface, either 
structurally or electronically. Also, the strain must be partly or fully relieved upon achieving 
the transition state. A strain put into a reactant that remains in the transition state will not 
have any effect on the rate of the reaction (recall the discussion of Figure 9.2 C, where no ca­
talysis is obtained). 

The most well known catalyst that introduces stra in into 
its substrate is the enzyme lysozyme. This enzyme cata­
lyzes the hydrolysis of a [3-anomer linkage between sac­
charides. The enzyme strains the substrate by d istorting 
a pyran ring from a chair to a half-chair. The most widely 
cited reason for this distortion is a stereoelectronic effect. 
Recall from Chapter 2 that the anomeric effect occurs for 
an a-anomer but not a [3-anomer. Simply stated, the lone 
pair electrons on the endocyclic oxygen cannot be anti­
periplanar with the leav ing group in the [3-anomer, but 
are instead gauche, and therefore they cannot assist the 
leaving group departure (also see our discussion of the 
stereoe lectronics of additions and e liminations given 

resembling a half-chair, the lone pairs on the endocyclic 
oxygen can become synperiplanar with the leaving group 
and thus facilitate leaving group departure. Lysozyme 
promotes this distortion toward a half-chair via a steric 
interaction between the CH20H group of the sugar under­
going hydrolysis and an enzyme side chain residue. This 
structural distortion facilita tes the reaction by straining 
the substrate into a conformation that ass ists the forma­
tion of a lower energy transition state than would other­
wise be ob tained. 

Strynadka, N. C.J., and james, M. N. G. "Lysozyme Revis ited: Crystal­
lographic Evidence for Distortion of an N-Acetylmuramic Acid Residue 
Bound in Site D." f. Mol. Bioi., 220,401-424 (1991). Kuroko, R., Weaver, 
L. H., and Matthews, B. W. " A Covalent Enzy me-Substrate Intermediate 
with Saccharide Distortion in a Mutant T4 Lysozy me." SciL'IIcr, 262, 2030-
2033 (1993). in Sections 10.12.4 and 10.13.8). 
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9.2.8 Phase Transfer Catalysis 

Nucleophiles, bases, oxidizing / reducing agents, and other anionic species are particu­
larly reactive when dissolved in aprotic low polarity solvents. Extraction of anions from 
aqueous media into these solvents can lead to large rate enhancements. Phase transfer catal­
ysis involves enhancing the rates of reactions of ionic species such as nucleophiles and bases 
with organic molecules by the addition of a phase transfer agent. The experiments involve 
the use of a two-layer system: aqueous and organic. The organic reactant is placed in the 
nonpolar solvent, while the ionic species is dissolved in an aqueous phase, and stirring is 
used to enhance contact between the layers. The phase transfer agent is commonly a cationic 
surfactant or crown ether / cryptand (see Chapter 4). When using a surfactant, such as a tet­
ralkylammonium or tetraalkylphosphonium, the cationic group ion pairs wi th the reactive 
anion and facilitates its transfer into the organic layer, where it is highly reactive. The use of 
crown ethers or cryptands leads to complexation of aLi ' , Na·' , or K ' counterion of the anion, 
again facili tating its transfer into the organic layer. The phase transfer agents move between 
the two layers, extracting anions repeatedly into the organic phase. 

9.3 Bmnsted Acid-Base Catalysis 

The most common kind of catalysis in organic chemistry is Brcmsted acid-base cataly­
sis, and therefore we are going to examine this kind of catalysis in considerable detail. In 
Bmnsted acid-base catalysis a proton or hydroxide becomes involved in the reaction mech­
anism, lowers the energy of the transition state(s), accelerates the reaction, and is regener­
ated at the end of the reaction. Although strictly speaking a catalyst is regenerated at the 
end of any reaction, many reactions are said to be acid- or base-catalyzed even though they 
are really just acid- or base-promoted, meaning that the acid or base remains as part of the 
product. 

To begin our understanding of this form of catalysis, we must first explore the different 
kinds of acid-base chemistry that can occur. As you will see, even this simple form of cataly­
sis is really quite complex. Two classes have been identified, termed specific and general ca­
talysis. We start with specific catalysis. 

9.3.1 Specific Catalysis 

The specific acid is defined as the protonated form of the solvent in w hich the reaction 
is being performed. For example, in water the specific acid is hydronium. In acetonitrile, the 
specific acid is CH3CNH+, and in DMSO the specific acid is CH3SO(H+)CH3. The specific 
base is defined as the conjugate base of the solvent. As examples, in water, acetonitrile, and 
DMSO, the specific bases would be hydroxide, -CH2CN, and CH3SOCH2-, respectively. 
These definitions lead to strict definitions for specific catalysis. Specific-acid catalysis refers 
to a process in which the reaction rate depends upon the specific acid, not upon other acids 
in the solution. Specific-base catalysis refers to a process in which the reaction rate depends 
upon the specific base, not upon other bases in the solution. To understand the kinds of reac­
tion mechanisms that would depend only upon the specific acid or base, we need to examine 
some possible mechanisms and the associated kinetic analyses. 

The Mathematics of Specific Catalysis 

Let's start with an obvious example of specific-acid catalysis. We use water for demon­
stration purposes, but the kinetic development would be the same for other solvents. Eq. 9.11 
shows a schematic mechanism in which hydronium protonates a reactant or substrate (R) 
prior to a reaction that is rate-determining. The slow step could be first order as shown in Eq. 
9.11, or it commonly involves addition of a nucleophile that would then become part of the 
kinetic expression. Water is a common nucleophile. We keep the scenario simple here, be­
cause having additional reactants involved in the rate-determining step does not affect the 
conclusion we are leading to regarding the kinetic behavior found for the acid catalyst. After 
the reaction has proceeded, the proton is lost back to the solution, giving the product (P). 
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We start the kinetic analysis with Eq. 9.12, and substitute for RH+using Eq. 9.13. Eq. 9.14 
gives the kinetic expression for the mechanism of Eq. 9.11, assuming that the equilibrium be­
tween Rand RH+ is completely established. The kinetic expression contains [H30 +], as the 
definition of specific-acid catalysis implies. Hence, the reaction rate depends upon the pH. 
The expression also contains the acid dissociation constant (KaRH+) of RH+, which is an im­
portant factor that we will return to below. Note that k, [H30 +], and KaRH, are constants dur­
ing the reaction. Hence, we create a new rate constant, k obs' showing that the reaction appears 
first order (Eq. 9.15, where kobs = k[H30 +] / KaRw). 

(Eq. 9.11) 

(Eq. 9.12) 

(Eq. 9.13) 

(Eq. 9.14) 

d[P] = k [R] 
dt obs 

(Eq. 9.15) 

Let's now examine the same reaction but under conditions for which it is not quite so ob­
vious whether the reaction is catalyzed by the specific acid . If we add an acid such as acetic 
acid to water, small amounts of hydronium ion are produced, but the acid in highest concen­
tration is acetic acid. Eq. 9.16 shows a mechanism in which the added acid protonates the 
reactant in an equilibrium prior to the rate-determining step. We designate the acid as HA 
with the implication that it could be acetic acid performing the protonation. If it were H30 ' 
performing the protonation, we would simply have the same scenario as presented in Eqs. 
9.14 and 9.15. 

Fast P + HA 
(Eq. 9.16) 

Eq. 9.17 is the starting point for solving the kinetic analysis. The [RH+] can be derived 
from the expression for Keq (Eq. 9.18) as shown in Eq. 9.19. However, Eq. 9.19 can be sim­
plified by recognizing that [HA] / [A-] is equal to [H30 +] / KaHA' leading to Eq. 9.20. Finally, 
Keq/ KaHA is 1 / KaRH • via Eq. 9.18. Hence, we end up with Eq. 9.21. This is exactly the same as 
Eq. 9.14, which we found for the mechanism shown in Eq. 9.11! 

[RH+][A-] 
Keq = [R ][HA] 

+ Keq[HA][R] 
[RH ] = [K ] 

(Eq. 9.17) 

(Eq. 9.18) 

(Eq. 9.19) 

(Eq. 9.20) 
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(Eq. 9.21) 

This derivation teaches an important lesson. If the acid catalyst is involved in an equilib­
rium prior to the rate-determining step, and it is not involved in the rate-determining step, 
then the kinetics of the reaction will depend solely upon the concentration of the specific 
acid. This is true even if an added acid (such as acetic acid) is involved in protonating there­
actant. The reason for this is that when a prior equilibrium is established, the concentration 
of RH+ determines the rate of the reaction (Eqs. 9.12 and 9.17). The concentration of RH+ de­
pends solely upon the pH and the pKa of RH+, and does not depend upon the concentration 
of the acid HA that was added to solution. 

A similar kinetic expression can be derived for the use of a catalytic base, B. When B is in­
volved in an equilibrium with a reactant (RH) prior to a rate-determining step, Eqs. 9.22, 
9.23, and 9.24 describe the situation (see Exercise 2). Now Ka and [H30 +] trade places in the 
numerator and denominator relative to the acid-catalyzed scenario (Eq. 9.21). The same ex­
pression will be derived if either the specific base or an added base is used in the equilib­
rium. Once again, because [R-] controls the rate of the reaction, it is the pH of the solution 
and the pKa ofRH that are important, not the amountofB present in the solution. Finally, rec­
ognizing that kKaRH / [H30 +] is a constant during the reaction gives a kinetic expression that 
is first order in [RH] only (Eq. 9.25, where k obs = kKaRH/ [H30 +]). 

RH + B = R8 + BH0 Slow p8 + BH° Fast PH + B (Eq. 9.22) 

d[PH] = k[R- ] 
dt 

d[PH] kKaRH[RH] 
dt [H30+] 

d[PH] = k [RH] 
dt obs 

(Eq. 9.23) 

(Eq. 9.24) 

(Eq. 9.25) 

The analysis given above did not show any particular reaction, because we wanted to 
develop the mathematics in a general fashion. To get a better feeling for specific catalysis, we 
show possible mechanisms for the hydration of a carbonyl using specific-acid and specific­
base catalysis in Figure 9.6. Note in each case the equilibrium involving the acid or base is 
prior to the rate-determining step. It is important to note that we have designated the second 
step in Figure 9.6 Bas rate-determining solely for discussion purposes, so that the mecha­
nism corresponds to the definition of specific-base catalysis. In reality, nucleophilic attack by 
hydroxide would be rate-determining, because equilibria involving solely proton transfers 
are often established at diffusion controlled rates (see further discussion of this figure on 
page 512). 

A. 

B. 

Slow = 

(e H _00H 
Fast :Q Slow OH 

=~=~ 
:QH OH 

8 
+ :OH 

Figure9.6 
A. An example of a possible mechanism involving specific-acid­
catalyzed hydration of acetone. B. An example of a possible mechanism 
involving specific-base-catalyzed hydration. Do not take these scenarios 
as the correct mechanisms for these addition reactions, but consider 
them, instead, as simply possibilities highlighting our discussion. 
Certainly, the order of relative rates in part B would be reversed. 
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A. m=-1 B. 

pH pH 

c. 1l pH= 2 1l pH= 6 
D . .>(0 .>(0 

pH= 6 pH= 2 

[HA] [B] 

Figure 9.7 
The distinctive kinetic plots for specific-acid and specific-base catalysis. A. The pH dependence of log(kobs) 
for a specific-acid-ca talyzed reaction. B. The pH dependence of log(kobs) for a specific-base-catalyzed 
reaction. C. The dependence of k.,b, for a specific-acid-catalyzed reaction on the concentration of an 
added acid HA at constant pH. D. The dependence of kob' for a specific-base-catalyzed reaction on the 
concentration of an added base Bat constant pH. The pH values 2 and 6 are just chosen as examples 
and are not indicative of any particular scenario. 

Kinetic Plots 

The hallmark of specific-acid or specific-base catalysis is that the rate depends upon the 
pH and not upon the concentration of various acids or bases. This always means that an 
equilibrium involving the acid or base occurs prior to the rate-determining step, and the 
acid or base is not involved in the rate-determining step itself. Experimentally, such reac­
tions produce very distinctive kinetic plots. A plot of pH vs. the log(kobs) values produces a 
straight line whose slope is -1 for acid catalysis or 1 for base ca talysis (Figures 9.7 A and B). 
The slopes of ::t:1 result because each one-unit change in pH changes the concentration of 
[H30 +] or [HO-] by a factor of 10, and [H30 +] or [HO-] has been incorporated into k obs· Fur­
thermore, if we keep the pH constant, and change the concentration of an added acid HA or 
base B, there is no change in kobs (Figures 9.7 C and D). Recall that one can change the concen­
tration of an acid HA or baseBand keep the pH constant by keeping the ratios of [HA] I [A-] 
or [B] I [BH+] constant, respectively (see the Henderson-Hasselbach equation-Eq. 5.12). 

9.3.2 General Catalysis 

Now let's examine a scenario where the proton transfer is involved in the rate-determin­
ing step, not in a prior equilibrium. This leads to very different experimental observations, 
and a phenomenon called general catalysis. When an acid is involved in the rate-determin­
ing step, we have general-acid catalysis, and when a base is involved in the rate-deter­
mining step, we have general-base catalysis. The terms "general" and "specific" often get 
confused. Simply try to remember the following concepts. The term " genera l" refers to the 
fact that any acid or base we add to the solution will affect the rate of the reaction, and hence 
the catalysis is quite general. The term" specific" refers to the fact that just one acid or base, 
that from the solvent, affects the rate. The catalysis is therefore very specific. 
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The Mathematics of General Catalysis 

Eg. 9.26 shows a scenario in which the first step involves an acid that facilitates a reaction 
of water with the substrate. This is the rate-determining step. An intermediate is formed that 
results from the addition of water to the reactant [HR(H20)+]; the structural details are unim­
portant here. The intermediate then loses a proton in a second fast step to regenerate the acid 
HA and give the product. General catalysis does not require that water be one of the re­
actants. This just simplifies our current analysis because we assume that its concentration is 
constant and is incorporated into the rate constant k. The kinetic expression for this reaction 
is given in Eg. 9.27, which reflects only the first step ofEg. 9.26 because it is rate-determining. 
Alternatively, one can substitute the relationship [HA] = [H30 •][A -]1 Ka to achieve Eg. 
9.28. Since the acid or base is always regenerated after the reaction, its concentration never 
changes over the course of the reaction. Hence, the reaction is pseudo-first ordet~ as in Eg. 
9.29, where kobs = k[HA] or k[H30 +][A-]I K0 • 

HA + R + Hp Slow HR(Hp{±> + A8 

d[P] 
dt 

d[P] = k[HA][R] 
dt 

k[H30 +][A -][R] 

Ka 

d[P] = k [R] 
dt obs 

Fast P + HA (Eq. 9.26) 

(Eg. 9.27) 

(Eq. 9.28) 

(Eq. 9.29) 

The concen tration of either HA or A- is now in the rate expression, in contrast to that 
found for specific catalysis. This means that the concentration of the acid (or its conjugate 
base) that results from addition of an acid to the reaction vessel does affect the rate of there­
action . We should expect this because the acid is actually in the rate-determining step. Any 
acid in the solution will act as a catalyst. 

When a base is involved in the rate-determining step to make an intermediate that then 
regenerates the base and gives the product, the scenario shown in Eq. 9.30 and the kinetic ex­
pression Eq. 9.31 are used. Once again, water could be involved in the rate-determining step, 
and this would not change the kinetic analysis. Here w e show the base deprotonating the 
reactant or substra te, but it can also be used to deprotonate water while the water adds to 
the reactant. The concentration of base can be related to the concentration of hydroxide via 
[B] = [OH-][HB+] I Kb. One cannot eliminate both the concentration of the base and its conju­
gate acid from the rate expression. The reaction rate therefore depends upon the amount of 
base added to the solution, and any base in the solution will be active. Since the base is regen­
erated after the reaction, pseudo-first order kinetics holds, and Eg. 9.33 can be written, where 
kobs = k[B l or k[H o -] [HE+] I Kb· 

R + B 
Slow R8 + HB0 Fast p + B (Eq. 9.30) 

d[P] = k[B][R] (Eg. 9.31) 
dt 

d[P] k[HO-][HB+][R] (Eq. 9.32) 
dt Kb 

d[P] = k [R] 
dt obs 

(Eg. 9.33) 
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Once again, as a means to better picture the kinds of mechanism s being discussed, we 
present the hydration of acetone as an example. Figure 9.8 shows possible general-acid- and 
general-base-catalyzed mechanisms. Note in each example the acid or base is involved in 
the slow step, which is the nucleophilic addition of water. 

/'" ---._slow 
8 • HA 6 Hct :OH + :A OH ( e ~ ~ Fast ~ + H30 

=====" 
'-... .. e o :OH 
H'

0
' H H"V ' H 

' 

A. 

'-- :OH2 

B. 

( o ' H 
8 I 

_,--.. H + :OH 
c o 

:o8 OH 

l ~ 
Slow 

~ 
Fast 

~ 
:O, H OH 

"' o ' H 
I 

H~ e 
:B + BH B 

Figure9.8 
A. An example of a possible mechanism involving the genera l-acid­
ca talyzed hydratio n o f acetone. B. An exampl e of a possib le mechanism 
involving a genera l-base-catalyzed hydra ti on. Do not ta ke these 
scenarios as the correct mechanisms for these addition reacti ons, 
but consider them, ins tead, as simply possibili ties highli ghting 
our discu ssion. 

Before proceeding, it is important to make a note about the use of the term "specific". As 
stated, it is used to designate the protonated or deprotonated form of the solvent (hydro­
nium or hydroxide for water, respectively), but it is also used to designate a m echanism 
involving an acid or base in an equilibrium prior to a rate-determining step . However, some­
times hydronium or hydroxide can be involved in the rate-de termining step of a mecha­
nism. When this occurs the specific acid and base are parti cipating in general-catalys is. We 
noted above that any acid or base present in solution can function in general-cata lysis, and 
so it should not be surprising that the specific acid and base can act in general-acid or base ca­
talysis. To see this, let' s reanalyze Figure 9.6 B. We discussed above that the mechanism is 
written to conform to the definition of specific-catalysis, but in reality the first step would be 
rate-determining. Therefore, in practice, hydroxide is acting as a general-base catalys t in this 
mechanism. If we alternatively write the first step of Figure 9.6 B as the slow step, the mecha­
nism becomes the analog of Figure 9.8 B, except with hydroxide undergoing nucleophilic 
addition without assistance from an added base. 

Kinetic Plots 

Since the rate for general-acid or general-base catalysis always depends upon the con­
centration of acid or base added to the solution, and is not solely dictated by the pH, the ex­
perimental observations are quite different from specific-acid-specific-base catalysis. Fig­
ures 9.9 A and B show the typical plots observed for general catalysis as a function of added 
acid or base. Here we are plotting k obs as they axis, using Eqs. 9.29 and 9.33 to describe the re­
actions. Since the concentration of the acid or base has been incorporated into kobs- this value 
is linearly related to the acid or base concentrations. The pH dependence, on the other hand, 
is more difficult to understand. 

Figures 9.9 C and D show the pH dependence of log(kobJ for general-acid- and general­
base-catalyzed reactions, respectively. Why is there curva ture in these plots? Let's examine 
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A. B. 

[HA] (B] 

c. D. 

pKa of HA 

~ 
pH pH 

Figure9.9 
The distinctive kinetic plots for general-acid and general-base catalysis. A. The dependence of kob' 
for a general-acid-catalyzed reaction on the concentration of an added acid HA at constant pH. B. The 
dependence of kobs for a general-base-catalyzed reaction on the concentration of an added base Bat constant 
pH. The pH values 4 and 7 are chosen simply fo r example purposes. C. The pH dependence of log(kobsl for a 
general-acid-cata lyzed reaction. D. The pH dependence of log (kobJ for a general-base-catalyzed reaction. 

general-acid catalysis first in order to answer this question. We have to go back to the Hen­
derson-Hasselbach equation (Eq. 5.12). That equ ation tells us that the ratio [A-] / [HA] 
changes as a function of pH, and that when the pH is near the pKa of the acid, this ratio is 
changing rapidly (review Sections 5.2.1, 5.2.2, and 5.2.3, if necessary). When the pH is one to 
two units below the pKa of the acid, the acid is primarily protonated and further lowering of 
the pH does not create significantly more HA. Since log(kobs) for general-acid catalysis has 
[HA] incorporated into kobs' Figure 9.9 C has a plateau for pH values below the pKa. At pH 
values near the pK., HA is partially converted to A-, a species that is not involved in the reac­
tion . As the pH is increased the solution is being depleted in HA and therefore log(kobs) de­
creases. Finally, at pH values above the pK., the plot becomes linear with a slope of - 1, be­
cause for each pH unit increase there is an order of magnitude decrease in the amount of HA 
relative to A-. We can understand this statement by examining Eq. 9.28, which shows that 
the rate depends upon [A-]. At pH values above the pK. of the acid, this concentration is not 
changing significantly, whereas [H30 +] is dropping by one order of magnitude for each pH 
unit increase. 

The pH dependence of log(kobs) for a general-base-catalyzed reaction is the mirror image 
of the general-acid-catalyzed dependence. Now at pH values above the pK. of the conjugate 
acid of the general base, the plot shows a plateau. At these pH values the catalyst is essen­
tially completely converted to the base required in the reaction, and raising the pH does not 
give significantly more base. At pH values near the pK., there is a mixture of the base catalyst 
and the conjugate acid of the base that is not involved in the reaction. At pH values lower 
than the pKa of the conjugate acid, the base i.s converted to the conjugate acid, and the pH de­
pendence of log(kobs) is linear with a positive slope of 1. The positive slope can be understood 
by examining Eq. 9.32, which shows a dependence upon [HO-J, which increases linearly 
while [HW] is remaining relatively constant. 
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Going Deeper 

Comparing the kinetic plots for specific- vs. general-acid-catalyzed reactions, it is a sim­
ple matter to determine which mechanism is active (compare Figures 9.7 and 9.9). When ex­
amining the pH dependence, we find a constant linear dependence for the specific catalysis, 
whereas general catalysis changes slope near the pKa of the acid or the conjugate acid of the 
base. The kinetic dependence upon acid or base is also very different. There is zero-order de­
pendence for specific catalysis, and a first-order dependence for general catalysis. 

A Model for General-Acid­
General-Base Catalysis 

the charges, and a reaction occurs where water acts as a 
general-base catalyst (reaction C). If the waters in reac­
tions Band Care replaced by functional groups, most of 
which are better acids and bases than water, we arrive 

General catalysis can be conveniently thought of as a logi­
cal extension of the effects that stabilize high energy inter­
mediates. Consider a molecu le X-Y that can undergo a 
heterolysis reaction (reaction A). When the reaction occurs 
in the absence of solvent, full point charges are created. 
With the addition of water, these charges become dis­
persed as the anion and cation are solvated, where solva­
tion of the anion is analogous to general-acid catalysis 
(reaction B). Addition of more water further disperses 

at the scenario given in reaction D. This reaction signifi­
cantly stabilizes the enthalpy of heterolysis, but there are 
too many simultaneous collisions, s uch that the entropy 
cost for this reaction is too severe. However, we discuss a t 
the end of this chapter that an enzyme places all the cata­
lytic groups (acids and bases) in the right place when the 
substrate is bound, allowing such a scenario to occur. 

X-Y 
A e 8 

- XY 
Water acting as a 
general·acid catalyst 

"-. 
H H 
:o + X-Y + 'o 

H H 
+ 

H, / Water acting as a general-base catalyst 

,0 H H 
H + :o + X- Y + 'o ___g__ 

H H 

General-base 
catalyst 

e 
B-H + 0-X 

H' 

General-acid 
catalyst 

9.3.3 A Kinetic Equivalency 

8 
+ Y-H + :A 

There is an interesting equivalency that arises from the analysis given above. To reit­
erate, the reason why the general-acid ([HA]) or general-base ([B]) catalyzed reactions had 
a negative or positive slope in Figure 9.9, above and below the pKas, respectively, can be 
understood from an analysis ofEqs. 9.28 and 9.32, respectively. The [HA] is controlled by the 
ratio [H30 +][A-] I K., and [B] is controlled by the ratio [HO-][HW] I Kb· Therefore, one really 
doesn't know whether a reaction involves HA or a combination of H30 + and A-, because 
Eqs. 9.27 and 9.28 are equivalent ways to express the kinetic equation for general-acid cataly­
sis. Similarly, for a base-catalyzed reaction, Eqs. 9.31 and 9.32 are equivalent. Therefore, a 
reaction that displays all the hallmarks of general-base catalysis could involve either B or 
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+ HA 

A. Exa mples of possible mechanisms involving the specifi c-acid-general-base-ca talyzed hydration of 
acetone (type-n mechanisms). These are kinetica lly equivalent to the mechanism given in Figu re 9.8 A 
(type-e mechanism). B. Examples of possible mechanisms involving the specifi c-base-general-acid­
ca talyzed hydration of acetone. These a re kinetica lly equi valent to the mecha ni sm given in Figure 9.8 B. 
Do not take these scenarios as the correct mechanisms for these hydration reactions, but consider them, 
ins tead, as simply possibilities highlighting our discussion. Equilibria prior to s low steps are assumed 
to be fa st. 

a combination of HO- and HW. The two possible mechanisms cannot be distinguished by a 
kinetic analysis. Examples of mechani sms that cannot be distinguished by pH and concen­
tration experiments are shown in Figure 9.10. With acid catalysis, the standard general ca ta­
lyzed path has been termed the type-e mechanism, while the kinetically equivalent combi­
nation of specific and general ca talysis is called the type-n mechanism. In summary: 

• A general-acid-catalyzed reaction is kinetically equivalent to a reaction that u ses a 
specific acid and a general base in steps prior to or at the rate-determining s tep. 

• A general-base-catalyzed reaction is kinetically equiva lent to a reaction that uses a 
specific base and a general acid in steps prior to or at the rate-determining step. 

9.3.4 Concerted or Sequential General-Acid-General-Base Catalysis 

Sometimes both a general-acid and a general-base catalys t are required for a reaction . 
This is often the case with enzymes. In the following reaction scenario (Eq. 9.34) an acid HA 
and a base B are involved in the mechanism to make an intermediate that then forms the 
product and regenerates the two ca talysts. Now both [HA] and [B] are present in the kinetic 
expression (Eq. 9.35). The kobs rate constant would equal k[HA][B] . This means that the rate 
dependence upon pH is a combination of that observed for general-acid and general-base 
catalysis. Imagine combining the plots shown in Figures 9.9 C and D; a bell-shaped plot 
would result. The largest kob• is found at a pH where the product of the concentrations of HA 
and B is at a maximum (Figure 9.11). 

R + HA + B 
Slow Fast 

d[P] = k[R][HA][B] 
dt 

P + HA + B (Eq. 9.34) 

(Eq. 9.35) 
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General-acid catalysis 
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Figure 9.11 
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General-base catalysis 
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A bell-shaped pH vs. rate constant profile is found when genera l-acid­
and genera l-base-ca talyzed processes are both in volved in a mechanism 
prior to or at the rate-determining step. 

9.3.5 The Bmnsted Catalysis Law and Its Ramifications 

Since general-acid or general-base catalysis arises when the acid or base reacts in the 
rate-determining step, the rates of these reactions should depend upon the intrinsic reactiv­
ity of the acid and base being used as the catalyst. In other words, the k obs values used in Eqs. 
9.29 and 9.33 not only depend upon the concentrations of the catalysts, but also upon thei r 
struchtre. For example, it makes good sense that a general-acid-catalyzed reaction should 
have a larger k obs when a stronger acid is used, because stronger acids would more easily do­
nate their protons in the rate-determining step. Similarly, stronger bases should give larger 
k obs values in general-base-catalyzed reactions. This analysis of rate constan ts is generally 
true, but when dealing with rates we must also take into account pH effects (see Exercise 3 at 
the end of the chapter). 

A Linear Free Energy Relationship 

The reasoning above tells us that there should be a relationship between the structure of 
the general-acid or general-base catalyst and the rate constant for the reaction. This means 
that a structure-activity relationship should exist, and a linear free energy relationship 
(LFER) may be operating (see Sections 8.3-8.6 for analyses of many other LFERs). Indeed, 
an LFER is often found for general catalysis, and the LFER is given by Eq. 9.36 and Eq. 9.37, 
both referred to as the Bmnsted catalysis l~w. We briefly inh·oduced these LFERs in Section 
8.5.3. Eq. 9.36 tells us that the log(k) for a general-acid-catalyzed reaction is linearly depen­
dent upon the pK. of the general acid with a proportionality constant a. The negative sign in 
Eq. 9.36 reflects the fact that as the pK. of the acid gets larget~ the rate becomes smaller be­
cause the acid is weaker. The value of a gives the sensitivity of the reaction to the strength of 
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the acid (see the reasoning below). Similarly, Eq. 9.37 tells us that the log(k) for a general­
base-catalyzed reaction is linearly dependent upon the pKa of the conjugate acid of the gen­
eral base with a sensitivity constant (J. As the pKa of the conjugate acid becomes larger, the 
base becomes stronger, and the rate constant increases. The C and C' values are simply inter­
cepts of the plots, and have no physical significance. These equations relate pK. to k, not to 
the kobs that includes the concentration of the catalyst. 

log(k) = -apKa + C 

(general-acid catalysis) 

log(k) = {3 pKa + C' 
(general-base catalysis) 

(Eg. 9.36) 

(Eg. 9.37) 

Using the terminology defined in Chapter 8 to discuss linear free energy relationships, 
the pK. values are the substituent constants and the a and(J values are the sensitivity or reac­
tion constants. These parameters are analogous to the <Jand p values, respectively, for Ham­
mett plots. All substituent constants are defined by some reference reaction. For example, 
the <Jvalues of Hammett plots are defined by the ionization of various benzoic acids relative 
to benzoic acid itself. In the Bmnsted analysis, the substituent constants are defined by the 
ability of each acid to protonate water (Eq. 5.5). 

Let's set the fow1dation for the two Bmnsted LFERs by establishing their relationship to 
free energies. Only the acid relationship is analyzed here, but the base dependence has an 
identical foundation. The free energy associated with the acidity of any acidHA is set by the 
free-energy difference between the conjugate base plus hydronium ion and the protonated 
acid-that is, ~Go= GA-0 + GHp +0

- GH A 0
. It is reasonable to assume that the structural and 

electronic factors that lead to free-energy differences among acids for donating a proton to 
water will lead to a proportional difference in the free energies of activation for proton trans­
fer from each acid to any reactant other than water. If this assumption is valid, the activation 
energy for proton transfer from any acid catalyst n, ~G,*, will be proportional to ~G,0 . Thus, 
Eq. 9.38 may be used if two acids (1 and n) are compared. This is the general form for a linear 
free energy relationship as given in Section 8.5. 

(Eq. 9.38) 

Using the relationship,-~Go = 2.303RT1og K, and the Eyringequation,-~G* = 2.303 (RTlog 
k - RT log k6T/h), gives Eg. 9.39. 

(Eq. 9.39) 

Because HA1 is the reference acid to which all evaluated general-acid catalysts are com­
pared, log k1 and log K1 act as constants, leading to the Bremsted law (Eg. 9.36). 

The Meaning of a and P 
The magnitude of a or (J gives mechanistic insight into general-acid- and general-base­

catalyzed reactions, respectively. In particular, these reaction-specific constants reflect the 
extent of proton transfer in the transition state of the rate-determining step. Let's examine 
why this is so by analyzing the a values for a hypothetical general-acid-catalyzed reaction. If 
a = 1, then the full difference in pK. values between the various acids used in the reaction is 
reflected in the rate. In other words, for a one-unit pKa change in acid strength between two 
acids, there is a 10-fold difference in the rate constants for catalysis by these two acids. This 
can most logically occur when the acid has completely performed the proton transfer to 
the reactant at the transition state, because the pKa values themselves are defined by a com­
plete proton transfer by the acid to water. In the other extreme, if a = 0, there is no sensitiv-
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ity to the strength of the acid. In this case, the acid must not be donating its proton at all 
in the rate-determining step. Hence, a values between 0 and 1 reveal intermediate extents 
of proton transfer at the transition s tate, from no proton transfer to full proton transfer. 
Similarly, a f3 value of 1 means that the base has completely deprotonated the reactant at 
the transition state, and a f3 value of 0 means there is no deprotonation of the reactant in 
the rate-determining step, with intermediate values of f3 reflecting intermediate ex tents of 
deprotonation. 

We can reach the same conclusion by ana lyzing Eq. 9.38. Here, a tells how much of the 
thermodyn amic difference between the strengths of the acids is reflected in the difference in 
the stabilities of the transition sta tes derived from the two acids. The difference in the transi­
tion sta te structures must be the extent to which the proton has been transferred, and hence 
the Bnmsted coefficient may be viewed as the extent of proton transfer in the ac ti vated 
complex. 

Negative Bmnsted coefficients should not be possible, because this would imply that in­
creasing acid strength results in a decrease in catalytic activity, which violates the idea of 
acid catalysis as a proton transfer phenomenon. Likewise, coefficients greater than unity are 
rare, because this necessitates that log k increases faster than log Ka within a reaction series. 
When such behavior is seen, it simply implies that the reaction under study is actually more 
sensitive to the proton donor ability of the acid th an is the protonation of water. The Going 
Deeper highlight on the next page gives a few examples of anomalous Bronsted values. 

There is an informative extension of the Bmnsted catalysis law that a !lows one to further 
analyze the structural differences between two transi tion states. Since the proton transfer at 
the transition state is intermediate between the amount of proton transfer in the reactants 
and products, a structura l difference between two acids will lead to a difference in transition 
state free energies (.!l.!lG*) as given in Eq. 9 .40. Here, .!l.!lGb 0 and .!l.!lGa o are the differences in 
the standard free energy of the conjuga te bases and acid s, respectively, that result from struc­
tural changes within the acids. Eq. 9.40 is known as the Leffler equation. It tells us that the 
difference between the free energies of activation for two acid-base reactions is proportional 
to the difference in stability of the two conjuga te bases minus the difference in stabiliti es of 
their acids, modul ated by the sensi ti vity parameter a in the manner shown. 

(Eq. 9.40) 

a + P = l 

When Bmnsted rela tionships are applied to the forward and reverse steps of an equilib­
rium, a further restriction may be given to the coefficients. For a simple equilibrium, such as 
that given in Eq. 9.41, microscopic reversibility requires that the Bmnsted relationship ap­
plies to both the forward (let' s say acid-catalyzed) and reverse (there fore, base-cata lyzed) 
steps. Rearranging Eqs. 9.36 and 9.37 to the form common to all linear free energy relation­
ships and rea lizing that Kb = 1/ Ka, gives Eqs. 9.42 and 9.43 (where the subscripted quantities 
refer to a reference acid A and it conjuga te base B). Combining these equa tions results in Eq. 
9 .44. Since any equiJ ibri um constant is the ratio of the forward and reverse rate constants, the 
only way for Eq. 9.44 to be sa ti sfied is if a+ f3 = 1. Therefore, this equation allows one to mea­
sure an a value for the forward reaction and solve for the {3-value of the reverse reaction. 

A 
kA acid 

k8 base 
B 

( 
kA ) ( KA ) logkAo =a logKAo 

(Eq. 9.41) 

(Eq. 9.42) 

(Eq. 9.43) 



Going Deeper 

Anomalous Bmnsted Values 

Deprotonation of acidic carbon atoms adjacent to groups 
capable of stabi lizing the resulting carbanion through res­
onance stabilization often leads to odd Bmnsted sensi­
tivity parameters. In particular, when reactions of these 
so-called pseudo-acids are analyzed via a Brems ted plot, 
a values greater than one or less than zero can resu lt. This 
is due to what is called an imbalanced transition state. In 
such a system, charge delocalization into the stabilizing 
group Jags behind the deprotonation, causing the nega­
tive charge in the transition state to accumulate on the car­
bon rather than being delocalized into then acceptor. This 
makes the rate constant for deprotonation more sensitive 
to s tructural changes than the thermodynamics of fu ll 
deprotonation, because the developing anion is not "feel­
ing" the stabilization that it achieves after full deprotona­
tion. This can happen if the carbon acid is still primarily 
sp3 hybridized at the transition state for deprotonation, 
and the rehybridization to sp2 (allowing delocalization) 
primarily occurs after the transition state. This results in a 
profound disparity in the charge distribution of the transi­
tion state and the resulting resonance stabi lized, delocal­
ized carbanion. 

0 
A lot of negative charge build-up 

B: li on the carbon in the transition 
\ state for deprotonation 

~. / Very little negative charge 
\/./ / build-up on the oxygen in the 

8e~0 transition state for deprotonation 

gG 

N itroalkane substrates, for example, are quite sus­
ceptible to this phenomenon, and odd a values for such 

( ~: ) 
( ~:: ) = 

i.e., a + f3 = 1 

Deviations from Linearity 
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substrates are termed nitroalkane anomalies. A study 
by Kresge on th e deprotonation of simple nitroalkanes 
revealed a Bre nsted a value of-0.5. The acidity of the 
nitroalkanes follows the order 2-nitropropane > nitro­
ethane > nitromethane, while the rate constants for 
deprotonation foll ow the reverse order. The trend in the 
thermodynamic acidities is explained by hyperconjuga­
tive stabilization of the carbanion resonance structu re 
with a C = N double bond. More substitution stabilizes 
double bonds in the anion, and hence makes the nitro­
alka ne more acidic. However, the rate constants do not 
follow this trend because the Jag in charge delocalization 
into the nitro group leads to little C = N character at the 
transi tion state. In fac t, the inductive electron donating 
effec t of the alky l group(s) on the localized negative 
charge exacerbates the destabilization of the activated 
complex. These processes of delayed resonance stabiliza­
tion have been described and quantified by Bernasconi, 
and ca lled the principle of non-perfect synchronization. 

H ·. e 
e .. .....o 

o r N-
R e"'o 
""' lie 

A-group substitution destabilizes the creation 
of negative charge on the carbon in the transition 
state, yet stabilizes the final double bond 

Kresge, A.j. "The Nitro Alkane Anomaly." Can./. Cilem., 52,1897 (1974). 
Bernasconi, C. F. "The Pri nciple of Non-Perfect Synchronization." Adv. 
Pllys. Org Cltem., 27, 11 0-238 (1992). 

(Eq. 9.44) 

The rate of an acid-catalyzed reaction cannot continue to increase according to Eq. 9.36 
indefinitely. As the acid increases in strength, the rate will increase only until the proton 
transfer process begins to approach the diffusion controlled limit. At that point, each acid 
catalyst encounter with reactant leads to a productive proton transfer, either coupled with 
another reaction or not. The proton transfer ra te can no longer increase proportionally with 
the introduction of stronger acid catalysts, and a will therefore approach zero (Figure 9.12). 
Bmnsted plots constructed using such acids will show curvature as the acid catalyst strength 
increases, then plateau at a = 0. This reasoning implies that the Bmnsted coefficient must ac­
tually change regularly between the values of zero and one, and cannot really provide a lin-
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Figure 9.12 
The ra te of a proton transfer ultimately reaches 
a di ffusion controlled plateau. 

Diffusion controlled 
proton transfer 

/ 

\ 

Slope = - a 
/ 

Br0nsted behavior 
found 

ear free energy relationship. Eqs. 9.36 and 9.37 are thus valid only over a limited range of ca t­
alyst p K. values. 

Di ffusion controlled rates are expected for m ost proton transfers between certain acids 
and bases in water. As long as the pK. of the conjugate acid of the proton acceptor B- is 
greater than that of the donor HA by two or more unjts, the reaction is normally found to be 
di ffusion controlled, and the rate becomes independent of the donor strength . When the pK. 
of the conjuga te acid of the acceptor drops below that of the donor, the forward reaction is 
endothermic, and hence the reverse reaction becomes d iffusion con trolled (proton transfer 
from BH+ to A-). We exa mine further the dynamics of proton transfers below. 

9.3.6 Predicting General-Acid or General-Base Catalysis 

The Libido Rule 

When is general-acid or general-base ca talysis feasible? As with any reaction, the driv­
ing force is the free-energy change, and for an acid- base reaction it is the free energy of the 
proton transfer reaction. The free energy of the transfer is determined by the relative pK. va l­
ues of the acid and the conjugate acid of the reactant I substrate that is accepting the proton. 
When the pK. of the conjugate acid of the reactant / substrate is above that of the acid cata­
lyst, the free energy for proton transfer w ill be nega tive and the reaction will spontaneously 
occur. In analyzing reaction rates we m ust consider activation energies, and this leads to 
what is known as the libido rule: 

General-acid or general-base catalysis will occur when a thermodynmnically unfavorable 
proton transfer in the ground state is converted to a thermodynamically favorable transfer 
in the transition state. 

H ence, if the substrate becom es more basic along the reaction coordinate of the rate­
determ ining s tep and ul timately leads to a thermodynamically favorable proton transfer 
from a coordinated acid, general catalysis will occur. The proton transfer is therm odynami­
cally viable only during the rate-determining step. This means that the pK. of a genera l-acid 
ca talyst must be between the pK. values of a fully protonated reactant and the protonated 
product, with the assumption that the pK. of the transition state and product are similar (Eq. 
9.45). A similar sta tement can be m ade for a general-base-catalyzed reaction. 

-
The pKa of HA 
must be above 

and below 

in order for the proton 
transfer to be thermodynamically favorable 
during nucleophilic attack by water 

(Eq. 9.45) 
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Potential Energy Surfaces Dictate General or Specific Catalysis 

Figure 9.13 depicts reaction coordinate diagrams for different mechanisms. Assume 
tha t each of these reactions involves a nucleophilic addition (e.g. to a carbonyl or acyl group) 
and a proton transfer. We will examine several such reactions in Chapter 10. 

One of the important mechanis tic considerations involved in addition and addition­
elimination reactions of carbonyl compounds is the precise sequence of events. In particulm~ 
a major focus is on whether specific or general catalysis is involved in these reactions. In 
Chapter 10 we w ill consistently state whether the reactions are subject to general or specific 
catalysis. Let's examine the factors under which these various mechanisms operate. Figure 
9.13 A sh ows a two-step process involving nucleophilic addition followed by protonation. 
The first step is rate-determining. The acid is not part of the kinetic equ ation, and therefore 
there is no acid catalysis of any kind, specific or general. This rnechani sm occurs for strong 
nucleophiles. As we will see in Chapter 10, the addition of cyanide to an aldehyde is one 
example. 

When the nucleophile is not as good (Figure 9.13 B), k_1 is comparable to or larger than 
k2[HA], and the acid does enter the kinetic equation. We now have acid catalysis, and it is 
general-acid ca talysis because proton a tion is involved in the rate-determining s tep. This 
particular scenario is called enforced catalysis, because the short life time of the interme­
diate requires that the acid trap it in order for the product to be formed. In other cases, the 
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Reaction coordinate d iagrams for various carbonyl add ition possibilities. The s teps defined as 1, -1, and 2 
are designated by rate constants (k., ) for these b ar riers, and are referred to in the tex t. Remember that a 
larger barrier is associated with a smaller k. A. The ra te-determining addition of a nucleophile followed by 
protonation. No acid ca talysis is observed . B. When protonation is rate-limiting, we have enforced genera l­
acid ca talysis. C. Protonation simultaneous wi th nucleophi lic attack also gives general-acid catalysis. 
D . Specific-acid catalysis results when nucleophilic a ttack ca nnot occur without full protonation of the 
reac tant. 

B. 

D. 
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intermediate has no lifetime, and protonation is required simultaneously with nucleophilic 
attack, as in Figure 9.13 C. General-acid catalysis is again found. This is called concerted pro­
ton transfer. Finally, when the electrophile is so poor that it does not react without full prior 
protonation by the acid, we switch to specific-acid catalysis (Figure 9.13 D). In practice, all 
these alternatives can be found for addition to carbonyl compounds. The mechanism that 
dominates depends upon the reactivity of the nucleophile, the carbonyl compound, and the 
nature of the nro ton donor. 

9.3.7 The Dynamics of Proton Transfers 

Now that we have examined various forms of acid-base catalysis, and we have looked 
at how the thermodynamics of proton transfer are related to the kinetics via the Brems ted ca­
talysis law, let's examine the mechanisms and rates of proton transfer in more detail. The 
transfer of a proton from an acid to a base is one of the simplest of all chemical reactions, and 
yet, even this reaction has been found to have several subtle mechanistic twists. The rate of 
the reaction generally depends upon the driving force (the thermodynamics) of the reaction, 
but there are cases where intrinsic barriers exist, making even very exothermic reactions 
slower than one might expect. 

Proton transfers can be considered to occur in three stages (Eq 9.46). First, the acid and 
base diffuse together to form a hydrogen bond. Next, proton transfer occurs via a transition 
state with a bridging hydrogen between the acid and the base, forming a new complex with 
a hydrogen bond. Lastly, the new hydrogen bond complex mus t dissociate and diffuse 
apart. 

A-H + B0 A-H Be 

A-H Be - (A6~ H B 88 )t- Ae H-B 

Ae H-B Ae + H-B 

Diffusion together 

Proton transfer 

Diffusion apart 

(Eq. 9.46) 

The rates of diffusion were covered in Section 3.1.4. They are related to the radii of the 
diffusing species, in this case the acid and the base, and their diffusion coefficients. How­
ever, when charged entities are involved, an electrostatic term is incorporated that greatly 
increases the rate of diffusion together of oppositely charged molecules. As such, proton 
transfer rates between oppositely charged acids and bases are significantly greater than for 
neutrals. 

In general, proton transfers to hydroxide from oxygen and nitrogen acids whose 
strengths are greater than water are diffusion controlled. Similarly, proton transfers from hy­
dronium ion to oxygen and nitrogen bases whose base strengths are greater than water are 
diffusion controlled. 

Marcus Analysis 

The simple three-step process for understanding a proton transfer can be used to model 
these reactions using method s developed by Marcus (see Section 7.7.1). We focus solely 
upon achieving the trans ition state here, although the heat of reaction has also been modeled 
using this approach. The energy required for the reactants and products to diffuse together 
and apart, respectively, are referred to as the work functions Wr and wP (Figure 9.14). Using 
this concept, the total free energy of activation is the sum of ~G 1/ (the barrier to the proton 
transfer step) and Wr. Using the Marcus method for calculating activation energies produces 
Eq. 9.47. As expected for a Marcus-type treatment, we find that the activation free energy is 
related to the free energy change that drives the reaction (~GR") and to a solvent reorganiza­
tion term A.. Interestingl y, ~GR0 is not the standard free energy change of the reaction, but in­
stead differs from this by the difference in the work required to bring together the reactants 
and to separate the products. The solvent reorganization term i!. is related to the charges on 
the reactants and products. Plotting this equation as a function of LlGRo for a series of simil ar 
acid-base reactions results in a parabolic curve, meaning that the activation free energy does 
not linearly correlate with the reaction free energy change. 
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Figure 9.14 
The energy surface for a proton transfer is treated as having 
three components. One work term is related to bringing 
together the acid and the base, forming a hydrogen bond 
complex. One term is the activation barrier, and the last 
work term is for the dissociation of the hydrogen bond 
complex with product. 

(Eq. 9.47) 

A parabolic dependence of activation free energy on the reaction free energy is inconsis­
tent with the Bronsted catalysis law, even when taking into account rates of proton transfer 
that are approaching diffusion control (Figure 9.12). We focused upon this LFER because ex­
perimentally one often finds a linear relationship between the rate constant and the strength 
of the acid or base for acid-base reactions. The inconsistency between the Bnmsted laws 
(either Eq. 9.36 or 9.37) and the Marcus analysis (Eq. 9.47) can be resolved by realizing that 
the Bremsted plots for most acid-base reactions are experimentally evaluated over a fairly 
narrow pKa range, corresponding to a regime where the Marcus analysis gives only a slight 
curvature. 

9.4 Enzymatic Catalysis 

The masters of catalysis are enzymes. Enzymes are biomolecules typically based on proteins 
and often associated with small organic molecules or metal ions known as cofactors. In re­
cent years it has become clear that RNA molecules can also catalyze important reactions, 
and such catalytic RNA molecules are referred to as ribozymes. Our focus here, however, 
wi ll be on the more well known, protein-based enzymes, which mediate the overwhelming 
majority of biochemical transformations. These are nature's catalysts, and they can be in­
credibly efficient. As just one example, the hydrolysis of a phosphoester such as that used to 
link nucleotides together in DNA is estimated to have a half-life of hundreds of millions of 
years in water at neutral pH. Yet, the enzyme staphylococcal nuclease can catalyze this hy­
drolysis reaction with a half-life of a few minutes. Since this is a physical organic textbook, 
not a biochemistry textbook, we do not look at the structures of enzymes and how they are 
formed. Instead, we simply focus upon the mechanisms and kinetics of enzymatic catalysis. 

While some details of how enzymes achieve such enormous rate enhancements are still 
being debated, and this debate is likely to continue for some time, one thing is for sure-en­
zymes are not magical. Their catalysis is achieved using the same principles of reactivity dis­
cussed in this chapter and elsewhere in this text. In a global sense, enzymatic catalysis arises 
from supramolecular and molecular recognition interactions. Here, again, binding of the 
transition state better than the ground state is the unifying principle. Hence, the following 
discussion nicely ties together Chapter 4 with concepts we have introduced over the last few 
chapters. We begin with the classic picture of enzyme kinetics. While some enzyme systems 
require more complex kinetic analyses, the vast majority of enzymes can be modeled with 
this scheme (for more complex scenarios, see the Further Reading at the end of this chapter) . 

9.4.1 Michaelis-Menten Kinetics 

The simplest model for any catalytic reaction is the one most commonly used for en­
zymes-the Michaelis-Menten kinetic model. As previously shown in Figure 9.3, the sub-
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strate (S) and the catalyst (E, for enzyme) are in a reversible equilibrium with a non-covalent, 
enzyme- substrate complex, E:S. Once the complex is formed, a rate-determining step con­
verts the substrate to the product, in the form of an analogous enzyme-product complex. 
Then, the product dissociates from the catalyst, setting up another equilibrium. The general 
picture of Figure 9.3 can be expressed equivalently as in Eq. 9.48, if chemical transformation 
of substrate to product is rate-determining (any steps past this step will not be evident in 
the kinetics). When association of the catalyst with the substrate or release of the product 
from the catalyst is rate-determining, the mathematical development we present here will 
be incorrect. 

E + S k
1 

E:S ~ E:P == E + P 
k_l 

(Eq. 9.48) 

Since the second step here is rate-determining, the rate of this reaction will be as given in 
Eq. 9.49. Using the steady state approximation for [E:S] gives Eq. 9.50, where we let [E] equal 
to [E]o- [E:S] and [E]o is the total concentration of enzyme. Solving for [E:S] and substituting 
the solution in Eq. 9.49 gives Eq. 9.51. Now, KM is defined as (kcat + k_1) / k1 and is called the 
Michaelis constant, which leads to Eq. 9.52, which is called the Michaelis-Menten equa­
tion. This equation pred icts a kinetic scenario that will show saturation behavior when 
[S] > > KM· Under this condition, the rate of the reaction is equal to kca1[E]0 , which is called the 
maximum velocity (V max>· It is the fastest that the catalytic reaction can occur, because all the 
catalyst has been converted to the catalyst-substrate complex (E:S). The catalyst / enzyme is 
considered to be saturated with the substrate. 

d[P] 
dt = kcat[E:S] (Eq. 9.49) 

d[E:S] 
----;It = k1 ([E]0 - [E:S])[S] - k_l [E:S] - kcat[E:S] = 0 (Eq. 9.50) 

d[P] klkcat[E]0 [S] 

dt k_1 + kcat + k1[S] 
(Eq. 9.51) 

d[P] kcat[E]o[S] 

dt [S] + KM 
(Eq. 9.52) 

There are several ways to measure k cat and KM, which we leave to a textbook devoted to 
biochemistry. Here, we want to understand the meaning of these constants, so that the stu­
dent can easily read about enzyme kinetics, and also apply the notions to other forms of 
catalysis. 

9.4.2 The Meaning of KM, k cau and k ca/KM 

The meaning of kcat is the easiest to understand. This is the rate constant for the conver­
sion of the substrate to the product within the active site of the catalyst, and is often called the 
turnover number. Note that it is a unimolecular rate constant, with units of s-1

. All the fac­
tors that we have examined in this chapter that can impart transition state stabilization will 
influence kca1-namely, proximity, acid- base catalysis, electrostatic considerations, covalent 
catalysis, and the relief of strain. This rate constant is for the " chemical" step of catalysis, and 
it is thus the focus of efforts to interpret transition state binding relative to the substrate bind­
ing. Note that the scheme in Eq. 9.48 is for a simple, single-step conversion . As in other 
kinetic analyses, if multiple chemical steps are involved in converting the substrate to the 
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product, the experimental kinetics can still be treated by a Michaelis-Menten scheme, but 
the derived kcat will be a composite of all these steps, and is thus not amenable to easy mecha­
nistic interpretation. 

The meaning of the Michaelis constant (KM) is more complex. There are two extremes. 
When k_1 > > kent' then KM = k_1 I k1, which is the dissociation constant (Kd) for the enzyme­
substrate complex (see Section4.1.1 for a discussion of dissociation constants). Many people 
therefore just consider the KM value to be indicative of an apparent dissociation constant. Un­
der these circumstances, KM can provide insights into how good a receptor the catalyst is. A 
smaller KM value means a better receptor. Note that in such scenarios, KM reflects a physical 
process (binding) rather than a chemical transformation. 

Under what circumstances would we expect KM to be interpretable as Kd? Actually, this 
occurs when the catalyst is not particularly good. That is, if k_1 > > kc3 1, the catalytic rate pro­
cess is much slower than the off-rate associated with substrate binding. This is common for 
synthetic catalysts or "enzyme mimics" developed by chemists, but it is not true for many 
natural enzymes that have evolved to be very efficient (see Section 9.4.4). 

The other extreme occurs when kcat >> k_1• Now KM approaches kcatl k11 which is simply 
the ratio of the second to first rate constants in the sequence of steps in the reaction. Now KM 
does not resemble the dissociation constant for the catalyst-substrate complex at all. The im­
portant point is that this is the situation for a very good catalyst. 

The other very important value is the ratio of kcat to KM, called the specificity constant. 
When the substrate is in very low concentrations (KM > > [S]), Eq. 9.52 reduces to Eq. 9.53. 
Here, [Elo has been set equal to [E] because there is so little substrate that the total amount 
of enzyme is essentially the same as the amount of enzyme free in solution. The reaction 
appears to be second order, first order in both enzyme and substrate, where the apparent 
second order rate constant is kcatl KM. 

d[P] 
dt (Eq. 9.53) 

The usefulness of kcot I KM is in comparing competing substrates. One way to see this is to 
let KM equal Kd, even though we know this is not strictly true. Since Kd = 1 I K. (where K. is 
the association constant for the catalyst and the substrate), the ratio kcatl KM is related to 
kcatK •. Thus, the specificity constant has a component related to how well the catalyst binds 
the substrate and how well the catalyst turns over the substrate to product. When compar­
ing two substrates, we would like to know about both binding and catalysis. Increasing ei­
ther should make a substra te more favorable for catalytic conversion by the enzyme. Often, 
however, it is difficult to measure kcat and K. separately. The specificity constant gives us one 
number that combines both. 

9.4.3 Enzyme Active Sites 

Enzymes are often very large molecules-much larger than the catalysts developed by 
chemists. However, the binding of the substrates and the catalytic transformation generally 
occur within a relatively small region of the enzyme called the active site. Often, active sites 
are associated with clefts or pockets of the enzyme. Let's look at just one enzyme to show 
how the principles of catalysis discussed in this chapter are put to use at an active site. We 
will look at several enzyme mechanisms in the next chapter, so this is just the first of many 
analyses. 

The enzyme Ricin A is a potent cytotoxin isolated from seeds of the castor plant. It was 
used as a poison by the former Soviet Union's intelligence agency, the KGB, because it is 
essentially undetectable when administered. The enzyme attacks ribosomes, hydrolyzing 
the N-glycoside linkage of specific adenosine nucleotides in oligonucleotides. Figure 9.15 
shows a model of the active site with a bound oligonucleotide based on crystal structures of 
the enzyme with substrate analogs. Multiple molecular recognition interactions hold the 
substrate in place for the stabilization of transition states and high energy intermediates. 
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A. B. 

lee QN o I 

Figure 9.15 
A. The enzyme Ricin A with a bound oligonucleotide (CGAGAG) modeled a t the acti ve site. B. Interactions 
involving Arg-180 and Glu-177 are noted. Monzingo, A. F., and Robertus, J.D. "X-ray Analysis of Substrate 
Analogs in the Ricin A-chain Active Site." f. Mol. Bioi., 227, 1136-1145 (1992). 

Figure 9.16 shows the proposed mechanism for the reaction catalyzed by Ricin A. The 
carboxylate from glutamate-177 ion pairs with the oxocarbenium ion created by the depar­
ture of the purine base, thereby stabilizing the transition state for the departure of this leav­
ing group. Simultaneously, the leaving group is either protonated or ion paired with a neigh­
boring guanidinium group from arginine-180. This further stabilizes the transition state for 
leaving group departure. A water that is held at the active site by hydrogen bonding to the 
same arginine and glutamate side chains then acts as a nucleophile in the second step . The 
nucleophilicity of the water is enhanced by general-base ca talysis, as shown in the figure. 

Figure 9.16 
The proposed mechanism of depurination catalyzed by Ricin A. In the first step the leaving group departure 
is enhanced by ion pairing between the carboxylate anion of Glu177 and the oxocarbenium ion intermediate, 
as well as protonation of the leaving group. In the second step a water is delivered to the oxocarbenium ion 
using general-base catalysis. 
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The general base could be either the carboxylate, or the newly created guanidine base (wear­
bitrarily show the carboxylate). We show full deprotonation of the guanidinium by the ade­
nine leaving group, although in reality only an ion pair may form. The pKa of adenine is 9, 
while that of guanidinium is around 12, so unless these pKa values are significantly per­
turbed by their microenvironment (a definite possibility), only an ion pair will form. The ad­
en ine base produced is protonated at N-3, but this proton would quickly tautomerize to the 
more stable protonationsite ofN-9. After loss of the adenine and the depurinated nucleotide 
from the enzyme active site, proton transfer and binding of another water molecule is all that 
is required to regenerate the catalyst for the next substrate molecule. This brieflook at one 
enzyme should impress upon you the considerable sophistication of nature's catalysts. 

9.4.4 [S] vs. KM-Reaction Coordinate Diagrams 

Let's tie together many of the thermodynamic concepts presented in this textbook to un­
derstand how an enzyme can improve. In other words, if there is evolutionary pressure on 
an organism to optimize a particular chemical pathway for surviva l, how could the enzyme 
that catalyzes that pathway become better at catalysis? The simple answer is to continue to 
increase the difference in binding between the transition state and the substrate. There is a 
limit to this, however, because the transition state does resemble the reactant. The enzyme 
must still bind the ground s tate in order to sequester its substrate from the cellular medium. 
Hence, the enzyme must effectively bind the substrate but still bind the transition state bet­
ter. Recall from Section 4.1.1 that the extent to which a receptor binds a substrate depends 
upon both the Kd and the concentration of substrate. To maximize efficiency, an enzyme will 
adjust Kd in response to the natural concentration of the subs tra te. In particular, we expect Kd 
to be comparable to the substrate's physiological concentration, assuring a significant frac­
tion will be bound. If Kd is much larger than the natural concentration of substrate, very little 
substrate will be bound at the active site. On the other hand, a very small Kd value implies 
binding "overkill"; there is no need to add more binding energy if the enzyme active site is 
already fully occupied, and very tight substrate binding makes it that much harder to bind 
the transition state even more tightly. How an enzyme can sti ll efficiently bind the substrate 
but optimize preferential binding of the transition state is best unders tood by an analysis of 
reaction coordinate diagrams. 

Examine Figure 9.2 once again . These are tiC0 diagrams, which means they reflect the 
relative energies of the various components in the reaction when present a t one molar con­
centrations (see Section 3.1.5). For Figure 9.2 B the binding constants would be less than 
1 M- 1

, making Kd > 1M. The catalyst is therefore a terrible receptor, and would require a sub­
strate near] Min concentration to efficiently sequester it (refer to Section 4.1.1 if you are n ot 
sure why this is). Many natural substrates are at fLM or lower concentrations for common en­
zymatic reactions. Hence, the Kd or KM values range from around lQ-3 to lQ- 6 M for most en­
zymes, making enzymes good receptors for their substrates. With values such as these, all 
tiC 0 reaction coordinate diagrams for enzymes should be drawn as in Figures 9.2 A, C, and 
D , indicating that the enzyme would be sa turated if the substrate were 1M. However, dia­
grams such as Figure 9.2 are difficult to use to see how an enzyme might evolve to optimize 
catalysis. Therefore, we define a new standard state for the analysis (tiC*), just as we showed 
can be done in Section4.l.l. The new standard state is the natural abundance concentration 
of the substrate. For purposes of this analysis, let's say the concentration of a substrate for a 
particular enzymatic reaction is consistently maintained near 1 fLM by a cell. Now examine 
Figure 9.17, where tiC* diagrams are shown. 

Figure 9.17 A represents [S] > Kd (when KM and Kd are similar, we can use KMhere). This 
requires that the substrate drop in energy on binding to the enzyme, compared to its value in 
free solution, and so the substrate has to climb out of a well to reach the transition state. We 
can consider Figure 9.17 A as our starting point, and we want the enzyme to evolve into a 
more effective ca talyst. The addition of another binding interaction that is equal in strength 
for both the substrate and the transition state (called a uniform binding change) does noth­
ing to decrease the barrier associated with kcau and thus it does nothing to accelerate the reac­
tion. An additional binding interaction that operates on the transition state but 110t on the 
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How an enzyme (or potentially any ca ta lyst) can improve. A. When [S] > Kd, there is only one way to 
improve catalysis-focus more binding on the transition state relative to the ground sta te. Uniform binding 
drops the transi tion state energy level a to b, and the E:S complex the same amount, from d to e. Differential 
bind ing drops the transition state more, a to c, while the E:S com plex either remains the same or drops 
less than the transition state. B. When [S] < Kd, there are two ways to improve cata lysis-namely, focus 
binding upon both the ground state and transition state, or the transition state alone. Uniform binding 
of the transition sta te and the E:S complex (a to band c to d, respectively) will give improved catalysis. 
Differentia l binding that drops the transition state from energy level a to b, while keeping the E:S complex 
at c a lso gives improved catalysis. 
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substrate (a differential binding change) necessarily improves catalysis. The differential 
binding need not be perfect; if there is some improved binding of substrate but a larger im­
provement in binding the transition state, the same effect will be seen. Hence, when [S] > Kct, 
an improvement in catalysis (i.e., an increase in kcatl KM) can only occur when additional 
binding interactions occur in the transition state. 

Figure 9.17 B represents [S] < Kct. Again, a differential binding change favoring the tran­
sition state will improve catalysis. In addition, though, now a uniform binding change will 
improve catalysis. This occurs because, in this concentration regime, improving Kct will in­
crease the concentration of the E:S complex significantly, thereby aiding catalysis. A series of 
uniform binding changes will improve catalysis until the binding of the substrate has be­
come so good that Kct becomes lower than the natural [S]. Then, we return to the scenario de­
picted in Figure 9.17 A. 

We find experimentally that many enzymes have KM values nearly equal to or slightly 
greate r than the natural concentration of their substrates. Often binding is just strong 
enough to have a high fraction of the E:S complex present at equilibrium. 

The fastest that any catalyst can operate is at diffusion control. Bimolecular diffusion 
rates in water at conventional temperatures are in the range of 108 to 109 M-1 s-1

. We conclude 
that any enzyme that has a k cat / KM value in the range of 108 to 109 M-1 s-1

, and a KM > [S], can­
not get any bette r. These are called perfect enzymes. Carbonic anhydrase and triosephos­
phate isomerase are two examples. For carbonic anhydrase, kcat l KM = 8.3 X 107 and KM = 
0.012 M, while for triosephosphate isomerase, kcat l KM = 2.4 X 108 and KM = 2.5 X 10-s M. 
Note that being a perfect enzyme does not imply the largest possible k cat' because there is a 
significant difference in k cat values for the two examples just given. The key to perfection is to 
have the enzyme properly tuned to the physiological conditions it is likely to experience. 

9.4.5 Supramolecular Interactions 

We have looked at methods for catalysis-namely, proximity, electrophilic catalysis, 
acid-base catalysis, and the interplay between strain and transition state stabilization. We 
have now also looked at the general features of enzyme catalysis. All of these are supramo­
lecular interactions-beyond the molecule (see Chapter 4)-where interactions between the 
substrate and catalyst lead to the rate enhancement. If we think about tying all of the meth­
ods of catalysis together, we can get a good idea of how to catalyze a reaction. Not only can 
we design ca talysts for ourselves, but we can make very good predictions as to the general 
features that an enzyme must possess. The Connections highlight on the next page discusses 
cyclodextrins, one of the most common building blocks chemists use to construct catalysts 
for various reactions. 

Let's consider one particular reaction as a means of demonstrating the knowledge 
that you should have by this point. How would you catalyze an SN2 reaction? The rate­
determining step for this reaction has a transition state that is becoming planar at carbon, a 
nucleophile is adding to the carbon, a slightly positive charge may be developing on the car­
bon, and the leaving group is developing negative charge. Hence, a good catalyst would fa­
cilitate each of these features. In this hypothetical approach to the catalysis of this reaction, 
one might place point charges in a binding site that complement all the interactions occur­
ring during the reaction, as shown below. We will discuss an enzymatic example for an SN2 
reaction in Chapter 11 that does indeed give all these anticipated interactions. 

Cavity complementary 
to a trigonal bipyramid shape 

,..-------, 
Binding\ 

'se R 8e 
Nuc - ----~- -- -- LG 

Binding.--_/ / %-R 
Binding L____J 
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Connections 

Artificial Enzymes: Cyclodextrins Lead the Way 

Inspired by the remarkable efficiency of many enzymes, 
chemists have tried to prepare artificial systems that oper­
ate in form and function like enzymes do. Cyclodextrins 
are the most extensively used platforms for these efforts. 
The dominance of cyclodextrins stems from the pioneer­
ing observations of Breslow and Tabushi, who showed 
that simple organic compounds can display many of the 
hallmarks of enzymatic catalysis, such as binding, rate 
accelerations, and turnover. However, most artificial sys­
tems do not give the large rate enhancements that their nat­
ural counterparts impart. One example that does produce 
a large rate enhancement is based on a cyclodextrin dimer. 

The dimer of ~-cyclodextrin shown below (refer back 
to Section 4.2.4 to see the structure of ~-cyclodextrin) pre­
sents a rigid binding cleft possessing a metal as an electro­
philic catalyst. The spacing between the two cyclodextrins 
leads to binding of the substrate in a manner that places 

--

-
An artificial enzyme for ester hydrolysis 

Summary and Outlook 

the ester functional group in direct proximity to a metal 
bound hydroxide, and coordinated to the copper metal as 
shown. Nucleophilic attack by the hydroxide on the ester 
carbonyl and leaving group departure completes the 
hydrolysis reaction. The rate acceleration of this hydroly­
sis reaction is approximately 104- 105 over hydrolysis cata­
lyzed by hydroxide itself. The bis-cyclodextrin catalyst 
shows enzyme-like behavior, in that saturation kinetics 
is observed that can be fit to a Michael is-Menton model. 
A Vmax valueof2.24 X I0-5 Ms-1, and a KM value of 
4.69 X 10-5 M were determined. This example is one 
of the very best artificial enzymes yet reported, and 
bodes well for continued efforts in this field . 

Breslow, R., and Dong, S.D. " Biomimetic Reactions Catalyzed by Cyclo­
dextrins and Their Derivatives." Che111. Rev., 98, 1997-2011 (1998). Zhang, 
B., and Breslow, R. "Ester Hyd rolysis by a Catalytic Cyclodextrin Dimer 
Enzyme Mimic with a Metallobipyridyl Linking Group."]. Am. Chem. Soc., 
119,1676-1681 (1997). 

The ab ility to catalyze a varie ty of chemical reactions is a frontier of physical organic chem­
istry. Whether the specific chemical approach involves he terogeneou s or homogeneous 
organometallic species, bioorganic artificial enzym es, acid- base catalys ts, or the u se of 
enzym es, the principles involved are very similar. As s ta ted in this ch apter, one design s 
chemical s tructures that s tabilize transition states more than they stabilize ground states, or 
create completely new m echanisms to transform the reactant into the product. Factors vary­
ing from proximity to supramolecular interactions are involved. Now that we have an un­
derstanding of the principles of catalysis, we can examine how catalysts are involved with 
specific reactions. This is the direction we turn to in the n ex t chapter, where common organic 
reactions m ech anism s are described. In this context, several highlights are given in the next 
chapter that cover either natural or artificial enzymes. 
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Exercises 

1. The followin g reaction in vo lves both a gene ral-acid and a genera l-base ca talyst in water. Yet, a bell-shaped log kobs vs. 
pH profile is not fo und. De rive the ra te expressio n and expla in wh y the reaction does no t lead to a bell-shaped pH depen­
dence. H ow is this reactio n fund a mentall y di fferent from the reaction s that would show a bell -shaped log kobs vs. pH 
profil e? Wha t ki nd o f ca talysis would the kine ti c exp ress ion you derived lead a resea rcher to propose for thi s reaction? 

2. Show the m a the ma tics that lead s to Eq. 9.24. 

0 

)l_ OH 
+ HOMe 

3. The following hypotheti ca l reac ti on is genera l-base-ca talyzed . Let' s examine the relati ve ra tes of this reacti o n for various 
possible bases and for vari ous Bm n sted f3 va lues, but all a t the sa me p H of 7.0. For a f3 value of 0.2, calcula te the re la tive 
ra tes fo r three d ifferent bases whose conju ga te acid p Ka values a re e ither 4, 7, or 10. For a fJ va lue of 0.5, ca lcula te the rel­
a tive rates for the same set o f p K., va lues. Finally, for a fJ value o f 0.9, calcul a te the rela tive ra tes for the same pKa values. 
For w hat f3 va lue and what pH d o you fin d the largest re la ti ve ra te? Is it a lways tru e tha t you wa nt to use the s trongest 
base possible to get the larges t ra te possib le a t an y pH? 

()_ 

(
H- 0 

' H 

8 
0) :0 OH HO OH 

~=A=A 
\ .. 
, 0 , "' 

H V H :Base 

4. The following is a hypotheti cal example o f a log(kobJ versus pH p rofile for the hydrolysis o f a n ester with an added acid 
such as ace ti c acid. Examine this curve and s ta te which fo rm o f acid or base ca talysis is occu rring at the variou s pH regions. 
Write a ra te law that woul d describe this curve. 

0 2 4 6 8 10 12 

pH 

5. Cast Eqs . 9.36 a nd 9.37 into the form normally written for LFERs, such as the Hamme tt equa ti on . 

6. Use the libido rule to predi ct which of the following acids could give sp ecific ca ta lysis or genera l catalysis in the followin g 
reaction (the pK. of the conjuga te acid of an imine is around 4 to 5): H Cl, p icric acid, aceti c acid, ammonium, and phenol. 
It is impo rtant to remember tha t wh e ther specifi c or gene ral ca talysis occurs is also re la ted to the reacti v ity o f the substra te, 
no t just the pKa of the aci d . 

7. Look at the fo llowing tra nsform a ti o n, and s ta te w ha t fea tures you woul d inco rpora te into a ca talyst for this reaction. 

Ts 
I 

Ts eO 
0 0 1 

/ N Hp 
N _ ,,, -

A ? 
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8. Pyridoxal phosphate is used by enzymes to catalyze a reaction known as transamination. This cofactor and the reaction it 
catalyzes are shown below. Write a mechanism that shows how this cofactor can catalyze this reaction using hypothetical 
general-acid (BH+) and general-base (B) catalysts present in an enzyme active site. (Hint: Imine functional groups are 
involved.) 

O 0 H 
0o-P-o~OH Pyridoxal 

c)G I 0 ..., phosphate 
N 
I 
H 

= 

9. The compound N-hydroxybenzotriazole (HOBT) is often added to increase the rate of reaction of an ester with an amine to 
form an amide. What is the role ofHOBT (see Chapter 10 for the answer)? 

10. Exercises 10-13 are concerned w ith the enolization of acetone. 

0 Catalysis 0 / H 

A Catalysis A 
a. Write a specific-acid-catalyzed mechanism for this reaction. 
b. Write a general-acid-catalyzed mechanism for this reaction. 
c. Write a speci fic-base-catalyzed mechanism for this reaction . 
d. Write a general-base-catalyzed mechanism for this reaction. 

11. In a general-acid-catalyzed enolization of acetone, is the reverse mechanism also general-acid-cata lyzed or some kinetic 
equivalent? Briefly explain. 

12. Each of the mechanisms from Exercise 10 were supported by carefu l kinetic measurements performed for this enolization 
by Hegarty and Jencks in 1975. In other words, a ll these different forms of catalysis can operate simultaneously, the extent 
of each pathway being determined by the pH and the concentrations of the genera l acids and general bases. Correspond­
ing ly, the rate law looks like the following: 

term 1 term 2 term 3 term4 

Draw four separate pH versus log(kobsl kinetic p lots, one for each term in this expression. To do this, incorporate the 
hyd ronium, hydroxide, general-acid (pKa of 7.0), and general-base (conjugate acid pK. of 7.0) concentration into the 
rate constants to give a kobs for each of these four terms. 

13. An additional kinetic term was found experimentally for the enolization of acetone. This fifth term involved both general 
acid and general base. Thus, it had the form, rate = kA6 [HA](B][acetone]. Furthermore, experiments revealed that for this 
kinetic term there were two isotope effects and the two different Bnmsted rela tionships described be low. 
i. When the reaction is run in 0 20, the kAB is one-half the kA6 in H 20. In other words, kH,ol ko,o is near 2.0 for the various 

acids. (Hint: In order to understand this isotope effect you need to remember that any acidic hydrogen on an acid in 
0 20 will become deuterated .) 

ii. Furthermore, if one deuterates the methyl protons of acetone, an isotope effect of kH / k0 = 5.8 is found. 
iii. An a value of 0.2 and a f3 value of 0.88 were found for this third-order term. 

Write a mechanism for this enolization that is consis tent with all these data (points i, ii, iii, and the rate law) for th is 
fifth term. Explain each piece of data and how it is consistent with the mechanism you wrote. 

14. The hydrolysis of isopropenyl glucopyranosides has recently been studied . One issue in question was the site of cleavage 
of these saccharides, whether it was the acetal linkage or the v inyl ether. 

HO~OH 
HO O 

OH oy 

HO~OH 
HO O 

OH 
OH 

0 
+A 
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a. Using hydronium ion as the catalyst, wri te a mechanism for the hydrolytic cleavage of the acetal linkage (as shown). 
Show all arrow pushing. 

HO~OH 
HO 0 Cleavage of 

this bond 
OH oy 

b. Using hyd roni um ion as the ca talyst, wri te a mecha nism fo r the hydrolytic cleavage of the vinyl e ther linkage 
(as shown). Show all a rrow push ing. 

HO~OH 
HO ° Cleavage of 

OH _/:is bond 

0\ 

15. The following two pieces of data were collected as a means to distinguish the site of cleavage of the glucopyranoside given 
in Exercise 14. The au thors concluded that the site of cleavage was the vi nyl ether linkage (part b of Exercise 14). Explain 
how the following data were used to support their choice of mechan ism , and w hy the da ta do not support the alternative 
mechanism . 
i. The a-anomer gives exclusively a-hemiacetal products. The !)-anomer g ives exclusively !)-hemiacetal products. 

HO~OH 
HO O 

OH oy 

HO~OH" 
HO~ 

OH Oy 
a -anomer ,8-anomer 

ii. When the reaction is run in 180 water, the acetone product has heavy oxygen but none of the glucose products have 
heavy oxygen. 

16. The following data were collected to elucidate the ra te-determining s tep of the reaction given in Exercise 14. 
i. Electrophi lic addition of DOCD3 catalyzed with D20 +CD3 resulted in the fo llowing product and no incorpora tion of 

deuterium was found in the starting material. 

HO~OH 
HO O 

OH D 
0 '(oco3 

ii. Similarly, when the hyd rolysis was performed in D20 , no deuterium was incorporated into the starting m a te rial, 
and on ly one a tom of deu teri um was found in the acetone produced . 

iii. An isotope effect of k1-1 I k0 = 3.06 was found when the reaction was catalyzed by H30 + or 0 30 +. 
iv. An a value of 0.637 was found for this reaction. 

Do these fou r experiments support general-acid or specific-acid catalysis? Explain how each of the four p ieces of data 
supports your conclusion as to the type of catalysis by w hich this reaction p roceeds. 

17. In Exercise 16, we found that the hydrolysis of the glucopyranoside had the same extent o f proton transfer (63%) in the 
transition sta te regard less of the stren gth of the acid, because it followed the Bmnsted rela tionship. Use the following 
More O'Ferrall- Jencks graph to show that the strength of the acid does not ch ange the extent of proton transfer a t the 
transition state. You may want to refer back to Exercise 17 in Chapter 7 for a n earlier analysis of this same plot. 
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63% --------- -- ---

18. There are many ways in whjch cata lysts can become reduced in activity, a gene ra l phenomenon known as inhibition . The 
inhibition of an enzy me is a common way to create a pharmaceuti ca l that impedes a chemical reaction requ ired in a bacte­
rial or viral life cycle. ln the fol lowing three exa mples, use the Michael is-Men ten kinetics model, and derive the kinetic 
ex pression for the rate of product formation when the inhibitor acts as shown [I = inhibitor, S = substra te, P = product, 
and E =enzy me (cata lyst) ]. Use your rate equations to explain h ow each form of inhibition causes the rate to move further 
from V max · 

a. In competitive inhibition, the inhibitor competes with the substra te for the bind ing site of the catalyst w ith binding 
constant K1• 

k, kcat 
E+S ES p 

k_, 

11 K,l 

El 

b. In non-competitive inhibition, the inhibitor and the substra te both bind to the catalyst at the sa me time, but when the 
inhibitor is bound the ca ta lyst is inactive. Assume that the binding constant K1 is the same for I bind ing toE andES. 

k, kcat 
E+S =="' ES p 

k_, l K11 K11 

K.qs 
El ESI 

c. In non-productive inhibition, the subs trate binds part of the time in an inac ti ve mode (ES') . 

k, 
= ES p 

k_, 

ES' 

19. Ex plain the following trend in effective mo larities (M) taken from Table 9.1. 

2.3 X 107 3.7 X 10 11 
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CHAPTER 10 

Organic Reaction Mechanisms, Part 1: 

Intent and Purpose 

Reactions Involving Additions 
and/or Eliminations 

The preceding chapters have focused on structure and its relationship to energetics, as well 
as the tools of m echanistic physical organic chemistry. We have presented many examples 
where physical principles are used to explain trends in reactivity. However, it is not until this 
chapter and the next that we actually explore the s teps involved in common organic reac­
tions. The only major classes of organic reactions we do not cover in these two chapters are 
peri cyclic reactions and photochemical reactions, which we leave until Chapters 15 and 16, 
respectively. 

We start this chapter with a paradigm for predicting chemical reactivity that can guide 
you in writing reasonable mechanisms for almost all polar organic transformations. The 
paradigm can be understood from several vantage points: simple electrostatics, Lewis acid­
base interactions, nucleophile-electrophile interactions, and orbital overlap. Teaching you 
how to use this paradigm to predict reactivity is an important goal of this and the next chap­
ter, so we repea tedly show how various reactions conform to it. It is important to be able to 
predict reactivity-probably even more so than it is to know the "nit-picky" details of or­
ganic reaction mechanisms. 

Another goal of these two chapters is to review the majority of the reaction mechanisms 
covered in introductory organic chemistry, and to significantly expand upon that knowl­
edge base. The mechanisms are covered not only to reacquaint you with common organic 
transformations, but also to provide a setting for developing good electron pushing skills. It 
is often said, "Organic chemistry is the art of electron pushing." This chapter and the next 
should drive this point home firmly. However, it should also be appreciated that arrow 
pushing is a formalism akin to a bookkeeping method. It allows chemists to predict certain 
aspects of a reaction. 

There is often more than one way to push electrons in writing an organic mechanism, 
and our paradigm for predicting reactivity can lead to many possible mechanisms. How do 
we know, therefore, if the predictions we make from our paradigm and electron-pushing 
rules are correct? At first we do not know if we are correct. To understand the mechanisms of 
organic transformations, it is not enough to just combine common steps and use correct elec­
tron-pushing techniques. We have to experimentally test whether the mechanism implied 
by the electron pushing is correct or not, and that is where we turn to the tools presented 
in Chapters 7 and 8. Deciphering the mechanisms of chemical reactions is a major focus 
of physical organic chemistry, and some of the key experiments that form the basis of our 
understanding of common organic reaction mechanisms are presented in this and the next 
chapter. It is important to appreciate that the successful application of our knowledge of 
a mechanism to control the reactivity of organic compounds in petrochemical, pharma- 537 
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ceu tical, and other industrial applica tions represents a major triumph of physical organic 
chemistry. 

Remember, a m echanism can never be complete ly proven. However, after having read 
Chapters 7 and 8, we are ready to present the experiments that are u sed to support a pro­
posed mechanism . Furthermore, with the analysis o f the structure and stability of reactive 
intermediates covered in Chapters 1 and 2, we are ready to explain their reactivity. More­
over, after having read Chapter 9, we have a founda tion in ca talysis. Therefore, Chapters 10 
and 11 represent a cu lmination of much of what you h ave learned so far. 

A general comment about reaction mechanisms is in order here. The early, heroic years 
of mechanistic organic chemistry sought to define the basic paradigm s and assign reactions 
to mech anistic classes. Concepts like S 2, tetrahedral intermediate, and chain mechanism 
were thoroughly d eveloped. With further study, how ever, the lines separating mechan istic 
classes progressively blurred. This led to lengthy, often contentious, d ebates about the fine 
details of specific reaction mechanisms. With the benefit of hindsight, we can view th is work 
in a di fferent light. We will see that a modern perspective on mechanistic organic chemis try 
emphasizes a continuum of possibilities. There are limiting cases, reactions that perfectly 
fo llow a particu Jar m echanistic paradigm. However, there are many reactions that fall in the 
middle, and there are endless variations of substrates and reaction conditions that push are­
action toward one mechanistic ex treme or another (as implied by More O 'Farrell-Jencks dia­
gram s). It is important to Jearn the prototype, paradigmatic mechanism s, but keep in m ind 
that m any reactions fall in between the mechanistic extremes. Almost every variation imag­
inable can be realized with a cleverly d esigned system. This in no way invalidates our mech­
anis tic paradigms. The mechanistic continuum is simply testimony to the incredible s truc­
tura l diversity of o rganic molecules and the facility w ith which molecules will always find 
the lowest energy pa th from starting m aterial to product. 

The intent of Chapters 10 and 11 is not to give all the details that some graduate-level 
physical organic textbooks present. We leave even more thorough analyses to ded icated 
tex tbooks referenced a t the end of Chapter 11. Here, we g ive the information that we believe 
all orga nic chemis ts should know. If you finish these two chapters having absorbed all the 
information presented, you will be one of the more knowledgeable organic chemists in any 
lab. Therefore, in keeping wi th the spirit of this tex t, we p resent the fundamentals of each re­
action type, and we em phasize modern research efforts when presen ting examples. 

10.1 Predicting Organic Reactivity 

We have already looked at many reactions throughout this textbook, and it is now tim e to 
g ive a concrete definition . A reaction involves the redis tribu tion of the connectivity of a toms 
within a chemical s tru cture or between structures. One or more reactions constitutes the 
tran sformation of one m olecule into another. The indi vidual steps involved in a reaction are 
ca lled the reaction m echanism when taken as a set. Understanding reaction mechanisms 
is a basic goal of the science of chemistry. In addition, there are also m any practical conse­
quences of having a good understanding of the mechanism of a reaction . For example, once 
a mechanism has been delineated, a chemist can choose the appropriate reaction cond itions 
or m odify the reactants so as to use the reaction to his or her advantage. Therefore, the unde r­
s tanding of a reaction mechanism is often the mos t important information a chemist can 
have to manipulate nature. 

A mechanism describes, as a function of time, tl1e chemical steps necessary for one mol­
ecule to be transformed in to ano the r. It gives the interrelationships among the molecules 
w hose motions and collisions are necessary for the chemical transformation. Specifically, it 
provides the rela tive positions and energies of all nuclei and electrons in the reactants, inter­
media tes, activated complexes, and products, as well as those of the solvent, at each stage of 
the transformation. Gould likened the mechanism to a motion picture of the chemical trans­
formation. By analyzing each frame of the motion picture individually, we can analyze each 
step of the reaction in a sequential manner. 
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10.1.1 A Useful Paradigm for Polar Reactions 

Since chemical reactions involve a change in the connectivity of atoms, and this connec­
tivity is conveniently viewed as localized bonds consisting of two electrons, most chemical 
reactions can be described by considering the movement of two electrons. We w ill re fer to 
these globally as polar reactions, emphasizing the importance of charges and/ or partial 
charges in analyzing them. Some reactions involve the movement of one electron, and we 
will explore such radical reactions also. However, we first develop a paradigm for predict­
ing two-electron movement. 

Two electrons inherently have negative character, such as a 'IT bond or a lone p air of elec­
trons. Sometimes this negative charge is associated with a full negative charge on a mole­
cule, as withhydroxide.ltmay be a partial negative charge on the negative end of a polar co­
valent bond, such as exists in a carbonyl. In order to have a positive region in a molecule, 
there must be either polar covalent bonds or a formal positive charge. Either way, the nega­
tive region of one molecule is inherently reactive toward a positive region of another mole­
cule. This is based purely upon electrostatic considerations. Given this s imple analysis, most 
polar organic reactions involve the combination of molecules with some regions of positive 
and negative charge, and these charges can be viewed as guiding the attraction between 
the molecules. In essence, the inherent polarity in bonds can be used as a guide to the ir reac­
tivity. 

We can use the above logic to state the following s im pie paradigm for making a first pass 
at predicting chemical reactivity: 

Combine the positive region of one molecule with the negative region of the other molecule. 

This sounds fairly obvious, but in fact many students do not appreciate that this is the 
first thing to look for in analyzing potential reaction pathways. We will refer to this as the 
electrostatic model. The electrostatic surface maps given in Appendix 2 are of great use in 
this regard, and we w ill refer to them in this and the next chapter. Real reactions, however, 
are not electrostatic. The redistribution of electrons is essential in all reactions. But often, the 
initial charge distributions in the reactants provide a good cl ue to the reactivity. Most of the 
polar reactions we will discuss in this and the next chapter follow this electrostatic para­
digm. As we will discuss in detail below, this simple notion is typically couched in more 
sophisticated language, such as nucleophile-electrophi.le, or donor-acceptor interactions. 
In the end, though, a great deal of chemistry comes down to coulombic interactions­
like charges repel, opposites attract. There are reactions that will turn out to be excep­
tions, but in most cases this simple predictive tool can guide us a long way in writing rea­
sonable reactions that can be combined to create mechanisms for a large fraction of organic 
transformations. 

The paradigm also guides our electron-pushing rules. Appendix 5 provides an over­
view of basic electron-pushing strategies. Unless you are quite comfortable with electron 
pushing, we strongly suggest that you read over Appendix 5 before studying the m echa­
nisms we show in this and the next chapter. 

There are at least three different defu1itions and vantage points that chemists use to 
expand upon the electrostatic paradigm. They are nucleophile-electrophile combinations, 
Lewis acid- base reactions, and donor-acceptor orbital interactions. We have used these 
term s repeatedly throughout this book because they are presented in introductory organic 
chemistry classes, but here we give them strict definitions. Each of these definitions is a sub­
tle variation on the other, and often it is essentially a case of semantics to decide which best 
describes a particular reaction. 

Nucleophiles and Electrophiles 

Formally, a nucleophile is a compound that is seeking a nucleu s, whereas an electro­
phile is a compound that is seeking electrons (Eq. lO.l). Since a nucleus is inherently p ositive 
and electrons are inherently negative, nucleophiles are considered to be seeking positive 
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charge and electrophiles negative charge. Note that there is no mention of orbitals in this 
definition. Consistent with the paradigm presented above, we will generally find that nu­
cleophiles have a negative charge or a substantial partial negative charge at their si te of reac­
tivity. Similarly, electrophiles generally have full or partial positive charges. 

Nucleophi le Electrophile 

0 H 

- H3N-+H 
H 

e 
+ : Br 

(Eq. 10.1) 

A nucleofuge is a nucleophile that is departing from a molecule instead of adding, and 
an electrofuge is an electrophile that is departing from a molecule ins tead of adding. For ex­
ample, in the heterolysis of t-butylbromide to form t-butyl cation and bromide, the t-butyl 
cation is the electrofuge and the bromide is the nucleofuge (Eq. 10.2). 

e 
+ : Br 

(Eg. 10.2) 

Electrofuge Nucleofuge 

The terms nucleophile, electrophile, nucleofuge, and electrofuge are typically used in 
discussing reactivity and kinetics. Hence, when one refers to a good nucleophile or electro­
phile, this means that the nucleophile or electrophile reacts fa ster than some reference nu­
cleophile or electrophile. The same can be said for a good electrofuge or nucleofuge. 

Lewis Acids and Lewis Bases 

The definitions of Lewis acids and Lewis bases also lead naturally to our paradigm (see 
Chapter 5 for another discussion of this topic) . A Lewis acid is an electron pair accep tor and 
a Lewis base is an electron pair donor. An electron pair is any two paired electrons, such as 
an actual lone pair, but also cr or 'TT bonds. The Lewis definitions imply an ana lysis of orbi tals. 
Since lone pairs and bonds are partially nega tive due to the electron charges, so is the region 
of the Lewis base that is undergoing the reaction. Furthermore, because empty orbi tals have 
some character near or on the nucleus, filling an empty orbital leads to donation of the elec­
trons toward a positive center. Again, this leads to the conclusion that Lewis acid-base re­
actions are similar to electrophile-nucleophile combinations, which can be considered to be 
guided by electros tatic considerations. 

A subtle distinction is that typically when we discuss strong versus weak Lewis acid­
bases, we are making a thermod ynamic distinction. This contrasts the inherently kinetic na­
ture noted above when evaluating nucleophiles and the like. 

Donor-Acceptor Orbital Interactions 

Reactions can be understood b y considering interactions be tween filled orbita ls and 
empty orbitals. We emphasized in several places in this book that it is always favorable to 
mix a filled orbital with an empty orbital. The definitions of a Lewis acid and Lewis base im­
ply an empty and a filled orbital, respectively, as do the definitions of an electrophile and a 
nucleophile. Most of the time this is obvious, such as in the reaction of water with a carbe­
nium ion (Eg. 10.3). The wa ter has the filled lone p air orbital (it is the nucleophile or Lewis 
base) that donates its electron densi ty to the empty p orbital on the carbenium ion (the elec­
trophile or Lewis acid). 

H 
\ 

I 
H 

(Eg. 10.3) 
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The emphasis on mixin g filled with unfilled orbitals leads naturally to the notion of 
donors and acceptors. A donor is a structure w ith a filled orbi tal. An acceptor has an empty 
orbital. As discussed in Chapters 1 and 14, the closer in energy the donor orbital is to the 
acceptor orbital and the better the overlap between the donor and acceptor orbitals, the 
stronger the interaction (we gave an equ a tion relating the two when we first introduced 
Lewis acids and Lewis bases in Section 5.6). As such, w e should anticipate that reactions are 
most faci le when the donor and acceptor orbitals that interact are close in energy. Thus, 
we should consider mixing the highes t occupied molecular orbital (HOMO) of the donor I 
nucleophileiLewis base and the lowest unoccupied molecular orbital (LUMO) of the ac­
ceptor I electrophileiLewis acid . The donor-acceptor concept is a powerful one. It is a useful 
mnemonic with a firm foundation in bonding theory. 

10.1.2 Predicting Radical Reactivity 

The reactions of organic radicals do not easily fit into the paradigms discu ssed above. 
Radicals can have either elec trophilic or nucleophilic character, or both. Furthermore, radi­
cal reactions often involve chain mechanisms that are of a different nature from what is seen 
in typica 1 polar reactions. Radica I ch ain reactions are extrem ely common in organic chemis­
try, but the reactions are often h arder to control than polar reactions. Often a given radical 
will have severa l competing pathways available, and pred icting which is preferred can be 
challenging. Nevertheless, we w ill give many examples of mechanisms involving radicals 
in this and the nex t chapter, and clear trends in the reactivity p a tterns w ill be evident. Do not 
discount the importance of radical reactions, which are commonly used in organic synthe­
sis. They are also central to m any industrial processes and are the dominant reaction types 
for the degradation of organic and biological chemicals due to exposure to 0 2 and sunlight. 

10.1.3 In Preparation for the Following Sections 

In the following sections of this and the next chapter a large fraction of the common or­
ganic reaction mechanisms is covered . We start each section with specific examples of there­
action under considera tion, along with the" standard" or" classic" electron-pushing proce­
dure for the mechanism. The electron pushing refers to the reaction as written going from 
the left to the right, even thou gh m any of the mechanisms involve equilibria . This electron 
pushing should be a review of the mechanism as presented in introductory organic chemis­
try classes. Importantly, as you will see, what is traditionally presented in introductory or­
ganic classes is often not correct for all reactants, but instead represents a slice of a mechanis­
tic continuum. Often the mechanism deviates from that given by the electron pushing due to 
variations in the structure of the reactants and the experimental conditions. We use Schemes 
to portray the s tandard electron pushing, and Figures to explore the more in-depth details of 
the mechanisms. 

The sections in this chapter and the next are organized in terms of reaction classes: addi­
tions, eliminations, substitutions, and others. This organization s tresses that almost all or­
ganic reactions involve various transformations of unsatura ted systems (Chapter 10: C=C, 
C = O, Ar, etc.) or saturated systems (Chapter 11: C-0, C-N, C-X, etc.) . For example, addi­
tion reactions to alkenes and carbonyls differ due to differing bond polarizations, but they 
are fundamentally similar because all '1T bonds undergo nucleophilic, electrophilic, and radi­
cal additions. The similari ties are more unifying than the extent to which their differences 
separate them. Similarly, electrophilic and nucleophilic addition- elimination mechanisms 
for acyl derivatives are actually very similar to electrophilic and nucleophilic aromatic sub­
stitution mechanisms. This is because they are both transform ations of a '1T system that in­
volve additions and eliminations. Hence, it is logical to cover them together. Therefore, 
before starting the following sections, it is important to recognize the following unifying 
structure to organic m echanisms: the key steps are typically addition to 1r bonds, eliminations to 
form 1r bonds, and substitution on CJ bonds. 

Lastly, most mechanisms commence by the reaction of an electrophile or nucleophile on 
a reactant, or by a bond homolysis, and this in part forms a classification chemists give to 
each mechanistic possibility. For example, electrophilic aromatic substitution, or nucleo-
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philic aliphatic substitution, refer to an electrophile adding to the aromatic structure, or a 
nucleophile adding to the aliphatic center, respectively. Besides such titles to describe reac­
tions, chemists have d eveloped a shorthand system to name reaction mechanisms based 
upon the following three aspects of the m echanism: 1. the kind of reaction that is occurring­
addition (Ad), elimination (E), or substitution (S); 2. the character of the reactant that is inter­
acting with the substrate-electrophilic (E), nucleophilic (N), radical (R or H for homolytic); 
and 3. the molecularity of the reaction-unimolecular (1), bimolecular (2), etc. SN1 and SN2 
are classic examples of thi s nomenclature-that is, substitution, nucleophilic, unimolecular, 
or subs titution, nucleophilic, bimolecular, respectively. A summary of this shorthand sys­
tem is given in Appendix 6, and we use these kinds of acronyms where appropriate in vari­
ous sections of Chapters 10 and 11. 

Addition Reactions 

An addition reaction involves the combination of two molecules to form a product con­
taining a toms from both reactants. All addition reactions occur on unsaturated organic 
structures-namely, alkenes, alkynes, carbonyls, and arenes. Not surprisingly, three distinct 
mechanisms are observed-dectrophilic, nucleophilic, and radical. In the electrophilic ad­
dition pathway, the unsa turated sys tem acts as the nucleophile supplying electrons to the 
electrophilic reagent. The opposite is true in the nucleophilic pathway. In either of these two 
cases, simple electrostatic considera tions assist in predicting what will occur. 

At this point it may be useful to review our description of the bonding of simple carbon­
yls and olefins. In Chapter 1 we described the TI and TI* molecular orbitals of both. Recall, es­
pecially, the polariza tions in the orbitals of the carbonyl group, where the LUMO is polar­
ized toward the carbon. Also, Appendix 3 has detailed drawings of orbitals associated with 
olefins and the carbonyls of many representative functi onal groups. 

10.2 Hydration of Carbonyl Structures 

We s tart our discussion by picking up w here we left off in Chapter 9, with the top ic of car­
bonyl hydra tions. Wi th a ll the background on acid-base ca talysis and carbonyl hydration 
given in Chapter 9, we ca n now look a t the experimen tal d ata relevant to Eq. 10.4. Since ex­
actly the same pathways are fo llowed in the formation of hemiacetals (Eq. 10.5), we b riefl y 
cover this reaction also. Figures 9.6 and 9.8 show multipl e electron-pushing scenari os, so we 
do no t need to open this discussion by showing electron-pushing possibilities. However, it 
should be noted that all the mechani sm s given in Chapter 9 indica te that the carbonyl com­
pound is electrophilic at the C of the C = O bond, just as the electrosta tic potential surfaces 
(EPS) of Appendix 2 indica te. 

HO OH 

+ H20 -- R.XR 

Geminal dial 

HO OR 
+ ROH = R.X R 

Hemiacetal 

(Eq. 10.4) 

(Eq. 10.5) 
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10.2.1 Acid-Base Catalysis 

The acid-catalyzed hydration of most carbonyl structures involves alternative C of the 
reaction coordinates in Figure 9.13, w here Nuc = H 20 or ROH. The mechanism we defined 
as a concerted proton transfer (Section 9.3.6) is operative, and it leads to a tetrahedral inter­
mediate that rapidly loses a proton in a second s tep. This was the alternative shown in Fig­
ure 9.8 A, and it is shown again in Eq. 10.6. Furthermore, general-base-catalyzed hydra tion 
pathways are common, where Figure 9.8 B shows the mechanism. There are also specific­
acid-catalyzed pathways that dominate at very low pH values. Hence, even this simplest 
of carbonyl reactions is subject to most of the forms of acid-base catalysis we discussed in 
Chapter 9. 

(Eq. 10.6) 

Bmnsted a values for a few general-acid-catalyzed reactions are given in Table 10.1. Our 
discussion in Section 9.3.5 showed that the a value is interpreted as the extent of protonation 
of the reactant by the acid in the transi tion state. The fact that the Bmnsted plots are linear for 
carbonyl hydrations means that the extent of protonation at the transition state remains the 
same regard less of the strength of the acid. 

Table 10.1 
A Few Examples of a andP Values for Hydration 
Reactions of Carbonyl Compounds* 

Compound a Value 

1,3-Dichloro-2-propanone 0.27 
Formaldehyde 0.24 
3-Chlorobenzaldehyde 0.46 

PValue 

0.50 
0.40 
0.44 

*McCleLland, R. A., and Coe, M. "Structure-Reacti vity Effects in the Hydra tion 
o f Benza ld ehydes." f. An1. C!Jem. Soc., 105, 2718 (1983). 

A linear Bmnsted plot, however, seems counter to the Hammond postu late. As the reac­
tion becomes more exothermic with stronger acids, the transition state should shift toward 
the structure of the reactant. So, why is the extent of proton transfer in the transition state of 
a carbonyl hydration invariant? Actually, this question is relevant not just to hydration reac­
tions, but also to all reactions where linear Bmnsted plots are found . 

We must consider More O'Ferrali-Jencks plots to find the answer. Figure 10.1 shows this 
plot for the hydration of a carbonyl (Nuc = H20), with the extent of protonation (Bmnsted a 
va lue) and the extent of nucleophilic a ttack (fJNuc) as they and x axes, respectively. The dia­
gonal line represents the concerted proton transfer mechanism with an a value similar to 
3-chlorobenzaldeh yde. A stronger acid raises the upper right and left corners of this plot, 
and therefore the resulting position of the transition state is along the composite arrow given 
(if you have forgotten how these plots are created and analyzed, review Section 7.8.2). Note 
that tl1e extent of protonationremains the same. What changes is the extent of addition of the 
nucleophile. As the acid becomes stronger, there is less nucleophilic attack in the transition 
state. This makes sense, because with a stronger acid less nucleophilic attack is needed to in­
duce proton transfer. 
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)=o + HA + Nuc 

Extent of 

Extent of nucleophilic 
attack 

' 
R~----~:=B ____ ~: A~-----------, 
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a value 

)= 0 0 o, + A + Nuc 

H 

Figure 10.1 

0 

)<0 

Nuc 
0 

p 

A More O'Ferrall- Jencks plot of hydration of a ca rbonyl compound . 
As the acid becomes stronger, the transition state has less nucleophili c 
attack (A to B), and the a value remains the same. 

10.2.2 The Thermodynamics of the Formation 
of Geminal Diols and Hemiacetals 

+ HA 

0 
+A 

Table 10.2 A shows the association constants for the h ydra tion of severa l carbonyl 
structures. For ketones and aryl aldehydes, the constants are less than unity, favoring the 
carbonyl. However, aliphatic aldehydes, carbonyl struchtres w ith electron withdrawing 
groups, and carbonyls in strained rings have equilibrium constants greater than unity. In 

Table10.2 
A. Equilibrium Constants for the Hydration Reaction of Various Carbonyl 
Compounds B. Association Constants for Hemiacetal Formation in Methanol* 

K = [Geminal diol] 

a [Carbonyl] 

A. Examples highlighting steric and electronic differences B. Examples highlighting angle strain 

Reactant Reactant Reactant 

H H 
! 

I )=o 2 X 103 j=o 1.3 
H 

Cyclobutanone 1 

Cyclopentanone 6 .7. 10- 2 

H 

)=o I 2 X 10- 3 <0 2.8 X 104 

~-- Cl 
-·-----

Cl H 

t o I Clif 2.2 X 10- 2 
i 10 I o 
I -<? 

Cl i 

Cyclohexanone 4.5.10- 1 

Cycloheptanone 1.9. 10-2 

Cyclooctanone 3.7. 10-3 

*Bell, R. P. "The Reversible Hydration of Carbony l Compounds." Adu Phys. Org. Che111., 4, 1 (1966). Wheeler, 
0. H . "Structure and Properties of Cyclic Compounds. IX. Hemiketa l Formation of Cycl ic Ketones. " f. A111. Che111. 
Soc., 79,4191 (1957). 

I 
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genera l, aldehydes are more hydrated than ketones because steric congestion in the geminal 
diol is less. Furthermore, electron withdrawing groups destabilize the already electrophilic 
carbonyl, leading to greater hydration. 

Table 10.2 B shows the association constants for various hemiacetals in methanol. Rela­
ti ve to large ring cyclic ketones, strained rings such as cyclobutanone prefer the sp3 hybrid­
ization of a hemiacetal carbon over the sp2 hybridization of a carbonyl carbon. This is be­
cause the smaller bond angle of an sp3 center better matches the bond angles in small rings. 
Cyclohexanone also exists significantly as its hemiacetal, but the larger rings have increas­
ingly lower ex tents of hemiacetal formation . 

Connections 

Cyclic Forms of Saccharides and 
Concerted Proton Transfers 

Herniacetals in five- and six-membered rings are consider­
ably more stable than acyclic hemiacetals. They constitute 
the for m in which many sacch arides ex ist under biological 
cond itions. Glucose exists primarily in its pyranose (six­
membered ring) form, although furanose (five-membered 
ring) for ms are present also. Both the pyranose and fura­
nose fo rms have anomeric isomers, known as ex and i3. 
These are shown below for the pyra nose form . The open 
chain fo rm is present in neutra l water a t ambient tempera­
ture only to an ex tent of approximately 0.003% of the total 
equilibri um. In the context of saccharides, interconversion 
between the hemiacetals and the open chain forms occurs 
in a reaction called mutarotation (see below). This reac-

ti on interconverts the ex and i3 anomers, and it can be 
general-acid- and / or general-base-catalyzed. For glu­
cose, Bm nsted acid a and base fJ values of 0.27 and 0.36 
are fo und, respectively. 

The ca tal ysis of mutarotation in organic solvents can 
be accomplished using simple compounds that are capa­
ble of tautomeriza tion reactions. As shown below, simul­
taneous deprotonation and protonation of a hemiacetal 
with 2-py ridone leads to ring-opening. Bond rotation 
and closing of the ring interconverts the anomers. The 
2-pyridone catalyzes this interconversion 7000 times 
fa ster than a mixture of phenol and pyridine. 

Swain, C. G., and Brown, j . F. "Concerted Disp lace ment Reactions. 
VII. The Mecha nism of Acid- Base Ca talys is in Non-Aq ueo us Solvents." 
j . Am. Chem. Soc., 74, 2534- 2537 (1952) . 

H~~ = HO~H ~·· 
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Mutarotation 

Catalysis of mutarotation 

10.3 Electrophilic Addition of Water to 
Alkenes and Alkynes: Hydration 

HO 
OH 

a -Form 

= 

The mechanism of the hydration of alkenes is very similar to that of carbonyls. However, al­
kene pro tonation leads to a much more reactive species- a carbenium ion. As we will see 
in the following sections, many different electrophiles add to alkenes or alkynes, resulting 
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U CD2 
~. ~ -Dideuteriostyrene 

in additions, all of which are called AdE2 reactions (addition, electrophilic, bimolecular). 
To start our analysis, let's briefly review the mechanism as given in introductory organic 
chemistry. 

10.3.1 Electron Pushing 

The 7T bond of an olefin can act as a nucleophile (see the red center in the EPS of ethylene 
and propene shown in Appendix 2) to remove a proton from hydronium ion (Scheme 10.1), 
and full proton transfer results in a carbenium ion. This highly electrophilic species reacts 
with water, and deprotonation gives the product, a simple alcohol. Note that every reaction 
in this mechanism involves the negative region of one molecule interacting with a positive 
region of the other molecule. 

SchemelO.l 
The mechanism of the acid-catal yzed hyd ration of an alkene (rds = rate-determining step). 

10.3.2 Acid-Catalyzed Aqueous Hydration 

The electrophilic addition of water to an alkene shown in Scheme 10.1 occurs readily at 
ambient temperature only with extremely strong acids. Typically, acidic conditions that re­
quire the use of H0 scales (see Section 5.2.5) are necessary. Linear correlations between Ho 
and log(kobJ for these reactions are common. This means that the reaction is first-order in 
both acid (defined here as all the forms that contribute to the protonating power of the me­
dium) and the alkene. Therefore, protonation is rate-determining. In support, primary ki­
netic isotope effects are common for the proton donating species, even up to a magnitude 
of 6. Moreover, isotope scrambling in the first step is not observed. For example, if j3,j3-
d ideuteriostyrene is treated with acid and water, the deuteriums are not scrambled with 
protons in the early s tages of the reaction (scrambling at later times indicates a reaction of 
the alcohol product). The lack of scrambling means that the first step of the reaction is not 
reversible. Protonation as the rate-determining step makes sense in the hydration of an al­
kene, because the highest energy species shown in Scheme 10.1 is the carbenium ion, and 
its formation should therefore be rate-determining. This mechanism corresponds to general­
acid catalysis; all forms of acid in the medium are reactive, and the protonation is rate­
determining. 

10.3.3 Regiochemistry 

When the double bond is substituted with alkyl groups or other electron donating 
groups, the effect of the substituents on the regiochemistry lead s to the trend known as 
Markovnikov addition. Markovnikov addition predicts the dominant product to arise from 
nucleophilic addition to the more substituted carbon . Note that nucleophilic addition to the 
more substituted carbon forms the more sterically crowded and thus less stable product 
(Eq. 10.7). Therefore, Markovnikov addition predicts the kinetic product, not the thermody­
namic product. 

Major product 
Markovnikov addition 

Kinetic product 

+ HOr-( 
Minor product 

Anti-Markovnikov addition 
Thermodynamic product 

(Eq. 10.7) 

Electron donating groups such as alkoxy and dialkylamino also stabilize carbenium 
ions, and so are expected to increase hydra tion rates. Furthermore, the protonation occurs 



10. 3 ELECTROPHIL!C ADDITION OF WATER TO ALKENES A N D ALKYNES: HYDRATION 547 

on the carbon beta to these groups, giving Markovnikov addition. The protonation of ena­
mines and vinyl ethers are the first steps in the hydrolysis of these species (Egs. 10.8 and 
10.9). In contrast, electron withdrawing groups such as cyano and chloride retard alkene 
hydration. 

H 
1'6 0 
H' 'H 

/~i = 01 '1 .I 10 ( (Eg. 10.8) = ; N;;( /NH2 
+ /N~ - 0 

( 0 

Hj), H 
H'

0
' H 

H 
\' '0 
H'

0
'H 

. ( 0 il 
/OH 

( (Eg. 10.9) 0~ = 0:;,_/ = / 0;;-( + 
H c' / ...., - H3C 0 

3 ( 0 

H'
0

'H 
H'

0
' H 

Figure 10.2 shows a Hammett plot for the hydration of 1,1-disubstituted alkenes. Here, 
the sum of the CJ+ substituents is used, and all the points, with very few exceptions, are near 
the line. This means that when the electron donating or withdrawing groups are on the same 
carbon their effect is additive. In contrast, when both carbons of the olefin carry the same 
substituent, little effect on the rate is observed relative to only a single substitution. For ex­
ample, the rates of hydration of cis-2-butene and trans-2-butene are comparable to that of 
propene (see below right). Similarly, 2-methyl-2-butene hydrates four orders of magnitude 
faster than cis- or trans-2-butene, but no further increase is seen with 2,3-dimethyl-2-butene. 
These results support the involvement of a localized carbenium ion on the more substituted 
carbon, and not a carbonium ion possessing a hydrogen bridging both alkene carbons (Sec-
tion 1.4.1). 

5 

0 

.:.: 
Cl 

.3 -5 

-10 0 

• 
-15 

0.5 0 -0.5 

10.3.4 Alkyne Hydration 

0 

0 

-1.0 -1.5 

Olefin hydration rates 

Figure 10.2 
An LFER for the log of the rate constants for hydration 
of various alkenes as a function of the sum of the a+ values 
for the substituents on the double bond. The open and 
closed circles, boxes, and triangles represent different kinds 
of substituents including both EWGs and EDGs. Koshy, 
K. M., Roy, D., and Tidwell, R. R. "Substituent Effects of the 
Trifluoromethyl Group on Electrophilic Additions to Alkenes. 
Solvolysis of the Trifluoromethyl Groups. Protonation of 
Alkenes Less Basic than Ethylene, p + Values of Deactivated 
Styrenes, and Reactivity- Selectivity Effects." f. Am. Che111 . 
Soc., 101,357 (1979}. 

Alkynes are similarly nucleophilic, as shown with the EPS for propyne in Appendix 2. 
Experimental details for alkynes are, therefore, very similar to those found for alkenes. The 
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hydrations are general-acid-catalyzed, isotope scambling in the first step does not occur, 
and for substituted phenyl acetylenes, a large and negative p value (-3.83) was found. The 
data support rate-determining protonation of the alkyne. 

With terminal alkynes, hydration gives the ketone instead of the aldehyde, consistent 
with Markovnikov addition (Eq. 10.10). When alkynes are treated with strong acids, vinyl 
cations are formed. Nucleophilic attack by water and deprotonationfirst give a vinyl alcohol 
(enol), which ultimately tautomerizes to a ketone. The tautomerization mechanism will be 
given in the next chapter. 

e 
r- HT9H2 
I V' Slow 

R- H = 
H G_; 

R-~ 
H 

10.4 Electrophilic Addition of Hydrogen 
Halides to Alkenes and Alkynes 

10.4.1 Electron Pushing 

(Eq.10.10) 

Enol 

The standard mechanism written for electrophilic addition of HX to an alkene or alkyne 
is similar to acid-catalyzed hydration. As shown in Scheme 10.2, protonation is the first step, 
followed by nucleophilic attack of the halide on the resulting electrophilic carbenium ion. 
Just as with hydration, electrostatic effects guide our understanding of both steps of the reac­
tion. As we'll show below, this standard electron pushing implies a mechanism that is much 
simpler than that often found experimentally. 

Scheme10.2 
Electron pushing for the 
addition of HX species. 

10.4.2 Experimental Observations Related to 
Regiochemistry and Stereochemistry 

rds 

The rate-determining step for these reactions is protonation of the alkene to form the 
carbenium ion, so Markovnikov addition is observed. However, the timing of the addition 
of the halide can vary, depending upon the alkene and HX. Also, because the addition ofHX 
is usually carried out in a solvent that is also nucleophilic (e.g., water, alcohol, or acetic acid), 
byproducts resulting from solvent addition are common. Very interesting kinetics and prod­
uct distributions can be observed. 

The addition of HCl to 3,3-dimethyl-1-butene in acetic acid gives the three products 
shown in Eq. 10.11 in the ratio indicated. Protonation is rate-determining as indicated by a 
kinetic analysis that is first order in both acid and alkene, and an isotope effect of 1.15 is 
found (comparing HCl in AcOH with DCl in AcOD). A carbenium ion rearrangement has 
occurred to give the second product. To verify that the rearrangement occurs during there­
action, the other two products were subjected to the reaction conditions, and they are stable. 

HCI )r--\1+ ~ + ~OAc (Eg. 10.11) 
HOAc 

Relative amounts: 2 2 

Interestingly, the product ratio depends upon neither the concentration of HCl nor the 
concentration of added chloride salts. If chloride and acetic acid (HOAc) compete for addi­
tion to a transient carbenium ion, one would expect increasing chloride concentrations to di­
vert the intermediate to the formation of alkyl chloride products, but this is not seen. This 
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Contact ion pair 

~ ~Ac 
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e 
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Figure 10.3 
Formation of a contact ion pair that undergoes reaction 
with acetic acid and ch Iori de, and that rearranges faster 
than chloride dissociation explains why the product 
ratio does not depend on ch Iori de concentration. 

means that the free chloride in solution does not influence the outcome of this reaction. How 
can this be explained? 

The most logical explanation considers the microenvironment within which the reac­
tion occurs, suggesting the formation of a contact ion pair between the carbenium ion and 
the chloride (Figure 10.3). A contact ion pair is a loosely held electrostatic complex between 
a cation and an anjon. The two ions are considered to be trapped together for a very short 
time within a solvent cage. We will exam ine the na ture of contact ion pairs extensively in our 
discussion of S 1 reactions (see Section 11.5.3). In the reaction under considera tion, rate­
determining protonation leads to a reactive ion pair, not a free carberuum ion. The diffusion 
of the chloride into bulk solvent is slow relative to carbenium ion rearrangement, chloride 
addition, and acetic acid addition. In other words, the chloride concentration around there­
active species is never in equilibrium with the chloride concentration in solution, explaining 
why adding chloride does not affect the product ratios. 

In contrast, the product ratio from the addition of HCl to cyclohexene in acetic acid (Eq. 
10.12) does depend upon the concentration of added chloride salts. Addition of tetram ethyl­
ammonium chloride increases the yield of chlorocyclohexane relative to cyclohexylacetate. 
Thus, very subtle structural changes can influence the mechanism of this reaction . 

0 HCI (Eq. 10.12) 
HOAc 

A key observation in understanding the difference between these two systems is the s te­
reochemistry of addition. As shown in Figure 10.4, fi ve products are obtained from the reac­
tion of 1,3,3-trideuteriocyclohexene with HCl in acetic acid . One product results from syn 
addition of HCl, while another from anti addition of HCl. A third product arises from anti 
addition of acetic acid, and the stereochem istry of addition of the fourth and fifth products 
cannot be ascertained. Syn addition is defined as the addition of both components (in this 
case Hand Cl or Hand OAc) to the same face of the alkene 1T bond. Anti addition is addition 
of the two components to opposite faces of the alkene. 

D H 

# HCI 

# D HOAc I 

D D H 

Syn addition 

D 

# H OAc 

D H 

Anti addition 
Third-order kinetics 

D 

# H + I 

D H 

Anti addition 
Third-order kinetics 

D 

#X + 

D H 

Stereochemistry 
cannot be ascertained 

+ 

X=CI 
X= OAc 

Figure 10.4 
The stereochemistry of the products derived from 
the addition of HCI to 1,3,3-trideuteriocyclohexene 
in acetic acid. 
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Connections 

The kinetics of the reaction reveals three competing pathways. The syn addition of HCl 
is found to be a second-order reaction, first order in alkene and HCI. Syn addition occurs via 
a contact ion pair, where the H+ and o-necessarily add from the same face of the alkene. The 
kinetics of anti addition of chloride and acetic acid is third order-first order in alkene, first 
order in HCl, and first order in chloride or acetic acid, respectively. These additions are ter­
molecular. This explains the dependence of the product distribution on chloride. Because 
the reaction is termolecular, electrophilic and nucleophilic attack on the alkene would be ex­
pected to occur on opposite faces of the alkene due to steric considera tions, and anti addition 
products result. Termolecular collisions are rare, so that the actual reaction likely occurs by 
collision of the nucleophile with a weak complex be tween the alkene and the acid. 

Now that we have examined two cases, cyclohexene and 3,3-dimethylpropene, it 
should be clear that the simple electron pushing of Scheme 10.2, although giving a general 
picture of the reaction, lacks insight into the subtleties of the mechanism. 

l

80 1 + l -~-~ I 1 + l -~-~ ~ 1 + Cl . H ' H ' 
: ·-. H ..__\ ___ __.; · ..__\ ) ' 

: /~ ... ~ 
8~ c1/ r/ 80 
-I \- 58 r OH 

Syn addition from 
a contact ion pair 

Anti addition occurs from 
a termolecular reaction 

Squalene to Lanosterol dase first epoxidizes the 2,3-double bond (step 1). Subse­
quently, there is an acid-catalyzed opening of the epoxide 
to initi ate the cascade (s tep 2). After the generation of the 
final carbenium ion, a number of 1,2-shifts occur which 
are followed by a deprotonation to give lanosterol. Several 
more steps not shown ultimately give cholesterol. When 
squalene epoxide is exposed to acid under conventiona l 
reaction conditions, a complex mixture of products is 
obtained. The en zyme exhibits exquisite control over 

The electrophili c additions of wa ter and hydrogen halides 
a ll involve nucleophilic attack on a carbenium ion interme­
diate. Many nucleophiles can add in a similar manner, and 
in fact, o ther alkenes can act as nucleophiles and add to 
carbenium ions, crea ting another carbenium ion. This is 
the basis of cationi c polymerization (see Chapter 13). 
Nature exp loits the addition of one alkene to another to 
crea te complex polycyclic natura l products. As shown 
below, the conversion of squalene to lanosterol in volves 
a cascade of alkene additions. The enzyme squa lene oxi-

Squalene 

HO 

Step 1 

0 2 

Squalene 
oxidase 

5 more steps 

the ca rbocati on rearrangements in order to obtain the 
desired product. 

4 more steps 

Many steps 
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10.4.3 Addition to Alkynes 

The addition of HX to alkynes follows a similar mechanism as that for addition to al­
kenes. The major difference is the fact that a vinyl carbenium ion is formed. The stability of 
these cations is lower than trigonal sp2 carbenium ions, and thus the addition ofHX is slower 
than with alkenes. The regiochemistry of addition is the same as with alkenes, in that the hal­
ogen attaches to the more substituted carbon. Since halogens can stabilize adjacent carbe­
nium ions via resonance, the addition of a second equivalent of HX places the carbenium ion 
on the substituted carbon, and therefore geminal dihalides are the major products formed 
from the addition of two HX molecules (Eq. 10.13). 

Cl Cl Cl 
,#- HCI 0.,9' l HCI 

/"-.../v -~ -~ -~ --~ 
Cl 

(Eq. 10.13) 

Interestingly, because of the lower stability of vinyl cations relative to alkyl carbenium 
ions, these structures are sometimes not on the reaction 's energy surface, and instead con­
certed reactions occur. For example, the electrophilic addition of HCl to 3-hexyne in acetic 
acid gives predominately the anti addition product, indicating that protonation occurs si­
multaneously with nucleophilic attack (Eq. 10.14). 

~e ~ 
HO q) HO Q 

H-

~ X 
(Eg. 10.14) 

10.5 Electrophilic Addition of Halogens to Alkenes 

10.5.1 Electron Pushing 

The mechanism of the addition of halogens (X2) and the s tandard electron pushing are 
again similar to the hydration of an alkene. However, in contrast to the addition of water or 
HX, which gives carbenium ions, the addition of halogen gives a bridging species, a halon­
ium ion, also called a cr complex. This difference is due to the ability of a lone pair on a halo­
gen atom adjacent to a carbenium ion to fill the empty carbon p orbital (see margin) . Scheme 
10.3 shows an example using Br2. In this example, a relatively low energy empty a* orbital on 
Br2 allows for the negative region of the alkene to add. The same mechanism is followed with 
alkynes, but commonly a second equivalent of X2 adds, creating a tetra halogenated product. 

The reactions are exothermic for F2 , Cl2 , and Br2 . The reaction with F2 is so exothermic 
that it is explosive, making it hard to study, but at -78 oc the reaction has been found to be 
manageable. The addition of Cl2 to ethylene is exothermic by 44 kcal I mol, while that of Br2 

is exothermic by 29 kcal / mol. The reaction is near thermoneutral or endothermic for I2, and 
therefore is readily reversible. 

Schemel0.3 
Electron pushing for the 
addition of x2 species. 

a Complex 

- --\__/Br 
s;-\' 
Vicinal 

dibromide 

Halonium ion 

e 
X 

D 
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80 :j: 
Br 

\ 80 
Br, H(D) 

v!((D( 
Bromination isotope effect 

10.5.2 Stereochemistry 

The classic analysis that implicates the formation of a cyclic halonium ion emphasizes 
the stereochemistry of the products. With unconjugated alkenes, anti addition is consis­
tently seen . This requires backside a ttack of the nucleophile, indicating that the " frontside" 
has been blocked . For example, the addition of bromine to 3-t-buty!cyclohexene gives trans­
dibromo products (Eq. 10.15). 

+~Br 
Br 

(Eg. 10.15) 

Major Minor 

10.5.3 Other Evidence Supporting a CJ Complex 

Several other pieces of experimental data support a mechanism with au complex: kinet­
ics, the isolation of certain bromonium ions, and the trapping of the bromonium ion. The ki­
netics is often first order in both bromine and alkene, with the rate increasing with more elec­
tron rich alkenes, and decreasing with electron poor alkenes. For example, vinyl bromide 
(an electron poor alkene) reacts approximately 104 times slower than ethylene. In contrast 
to the hydration reaction, and in further support of a bridging brom onium intermediate, 
electron donating groups on both carbons of the alkene lead to large rate enhancements, as 
show n in Table 10.3. If a non-bridging carbenium ion were formed, one would expect sub­
stituent effects similar to that seen for alkene hydration (see Section 10.3.3). 

Table10.3 
Relative Rates for Addition of Bromine 
in Methanol with Added NaBr at 25 °C* 

61 1.7 X 103 2.6 X 103 1.3 X 105 1.8 X 106 

*Dubois, ). E., and Mouvier, G. " Reacti vite des Com poses Ethyleniques Reaction de Bro mation. XVI. 
Determination Quantitative des lnAuences Structures des Groups Alcoyles." Bull. CIIe111. Soc. Fr., 1426 
(1968). 

Isotope effects also support bromonium ion formation. An inverse isotope effect of 0.53 
is obtained when comparing the bromination of cyclohexene to cyclohexene-d10 (all hydro­
gens replaced with deuterium, referred to as perdeuterio). The hydrogen/ deuterium sub­
stitution that gives rise to the isotope effect is that on the alkene carbons of the cyclohexene. 
The inverse nature of the effect indicates rehybridization from sp2 to sp3 as expected, for 
conversion of an alkene to a bromonium ion, but the large value (normal inverse isotope ef­
fects are around 0.8) implies significant rehybridization of both alkene carbons in the rate­
determining step (see m argin). 

N ucleophiles o ther than bromide, such as the solvent, can also add to the bromonium 
ion. The reaction of 1-hexene with bromine in methanol gives the product distribution 
shown in Eq. 10.16. There is more solvent attack at the secondary carbon than the primary 
carbon. Recall that secondary carbenium ions are m ore s table than primary carbenium ions, 
so a larger fraction of the positive charge in the bromonium ion is on the secondary carbon 
than the primary carbon. 

Br 

MeOH ~ + 

Br 

3 

Br 

~ 
OMe 

4.8 

+ 

OMe 

~ (Eq. 10.16) 
Br 

1.2 
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When the carbenium ion can be stabilized in a manner other than with a bridging 
bromine, the preference for anti addition diminishes. For example, cis- and trans-1-phenyl­
propene give only 73% and 83% products from anti addition, respectively, while the re­
maining products are from syn addition (Eqs. 10.17 and 10.18). Here, there is an equilibrium 
between two forms of the carbenium ion: a cyclic bromonium ion and an open, resonance 
stabilized benzyl cation. Syn addition and anti addition products can arise from the open 
form due to bond rotation, but only anti addition products can arise from the cyclic form. 

H 
Br ~ CH 3 

~ 
Ph "- H 

Br 

73% 

H 
Br~ 

Ph ~ CH3 
Br 

83% 

H 
Br ~ CH3 

~ Ph ';. Br 
H 

(Eq. 10.17) + 

27% 

+ (Eq. 10.18) 

17% 

Some bromonium ions have even been isolated and fully characterized. This is possible 
when steric hindrance impedes nucleophilic attack. For example, the structure shown in the 
margin has been characterized by x-ray crystallography. 

The a complex is actually not the only intermediate formed in these reactions. The mix­
ing of bromine with alkenes leads to a transient UV /vis absorption band, which indicates 
the formation of a charge-transfer complex (Eq. 10.19). In the case of the bromination of cy­
clohexene, the rate of decay of the absorption corresponds to the rate of formation of the 
bromine addition product. This indicates that the complex is formed rapidly prior to the 
rate-determining formation of the bromonium ion. Different alkenes have different stoichi­
ometries for the charge- transfer complex, ranging from one Br2 to as many as three. These 
higher order stoichiometries indicate that in many cases more than a single Br2 is involved in 
creating the bromonium ion, as we discuss below. 

Fast 

10.5.4 Mechanistic Variants 

~ Slow 

Charge- transfer 
complex 

8 
Br 

(Eq . 10.19) 

For many experimental conditions, the mechanism in Scheme 10.3 is a simplification. 
This mechanism typically occurs only at low concentrations of bromine or in water and alco­
hol solvents. In solvents of lower polarity, even acetic acid, the reaction is second order in 
bromine. The second bromine assists the first step by polarizing the bromine that is adding 
to the alkene, crea ting Br3 - instead ofBr- as a leaving group (Eq. 10.20). Similarly, iodinations 
of alkenes are commonly second order in 12, and sometimes even third order. Kinetic expres­
sions such as that given in Eq. 10.21 are often observed. The kinetic dependence on Br3- indi­
cates a reaction between the alkene and Br2, as well as Be, which is equivalent to Br3 - . 

8 

[sr- Br-sr] 

(Eq. 10.20) 

(Eq. 10.21) 

0 Br Ph Br Ph 

r'~ = )c'~ .·' .·' 
e 

Bromonium-carbenium equilibrium 

Stable bromonium ion 
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y 
sr

0 
Alkyne-derived 
bromonium ion 

Vinyl cation 

Other mechanistic variants occur with the additions of F2 and Cl2. Although anti 1,2-
addition products dominate the reactions with Cb and Br2, one also often finds allylic halo­
genation with Cl2 . Radical pathways occur in these reactions, and so the addition is not typ­
ically as clean as with Br2. In contrast to both Cl2 and Br2 , the addition of F2 occurs via a syn 
addition mechanism. The prevailing data support the formation of a !3-fluorocarboca tion 
that rapidly combines with the fluoride counterion before dissociation of the ion pair (Eq. 
10.22). 

(Eq. 10.22) 

lon pair 

10.5.5 Addition to Alkynes 

Alkyl-substituted alkynes show anti addition products with Br2 , making trans-dibro­
moalkenes, again supporting a bromonium ion intermediate. For example, 1-hexyne and 
3-hexyne give only the trans-alkene products. However, due to the additional ring strain 
associated with the bromonium ion formed from an alkyne, and because a partial positive 
charge is placed on a carbon with a higher s-character hybridization than with alkenes, al­
kynes generally react 103 to 107 times slower than alkenes. 

With substituents on the alkyne that can stabilize a non-bridging carboca tion, mixed ste­
reochemistry is found in the products. The reaction of 1-phenylpropyne with Br2 in acetic 
acid gives the products shown in Eq. 10.23. The reaction obeys a kinetic expression such as 
Eq. 10.21 ([alkene] replaced by [alkyne]), and a p value of -5.17 for para substituents on the 
phen yl ring was found. The data support the intermediacy of a vinyl ca tion (see margin) that 
can combine with both bromide or solvent to form either E or Z products. 

c}(. c~::. c)(A,. c~:~, 
(Eq.10.23) 

Interestingly, the kinetic term in the reaction of 1-phenylpropyne with Br2 that has a Br3-

dependence is only observed when bromide anion is added. Furthermore, the reaction that 
corresponds to this term gives solely the anti addition product. This supports a concerted 
mechanism with nucleophilic attack by bromide simultaneous with electrophilic addition 
of bromine (Eq. 10.24). 

~Br( 8 l) ·sr + :sr 
(Eq. 10.24) 

10.6 Hydroboration 

In synthetic organic tex tbooks, m any other electrophiles are covered as reagents for trans­
forming alkenes into a variety of different functional groups. The acid-catalyzed addition 
of water or HX is seldom used in a synthetic sequence, because many functional groups 
undergo reactions in the presence of strong acids. Therefore, these reactions were covered 
primarily because they nicely highlight features of organic mechanisms and reactivity. The 
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hydroboration of double bonds is a reaction that is both instrucbve for analyzing mecha­
nisms and synthetically very relevant. This reacbon leads to the addition of a hydride and 
a boron across a double bond, leaving the boron available for further derivitization, most 
often to an alcohol. 

10.6.1 Electron Pushing 

Borane (BH3) and its organic derivatives (RBH2 or R2BH) will add to an alkene (Scheme 
10.4). BH3 dimerizes in the gas phase to make diborane. In solution reactions, however, this 
dimer is easily broken up (Eq.10.25), especially if the reaction is occurring in a donor solvent 
such as THF, which produces a Lewis acid-base complex, BH3 • THF. 

Scheme 10.4 
Electron pushing for the 
addition of BH3 to an alkene. 

(Eq. 10.25) 

rr-complex 

The formation of a 'TT complex between the olefin and BH3 is the first step, which is 
viewed as a Lewis acid-base interaction. Concerted addition of the hydrogen and boron oc­
curs in a second s tep, leading to syn addition. Commonly at this stage, addi tion of a peroxide 
such as H 20 2 results in an alcohol at the position of the boron. 

10.6.2 Experimental Observations 

The addition of a borane to an alkene leads to an anti-Markovnikov product. The boron 
preferentially adds to the less hindered carbon, which occurs for both steric and electronic 
reasons. The adding hydrogen is the smallest group, so it makes sense that it would add to 
the more hindered position. Reinforcing this effect is the fact that the hydrogen is the nu­
cleophilic portion of the B-H bond, so it adds to the carbon where the most positive charge 
resides within the initially formed 'TT complex. This is also the more substituted carbon. One 
example is given in Eq. 10.26. Alkynes also undergo hydroboration, and again give syn addi­
tion and anti-Markovnikov regiochemistry. 

(Eq. 10.26) 

Kinetic studies of hydroboration are difficult to perform because all three B-H bonds 
can add to an alkene. Despite this, studies have shown most alkenes react at very similar 
rates. When more than one alkene is present in a reactant, terminal alkenes are preferred, 
presumably due to steric considerations. In many cases the reaction is zero order in alkene. 
The lack of large substi tuent effects on the rate and the zero-order d ependence on the alkene 
indicate that the dissociation of the dimer or the BH3 • solvent complex to monomeric BH3 

is the rate-determining step. After the dissociation, the mechanism shown in Scheme 10.4 
commences. 

10.7 Epoxidation 

Peroxides and per acids are electrophilic in a manner similar to halogens (X2). This can be ra­
tionalized by appreciating that the highly electronegative oxygen typically has a partial neg­
ative charge when it is attached to any element except oxygen or fluorine. So, relative to a 
typical oxygen, the oxygens of a peroxide are positive, and thus electrophilic. However, di-
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rect nucleophilic attack on an 0 -0 bond of H20 2 or ROOR seldom occurs, because hydrox­
ide and alkoxides are poor leaving groups. A carboxylate or carboxylic acid is a much better 
leaving group, and so peracids (RC0 20H) do react readily with nucleophiles, even nucleo­
philes as weak as alkenes. This lead s to an epoxide product. Epoxid ations are key reactions 
in organic synthesis, and asymmetri c variants are especially important (see the Connections 
highli ght on page 558) . 

10.7.1 Electron Pushing 

The epoxidation of an alkene by a peracid is a single-step reaction. Several arrows are 
used to depi ct the reaction, as shown in Scheme 10.5. The alkene directly attacks the backside 
of the 0 - 0 bond in such a fashion that a carboxyli c acid is the leaving group. 

SchemelO.S 
Electron pushing for the sing le­
step epoxidation reacti on. 

10.7.2 Experimental Observations 

·a 
1\ 

7 \ 

If there is only one step, the reac tion has to be second order; first order in the per acid and 
firs t order in the alkene. The reaction ra te has very little dependence upon the solvent, sup­
por ting a concerted mechanism with little charge developing a t the transition s ta te. The 
sm all charge development is also supported by the fact that the ra tes correlate with a Ham­
mett parameter (a+), but thep valu e is only - 1.1 for p-XArCH = CH2 . There are only small 
primary kinetic isotope effects. Values of kH / k0 around 1.1 to 1.2 are found for the peracid 
[R03H(D)]. This means that the hydrogen atom transfer show n in the electron pushing of 
Scheme 10.5 has to be either minimal at the transition state or a lmost complete (see Section 
8.1.2). Secondary d euterium iso tope effects on the alkene carbons are inverse, as m ay be ex­
pected fo r an sp2 to sp3 transforma tion . 

It is relatively straightforw ard to predict the stereochemistry and ra tes of these reac­
tions. The more electron ri ch the double bond, the fas ter it will react with the peracid . Also, 
steri cs are the primary factor directing the epoxida tion stereochemistry. The least hindered 
face of a double bond is predominately epoxidized . The reacti on is typically 100% s tereospe­
cifi c, w ith trans-ole fin s giving trans-epoxides and ci s-olefin s giving cis-epoxides. 

When the electrophilic oxygen of the peracid is equally bonded to each alkene carbon 
at the transition sta te, the reacti on follows what is known as the butterfly mechanism. Evi­
d ence suggests that this only occurs for symmetric alkenes like ethylene. When one carbon 
of the alkene is substituted, the bonding to the electrophilic oxygen is more advanced at the 
unsubstituted carbon, placing slight positive charge at the more substituted carbon . For ex­
ample, the k,_, / k0 values for styrene at the substituted and unsubstituted carbons are 0.99 
and 0.82, respectively. This indicates that rehybridization at the transition state is minimal 
for the phenyl substituted carbon (see margin) . 

10.8 Nucleophilic Additions to Carbonyl Compounds 

Much of the chemistry described above required electrophilic activa tion of the carbonyl or 
alkene in order for a nucleophile to add . However, many good nucleophiles will directly add 
to a carbonyl, and we commence this section by looking at the electron pushing for a few ex­
amples traditionally covered in introductory organic chemistry. 
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10.8.1 Electron Pushing for a Few Nucleophilic Additions 

The classic and most straightforward example of a nucleophilic addition to a carbonyl 
is cyanohydrin formation (Scheme 10.6). Cyanide is a good nucleophile, and it can add di­
rectly to the carbonyl carbon, as predicted by the EPS of ketones given in Appendix 2. In a 
second step the resulting anion is protonated. 

H,e 
N-H 

H\ . ..fH 

o) 8 o: _) 
x=~= 
8 J ,,~ , c: N 

N"" 

Scheme10.6 

H 
' :N-H 

'H 

Electron pushing for cyanohydrin formation. 

The addition of a Grignard reagent to a ketone leads to attachment of the R group of the 
Grignard reagent (Scheme 10.7) to the carbonyl carbon. Although the exact structure of the 
reactive species in a Grignard addition is still debated and depends on the reaction condi­
tions (see below), there is an R-Mg bond that is highly polarized, with considerable negative 
character on carbon, making it a very good nucleophile. 

Scheme10.7 

8 
0 : 

~ 
R 

e 
MgBr 

OH 

~~ 
R 

Classic electron pushing for a Grignard addition to a ketone. 

Another standard example is the nucleophilic attack by lithium aluminum hydride 
(LAH) on a ketone or aldehyde (Scheme 10.8). Each hydrogen in LiAlH4 is partially nega­
tively charged, and therefore the Al-H u bonds are nucleophilic. After the nucleophilic at­
tack by hydride, the resulting alkoxide anion coordinates with the Al species. These two 
steps are repeated three more times. Finally, dilute acid is added to supply a proton to the al­
koxide anion (electron pushing not shown). 

Scheme10.8 

Acidic 
workup 

Electron pushing for the LAH reduction of a ketone. 

H 
o' 

A 
H 

The overall effect is the addition of H 2 across the C-0 1T bond, and this is defined as re­
duction. Generally, oxidation and reduction are defined as the removal and addition of elec­
trons to a compound, respectively. Here, oxidation and reduction are defined as elimination 
and addition of dihydrogen, respectively. Reduction using hydride reagents formally adds 
H 2 across the carbonyl, but it proceeds mechanistically as a nucleophilic addition. It is inter­
esting to note that nature has an analog to LAH, called NADH. It also delivers a hydride to 
carbonyl groups (see the Connections highlight on page 566). 
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Connections 

Mechanisms of Asymmetric Epoxidation Reactions 

The epoxide fun ctional group is often an intermediate 
in organic synthesis sequences because it can be readily 
opened by a va riety of nucleophiles, leading to complex 
fun ctionalization that starts with just an alkene. Asymmet­
ric variants of epoxidation are important reactions, with 
the Sharpless and Jacobsen epoxidations being the most 
well known. Both these reactions involve metal catalysts. 

The Sharpless epoxidation involves a dimeric tita­
nium(IV) species with bridging tartrate ligands (A) . The 
tartrates impart a chiral environment to the ca talys t cen­
ters, leading to asymmetric induction. The dimeri c species 
shown below, involving several alkoxide ligands, has 
been shown via an 170 NMR stud y to be the active form 
of the ca talys t. This structu re unde rgoes rapid ligand 
exchange reactions, incorpo rating both an allylic alcohol 
and a peroxide onto a single metal center. Metall ation of 
the peroxide (HOOR to L,TiOOR) enhances the electrophi­
licity of the peroxide. The electron-pushing scheme show s 
how the OR group ca n become a good leaving group via 
transfer to the titanium. Small secondary inverse deu te­
rium isotope effects (0.93 to 0.99) of roughly the same mag­
nitude for both carbons of the double bond are found . This 
indica tes nearly equal bond changes to the alkene ca rbons 
at the transition state, sup porting the concerted epoxida­
tion shown. 

The Jacobsen epoxid a tion reaction uses an Mn-salen 
complex (B). The mechani sm has been examined using 
m any of the tools presented in Chapters 7 and 8. Two path­
ways have been proposed . Path A is a radi cal pathway 
and Path B involves a metallaoxetane . Path A is supported 
by several pieces of data. First, the reacti on is enhanced 
by the addition of N-oxides, which supports the replace­
ment of the chloride by these ligands and subsequent acti­
va tion of the meta l. A metallooxetane (Pa th B) would be 
extremely crowded at the metal center with a coordinated 

N-oxide. Recent computational studies find the m etallo­
oxetane structure to be too high in energy to be a reason­
able interm ediate. In homogeneous solution linear Erying 
plots are found for styrene, indene, and cyclooctadiene. 
This supports Path A and argues against a mechanism 
with an equilibrium formation of a metallooxetane prior 
to rate-determining epoxide formation (as in Path B) . 

One might expect radi cal rearrangements in Path A, 
but they are not observed. In the epoxidation reaction (C), 
which incorporates the very rapid "phenylcyclopropyl 
clock" (see Section8.8.8), no ring-opened products were 
observed , implying no free radical involvement. How­
ever, this observation falls into a class of experimental 
results known as negative evidence. Negative evidence 
is the failure to observe a possible result. It does not prove 
that an expected phenomenon is not occurring, just that it 
was not observed with the tools at hand. If one observed 
the expected rearra ngement - positive evidence-it 
would support the existence o f radi cals. On the other 
hand, the lack of a rearrangement (or any observation in 
general) should not be used to nega te a mechanism. In this 
case, the lack of a rearrangem ent can be explained if the 
radical closes to the epoxide with a rate constant fa ster 
than ring opening. 

Finn, M.G., a nd Sharpless, K. B. "Mechanism of Asymmetric Epox i­
dation. 2. Cata lyst Structu res." f. Am. Chem. Soc., 113, 113- 126 (1991) . Fin­
ney, N. S., Posp isi l, P.j., Chang, S., Pa lucki, M., Konsler, R. G., Hansen, K. B., 
and jacobsen, E. N. "On the Viability of Oxa metall acyclic Intermed ia tes in 
the (Sa len)Mn-Cata lyzed Asymmetric Epoxida tio n." Angew. Chem . Int. Ed. 
Eng., 36, 1720 (1997). Lin de, C., Arno ld, M., Norrby, P.-O., and Akermark, 
B. " Is There a Rad ical Intermed iate in th e (Sa len)Mn-Catalyzed Epox ida­
tion of Alkenes?" Angew. Chem. Int. Ed. Eng., 36, 1723- 1725 (1997). Linde, 
C., Akennark, B., No rrby, P.-O., and Svensson, M. "Timing Is C riti ca l: 
Effect of Spin C hanges on the Disastereoselectivity in Mn(sa len)-Cata lyzed 
Epoxidation ." f. Am. Chem. Soc., 121,5083 (1999). Cava llo, L., and jacobsen, 
H. "Radica l Intermediates in the jacobsen-Katsuki Epoxida ti o n ." Angew. 
Chem. Int. Ed. Eng., 39,589 (2000). 
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B. 

Mn-salen complex 

Jacobsen epoxidation 

c. 
),,,,_~ 

Ph V ·Ph 

Radical clock test 

10.8.2 Experimental Observations for 
Cyanohydrin Formation 

Table 10.4 shows a few equilibrium constants for the 
addition of HCN to various carbonyl compounds. The 
trend is the same as for the extent of hydration (Table 
10.2). One typically performs this reaction w ith a cya­
nide salt and an acid that is strong enough to protonate 
the tetrahedral intermediate, but not strong enough to 
protonate cyanide. In this manner, the lethal gas HCN is 
not produced. 

~ Ph'\-7 

/ 

0 
L L 
'- ·· / 

Mn 
L / I ' L 

X 

(with or without 
ligand X) 

Metallaoxetane 

Table10.4 
Equilibrium Constants for 
Formation of Cyanohydrins* 

R1 OH 

HCN + = X 
R2 CN 

K 

~ H 2.2 X 105 

CsHs CH3 0.77 

Oo 1.0 X 103 

'Baker, ). W. "Substituent Effects on Hyperconju­
ga tion: Hyperconju ga tion Energy for Groups of the 
TypeCH,X." Tetrahedron, 5, 65(1959). Prelog, V., 
and Kobel!, M. "Ober die Abhangigkeit der Dissozi· 
ationskonstanten der Ringhomologen Cyclanon­
Cyanhydrine von der Ringgrosse." Helv. Orim. Acta, 
32, 1187 {1949). 
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Proposed Grignard mechanism 

The kinetics of HCN addition under these conditions is first order in cyanide anion and 
in the carbonyl-containing reactant, and the mechanism given in Eq. 10.27 is operating. The 
fact that cyanide is a very good nucleophile means that protonation is not required prior to 
or at the rate-determining step, and therefore no kinetic dependence on the acid is observed. 
Kinetic dependence upon the acid would only become evident with exceedingly low con­
centrations of acid. Hence, there is no specific-acid or general-acid catalysis. 

k, 
= 

k_, 

10.8.3 Experimental Observations for Grignard Reactions 

(Eq. 10.27) 

The addition of alkyl groups to carbonyl compounds is prototypically accomplished 
with the use of Grignard or organolithium reagents. The reactions are extremely fast, often 
over in milliseconds, even at -85 oc. 

The mechanism of Grignard addition to car bony ls has been studied in detail, and Ashby 
is a leader in this regard. It is not always what you might expect. The electron pushing given 
in Scheme 10.7 indicates that the C-Mg bond acts as a two-electron nucleophile toward po­
larized bonds. This is acceptable electron pushing, in that it keeps track of the rearrangement 
of bonds, and in most cases, such as with the addition of CH3MgBr to acetone, it is essentially 
correct. For some carbonyl compounds, however, Scheme 10.7 is a poor representation of the 
actual mechanism. Instead, an electron transfer mechanism operates (Figure 10.5 A). Here, 
the electron rich C-Mg bond acts to redu ce the carbonyl group, giving a ketyl anion. Com­
bination of the resulting radicals in a cage gives the product. Because a ketyl anion is an 
intermediate, carbonyl structures that lead to stabilized ketyl anions will favor this mech­
anism, such as conjugated enones, phenyl ketones, and phenyl aldehydes. As evidence 
for the mechanism, the radicals often escape from the cage, giving hydrogen abstraction 
products or radical coupling products (Figure 10.5 B). This is a case where detailed product 
analysis provides insight into the mechanism. 

Other complications arise due to the fact that RMgX reagents are in equilibrium with 
R2Mg and MgX2 species, so that the exact entity that is adding to the carbonyl is sometimes 
ambiguous. Furthermore, kinetic studies indicate second-order dependence upon the Grig­
nard or lithium reagent in certain cases, indicating that a mechanism involving a cyclic tran­
sition state as shown in the margin could be operative . 

'A'-~ >=!Q'- . r '}- 0 e 
+ 8 

e 
A. R + . 0 MgX - R 0 MgX 

Ketyl anion 

B. R·~ RH + S 

21- 8 e 
I I ·o MgX - e 0880 c±:l 

XMg MgX 

Figure 10.5 
A. A common electron transfer mechan ism for Grignard additions. 
B. Side reactions that are indicative of this radical mechanism. 
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10.8.4 Experimental Observations in LAH Reductions 

The mechanism given in Scheme 10.8 is a simplification for LAH reductions. In reality, 
complexities arise due to aggregation of the hydride reagents and ion pairing in ether sol­
vents. Furthermore, participation by the counterion to the aluminum hydride is essential. 
For example, the rates of these reactions are different for LiAlH4 and NaAlH4 . The ~5* values 
for the reactions indicate significantly more ordering in the transition state using LiAlH4 

than with NaAlH4 . Interestingly, if aLi-specific cryptand (see Section 4.2.1) is added to the 
reaction, no product is formed (Eq. 10.28). However, addition of a lithium salt will restore ac­
tivity. These observations imply that the lithium cation is intimately involved in the reaction, 
a facet that is not displayed in the common arrow-pushing scenario given in Scheme 10.8. 
The lithium ion acts as a Lewis acid coordinating to the carbonyl oxygen prior to hydride 
addition. This polarizes the carbon yl, facilitating nucleophilic addition, and leads directly 
to an ion pair that stabi lizes the resulting alkoxide anion (Eq. 10.29). This electrophilic ac­
tivation of the carbonyl carbon by coordination to lithium is analogous to the action of a 
Bnmsted acid in either specific-acid or general-acid catalysis. 

O LAH 11 No reaction 
R~R 

1"-:::0~ 
N\.PV'o-'\.-. N 
~oAJ 

10.8.5 Orbital Considerations 

Lithium 
salt 

(Eq. 10.28) 

(Eq. 10.29) 

In Chapter 1 we emphasized that polar covalent bonds have an unequal distribution of 
electrons. This is refl ected in unequal contributions of the atomic orbitals in the bonding and 
antibonding molecular orbitals, as predicted from perturbational molecular orbital theory. 
The bonding orbital has more character on the more electronegative atom, whereas the anti­
bonding orbital has more character on the less electronegative atom. The acceptor orbital 
on the carbonyl of a ketone or aldehyde is the antibonding 7r* orbital (Figure 1.17 and Ap­
pendix 3). The majority of its character is on the carbon, which is exactly where this molecule 
is electrophilic and slightly positive. Interaction of the nucleophile at the carbon rather than 
the oxygen leads to the greatest bond overlap in the combination of the nucleophile and 
electrophile. 

The Biirgi-Dunitz Angle 

What is the trajectory of nucleophilic attack on a carbonyl carbon? This trajectory will 
determine any steric effects that can influence stereochemistry or regiochemistry. The direc­
tion of attack is given by what is known as the Biirgi-Dunitz angle. In a creative use of ex­
perimental data, Dunitz and Burgi studied the crystal structures of a large number of com­
pounds that contained a carbonyl and a nucleophile. The geometric relationship between 
the two was not random, but instead showed a definite pattern, especially as the nucleophile 
got close to the carbonyl. By considering a large number of structures, the trajectory of attack 
was essentially mapped out by the crystallographic data. 

The direction of attack was found not to be perpendicular to the plane formed by the car­
bonyl group, but rather to be approximately 105° (see margin). This approaches the angle for 
an sp3 hybridized system. While the Burgi-Dunitz angle was developed from a collection of 
experimental data, it has been completely confirmed by high level computational studies, 
which clearly show that nucleophiles approach carbonyls along an obtuse angle. As an ex-

Burgi- Dunitz angle 
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ample, a ball and stick model of the transition state for the addition of cyanide to acetone is 
shown in the margin on page 561, where the obtuse angle is clear. 

The same angle of attack is seen for addition reactions to an alkene. The reason for the 
Btirgi-Dunitz angle is that the adding nucleophile needs to attack the empty TI* orbital of the 
C=O or C=C bond. Looking back at Sections 1.3.2 and 1.3.3, or in Appendix 3, we find that 
the character of this orbital on C points back and away from the bonding region. 

Orbital Mixing 

The stabilization obtained on mixing a filled and an empty orbital will be largest when 
the energy gap between the interacting orbitals is smallest (Rule 10 of Table 1.7; also see 
Chapter 14, Eq. 14.61). This predicts that the difference in reactivity between two com­
pounds with the same reactant can be obtained by simply comparing the energies of the in­
teracting orbitals. This approach can thus be used to predict relative reactivity. To do this, 
let's contrast nucleophilic addition to a C-C TI bond vs. a C-0 TI bond. Figure 10.6 shows a 
QMOT model of nucleophilic addition. 

C = 0 MO diagram C=C MO diagram 

Figure 10.6 
The molecular orbital diagrams for a C-C 'IT bond and a C-0 'IT bond on 
the same energy axis, along w ith the energy of a lone pair donor orbital. 
The donor orbital is closer in energy to the acceptor orbital of the C-0 'IT 

bond. 

Remember that the substitution of a heteroatom such as oxygen for carbon lowers the 
energy of all orbitals, both the TI and 1r*. In the case of the lone pair orbital on the nucleophile 
filling either the alkene or carbonyl1r* orbital, the interaction is best with the carbonyl, be­
cause the energies of the interacting orbitals are closer. The carbonyl is a better acceptor, 
because its empty orbital is lower in energy and closer to the energy of the donor orbital. 

10.8.6 Conformational Effects in Additions to Carbonyl Compounds 

The addition of nucleophiles to carbonyl compounds is often found to occur faster with 
six-membered ring cyclic ketones than with acyclic ketones or cyclopentanones. For exam­
ple, the LAH reduction of cyclohexanone occurs nearly 300 times faster than for acyclic 
ketones. A conformational effect accounts for the increased reactivity (Figure 10.7). In cy­
clohexanone, the dihedral angle between the equatorial hydrogen and the carbonyl oxy­
gen is only 4°. This near eclipsing interaction produces a conformational strain of around 
4 kcal / mol that raises the ground state energy of cyclohexanones relative to acyclic systems. 
Upon nucleophilic attack, this near eclipsing interaction is relieved, but we introduce a 1,3-
diaxial interaction with an oxygen anion. However, the diaxial interaction is estimated to be 
only 0.7 kcal / mol destabilizing (the A value for an OH group), and so the net effect is that a 
significant amount of strain has been released in this reaction. This makes the cyclohexanone 
reaction significantly faster. 
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Figure 10.7 
Torsional strain in cyclohexanone. 

10.8.7 Stereochemistry of Nucleophilic Additions 

One of the most important aspects of nucleophilic addition to carbonyl compounds is 
the stereochemistry of these additions. Controlling the stereochemistry can lead to diaste­
reoselective syntheses. Although a complete analysis of this topic is more appropriate for a 
textbook on synthetic orgaruc chemistry, a few examples are instructive here, because they 
nicely tie together several of our structure-reactivity principles. 

Addition reactions of a nucleophile such as a hydride or Grignard reagent to a carbonyl 
adjacent to a stereocenter are stereoselective (see Section 6.9 for the definition) . Many chem­
ists have provided rationalizations for the observed products. 

Three common models can be summarized as follows. One assigns the descriptors small 
(S), medium (M), and large (L) to the three different groups on the stereocenter adjacent to 
the carbonyl based upon the relative steric sizes of these entities. Recall that steric size is 
highly dependent upon the context, but we have given A values (Chapter 2) and Taft param­
eters (Chapter 8) as two examples, and usually a clear assignment can be made. The lowest 
energy transition state for nucleophilic addition has the lowest steric strain. Hence, we ex­
amine both the strain in the conformation around the carbonyl-to-stereocenter bond and the 
strain introduced during addition of the nucleophile. 

In the Cram model, the only conformer considered is that which places the carbonyl ox­
ygen gauche to the small group and medium group. Nucleophilic attack preferentially oc­
curs on the diastereotopic face of the carbonyl that has the smaller group (Figure 10.8 A). An 
example is given in Eq. 10.30. 

:j: 

- Water 
Workup 

QH 0 

~SEt 
OSi-I·BuMe2 

96% 

(Eq.10.30) 

In the Karabatsos model, the medium-sized group is placed eclipsed with the carbonyl 
oxygen. Nucleophilic attack is again predicted to preferentially occur from the diastereo­
topic face that has the smaller group (Figure 10.8 B). Note that the Cram and Karabatsos 
methods lead to the same predictions. However, the Karabatsos model has been found to 
more accurately predict product ratios. 
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Figure 10.8 
A. Cram's model, B. Karabatsos' model, and C. the Felkin-Ahn model 
for nucleophilic addition to a carbonyl. 

The Felkin-Ahn model is the most sophisticated (Figure 10.8 C). Here the large group is 
placed approximately antiperiplanar to the approaching nucleophile. Of the two conforma­
tions with the L group anti peri planar to the nucleophile, one has the S group near the car­
bonyl R group, whereas the other has theM group near the R group. Taking into account the 
Biirgi-Dunitz angle for attack, we can see that the former arrangement is preferred (Figure 
10.8 C), again giving the same result as the other two m odels. In a variant of the model, if 
there is a low-lying u* orbital that can accept electrons (such as a C-X, C-N, or C-0 bond) 
from the developing C-Nuc u orbital, then that group is placed antiperiplanar to the ap­
proaching nucleophile. Then the same conclusions as to the preferred attack near an S or M 
group are drawn. Eq.10.31 shows an example of a reaction that obeys the Felkin-Ahn predic­
tion . Here, the NBn2 group (Bn= benzyl) is placed anti to the approach of the nucleophile, 
and the nucleophile is placed near the S group of the stereocenter (H in this example). 

:j: 

PhMgBr - (Eq. 10.31) 

97% 

Other stereochemical issues can arise with cyclic carbonyl structures. The analysis can 
be subtle, and significant variations are seen. Take 4-t-butylcyclohexanone, for example. Re­
call that the A value fort-butyl is 4.7- 4.9 (Table 2.14), so 4-t-butylcyclohexanone is essen­
tially 100% in the conformation shown in Eq. 1032. Reduction usi ng LiAIH4 gives 90% of the 
trans isomer as shown, making the reaction stereoselective. Recalling the trajectory of ap­
proach implied by the Biirgi-Dunitz angle, we might expect that the axia l hydrogens on the 
3-positions would deflect the approach of any reducing agent or nucleophile. Therefore, the 
hydride nucleophile has added from the more sterically hindered face of the ketone. Indeed, 
when groups other than hydrogen are placed axial at the 3-position, the preferentia l face for 
attack of the reducing agent changes (the cis isomer dominates). In general, we also fi nd that 
larger nucleophiles give preferential attack on the other diastereotopic face of the carbonyl; 
only small nucleophiles prefer the trajectory past the axial hydrogens. 
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90% 

H H (~) 0% 
LiAIH 4 (Eq. 10.32) 

a 

trans cis 

To explain the experimental observations, recall that all strains introduced in a transi­
tion state need to be considered. With small groups such as hydrogens on the axial positions, 
little steric strain is introduced during formation of the trans isomer compared to when 
larger groups are present. Howeve1~ there are other strains introduced during formation of 
the cis isomer in all cases. These are the gauche torsional strains between the approaching 
reducing agent and the axial hydrogens on the 2-positions. There are also developing inter­
actions between the axial hydrogens on the 3-positions with the newly forming alkoxide 
anion. Thus, there is a delicate balance between steric effects, depending upon the trajectory 
of approach. 

Orbital reasoning has also been invoked to explain the stereochemistry of such addition 
reactions. The general term given to one particular orbital explanation is the Cieplak effect. 
The Cieplak effect predicts that nucleophilic addition to carbonyl groups or alkenes will oc­
cur syn to electron withdrawing groups and / or anti to electron donating groups. In the case 
of reduction of 4-t-butylcyclohexanone, the axial C-H' s labeled (a) are the electron donating 
groups, and attack is preferentially anti to these bonds (Eq. 10.32). 

But why is there a trend related to electron donating and withdrawing groups? This is 
best explained by first looking at a few more carbonyl addition reactions. Eq. 10.33 shows 
a schematic of an addition reaction to a substituted adamantanone. Nucleophilic attack oc­
curs preferentially syn to the electron withdrawing fluorine. This is rationalized by invoking 
a donor-acceptor interaction of the sort discussed in Section 2.4.2. The newly forming 
C-Nuc bond in the transition state is creating a G"* orbital that is very low in energy, because 
the bond is not yet fully formed and full orbital mixing has not occurred. It will be favorable 
to mix this low-lying empty orbital with a good donor, and recall that an anti relationship be­
tween the donor and the acceptor is preferred. In the adamantanone system, C -C bonds will 
be the donor (see center structure of Eq. 10.33). The electron withdrawing fluorine substitu­
ent makes the C-C bonds near it poorer donors by lowering their energies. So, the nucleo­
phile adds anti to the C-C bonds that are further away from the fluorine, and hence syn to 
the fluorine. The general trend is shown in the margin. When X = an electron withdrawing 
group (EWG) or an electron donating group (EDG), the indicated stereochemistries of attack 
are observed. 

(Eq. 10.33) 

Let's now return to the attack on 4-t-butylcyclohexanone. The C-H bonds labeled (a) in 
Eg . 10.34 can similarly donate toward the developing G"* orbital as the hydride nucleophile 
adds anti to them. The alternative approach can be stabilized by C -C bonds aligned with the 
developing G"* orbital, but the alignment is not as favorable . 

C-H bond aligned to donate 
to the developing C-H a • orbital 

\ r-:lTOH 

~H·k 
(Eg. 10.34) 
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Developing gauche strain 

:j: 

Developing 1 ,3-diaxial strain 
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X=EWG 

Preferred if 
X= EDG 
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Figure 10.9 
Reversible redu cti ons lead to similar product ratios as irreversible 
reactions on locked cyclohexanone rings. 

The 9:1 ratio obtai ned in the reduction of 4-t-butylcyclohexanone with LAH (Eq. 10.32) 
is a kinetic result, because the hydride addition is irreversible. Yet, when the same reacti on 
is run under reversible conditions, similar results are obtained. Figure 10.9 shows what is 
known as the Meerwein-Pondorrf-Verley reduction (the reverse reaction is called the Op­
pennauer oxidation), w here the aluminum reagent is used in a large excess. Since this re­
duction is an equilibrium, only the relative energies of the two products that arise from hy­
dride addition should control the product ratio . The cyclohexane A value of an OH predicts 
a 72:28 ra tio (Table 2.14), but the A value needs to be bigger for an Al(O-iPrh group, giving a 
product ratio of 95:5. 

Connections 

Nature's Hydride Reducing Agent 

Lithium aluminum hydride reacts violently with w ater, 
so it cannot be used effectively in aqueous med ia. Hence, 
what does nature use as a redu cing agent? The h yd ride 
reducing agent comes in the form of a cofactor called ni co­
tinamide adenine dinucleo tide (NADH, or NADPH for a 
phosphoryla ted version) . The essenti al par t of NA DH is 
shown to the ri ght, along with a hypotheti cal reducti on 
reaction. A nitrogen lone pair can be viewed as the e lec­
tron source. Electron pushing gives a picture of how a 
hydride ca n be transferred to a carbonyl ca rbon coupl ed 
w ith general-acid-ca talyzed protona ti on of the carbonyl 
oxygen by the enzyme (Enz) . 

Nature has a vari ety of cofactors that it uses as 
reagents. Cofactors a re orga ni c compounds (or m etal 
ions) tha t a re bound within the ac ti ve sites of enzy mes 
and become reagents for va ri ous transforn1a ti ons tha t the 
20 natural amino acids cannot catalyze on their own . Tt is 

fascinating to compare the reagents used in an orga ni c 
synthesis laboratory to nature's " reagents" . A nice com­
pila tion of such comparisons is given in the fo llow ing 
reference. 

-
NADH reduction 

:OH 

8 
:B 

' Enz 

w+'R 
H 

~C(O)NH2 

ll .. J 
~(+) 
R' 

Dugas, H . (1996) . Bioorganic Chemistry, 3rd ed ., Sp ringe r, New York, 
pp 26-33. 
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10.9 Nucleophilic Additions to Olefins 

Nucleophilic addition to an alkene is generally much less favorable than addition to a car­
bonyl, and the orbital analysis of Section 10.8.5 provides a nice rationalization. However, 
when strongly electron withdrawing groups are placed on an alkene, nucleophilic addition 
can occur, because the alkene LUMO is at lower energy. For example, addition of nucleo­
philes to perfluoroethylene and 2,2-dichloro-1,1-difluoroethylene does occur. Furthermore, 
as we will see in Chapter 12, when an alkene is coordinated to a transition metal, nucleo­
philic attack can be promoted. Even phenyl groups, on rare occasions, can act as electron 
withdrawing groups, allowing additions. However, by far the most common form of nu­
cleophilic addition to an alkene occurs when a group capable of electron withdrawal via res­
onance (such as carbonyl, cyano, or imine) is placed on the alkene, termed AdN2 (addition, 
nucleophilic, bimolecular). This reaction is commonly referred to as a 1,4-addition or conju­
gate addition. When the nucleophile is a carbanion, most commonly an enolate, the reaction 
is referred to as a Michael addition. 

10.9.1 Electron Pushing 

One specific example is given in Scheme 10.9, along with the classic electron pushing as­
sociated with this reaction. We draw arrows for the nucleophilic addition that place the neg­
ative charge on the enolate oxygen as the electron sink. In this example, protonation by the 
solvent gives the product. 

Scheme10.9 
Electron pushing for a 
conjugate addition example. 

10.9.2 Experimental Observations 

= 
0 

/'-s~ 
e 

+ :0~ 

These reactions most commonly have nucleophilic attack as the ra te-determining step. 
Supporting this bimolecular reaction as being rate-determining is a negative entropy of 
activation. 

Recalling the discussion of the dynamics of proton transfer in Section 9.3.7, protonation 
and deprotonation of heteroatoms is faster than with carbon. Therefore, the mechanism 
given in Scheme 10.9 is, as with many classic electron-pushing schemes, a simplification. 
Protonation actually occurs first on the oxygen to make the enol form (Eq. 10.35), but the 
higher thermodynamic stability of the keto form relative to the enol form ultimately leads to 
the carbonyl product (see Section 11.1). 

e 
:0 

Nuc~ 
Proton 
source 

10.9.3 Regiochemistry of Addition 

OH 

Nuc~ 
Enol form 

0 

= Nuc~ 
Keto form 

(Eq. 10.35) 

We are discussing 1,4-additions, but a nucleophile can also add directly to the carbonyl 
in what is termed a 1,2-addition, as discussed in Sections 10.2 and 10.8. The preferred regia­
chemistry of addition is in part controlled by the relative electrophilicity of the carbonyl car­
bon and the [3-carbon in each specific case. Steric interactions can also influence the regia­
chemistry. Large groups on the carbonyl can direct the nucleophile away from attack at the 
carbonyl carbon . 

However, the character of the nucleophile has been found to be the dominant factor in 
determining the regiochemistry of addition. Hard nucleophiles such as lithium reagents 
and Grignard reagents undergo preferential1,2-addition, while softer nucleophiles such as 
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a mines, enolates, and thiolates undergo preferential1,4-addition (the definition of hard and 
soft is covered in Section 5.6.1). The harder nucleophiles are directed to the carbonyl carbon 
because their counter ions coordinate to the carbonyl oxygen as part of the mechanism of at­
tack, and these nucleophiles are closely ion-paired, thereby delivering the nucleophile to the 
carbon. The softer nucleophiles tend to add to the site where the largest orbital character in 
the LUMO exists, which is the 13-carbon (see the LUMO of acrolein, Appendix 3). 

10.9.4 Baldwin's Rules 

The Biirgi-Dunitz angle of attack (Section 10.8.5) on an olefin or carbonyl leads to inter­
esting trends in intramolecular additions that occur on sp2 centers. The trends are relevant to 
additions to carbonyls, but also additions to alkenes and alkynes, so we discuss them all to­
gether here. Furthermore, the trends apply to nucleophilic, radical, or cationic additions. As 
a group, the trends are summarized as Baldwin's rules. These rules allow chemists to pre­
dict the ease of ring closure reactions. Three factors are considered: 1. ring size, 2. hybridiza­
tion of the carbon undergoing attack, and 3. whether the bond undergoing attack will be en­
docyclic or exocyclic to the forming ring in the product. 

Although reactivity depends upon the exact chemical reaction under study, there are 
clear trends related to ring size. The ease of intramolecular formation of a particular ring size 
generally follows the trend, 5 > 6 > 3 > 7 > 4 > 8-10. This holds for intramolecular nucleo­
philic, as well as radical and cationic ring closures. 

As the ring size varies, however, the regiochemistry of attack will vary. To see thi s, let's 
first give some definitions. When ring closure occurs to place the cation, radical, or anion of 
the product exocyclic to the ring, this is called an exo closure (Eq. 10.36) . When closure occurs 
placing the cation, radical, or anion within the ring, this is called endo closure (Eq. 10.37). 
Now we define the hybridization of the atom undergoing attack by a nucleophile, radical, or 
electrophile as follows: sp = dig, sp2 = trig, sp3 = tet. The terms are combined to describe a 
certain reaction. For example, Eq. 10.38 shows a reaction we would call a 5-exo-di g cycliza­
tion (5 denotes the size of the ring). If we used these terms to describe an intramolecular SN2 
reaction, the reaction would be considered an exo-tet cyclization, because the attack must be 
on an sp3 center and the leaving group departs from the ring. 

Exo closure 

Endo closure 

0 

HO~ 
Base Q=c={ 

8 
SH - cr)-

0 

(Eq. 10.36) 

(Eq. 10.37) 

(Eq. 10.38) 

Given these definitions, Table 10.5 shows the trends. We refer to certain closures as fa­
vored or unfavored, and you should be aware that the rul es represent trends, not laws of na­
ture. Notice it makes very little difference how six- or seven-membered rings are formed . 
The anion, radical, or cation can be exo or endo to the ring regardless of the hybridization of 
the reactant. Also, note that all exo-tet cyclizations are favored, meaning that any SN2 reac­
tion to form a ring is possible. However, it does matter how three-, four-, and five-membered 
rings are formed in other reactions. This is where the Biirgi- Dunitz angle of attack becomes 
important. Whereas the reaction in Eq. 10.38 is a favored reaction (5-exo-dig), the corre­
sponding 5-endo-trig reaction given in Eq. 10.39 is not favored . Here, the nucleophile cannot 
achieve the Biirgi-Dunitz angle for the cyclization, and hence the reaction does not occur. 
For an analogous dig system, the reaction does proceed (Eq. 10.40). 



10.10 RADICAL ADDITIONS TO UNSATURATED SYSTEMS 569 

Table 10.5 
Ring-Closure Tendencies (Baldwin's Rules)* 

Exo Endo 

Ring size dig trig tet dig trig 

3 unfav fav fav fav unfav 
4 unfav fav fav fav unfav 
5 fav fav fav fav unfav 
6 fav fav fav fav fav 
7 fav fav fav fav fav 

*fa v = favorable; unfav =unfavorable. Ba ldw in,]. E. " Rules fo rRi ngCiosure." ]. Che111. Soc. Che111 . Co111111., 
734 (1976) 
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Ph Ph 

(Eq. 10.39) 

0 0 

~~ ~ OH Ph 

(Eq. 10.40) 

Ph 

10.10 Radical Additions to Unsaturated Systems 

In the addition of electrophiles and nucleophiles to unsaturated systems (C =C and C=O), 
much of our focus has been upon the stability of the cationic or anionic intermediates. In the 
addition of radicals, the focus is again primarily upon the intermediate, but now there are no 
charges involved . Polarity effects will therefore influence the reactions to a much smaller ex­
tent, while steric factors will be more important. Howeve1~ because increasing substitution 
with alkyl groups on the carbon bearing the radical center increases the stability of a radical 
via hyperconjugation, radicals most often add to double bonds at the less substituted center. 
If the adding radical is a halogen, this places the halogen at the less substituted center-anti­
Markovnikov addition. Let's review the electron pushing for this reaction, called AdH2 (ad­
dition, homolytic, bimolecular). 

10.10.1 Electron Pushing for Radical Additions 

Radical additions, just like radical substitutions (see Section 11 .7), most commonly oc­
cur via chain reactions (Scheme 10.10). The addition ofHBr starts with the initiation of a rad-

Scheme 10.10 
A radical chain mechanism 
for the addition ofHBr to 
alkenes. I = initiator. 

Initiation 

-Brr-\ 

Propagation 

___);:_~ - ___) + sr· 
Br~ Br~ 

Br;\ 
+ Br· - __j Br Termination 

Br~ 
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ical chain, sometimes created by an impurity in the solvent, or any of the numerous initiators 
discussed below. Abstraction of a hydrogen atom from HBr creates bromine radical, which 
adds to the alkene at the less substituted carbon, because this creates the more stable carbon­
centered radical. Abstraction of a hydrogen atom from HBr by the carbon radical creates an­
other bromine radical. The alternating creation of bromine and carbon radicals propagates 
the chain. 

In a chain mechanism, three types of reactions occur: initiation, propagation, and ter­
mination. Initiation always creates a radical that starts the chain by creating a propagating 
species. Propagation involves an intermediate with an unpaired electron that undergoes a 
reaction to create a different species with an unpaired electron. The radical reactant in one 
step of the chain is necessarily a radica l product in another step of the chain. Termination 
occurs whenever two radicals react with each other to produce closed-shell species. This 
removes some of the propagating species from the system, and h ence terminates a chain. 
While initiation and termination are parts of a chain process, the propagation steps are what 
account for the conversion of reactants to products. 

10.10.2 Radical Initiators 

A variety of compounds have been created by chemists to initiate radical reactions. 
These initiators can be used not only in addition reactions, but also radical substitutions and 
polymerizations. The common design principle is the incorporation of a weak bond that 
undergoes homolysis thermally or with light. Organic peroxides and azo compounds are 
common examples that can decompose by both means (Eqs. 10.41-10.43). The decomposi­
tion of benzoyl peroxide (a common light-activated acne medicine; Eq. 10.42) leads to phe­
nyl radical and carbon dioxide. 

The ~H* for the homolysis of peroxides is near the bond dissociation energy (30 to 40 
kcal / mol), and ~S* is positive for both peroxides and azo compounds. For example, the 
entropies of activation for homolysis of di-t-butylperoxide (Eq. 10.41) and AIBN (2,2 '­
azodiisobutyronitrile; Eq. 10.43) are 13.8 and 12.2 eu, respectively. These values are consis­
tent with the increase in disorder at the transition state due to the breaking of the bonds. 

\__ p l.- 130 oc \__ . 
10\ -2;0 

(Eq. 10.41) 

0
. (Eq. 10.42) 

- 2 + 2 C02 

A IBN 

70 oc 
- 2~. + N2 

NC 

§ 

(Eq. 10.43) 

Cage effects are common in initiation reactions. The radicals initially formed after pho­
tolysis or thermolysis are briefly held together in a solvent cage before they diffuse away 
from one another into free solution. Because recombination reactions of radicals are rapid, 
these reactions can compete with diffusion into solution . The terms geminate recombina­
tion and internal return (the reverse of Eq. 10.41 within a solvent cage) are applied to this 
phenomenon. The more viscous the solvent, the greater the internal return, and the lower 
the efficiency of initiation reactions, because a larger number of the first formed radicals sim­
ply recombine. This even occurs for azo compounds, where R-N = N-R initiators create R-R 
via dimerization of the first-formed radicals within a solvent cage. 

Radicals can also be generated via the fragmentation of radical anions. Single electron 
reduction of various alkyl or aryl halides will lead to bond cleavage, as shown in Eqs. 10.44 
and 10.45. The reductions commonly occur from dissolving metals such as Na and K, so­
dium naphthalenide (Na+ Ar), sodium benzophenone ketyl, or from pulse radiolysis (e-). 
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e + I 
(Eq. 10.44) 

(Eq. 10.45) 

In the addition of HBr, the peroxide effect is the historical initiation procedure. In 
the 1930s, the addition of HBr to alkenes was found to be both Markovnikov and anti­
Markovnikov by various laboratories, and some laboratories found both resu lts under 
seemingly identical conditions. Kharasch and Mayo found that in the presence of peroxides 
and often a it~ the anti-Markovnikov addition prevailed, while" clean" conditions gave Mar­
kovnikov addition . It is now clear that the anti-Markovnikov results arose from the presence 
of peroxides, often in trace amounts in ether solvents, which initiated radical chain reactions. 

10.10.3 Chain Transfer vs. Polymerization 

Chain transfer is the transfer of a radical from one propaga ting species to another, as in 
Eq. 10.46. Chain transfer leads to the kinds of products we have been considering. Alter­
natively, two species can combine as in Eq. 10.47, which is a different propagation process 
that ultimately leads to polymers. Depending upon the efficiency of the chain transfer in the 
radical process, we can get small molecule products or polymers. The mechanisms of the 
polymerizations are discussed in Chapter 13. Here we focus upon the factors that influence 
the extent of polymerization or chain transfer. If the concentrations of the alkene and H-X 
are similar, then we will get polymer when kp > > kc1, and mostly small molecules w hen 
kct > > kP. When the two rate constants are similar, the products consist of a broad distribu­
tion of oligomers, sometimes called telomers. 

R 
k ct 

R 
HX +~ - X + r-< (Eq. 10.46) 

X R X R 

R R kp x~R (Eq. 10.47) ~ + ===< -X R R R R R 

In considering the addition of HX to olefins, HBr is more likely to create small mole­
cules, w hile HCl g ives significant am ounts of oligomer. Let's see w hy by comparing the 
rates of Eqs. 10.46 and 10.47. The activa tion energy for the polymerization step (Eq. 10.47) is 
essentially independent of whether X is Cl or Br, and is typically between 6 and 10 kcal / mol. 
However, abstraction of a hydrogen atom (Eq. 10.46) from HCl is endothermic by 5 kcal / 
mol, while the same abstraction from HBr is exothermic by around 10 kcal I mol. The activa­
tion energies track these thermodynamic differences, and therefore chain transfer is much 
more likely with HB1~ while H Cl gives telomers. The radical addition of HI does not occur a t 
all, because the addition of iodine radical to an alkene is too endothermic. 

10.10.4 Termination 

Termination can proceed via the combination of any two radical species to make a a 
bond. A particular termination reaction is disproportionation, defined as a reaction be­
tween two identical species that leads to two different products. One possibility relevant to 
HBr addition is shown in Eq. 10.48. Here, hydrogen abstraction results in termination reac­
tions due to the removal of two radical propagating species. In general, disproportionations 
are favored over radical dimerizations as the temperature is raised, even though dimeriza­
tions are more exothermic. The reason is that the entropy of activation for disproportiona­
tion is generally less negative. 



+ 

572 C H APTE R 10: O RGAN IC REACTION MECHAN ISMS, PART 1 

Triplet Singlet 

~Br ~Br 

r\H + r\H 

10.10.5 Regiochemistry of Radical Additions 

(Eq. 10.48) 

As discussed, electrophilic addition of HBr occurs with Markovnikov regiochemistry, 
but radical addition of HBr occurs with anti-Markovnikov regiochemistry. The addition of 
the electrophilic bromine radical occurs at the less substituted carbon, resulting in the more 
stable carbon radical. This is analogous to the addition of an acid to an alkene, where the 
electrophilic proton attaches to the less substituted carbon to give the more stable carbenium 
ion. Since the definition of Markovnikov or anti-Markovnikov follows the placement of the 
halogen, the two additions have different regiochemistries "in name", although their reac­
tivities are fundamentally similar. 

Note that the addition of a radical to an alkene is often nearly thermoneutral or even 
strongly exothermic. Therefore, the transition state is early, and has less radical character 
than the extent of carbenium ion character in the transition state for the endothermic addi­
tion of a proton to an alkene. As such, electronic factors are less important in radical addition 
and steric factors can contribute to regioselecti vity. 

Substituents attached to an alkene direct radical additions in two ways, called a effects 
and jl effects (Eq. 10.49). An a effect occurs when the radical adds to the carbon with the sub­
stituent, while the effect of a substituent on the other alkene carbon produces a [?>effect. 

G1ves a ~ effect 
/ 

X·"' -@ -- \---/ @- R. 

' Gives an a effect 

(Eq. 10.49) 

Addition to a terminal alkene shows only a[?> effect. Both electron withdrawing and elec­
tron donating groups increase the rate of radical addition when in this position, because the 
orbital resulting after radical addition is lower in energy due to delocalization of the radical 
by either inductive, hyperconjugative, or resonance effects. The sensitivity to the Taft ste­
ric parameter is relatively small (o = 0.28), meaning that sterics p lay very little role in the 
[?>-position. 

Electron withdrawing groups in the a-position speed radical addition, but the effect is 
less dramatic than the[?> effect. However, as might be expected, s teric a effects are larger than 
[?>effects. The Taft sensitivity parameter o is 1.4 for the a-position. In total, this means that 
when both double bond carbons have electron withdrawing or electron dona ting groups, it 
is sterics that dominate the position of attack. 

10.11 Carbene Additions and Insertions 

The last addition reactions we cover involve carbenes. In Chapter 1 we discussed the geome­
try of methylene (H2C). Recall that methylene has a( out) and p group orbitals tha t can each 
be singly occupied to create a triplet state, or the two nonbonding electrons can occupy the 
a( out) orbital giving a singlet state (see margin). These two possibilities exist for all carbenes 
(R2C: species), not just methylene. The products that result from carbene additions depend 
strongly upon the spin state of the carbene, as described below. Carbenes can undergo addi­
tion reactions with both alkenes and alkynes, and even with arenes in some instances. An­
other reaction of carbenes is insertion into a single bond, usually a C- H. Although not for-
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Going Deeper 

T he Captodative Effect 

N N ,,, It 

In th e discussion above about radica l additions to alkenes, 
we noted that both electron donat ing and e lectron with­
drawing grou ps increase the ra te of ad dition. This is 
because the resu lting radica l is more stable. fnte restingly, 
rad ical stab ility dramaticall y increases when bo th an e lec­
tron donating group (EDG) and an electron w ithdraw-
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ing group (EWG) are placed on the rad ical center, an 
effect re ferred to as the captodative effect. Fo r exa mpl e, 
d icyano(dimeth ylamino) methy l radica l and 1-ethyl-4-
ca rbome th oxy py ridiny l rad ica l are remarkably pe rsistent 
wi thout any la rge steric hind ra nee to reactio ns . 
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Resonance in a captodative radical 

Captodative radicals 

Molecular o rbital calcula ti ons emphas ize the impor­
tance of po la r cha racter in the structures of radicals that 
have both EWGs and ED Gs. The stabilities of these s truc­
tures can be read ily unders tood using resonance theory, 
as shown to the right for an amino-cyano-substi tuted 
radica l. 

The conseguence of the ca ptodati ve effect on radical 
additions to alkenes is a strong directing!) effect for addi­
ti on of the radica l to the center that gives the especially sta­
bili zed radical. The captodative effect has been used in a 
variety of synthetic sch emes, many of w hich are given in 
the reference below. 

EWG X EWG 

=< ~ y 
EDG EDG 

13-Effect 

Viehe, H. G., Janousek, Z., and Merenyi, R. "The Captodative Effect. " 
Ace. Chem. Res., 18, 148 (1985). 

mally an addition reaction, we will consider it briefly here. Triplet carbene insertion is very 
similar to homolytic substituti on at a saturated center, a reaction we will consider in detail in 
Chapter 11. 

Methylene (:CH2) is the prototypical carben e, and it has been the object of extensive ex­
perimental a nd theoretical scrutiny for decades (see Section 14.5.6). The interplay between 
theory and experiment over the years has been substantial, and at time, contentious. For the 
most part, high-level ab ini tio electronic structure theory has been quite successful in trea ting 
methylene. In fact, wi th regard to both the preferred geometry and the energy gap between 
the singlet and triplet states, theory has played a key role in rectifying erroneous interpre­
tations of experimental da ta. Now, theory and experiment are in accord with regard to all 
essential properties of this crucial structure . Furthermore, the ability to predict spin states 
of carbenes u sing high-leve l theory is now well accepted, and it can be used in advance of 
studying reactivity to predict the various reactions we now describe for singlet and trip let 
carbenes. 
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Scheme 10.11 

10.11.1 Electron Pushing for Car bene Reactions 

Scheme 10.11 shows the proper electron pushing for four different carbene reactions. 
The reactions of the singlet carbenes (A and C) are treated as concerted, whereas the reac­
tions of triplet carbenes (B and D) are s tepwise. 

R R 
'\-- R '-- R 

... ") R R 

A CR2 

~ A CR2 Electron pushing fo r four different A. - A B. - .J - A carbene reactions. A. Singlet carbene 
addition to alkenes, B. Triplet carbe ne 
addition to a lkenes, and C. Single t 
carbene insertion into a C- H bond. 

R R 
D. Triple t ca rbene insertions go via '\-- R H~R 
rad ica l abstraction fo llowed by \. ) 

X R recombina ti on. H~ >=( - ) -c. n - D. /"-...... 

10.11.2 Carbene Generation 

A variety of methods have been devised for the generation of carbenes. One common 
method is the therm al decomposition of diazoalkanes (Eq. 10.50). When R = H, the reactant 
is called diazomethane, and special g lassware can be purchased for its formation (diazo­
methane explodes on contact with ground glass joints). A general protocol for the synthesis 
of a diazoalkane invol ves the base induced elimina tion of N-nitrosoureas (Eq. 10.51). Sim­
ilarly, the base induced elimination of tosylhydrazones gives carbenes via a "diazo-like" 
interm edi ate (Eg. 10.52) . A similar p ro tocol to the use of diazo compounds for generating 
carbenes is the decompositi on of diazirines (Eg. 10.53) . Lastl y, base induced a -eliminations 
from haloform reagents w ill genera te dihalo carbenes (Eq. 10.54). The generation of car­
benes from di azo and di azirine compounds can also be accomplished photochemi ca lly. Due 
to the ex tremely high reac ti vity of carbenes, photochemical generation using lase r flash pho­
tolysis has been useful in the in vestiga tion of carbene reacti vity and structure. 

R 
)= N=N-- R2C: + N2 

R 

H 0 Base 

Rt~ )l_ NH2-
NO 

Base -
--

Slow 

R 
)= N =N 

R 

e 
: CCI2 + Cl 

(Eg. 10.50) 

(Eq. 10.51) 

(Eq. 10.52) 

(Eg . 10.53) 

(Eg. 10.54) 
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All the thermal protocols discussed above initially form single t carbenes, as do the pho­
tolysis of diazo and diazirine compounds. For cases where the triple t is the ground s tate, re­
laxation to the triplet s tate can occur in competition with add itions and insertions. In addi­
tion, it is possible to u se a photochemical sensitizer (see Chapter 16) to produce a triplet sta te 
directly. Here, the sensitizer is a photo-excited triplet state of an additive that transfers its 
energy to the carbene precurso1~ creating the triplet carbene directly. 

The production of carbenes from halo forms (Eq. 10.54) is an interesting reaction. There­
action sequence displays second-order kinetics, first order in both b ase and haloform. This 
sup ports a mechanism involving an equilibrium deprotonation prior to rate-determining 
ex-halogen departure. The loss of an equivalent of HCl from HCCh consti tutes an elimina­
tion reaction, and is specifica lly called a 1,1-elimination or an a-elimination. 

Ph ase transfer catalysts (see Chapter 9 for a discu ssion) have been used to facilitate 
the reaction depicted in Eq. 10.54. The h alomethyl anion is transported as an ion pair with a 
te traa lkylammonion counter cation into an organic phase, where reprotonation occurs at 
a lower ra te. The ex-eliminati on to form the carbene occurs in the organi c medium where the 
a lkene or alkyne targeted for addition resides. 

The Simmons-Smith reagent (ICH2Znl) also acts as a carbene source. The reaction be­
tween CH2h and Zn does not generate a full-fledged free carbene, but instead a carbenoid 
(Eq. 10.55). A carbenoid is a carbene tha t is stabilized by complexation to a metal. Even the 
carbenes crea ted by the reaction between strong bases and haloforms sometimes react as 
carbenoids, where the carbene is complexed to the counter ca tion of the strong base. We will 
examine more carbenoid species in Chapter 12, when alkylidenes and Fischer carbenes are 
di scussed . 

Zn/Cu 
- ICH2Znl (Eq. 10.55) 

10.11.3 Experimental Observations for Carbene Reactions 

As shown in Scheme 10.11, both singlet and triplet carbenes add to alkenes. The elec­
tronic structure of a singlet carbene (see the drawing in the margin on page 572) imparts re­
activity that is analogous to both carbenium ions and carbanions. We will examine the or­
bital considerations for the singlet carbene addition to alkenes in Chapter 15, because this 
reacti.on is formally a pericycl ic reaction . In contrast, triplet carbenes act as biradicals. This 
reactivity difference is most obvious with addition to alkenes, where singlet carbenes give 
100% stereospecific reactions, and triplet carbenes give mix tures. With singlet carbenes, cis­
alkenes give cis-cyclopropanes, and trans-alkenes give trans-cyclopropanes. 

The reactions of triple t carbenes result from a stepwise addition in volving the biradical 
intermediate shown in Scheme 10.11 B, which can undergo C-C bond ro ta ti on. Normally, 
radica l combination is a very fast reaction, and closure to a cyclopropane is further facili­
tated because it is intramolecul ar. The reason that the rate of closure is slower than normal in 
this case is that an electron spin flip is required prior to closure (Eq. 10.56). The addition of a 
triplet carbene to an alkene first gives a triplet biradical that cannot cyclize. Instead, a spin 
flip must first occur, followed by radical combination to complete the r ing closure. The ste­
reochemistry of the alkene is typically not completely lost in the product, which indicates 
that the spin inversion and bond rotation rates must be comparable. 

Rotation 11 (Eq. 10.56) 
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Heteroatom stabilization 

Hindered carbenes 

The reactivity of most singlet carbenes with alkenes is dominated by the electrophilic 
character of the carbene (the empty p orbital). Thus, the more electron rich the alkene, the 
faster the carbene addition. Increasing alkyl group substitution on alkenes increases the rate 
of addition. This trend parallels the reactivity for the addition of other electrophiles withal­
kenes, such as acids, X2, and borane. Dialkylcarbenes are less selective than dihaloca rbenes, 
whereas carbenes with neighboring 0 or N atoms are resonance stabilized (see margin) and 
are highly selective. This trend tracks the reactivity-selectivity principle (see Chapter 7), 
where the more stable carbenes are the more selective. 

In contrast to the electrophilic nature of most carbenes, highly resonance-stabilized car­
benes can be nucleophilic, as suggested by the right-hand resonance structure in the margin. 
Dimethoxycarbene is a good example of a nucleophilic cm·bene. Intermediate cases such 
as methoxychlorocarbene can be ambiphilic, showing increased reactivity to both electron 
rich and electron deficient olefins. 

Carbenoid species, such as the Simmons-Smith reagen t (Eg. 10.55), undergo facile addi­
tions to a lkenes to create cyclopropanes. The reactions are stereospecific, making carbenoids 
synthetically useful versions of carbenes. Carbenoid compounds do not normally perform 
insertion reactions. 

Carbenes are highly reactive species, and if an olefin or other addition partner is not 
available, carbenes will indiscriminately insert into C-H bonds. Singlet carbenes insert into 
C-H bonds in a concerted reaction that always proceeds with retention of configuration at 
the C-H bond undergoing insertion. Triplets undergo insertions via a stepwise process in­
volving radical intermediates. Reactions of this type are covered in more detail in Chapter 
11, where we discuss substi tutions at saturated centers. 

When add itions and insertions are not possible, singlet carbenes react as either carban­
ions or carbocations. In pro tic solvents, for example, singlet carbenes give ethers. Singlet di­
phenylcarbene first abstracts a proton from the alcohol to give a carbenium ion, and then a 
nucleophile adds (Eg. 10.57). The alternative mechanism, in which the C-0 bond is formed 
first, is seen for other carbenes. Either way, the overall transformation results in the insertion 
of the carbene into the 0-H bond of the alcohol. 

~ v v 
H 

~ CH30H (Eq. 10.57) 

Very sterically hindered carbenes, such as di-t-butyl and diadamantyl carbene (see mar­
gin) can persist long enough to be observed spectroscopically at 40 K. Both are ground state 
triplets, but their reactions are indicative of both singlet and triplet states. 

Eliminations 

Elimination reactions are the opposite of addition reactions. In an elimination a single mol­
ecule splits into two or more different molecules. How the molecule splits apart can be pre­
dicted based upon the polarizations of the bonds, as we will see below. The prototype path­
ways for this reaction are denoted EJ and E2, standing for elimination unimolecular and 
elimination bimolecular, respectively. E1 and E2 refer to an overall reaction mechanism. As 
we will describe below, tl1ere are other mechanisms for eliminations, referred to as variants 
of E1cB (elimination, unimolecular, conjugate base). Other terms for elimination reactions 
are also common, including "1,2-elimination", "1,4-elimination", and " [3-elimination". 
These latter terms refer to the relative position of the leaving group to the source of nega­
tive charge. 
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10.12 Eliminations to Form Carbonyls or 
"Carbonyl-Like" Intermediates 

The addition reactions discussed in Section 10.2 create s table tetrahedral structures such 
as geminal dials and hemiaceta ls that are in equilibrium with their respective starting car­
bonyl compound . Hemiacetals can undergo further reactions in acid to create acetals. The 
firs t e limination mechanism we examine involves the conversion of acetals to carbonyl 
compounds. 

10.12.1 Electron Pushing 

The classic electron pushing for specific-acid-catalyzed h ydrolysis of an acetal is given 
in Scheme 10.12. Many steps are involved. Protonation of an acetal oxygen creates a good 
leaving group (step 1), whose departure is assis ted by the lone pairs on the other acetal oxy­
gen (step 2). Leaving group departure creates a "carbonyl-like" intermediate that is suscep­
tible to nucleophilic attack by water (step 3). Shuffling of the protons from the added water 
to the ether oxygen creates ano ther good leaving group (steps 4 and 5). Leaving group de­
parture (step 6), again assisted by an adjacent oxygen lone pair, creates a s tructure that sim­
ply needs to lose a proton to create the final ke tone product (step 7). 
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10.12.2 Stereochemical and Isotope Labeling Evidence 

Scheme 10.12 
Electron pushing for the 
conversion of an acetal 
to a carbonyl. 

Although Scheme 10.12 shows one particular possibility, the initial cleavage of a C-0 
bond in an aceta l can be envisioned to proceed via two possible paths, as shown in Eqs. 10.58 
and 10.59. Either an oxocarbeniumion or a simple carbenium ion is created. Two kinds of ex­
periments resolve w hich path is followed. When the R group is a s tereocenter, re tenti on is 
consisten tly found, even when R can make a reasonably stable carbenium ion. Furthermore, 
isotopic labeling of the acetal with 180 shows loss of the label to solution. Both experiments 
support the pathway given in Eq. 10.58, where an oxocarbenium ion is the intermediate. 
This intermed iate is "carbonyl-like", in tha t it can be viewed as a structure with an R group 
attached to a carbonyl oxygen. This greatly enhances the electrophilicity of the carbonyl car­
bon, similar to the way protona tion of a carbonyl oxygen enhances the electrophilicity. 
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(Eq. 10.59) 
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10.12.3 Catalysis of the Hydrolysis of Acetals 

Jus t as with the formation of geminal diols, there are several possibilities for the se­
quence of steps in the acid-catalyzed hydrolysis of acetals to hemiacetals and ultimately to 
carbonyl structures. Once again, the focus is upon specific vs. general catalysis. Figure 10.10 
shows three possibilities. Mechanism A has an equilibrium involving acid prior to a rate­
determining dissociative step, and therefore should show all the hallmarks of specific-acid 
catalysis and an S 1 reaction. Mechanism B also has an equilibrium involving acid prior to 
the rate-d etermining s tep, but the nucleophilic attack is now an S 2 reaction. The last mecha­
nism (C) involves simultaneous protonation and expulsion of the leaving group, and there­
fore would give experimental results consistent with general-acid catalysis. As is often the 
case in organic chemistry, the mechanism that dominates depends upon the reaction condi­
tions and the specific s tructures of the reactants. 

For most acetals with poor OR leaving groups, specific catalysis is experimentally ob­
served. The leaving groups are sufficiently poor that complete transfer of the proton to the 
leaving group is required prior to any further reaction. This indicates that the mechanisms 
of Figures 10.10 A and B could be operative. To distinguish between these two mechanisms, 
many of the methods covered in Chapter 8 have been employed. Hammett plots using meta­
substihl ted benzaldehyde diethy I aceta Is show a p value of -3.3, supporting positive charge 
moving closer to the substituents in the transition state of the rate-de termining step (rds in 
Eg. 10.60). Moreover, our chemical intuition should lead us to predict m echanism A over B. 
SN2 reactions are retarded at centers with significant substitution, whereas this favors SN1 
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Figure 10.10 
A. Specific-acid-catalyzed pathway for aceta l hydrolysis that occurs with 
poor leaving groups. B. A path way seldom if ever seen. C. Genera l-acid­
catalyzed pathway that occurs wi th good leaving groups. 
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mechanisms, especially when stabilization of the carbenium ion is possible via an adjacent 
heteroatom (see Section 11.5.11). 

n OEt 
x~OEt 

p = -3.3 

H di) 
3 

= 
(Eq. 10.60) 

With good OR leaving groups, such as phenols, general-acid catalysis is often seen, 
supporting the mechanism shown in Figure 10.10 C. This leads u s to conclude that there is 
a continuum of m echanisms between Figures 10.10 A and C. With the better leaving groups, 
only partial proton transfer is required to induce cleavage of the bond. As one example, 2-(p­
nitrophenoxy)tetrahydropyran undergoes general-acid-catalyzed hydrolysis with a Bron­
s ted a value of 0.5 (see margin). 

10.12.4 Stereoelectronic Effects 

Interesting s tereoelectronic effects have been observed in the reactivity of acetals and 
hemiacetals. Recall the discussion in Section 2.4.2 of the anomeric effect, in which the place­
ment of electron lone pairs antiperiplanar to polarized bonds is found to be stabilizing. 
Similarly, lone pairs can enhance departure of a leaving group if they are arranged anti­
periplanar to it. For example, Eq. 10.61 shows a strong preference for a reaction that benefits 
from two lone pairs antiperiplanar to the leaving group, leading to cleavage of the endo­
cyclic C-N bond. The other products would derive from a leaving group departure that in­
volves only one lone pair that is antiperiplanar to the departing group. Similar effects have 
been seen in models of enzymes (see the following Connections highlight). 

Antiperiplanar 
to endo C-N bond "'Q· H Antiperiplanar 

to endo C-N bond 
Antiperiplanar --D0~ .. 

to exo C-N bond vd; 

Connections 

NH2 

wH 

(1_ 
Antiperiplanar 
to c-o bond 

(Eq. 10.61) 

General-acid catalysis 

Stereoelectronics in an Acyl Transfer Model 

The notion of antiperiplanar lone pairs enhancing leaving 
group departure is a powerful one. We have seen it here, 
and we will return to it when eliminations to form alkenes 
are discussed. One particularly elegant example of this 
was shown by Groves with a mimic of Zn(ll) peptidase 
enzymes. The appended amide of the compound shown 
to the right is cleaved one million times faster than back­
ground hydrolysis of the amide. The system combines 
two important factors for acyl transfer, facilitating both 
nucleophilic attack and leaving group departure. The first 
factor is the orientation of the hydrox ide nucleophile to 
the amide carbonyl. The nucleophile is aimed at the TI* 

orbital, approximately as required by the Bi.irgi-Dunitz 
angle. The second facet of the design is the stereoelec-

h·ortic enhancement of the leaving group departure. Lone 
pair electrons on both oxygens of the tetrahedral interme­
diate can facilitate the departure . 

Peptidase mimic 

Groves, ). T., and Baron, L.A. "' Models of Zinc-Containing Proteases. 
Catalysis of Cobalt( Ill)-Mediated Am ide H ydrolysis of Pendant Carboxyl · 
ate."' f. Am. C!Jem. Soc., 111,5442-5448 (1989). 



58Q CHAPTER 10: ORGANIC REACTION MECHAN ISMS, PART 1 

Scheme 10.13 
Electron pushing for 
the CrO~ oxidation of 
a secondary alcohol. 

Connections 

10.12.5 Cr03 Oxidation-The Jones Reagent 

Oxidation is another form of elimination reaction. For example, the oxidation of a sec­
ondary alcohol to give a ketone formally involves the elimination of a molecule of dihydro­
gen, although the actua l crea tion of H 2 is rare. Such a reaction is typically accomplished with 
some form of a metal-based oxidizing reagent, although some of the most useful oxidiz ing 
agents in organic synthesis are sole ly organic-based, such as DMSO (see the Swern oxida­
tion in the Connections highlight below). 

Electron Pushing 

The sequence given in Scheme 10.13 shows the oxidation of an alcohol by Cr03 in aque­
ous acid (Jones reagent). First, Cr03 abstracts a proton from the acid (step 1). The alcohol ox­
ygen then acts as a nucleophile and add s to the p artially positive chromium (step 2). This re­
action is followed by a proton abstraction by the solvent from the alcohol to give a chromate 
ester (step 3). These step s are analogous to the acid-catalyzed addition of an alcohol to a car­
bonyl. With Cr03 oxidation, the O-Cr u bond is drawn as a source of electrons in the last s tep 
for the reduction of the chromium metal (step 4). 
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The Swern Oxidation The alkoxysulfonium intermediate is next deproto­
nated to make an ylide. The ylide then Lmdergoes an intra­
molecula r proton abstraction, leading to bond cleavage 
and the creation of a carbonyl and dimethylsulfi de. This 
mechanism was established by deuteri um labeling experi­
ments, where a deuterium on the a-carbon of the alcohol 

One of the most used alcohol oxidations in organic syn­
thesis is the Swern oxidation. A large number of variants 
exist for this reaction, but a common one involves DMSO, 
oxalyl chloride, and a base (pyridine, dimethylaminopy­
ridine, and triethylamine are common). The currently 
accepted mechanism is shown below along with electron 
pushing for some steps. The first part of the mechanism 
involves activation of DMSO by reaction with oxalyl chlo­
ride. This is followed by nucleophilic attack of the alcohol 
on this activated species, creating an alkoxysulfonium 
intermediate. 
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Torssell, K. " Mechanisms of Dimethy lsulfoxide Oxidations." Ti·l. Le/1 ., 
4445 (1966). 
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A Few Experimental Observations 

It has been observed experimentally that the steps leading to the chromate ester are 
all fast. The rate-determining step is the final decomposition of the chromate ester to give 
the carbonyl compound. Factors that introduce strain into the chromate ester lead to faster 
rates of oxidation . This reaction can be considered as an E2 elimination (discussed in Section 
10.13) in which an alcohol is first activated by forming a chromate ester, and the Cr020H- is 
a good leaving group. 

10.13 Elimination Reactions for Aliphatic Systems­
Formation of Alkenes 

Eliminations to create alkenes can occur from neutral structures, or they can involve car­
benium ions, carbanions, or radical intermediates. We look at all these possibilities below 
within the context of aliphatic systems. Although eliminations can occur on alkenes to make 
alkynes and on arenes (see the benzyne reaction, Section 10.20), we concentrate our discus­
sion on aliphatics, because this is the most common type of system to undergo elimination. 
Before looking at the details, let's review the E2 and El mechanisms and electron pushing, 
and define the terms " 1,2-elimination" , "1,4-elimination", and "[?>-elimination". 

10.13.1 Electron Pushing and Definitions 

The E2 reaction (elimination, bimolecular) involves a base and an alkyl structure with a 
good nucleofuge, such as halide or tosylate. As shown in Scheme 10.14 for a simple alkyl 
bromide, the reaction involves three simultaneous bonding changes. A base removes a pro­
ton from the carbon adjacent to the C-Br bond; a new C-C 7T bond is formed; and the C-Br cr 
bond is cleaved . No intermediates are formed, and the reaction is completely concerted. 

In the first step of an E1 reaction (elimination, unimolecular; see Scheme 10.15) there 
is a heterolysis of a C-LG bond to form a carbenium ion. Carbenium ions are prone tore­
arrangement, and so rearranged products are always possible in an E1 reaction. The second 
step involves deprotonation of an adjacent hydrogen by any base, shown here as water. The 
initial heterolytic cleavage is as in an SN1 reaction, but now an elimination occurs due to the 
deprotonation step after heterolysis. 

Scheme 10.15 
An example of an El 
mechanism. Two steps 
lead to the e limination. 

Both of the reactions shown in Schemes 10.14 and 10.15 are referred to as ll-eliminations 
or 1,2-eliminations. These generic terms apply to eliminations where the hydrogen is re­
moved from the carbon beta to the carbon possessing the leaving group (the carbon pos­
sessing the leaving group is called the a-carbon). 

A reaction known as 1,4-elimination involves the expulsion of a leaving group on the 
4-position relative to the hydrogen being removed (see Eq. 10.62). This reaction is an analog 
of the 1,2-elimination, except now the leaving group and the hydrogen have an intervening 
7T bond. Continued insertion of 7T bonds can lead to 1,6-eliminations, 1,8-eliminations, etc. 

(Eq. 10.62) 

The elimination reactions shown above occur under either neutral or basic conditions. 
1,2- and 1,4-eliminations can also be acid-catalyzed. Consider the electron pushing for the 
elimination of water from a [3-hydroxycarbonyl produced during an aldol addition (Scheme 

Scheme 10.14 
An example of an E2 
mechanism. All bond 
breaking and formation 
occur in one single step. 

e :Br 
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Scheme 10.16 
An example of electron 
pushing for an acid -catalyzed 
1,4-elimination. 

10.16). Acid-catalyzed tautomeriza tion of an aldehyde (see Chapter 11) gives an enol as the 
starting point. Protonation of the alcohol attached to the [3-carbon makes it a good leaving 
group. ln the second step, a lone pair on the enol OH is used as an electron source to expel the 
water. Deprotonation of the carbonyl yields the final product in a last step. 

There are also a series of more complex eliminations that you should be aware of (Eqs. 
10.63-10.67), although we are not going to look at these in any detail. One is the elimination 
of 1,2-dihaloalkanes and 1,4-dihaloalkanes (the Grob fragmentation) using Zn to create al­
kenes or dienes (Eqs. 10.63 and 10.64, respectively). The first step in both reactions involves 
the oxidative addition of Zn to a C-X bond, a reaction we will cover in detail in Chapter 12. 
Other eliminations involve -y-amino alkyl halides, which can spontaneously undergo elim­
ination (Eq. 10.65), and the base-induced eliminations of both [3-hydroxyketones (Eq. 10.66, 
the reverse aldol reaction) and o-ketoketones (Eq. 10.67, the reverse Michael addition) . 

. ....--.,. 
Br Br Zli f Br· {' ZnBr K - \......jl--\ - 1\ + ZnBr2 

(Eq. 10.63) 

Br ZnBr 

Br_d ~ Brd) - [71/ + ZnBr2 

v 

(Eq. 10.64) 

,.~,..,. ./'...~ 
N . "-/ ·x - (Eq. 10.65) 
I 

(Eq. 10.66) 

(Eq. 10.67) 

10.13.2 Some Experimental Observations for E2 and E1 Reactions 

Much of the work that delineated the details of E1 and E2 reactions came from the labo­
ratories of Hughes and Ingold in the 1940s and 1950s. E2 reactions show second -order kinet­
ics (Eq. 10.68 A), first order in base and first order in organic reactant. These reactions show 
large primary deuterium kinetic iso tope effects a t the site undergoing deprotonation, indi­
cating significant deprotonation during the rate-determining step.ln contrast, E1 reactions 
have no kinetic dependence upon the base, and are solely first order in the organic reactant 
(Eq. 10.68 B). Deuterium isotope effects at the site of deprotonation are minimal, as depro­
tonation is past the rate-determining step . E1 reactions do not need an added base, because 
the solvent or the departed leaving group can act as the base. 

d[P] 
A: dt = k[reactant][base] 

d[P] 
B: dt = k[reactant] 

(Eq. 10.68) 
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10.13.3 Contrasting Elimination and Substitution 

Almost all bases are also nucleophiles, and hence we expect competition between elimi­
nations and substitutions. In both SN2 and E2 reactions, the nucleophile or base reacts in a 
single rate-determining step with the reactant. In both SN1 and E1 reactions, the nucleophile 
or base reacts in a step after the rate-determ ining h eterolysis. Because the experimental ob­
servations for substitution and elimination reactions are so simil ar, we leave the discussion 
of kinetics to our discussion of substitutions in the next chapter. There are, however, some 
points that we should m ake about the factors that influence the ex tent of SN2 versu s E2 and 
SN1 versus E1 reactions (Eq. 10.69) . 

H R 

>--< 
R LG 

Nuc: --- R 

;=I 
R 

Elimination 

H R 

+ >--< 
R Nuc (Eq. 10.69) 

Substitution 

An E2 reaction requires the addition of a base, and can be performed in solvents of low 
or high ionizing power. Since mos t strong bases are also good nucleophiles, SN2 reactions are 
important competitors. However, elimination w ill dominate if the carbon with the leaving 
group is not susceptible to nucleophil ic a ttack, such as a tertiary R grou p. Examples of these 
trends are given in Table 10.6. 

E1 reactions involve carben.ium ion intermediates, and therefore are facilitated by all the 
factors that stab ilize carben.ium ions. These are the same factors that facilitate SN1 reactions. 
Stron gly ionizing solvents and subs titution of elec tron donating groups on the carbon un­
dergoing heterolysis are necessary. 

In hi ghly ionizing solvents and with R groups tha t rea dily for m carbenium ions, the ra­
tio of substitution to elimination products is typically independent of the leaving group. 
This evid ence supports the notion that the substitution and elimination products are formed 
by branching from a common intermediate, and therefore the two reactions share a common 
rate-determin.ing step. In contrast, in solvents of lower ionizing power, the ratio of subs ti tu­

tion to eliminati on products does depe nd upon the leaving group, an indication that the two 

Table10.6 
Percent Elimination Found for Various AI kyl 
Bromides in Two Different Solvents and with 
the Addition of the Very Weak Base Chloride 
or Strong Base Ethoxide* 

Eliminationt 

I -}-s, I Elh•oo_J -+--N-ao_ E_t -r---1 o_o_%_-;J 

I 
-}-sr I Acetone NBu4CI 96% 

Reactant Solvent Base 

I ~:~1 ::~:::: 1- ::~.:·. i ,: ----------t- ---- ---j -------+--lr"' +- Bh~9% . 
I ' I I r Br I Acetone NBu4CI . 0% 
! 

*Bia le, G., Cook, D. P., Lloyd, D.J., Parker, A. j., Stevens, I. D., 
Takahashi, J., and Winstc in, S. "The E2C Mechanism in Elimina­
tion Reactions. II. Substituent Effects on Rates of Elimination from 
Acycl ic Systems." f. Alii. Clte111. Soc., 93, 4735 (1971). 

' Any remaining product is due to substitution. 
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reacti ons do not share a common intermediate. Instead, contact ion pairs are formed, and 
either the leaving group or the solvent can remove the proton to give elimination products. 
The formation of a contact ion pair also has an influence on the stereochemistry of the elimi­
nation (see below). A much more thorough discussion of the factors influencing the balance 
between elimination and substitution reactions will be given in Chapter 11, after we have 
discussed substitution reactions. 

10.13.4 Another Possibility-E1cB 

When an electron withdrawing group is alpha to the hydrogen in volved in an elimi­
nation, this hydrogen is relatively acidic compared to a hydrogen on a standard a lkyl group 
involved in E2 and E1 mechanisms. Eliminations from these kind s of reactants occur with 
poor leaving groups and weaker bases than used with a E2 pathway. This means tha t a stan­
dard E2 mechanism is not occurring. Such reactants also do not support E1 mechanisms be­
cause poor leaving groups are viable in the reaction, and ionizing solvents are not required. 
Therefore, another mechanism is involved. Scheme 10.17 shows an example of d eprotona­
tion in the first step to give an enolate as an intermediate, and in a second step the leaving 
group departs. This elimination is the microscopic reverse of a conjugate addition. Any elim­
ination that first form s the conjuga te base of the reactan t is referred to as E1cB (elimination, 
unim olecular, conjugate base) . 

Scheme 10.17 
Electron pushing for a specific 
exa mple of an El cB mechani sm. 

10.13.5 Kinetics and Experimental Observations for E1cB 

Although at first glance the E1cB mechani sm seems simple, the kinetics of the reaction 
can be complex. Depending upon the relative rate constants for the individu al steps, the ki­
netics of the reaction can take three different forms. Le t' s see this by examining the rate ex­
pressions for the schematic mechanjsm given in Eq. 10.70. We treat the carbanion as a tran­
sient intermediate and use the steady state approx imation (see Section 7.5) . This gives Eq. 
10.71. 

EWG LG k, EWG LG k2 EWG 8 

j--J 8 \._/ \.= + LG: 
+ B: --H 

---c,- 8 . (Eq. 10.70) 

+ BH 

d[P] k1k2[R-LG][B-] (Eq. 10.71) 
dt k_1[BH] + k2 

When the deprotonation occurs in a reversible step, leaving group departure is rate­
limiting, L 1 > > k2 , and Eq. 10.71 reduces to Eq. 10.72. Recall from Chapter 5 that the ratio of 
a base to its conjuga te acid (here [B-] I [HB]) sets the pH of a buffer, and is eq ual to K" I [H +], 
where Ka is the acid dissociation constant of the conjugate acid of the base. We find that the 
rate of the elimination does not depend upon the concentration of the base, if the pH is kept 
constant. When the rate of a reaction that involves a base added to the solution depends on ly 
upon the pH, it is specific-base-ca talyzed (see Section 9.3.2). Hence, many standard ElcB re­
acti ons are specific-base-catalyzed eliminations. 

(Eq. 10.72) 
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When the deprotonation occurs in a reversible step prior to leaving group departure, 
isotope scrambling from the solvent to the site of deprotonation will occur. With a carbonyl 
containing reactant, the a-hydrogens will become deuterated at a rate faster than elimina­
tion if the reaction is performed in a deuterated protic solvent. 4-Methoxy-2-butanone is an 
example of a reactant that shows all the elimination attributes discussed here (Eq. 10.73). 
Note, as we mentioned above, these eliminations can occur with poor leaving groups-in 
this case methoxide. Such reactions are called ElcBR, where the R indicates a reversible first 
step. 

0 

~OMe 
NaOMe 
HOMe 

o e 
~ + OMe (Eq. 10.73) 

If in Eq. 10.70 k2 > > k_v Eg. 10.71 reduces to Eq. 10.74. Now the reaction is first order in 
both reactant and base under all experimental conditions, and the kinetics is identical to E2 
(Eq. 10.68 A). However, because k2 is not in the expression, changing the leaving group does 
not have as large an effect on the rate of the reaction as on the rate of an E2 reaction. 

d~~] = k1 [R-LG][W] (Eg. 10.74) 

As stated, the prediction is that one can distinguish this mechanism from that of a simple 
E2 reaction by changing the leaving group. 4-Benzoyl-2-butanone is a reactant that follows 
the experimental predictions discussed here, where substitutions on the benzoyl group do 
not affect the rate (Eq. 10.75). These reactions are called ElcB;"' where the irr indicates an ir­
reversible first step. 

0 0 

~0~ u X 

Base 

Slow 

0 0 

~0~ e I --
/- X 

0 

0 

~+ ~~ ~X 
(Eq. 10.75) 

One assumption in the derivation of Eq. 10.71 is that the deprotonation of the reactant 
forms a carbanion that can react with the BH that is present in solution to regenerate starting 
material. This is why [BH] is in the denominator. However, if the newly protonated base and 
the carbanion can react as a contact ion pair (common when the base is neutral to start and 
becomes positive) or as a hydrogen bonded complex (common when the base is anionic 
and becomes neutral), a different scenario can occur (see Eq. 10.76 for a general example). 
The subsequent reactions proceed within the solvent cage that surrounds the complex, and 
the reaction of the carbanion is not influenced by the bulk concentration of reactants. In this 
scenario the intermediate complex can be treated using the steady state approximation, and 
simple second-order kinetics overall is found, first order in reactant and first order in base 
(just like Eq. 10.74). Furthermore, no scrambling of hydrogens from the reactant with the sol­
vent occurs. The reaction shows all the hallmarks of an E2 reaction except for one point. In 
many cases the deprotonation is an equilibrium prior to the rate-determining loss of the 
leaving group (k2 < < k_1 in Eq. 10.76). We find equilibrium isotope effects on the first step, and 
these are normally small compared to a standard kinetic isotope effect that is found for 
a classic E2 elimination. Elimination of cis-1,2-dibromoethylene to give bromoacetylene 
shows all the experimental attributes discussed here (Eq. 10.77). Such reactions are called 
ElcB;p, where ip stands for ion pair. In fact, because an sp2 carbon is more acidic than an sp3 

carbon, many alkenes eliminate to give alkynes via an E1cB;p mechanism. 

+ IEWG LGI k EWG 
\_/ ~ ~ 

e · 
BH 

H 

e 
+ LG: (Eq. 10.76) 
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Br Br 
"=! = lBr Br H~NEt ] "=! 3 

8 
__..- Br (Eq. 10.77) 

lon pair 

10.13.6 Contrasting E2, El, and ElcB 

There are t>cveral attributes of a reactant that one can look for when predicting whether 
elimination will proceed via E2, E1, or E1cB. First, most E1cB reactions need a strongly elec­
tron withdrawing group such as a cyano, carbonyl, or nitro adjacent to the proton being re­
moved. However, as seen with the example involving 1,2-dibromoethylene (Eq. 10.77), an 
E1cB mechanism involving ion pairs does not necessarily meet this requirement. It is also 
usual! y quite clear when E2 and E1 mechanisms are operative because the experimental con­
ditions used are very different. First, an E2 elimination is facilitated by a strong base, because 
the hydrogen undergoing deprotonation is not acidic. If no base is added to solution, E1 re­
actions are really the only possibility. Second, we need a good leaving group for El reactions, 
more so than with E2 reactions. Lastly, E1 eliminations require highly ioni zing solvents, 
whereas E2 eliminations do not. Even though this seems clear at first glance, there is, as we 
have emphasized from the beginning of this chapter, a continuum of mechanisms between 
the extremes of E2, E1, and E1cB. The extent of deprotonation of the reactant at the transition 
state of the rate-determining step is the distinguishing feature of these reactions-complete 
in ElcB, partial in E2, and none in El. 

Since there is a continuum of mechanisms among the three prototypes we have dis­
cussed, either the deprotonation or the leaving group departure can be more advanced than 
the other at the transition state. In fact, the extents of deprotonation and leaving group de­
parture in a simple E2 reaction depend upon each other. There are several experiments in the 
literature that show this dependence. For example, the deuterium isotope effect for the elim­
ination reaction in Eq. 10.78 is 3.0 for LG = N(CH3h+ and 7.1 when LG = Br. The size of the 
isotope effect is indicative of a particular amount of deprotonation, which changed as the 
leaving group was changed. Similarly, Hammett p values that measure deprotonation also 
change as a function of the leaving group. For example, w ith LG = I, Br, Cl, and F for the reac­
tion in Eq. 10.79, we findp = 2.07, 2.14, 2.61, and 3.12, respectively. 

H(D) 

V CH2(D)2 NaOEt if \..: LG 
HOE! 

.--9 

(Eq.10.78) 

H 

OCH2 NaOEt ~ L LG 
HOE I 

X X 

(Eq . 10.79) 

To understand the interdependence of the extent of leaving group departure and depro­
tonation, let's examine what makes a reaction such as E2 concerted. Jencks has described 
concerted reactions such as E2 as" forced" to be concerted. This term is used to describe a sit­
uation when no barrier separates a possible intermediate from the product. If there is no bar­
rier to reaction of an intermediate, it has no lifetime, and does not represent a stable structure 
on the potential energy surface. For example, if a carbenium ion is too unstable to exist, an E1 
reaction will become an E2 reaction. Furthermore, if a carbanion is too unstable to exist, an 
E1cB reaction will convert to E2. Stated another way, once we create a reactant that can 
achieve a carbanion or carbenium ion structure that is s table enough to exist, an E2 mecha­
nism will convert to E1cB or E1, respectively. 

As with all reactions that have possible competing pathways, we can examine the inter­
dependence of the various mechanisms with More O'Ferrall-Jencks plots. In Figure 10.11, 
the diagonal shows the E2 reaction, which is a composite of the E1 and E1cB mechanisms 
shown proceeding at the bottom-left and top-right corners, respectively. We start our analy-
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A More O'FerraU-Jencks plot allows one to predict how deprotonation 
and leaving group departure in an E2 reacti on change as a function of 
each other. We show what happens if the leaving group is made better. 

sis with a dot halfway along the E2 path, corresponding to a reaction that is synchronous, 
both deprotonation and leaving group departure having proceeded to the same extent at the 
transition state. We can now consider how changes in leaving group structure, R group sub­
stitution, and base s trength will affect the position of the E2 transition state. We only exam­
ine leaving group structure in detail here, while in Table 10.7 we summarize all the effects on 
transition state structure that this More O'Ferrall-Jencks plot predicts. 

If we increase the leaving group ability in an E2 reaction, is there more leaving group de­
parture in the transition state? Actually, there is not. Making the leaving group better lowers 

Table 10.7 
Effect on the E2 Transition State of Various Structural Changes 

Change 

Greater R group substitution on the 
carbon w ith the leaving g roup 

Better leaving group 

Placement of an electron 
withdrawing group on the 
carbon wi th the hydrogen 

Use of a stronger base 

Effect 

a. Less deprotonati on 
b. More leaving group deparh1re 
c. More carbenium ion character 

a. Less deprotonation 
b. Same ex tent of leaving group 

departure 

a. More deprotonati on 
b. Less leaving group deparh1re 
c. More carbanion character 

a. Same extent of deprotonation 
b. Less leaving group departure 
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Going Deeper 

the energy of both the bottom-left and bottom-right corners of the More O'Ferrall-Jencks 
plot. Lowering the bottom-right corner moves the transition state toward reactants along 
the reaction coordinate. Recall that this is a Hammond effect. Because the reaction is now 
more exothermic, the transition state more resembles the reactant. Lowering the bottom-left 
corner moves the transition state toward that corner, and this is perpendicular to the reac­
tion coordinate (an anti-Hammond effect). The net result is the large arrow shown in Figure 
10.11. The extent of leaving group departure at the transition state has not changed, but 
instead, the extent of deprotonation has decreased. The More O'Ferrall-Jencks plot leads 
to the conclusion that less deprotonation is necessary to expel a better leaving group. This 
makes sense, because expulsion of a better leaving group needs less neighboring negative 
charge to assist its expulsion. Such an effect has been observed by an examination of Ham­
mett plots (Eq. 10.79). The p value was larger for fluoride, the worst leaving group. When a 
better leaving group is used, Hammett p values decrease, indicating less charge at the tran­
sition state. Conversely, more deprotonation would be necessary to expel a worse leaving 
group, but still the extent of leaving group departure would remain the same at the transi­
tion state. When the leaving group becomes so good that it departs prior to deprotonation, 
we have an E1 mechanism, and no deprotonation. 

Gas Phase Eliminations substitution, due to a lower entropy of activation . A substi­
tution reaction requires backs ide a li gnment with the leav­
ing group, whereas th e geometries for e)jmination are less 
constrained. After the e limination, a complex between 
water, leaving group, and a lkene is formed , which must 
di ssociate to give product. When there is more than one 
possible regiochemistry for e limination, high selectivity 

A stark difference ex is ts in th e potential surfaces for solu ­
tion phase and gas phase e liminations, giving very differ­
ent kinetic observations. The addition of hydroxide to 
alkyl halides in the gas phase leads to spontaneous for­
mation of an ion-molecule complex. The hydroxide 
associa tes with the a lkyl halide with no activation bar­
rier, because it is the on ly way the hydroxide can achieve 
any solvation at all , albeit onl y by ion- dipole and ion­
induced-dipole interactions (see Section 3.2.2). Once the 
complex has been formed , e ithe r substitution reactions 
or elimination reactions ca n occu r, both of which have 
s ignificant barriers (sec the Going Deeper highlight of 
Section 11.5.4) . Eliminati on commonly dominates over 

H H2o .. 

is often seen because the ion- molecule complex is suffi­
ciently stable and has a long enough lifetime to choose 
among the various barriers to reaction. 

Pellerite, M. ] ., and Brauman, ). I. " lntrin,i c Barriers in Nucleophilic 
Displacements." ). Am. Chcm. Sot'., 102, 5993 ( 1980). Wladkowski, B. D., 
and Brauman, J.l. "Substitution versus Elimination in Gas-Phn .:;e Ioni c 
Reaction, ." J. Am. Cilem Soc., 114, I 0643- 10644 (1992). 

~ 
X 

e 
OH 

= H2C~ .. CH2 
·xe 

ion- molecule complexes 

10.13.7 Regiochemistry of Eliminations 

When there are hydrogens on both carbons adjacent to the carbon with the leavi ng 
group, two possible double bonds can be formed in elimination reactions. Saytzeff's rule 
states that the more substi tuted double bond will dominate, a common observation for both 
E2 and El reactions. Here, the double bond is substituted by electron donating groups such 
a alkyls. Electron withdrawing groups can reverse the rule. The product with the more sub­
s tituted alkene is referred to as arising from Saytzeff elimination, whereas the product with 
the less substituted double bond arises from what is called Hofmann elimination. 

With El reactions, Saytzeff elimination dominates because the transition state for proton 
removal from the carbenium ion has double bond characte r. Since substitution by electron 
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donating groups is known to stabilize double bonds (see Section 2.4.1), that stabilization is 
felt in the transition state, making the barrier to the more substituted double bond lower in 
energy. One example is given in Eq. 10.80. However, the formation of contact ion pairs can 
influence the regiochemistry. 

(Eq. 10.80) 
71% 29% 

The rationalization for Saytzeff elimination in E2 reactions is similar to the reasoning for 
E1 reactions. As the base removes the proton and the leaving group is departing, the extent 
of double bond character developed at the transition state is large enough that the more sub­
stituted double bond will have a lower barrier to its formation. One example is given in Eq. 
10.81. As one increases base strength, the base becomes more reactive and less selective for 
which hydrogen it removes. 

>-< ~r +r EtOH 
I (Eq. 10.81) 

82% 18% 

As the mechanism becomes more E1cB-like, the regiochemistry can start to change. 
With an E2 reaction that has a lot of carbanion character, the deprotonation of the more acidic 
hydrogen will dictate the elimination regiochemistry. In E1cB reactions, the regiochemistry 
is completely dictated by the relative acidity of the protons that can be removed. The double 
bond will form oriented to the carbon with the most acidic proton. 

If there are severe steric factors that make the hydrogen on the more substituted carbon 
inaccessible, Hofmann elimination will dominate the product mixture (Eq. 10.82). The larger 
the base used in the elimination, the greater the extent of Hofmam1 elimination. 

~ ~r NaOH , I ) + "- I I 
~ EtOH ~ ~ (Eq. 10.82) 

14% 86% 

It is also generally observed that elimination reactions with quaternary ammonium and 
sulfonium leaving groups give preferential Hofmann elimination. See Eqs. 10.83 and 10.84 
for two examples. There is a steric bias tow ard deprotonation of the less hindered proton be­
cause the leaving groups are large, and there is also a statistical effect in that there are m ore 
hydrogens for deprotonation on the less hindered carbon . However, there is also an elec­
tronic effect operating in these eliminations. It has been theorized that a strongly electron 
wi thdrawing ca tionic leaving group (recall the group electronegativity of a quaternary 
ammonium ion, Table 1.2) creates a significant amount of positive charge on the neighbor­
ing hydrogens. However, electron donating alkyl groups diminish this charge on the neigh­
boring hydrogens, and hence the most positive hydrogens are those on the less substituted 
carbon . This leads to preferential deprotonation of the less substituted carbon and thus for­
mation of the less substituted double bond. 

"~ NaOH )-~N H2C=CH2 + 
0 

(Eq. 10.83) 
99% 1% 

" / s 0 

~ NaOEt 
~ + ~ 

EtOH 
74% 26% 

(Eq.10.84) 

Table 10.8 brings together some of the trends discu ssed above. By examination of this 
table, we can see leaving group effects, steric effects, and effects of the base strength. The 
stronger bases increase Hofmann elimination (see the first three entries), and the very large 
leaving groups give more Hofmann elimination. 

0 
More positive NR

3 
charge here----..~ 

' Less positive 
charge here 
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Acidic hydrogen 

Table 10.8 
Relative Percentages of Hofmann and Saytzeff Elimination 
Using Various Experimental Conditions* 

Reactant Base/solvent 

2-Iodobutane Benzoate in DMSO 
2-Iodobutane Phenoxide in DMSO 
2-Iodobutane t-butoxide in DMSO 
2-Bromobutane t-butoxide in DMSO 
2-Chlorobutane t-butoxide in DMSO 
2-Dimethylsulfoniumbutane Ethoxide in ethanol 
2-Trimethylammoniumbutane Hydroxide in water 

1-Butene 2-Butene 
(Hofmann) (Saytzeff) 

7% 93% 
17% 83% 
21% 79% 
33% 67% 
43% 57% 
74% 26% 
95% 5% 

*Bartsch, R. A., Pruss, B. A., Bushaw, B. A., and Wiegers, K. E. "Effects of Base Strength and Size in Base-Promoted Elim ina­
tion Reactions." ]. Am. Chem. Soc., 95, 3405 (1973). Griffith, D. L., Meges, D. L., and Brown, H. C. "Reaction of2-Butyl Halides 
with Potassium 1-Butoxide, 1-Heptoxide. Evidence for a Steric Effect of the Attacking Base in Influencing the Direction of 
Elimination in an E2 Reaction."]. Chem. Soc., Chem. Co/11111., 90 (1968). Hughes, E. D., Ingold, C. K., Maw, G. A., and Woolf, L. l. 
"Mechanjsm of Elimination Reactions. Part Xlll. Kinetics of Olefi n Elimination from iso-Propyl, sec-Butyl, 111- and 1-Phenyl­
ethyldimethylsulfonium Salts in Alkaline Alcholic Media."]. ChCJII. Soc., 2077 (1948). Cope, A. C., LeBel, N. A., Lee, H. H., and 
Moore, W. R. "Amine Oxides. Ill. Selecti ve Formation ofOiefins from Unsymmetrical Amine Oxides and Quaternary Ammo­
nium Hydroxides." ]. Am. Cliem. Soc., 79,4720 (1957). 

10.13.8 Stereochemistry of Eliminations-Orbital Considerations 

Let' s start our examination of stereochemistry by looking at the requirements for orbital 
alignment in El reactions. If a 1T bond is to be created in a single step by removal of a proton 
adjacent to a carbenium ion, the C- H bond to this proton must be aligned with the empty p 
orbital to start. In fact, the proton removed by elimination is involved in hyperconjugation 
[see the 1r(CH3) orbital interaction in the margin], making the hydrogen aligned with the 
empty p orbital more acidic. 

In a fully solvent-equilibrated carbenium ion, the stereoelectronic requirement just dis­
cussed would have no influence on the s tereochemistry of the elimination, because the pro­
ton to be eliminated can be aligned with either the top or the bottom of the empty 1T orbital. 
However, a stereochemical consideration does arise when there is preferential removal of 
the proton from one of these two possibilities. This arises when contact ion pairs are formed 
in an E1 reaction, and the leaving group acts as the base to remove the proton. For exam­
ple, the elimination of erythro-3-D-2-butyl tosylate gives only elimination products via a 
syn pathway in the low-ionizing solvent nitromethane (Figure 10.12). A contact ion pair is 
formed and the tosylate is the base that removes the proton. However, in more ionizing sol­
vents, such as aqueous ethanol, all four products shown in Figure 10.12 are observed . 

D 

;=\ 

H 

;=\ 

Anti elimination 
ofTsOH 

Syn elimination 
ofTsOD 

Figure 10.12 
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TsO ~ H 
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ion pair 

Anti elimination 
of TsOD 

Syn elimination 
ofTsOH 

A contact ion pair formed in the El reaction of erythro-3-D-2-bu tyl 
tosylate results in products only from syn elimination. 
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Figure 10.13 
Stereoelectronica lly-controlled E2 pathways. 
A. Anti peri planar, and B. Synperiplanar. 

In contrast to E1 reactions, E2 reactions are always very strongly influenced by stereo­
electronic factors. Since an E2 reaction has double bond character in the transition s tate, and 
the p orbitals that make the double bond must be coplanar in the product, the proton under­
going abstraction and the leaving group that is departing must be coplanar also. There are 
two conformations in which this is true: anti- and synperiplanar (see Figure 2.7). The orbitals 
are aligned as shown in Figure 10.13. In the antiperiplanar arrangement all the groups are 
staggered, and this is the favored arrangement. Elimination via the syn pathway involves 
a conformation that is actually a transition state along the potential energy curve for bond 
rotation . 

Besides the conformational preferences, there are orbital reasons that cause anti elimina­
tion to dominate. If one aligns the a bonding orbital of the C- H bond that is being depro­
tonated with the a* orbital of the C-X bond that is breaking, there is better overlap with the 
anti conformation. We discussed this point extensively in Chapter 2 (see Figure 2.19). 

Let's look at a few examples of anti- and synperiplanar eliminations. As you might an­
ticipate, anti elimination occurs for the vast majority of systems, even when the Jess s table 
isomer is produced, whereas syn elimination requires some special circumstances. When 
stereochemistry is possible in the product, the two paths typically give opposite results. For 
example, when the very weak base tetrabutylammonium chloride reacts with the brosylate 
compound (Bs = S02C6H4Br) shown in Eq. 10.85, only the less stable product is produced, 
that from anti elimination (see the Connections highlight on page 593 for another example). 

Less stable 

CH~ 

+ ~ (Eq. 10.85) 

Syn elimination can occur when one or more of the following circumstances occurs: 1. a 
synperiplanar arrangement can be achieved but an antiperiplanar one cannot; 2. the coun­
terion of the base is ion paired with the base and the leaving group; and 3. strong steric fac­
tors favor the syn pathway. As an example of the first case, consider Eg. 10.86. H ere, the 
deuterium is synperiplanar with the leaving group (see margin), but the hydrogen has a 
dihedral angle of 120°, not 180°, with the leaving group. We find only the syn elimination 
product. 

(Eq. 10.86) 
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As an example of ion pairing, consider the elimination of m eso-1,2-dichloro-t2-diphe­
nylethane in Eq. 10.87. Here, syn elimination occurs 13% of the time. Addition of 18-crown-6 
completely wipes out any syn elimination. Apparently the small percent of syn elimination 
arises from an ion pair where the potassium cation bridges the base and the leaving group 
(see margin). Addition of the crown ether negates the ability of the K+ to act in this manner. 

H Ph 
.~H 

Ph1'''J \_ 
Cl Cl 

KO-t-Bu 

HO-t-Bu 

Ph Ph 

)=I 
Cl 

Anti elimination 

Ph 

M 
Cl Ph 

+ 
(Eq. 10.87) 

Syn elimination 

As stated, one last way syn elimination can occur is via steric constraints. Consider the 
reaction shown in Eq. 10.88. When R = CH3, the amount of syn elimination is 37%, and this 
increases to 69% when R is isopropyl. The large isopropyl group disfavors the conformation, 
and the resulting transition state, with the large leaving group gauche to this R group (as 
shown in the margin). Therefore, elimination occurs more often from the syn pathway. 

H p D HOG Ph H 

~- >=< Ph1'''J \ 0 
R N - R D 

/ \ Anti elimination 

R = CH3 

R = iPr 

63% 
31% 

+ 

Ph D 

>=< 
R H 

Syn elimination 

37% 

69% 

(Eg. 10.88) 

Eliminations involving E1cB mechanisms can occur by both syn and anti pathways. For 
example, the structure shown in Eq. 10.89 was found to undergo deuterium exchange with 
solvent in competition with elimination, thereby indicating an E1cB mechanism. When vari­
ous sa lts of the base t-butoxide (M+ - -O-t-Bu ) are used, the syn I anti elimination ratio de­
creases in the order M+ = Li+ > Na+ > K+ > (CH3) 4N +. Syn elimina tion is favored with the Li+ 
counterion because this cation is strongly ion paired with both the butoxide base and the de­
parting methoxide leaving group. Hence, the base removes a proton from the same face of 
the newly forming double bond as the leaving group departs (see m argin). As the counter­
ion becomes less coordinating, anti elimination dominates because the reaction more resem­
bles E2. 

10.13.9 Dehydration 

ee 
M- OBu 

Anti elimination 

(Eq. 10.89) 

Syn elimination 

One of the most common types ofeliminationis the dehydration of an alcohol. Formally, 
these reactions are the microscopic reverse of the h ydra tion of an alkene, and therefore we 
have already covered these reactions (see Section 10.2). However, several points should be 
stressed here, because dehydrations are commonly used in syn thesis. Furthermore, dehy­
drations and hydra tions are important biosynthetic reactions, as many natural products 
possess alkenes and alcohols. The Connections highlight at the end of this section discusses 
how enzymes catalyze these reactions. 

Electron Pushing 

Scheme 10.18 shows the standard electron pushing for an acid-catalyzed dehydration 
reaction. Base-catalyzed reactions typically occur only when conjugated dienes are formed, 
and we do not cover these reactions here. Alcohols show specific-acid-catalyzed dehydra­
tions, and thus the mechanism given starts with a reversible protonation of the alcohol. 
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Connections 

Using the Curtin-Hammett Principle 

For practice, let's predict the products and the relative 
rates of elimina tion of the following two alkyl chlorides. 

Isomeric substrates 

The predicti on of products is s traightforward. We 
need to examine the two ring conformations of the reac­
tants with a focus upon any antiperiplanar arrangements 
between the leaving group and a hydrogen. Note that an 
antiperiplanar arrangement requires the Cl to be in an 
axial position, so we only need to consider ring conforma­
tions that fu I fill this requirement. The possible reactions 
are shown below wi th the hydrogens noted and the rela­
tive energies of the two ring conformations. This is the 
kind of situation w here a molecula r mechanics calcu lation 
would be quite useful for predicting the relative energies 
of the various ring conformations (not of the transition 
states!). In part A there are two possible products, and 
indeed both are observed. In part B there is only one pos­
sible product, and indeed only one is observed. This is 

A. 

>--P4: ~ 3.4 kcallmol 

H 

t Cannot 
eliminate 

~ 
H 

+ 

~ 

excellent experimental evidence in support of the stereo­
electronic arguments presented above. 

Predicting which reaction is faster is more challeng­
ing. It is actually the one shown in part B. In part A the con­
formation that is highest in concentration is the one that 
can eliminate, yet that is the slowest reaction. To under­
stand this we need to recall the Curtin-Hammett principle 
(see Section 7.3.3). It is the relative barriers to the reac­
tions that control the rates, not the relative populations 
of conform ations. In part B, very little of the p roductive 
conformation exists in solution, but it is a h ighly reactive 
conformation. The compound is s trained in a manner that 
facilitates the reaction. There is a considerable 1,3-diaxial 
interaction between the chlorine and the methyl group, 
and this strain is relieved upon elimination. No such 
strain exists in the productive conformation in part A. 
A strain that is relieved upon achieving the transition state 
facilitates the reaction. This is very similar to the concept 
we introduced in Chapter 9 rela ted to catalysis. Binding of 
a substrate to a catalyst in a form that strains the substrate 
toward the geometry of the transition state w ill facilitate 
the reaction. 

Boger, D. L. (1999). Modem Organic Synthesis, TSRl Press, La jolla, 
CA, p.28. 

B. 

Cannot 
eliminate 

4.5 k"llmol "C~-n 
t 
~ 

Acids such as HCl, H 2S04, and H 3P04 are effective in this regard. Departure of water as a 
leaving group creates a carbenium ion that undergoes d eprotonation according to Saytzeff ' s 
rule. Since a carbenium ion is created, rearrangements are an important side reaction that 
must be anticipated. 

Scheme 10.18 
Standard electron pushing for 
a dehydration reaction, using 
cyclohexanol as an example. 
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Other Mechanistic Possibilities 

As with so many classic electron-pushing schemes, Scheme 10.18 is relevant to only cer­
tain reactants. The mechanism of the reaction depends upon the substitution pattern around 
the alcohol. For example, most alcohols actually exchange oxygen with the solvent faster 
than they eliminate. t-Butyl alcohol exchanges the natural abundance 0 with 180-labeled 
water about 30 times faster than it eliminates to make isobutylene in H 2S04 • However, 
1-butanol exchanges the 0 with 180-labeled water only about three times faster than elimi­
nation. With primary alcohols, water exchange occurs by an SN2 process on the protonated 
alcohol. Even with some secondary alcohols, the water exchanges by an SN2 process because 
inversion of stereochemistry is found. As an example, the rate of racemization of 2-butanol 
in sulfuric acid is twice the rate of oxygen exchange with the solvent (a classic test for SN2 re­
actions; see Section 11.5.4). Since exchange with solvent is faster than deprotonation to create 
the alkene, the deprotonation must be the rate-determining step for these reactions. 

The fact that primary carbenium ions are unstable suggests that the exchange with sol­
vent is an SN2 process with primary alcohols. If true, then are primary carbenium ions ever 
intermediates in dehydration reactions? Studies have shown that it depends upon the case. 
Neopentyl alcohol does form a primary carbenium ion, whereas 1-propanol does not. Acid­
catalyzed elimination of 1-propanol to form propene occurs by a concerted E2 reaction (Eq. 
10.90). Similarly, whether a secondary alcohol eliminates in acid via an E1 or E2 pathway de­
pends on the case. 

(Eq. 10.90) 

10.13.10 Thermal Eliminations 

In some cases, eliminations occur in non-ionizing solvents and without the addition of 
any base. In these cases the reactant itself has an internal base and a cyclic transition state 
leads to elimination. The symbolism for the reactions is Ei, standing for elimination, intra­
molecular. Only heat is required to induce the reaction, and hence these reactions are called 
thermal eliminations (the term pyrolysis is also sometimes used). Thioesters, xanthates, 
selenoxides, and N-oxides are common in these reactions. The Cope elimination involves 
theformationof anN-oxideandsubsequentelimination via the pathway shown inEq.10.91, 
and the Chugaev elimination involves xanthate esters [ROC(S)SR]. The Chugaev elimina­
tion was shown to follow a syn elimination pathway based on the stereospecific nature of the 
reaction (Eqs. 10.92 and 10.93). 

r\ o 
H :OQ 
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\·.s~ 
H ( 0 Ph 

.. \..}.:::( Heat '>= + 
Ph'''/ \ - I \ 

HO 
I 

~:N"' 
v 

P\_/ Ph r + h + 

(Eq. 10.91) 

(Eq. 10.92) 

(Eq. 10.93) 

Ester pyrolysis to form an alkene and a carboxylic acid is another common thermal elim­
ination (Eq. 10.94). At temperatures between 400 and 450 °C, these reactions can be very ef­
ficient. The reactions are first order, and show only syn elimination products, indicating that 
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at these high temperatures radicals are not involved. Deuterium isotope effects at the site 
undergoing deprotonation during the reaction are large, in the range of 2.0 to 2.5. This is ac­
tually about the maximum that an isotope effect can be at these high temperatures. 

("'>=0.~ \.9 H 
H,,,j-q,,,- ;==\ 

0 : 
+---{ (Eq. 10.94) 

Ph Ph Ph Ph QH 

Connections 

Aconitase-An Enzyme that Catalyzes 
Dehydration and Rehydration 

Given the acid-catalyzed mechanisms discussed above 
for dehydra tion and hydra tion, and our look at enzyme 
catalysis in Chapter 9, one might expect an enzyme to use 
a combination of general-acid and general-base catalysis 
for these reactions. Indeed, this is common, but nature can 
be surprising, too. The enzyme aconitase is the second 
enzyme in the citric acid cycle, and it catalyzes a dehydra­
tion- rehydration that interconverts citrate and isocitrate 
via the intermediate cis-aconitate. The enzyme uses an 
Fe-S cluster as a cofactor, a grou p normally associated 
with electron transfer chemistry. Therefore, deciphering 
the role of this cluster has been a challenge in enzymology. 

The major tool s used to probe the role of the Fe-S clus­
ter w ere various forms of spectroscopy and x-ray crystal­
lography. As shown below, the mechanism does involve 

general-acid and general-base catalysis, but only for the 
removal and addition of the proton required in the reac­
tion. The elimination of the hydroxide leav ing group is 
facilitated by transfer to an Fe center (step 1). This trans­
fer of electrons to the Fe-S cluster via coordination of a 
hydroxide leaving group is analogous to a reduction, a 
role this cluster often performs in redox chemistry. Appar­
ently at thi s stage, the cis-aconitate flips in the enzyme 
active site, with the carboxylates changing posi tions (step 
2). Rehydration then occurs by the reverse of the dehy­
dration steps, producing the isomeric product (step 3). 
Therefore, the roles of the Fe-S cluster are to bind one car­
boxylate of the substrate, enhance hydroxide departure, 
and then redeliver hydroxide to the bound substrate. 

Emptage, M. H. (1988). "Aconitase, Evolution of the Active-Site Picture" 
in Metal Clusters in Proteins, ACS Symposium Series #372, Chapter 17, pp. 
343-371. 
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10.14 Eliminations from Radical Intermediates 

Radicals undergo various elimination reactions, sometimes as side reactions during the 
transformations we describe in this and the next chapter. These reactions are not part of stan­
dard radical mechanisms, so we simply group a few of them together here as examples of re­
actions you should know. 

Just as deprotonation adjacent to a carbenium ion can form an olefin, similarly removal 
of H • adjacent to a free radical will form an olefin (Eq. 10.95). As we noted in Section 10.10.4, 
the process of Eq. 10.95 is referred to as radical disproportionation when the radicals are the 
same. Unimolecular elimination from a radical is the simple reverse of the addition of a radi­
cal to an alkene (Eq. 10.96). Since the addition is typically exothermic, it takes heat to reverse 
the addition. One example is the depolymerization of polystyrene, which will occur at tem­
peratures of 300 oc (Eq. 10.97; see Chapter 13 for a discussion of the polymerization reac­
tions). Strain in an adjacent ring will favor elimination, as shown in Eqs. 10.98 and 10.99. 
These two examples convert one radical to another, and such reactions will be discussed in 
more detail in Section 11.11. 

H • \J 
R· + /(\ R-H + n 

R • \J 7(\=R· + n 
R~· = R~· + m 

Ph Ph Ph Ph 

! -- ~ 
b· 35 °C .b 

(Eq. 10.95) 

(Eq. 10.96) 

~Ph (Eq. 10.97) 

(Eq. 10.98) 

(Eq. 10.99) 

Elimination from an alkoxy radical is a common occurrence at ambient temperature, 
making this reaction a competing process to other radical reactions (Eq. 10.100). This re­
action forms a carbonyl-containing product, and is typically referred to as jl-scission. It is 
more exothermic than elimination to form an alkene, because of the high bond strength of a 
carbonyl double bond, as well as the instability of an oxygen radical. As the departing radi­
cal becomes more stable, the rate of elimination increases. Similarly, when two or more R 
groups compete for elimination, the one that forms the most stable radical eliminates prefer­
entially. Eliminations also readily occur from acyl radicals, leading to carbon monoxide and 
a carbon-based radical (Eq. 10.101). 

R 

R-:ro· 
R 

0 

R· + 

). --- R· +CO 
R 

Combining Addition and Elimination Reactions 
(Substitutions at sp2 Centers) 

(Eg. 10.100) 

(Eq. 10.101) 

Now that we have covered both additions and eliminations, we can combine them. Many 
functional group transformations involve such a combination. The result is a substitution re­
action that occurs at an sp2 hybridized carbon. They are best described as addi tion-elimina-
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tion reactions or elimination-addition reactions, depending upon the sequence of the two 
steps. The more common addition-elimination sequences typically involve either addition 
to a polarized double bond with subsequent 1,2-elimination (Eq. 10.102) or conjugate addi­
tion followed by 1,4-elimination (Eg. 10.103). Some substitutions on aromatic rings and 
other reactants proceed via the alternative elimination-addition pathway (Eq. 10.104). 

0 8 8 0 8 :Nuc :0 Nuc (Eq. 10.102) 
_)l LG Addition X LG Elimination )lNuc + 

:LG 

8 8 
0 :Nuc Nuc :o 0 0 (Eq. 10.103) 

LG~ Addition LGAA Elimination Nuc~ + :LG 

LG Nuc 

6 8 

0 6 (Eq. 10.104) 
:Base H-Nuc 

Elimination # Addition 

For the next several sections we will focus upon addition- elimination reactions at car­
bonyl centers. All these reactions are easily understood using our paradigm of reactivity. In 
every case we will show how a nucleophile with a full or partial negative charge attacks the 
partia lJy pos itive carbonyl carbon. It is the subtle details that make the examples interesting. 

10.15 The Addition of Nitrogen Nucleophiles to 
Carbonyl Structures, Followed by Elimination 

Many addition-elimination reactions at carbonyl centers involve a nucleophilic attack on 
the carbonyl carbon, followed by an elimination that restores the double bond. We first ex­
plore addition followed by 1,2-elimination, one of many types of reactions referred to as con­
densations. Strictly speaking, a condensation occurs when two large molecules combine to 
create a more complex molecule w ith the loss of a small molecule, such as water or an alco­
hol. Therefore, a condensation is a form of substitution. We wi ll also examine condensation 
reactions that form polymers (see Chapter 13). One of the more complex condensations is 
the formation of an imine or enamine from a carbonyl and an amine. In both of these cases an 
oxygen is replaced by a nitrogen with loss of water (Eg 10.105 and 10.106). 

R' 
/ 

0 R'NH2 HO NHR' N 

R)lR = 
RX R - - R)lR 

+ H20 (Eq. 10.105) 

Carbinolamine Imine 

0 R2NH HO NR2 

R, N'R 

R)lCHR
2 
- RXCHR2 

-- RACR 
+ H20 

2 
(Eq. 10.106) 

Carbinolamine Enamine 

!mines, in which the nitrogen R groups are alkyl and I or hydrogen, are commonly too 
unstable to be isolated from an aqueous medium, rapidly hydrolyzing back to the carbonyl 
structure. However, when aromatic groups are placed on either the CorN, the structures are 
more stable and can often be isolated . They are referred to as Schiff bases (Eq. 10.105; R or 
R' = Ar). When an oxygen or nitrogen is attached to the imine N, the s tructures become quite 
stable. Such structures are often used for derivitization: oximes (R' = OH), semicarbazones 
(R' = NHCONH2) , and hydrazones (R ' = NHR). 
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Fig u re 10.14 
The k"l" va I ues for the formation 
of the oxime of furfural as a 
function of pH. Jencks, W. P. 
"Studies on the Mechanism 
of Oxime and Semicarbazone 
Formation." }. Am. Chem. Soc., 
81, 475-481 (1959) . 

10.15.1 Electron Pushing 

Only the electron pushing for formation of an enamine is shown here (Scheme 10.19), 
because the formation of an imine follows the same pathway except for the last step. After 
combination of the electrophile and nucleophile (step 1), two proton transfers are required 
(steps 2 and 3). Such transfers do not typically occur as one intramolecular step, but instead 
involve two steps. The result is a tetrahedral intermediate, called a carbinolamine. The car­
binolamines are sometimes stable enough to be isolated, thereby confirming their viability 
as intermediates in the formation of imines and enamines. A 1,2-elimination leads to hy­
droxide plus an iminium ion (step 4). To quench the positive charge on the nitrogen of the 
iminium, the hydroxide deprotonates an a-hydrogen (step 5). These reactions are often per­
formed in benzene or a similar nonpolar solvent, so the proton transfers involve the added 
amine, as shown in the mechanism. The reaction can be driven to completion by the removal 
of water from the flask, often using a Dean-Stark apparatus. 

Scheme 10.19 
Electron pushing for the 
formation of an enamine. 

Step 4 

10.15.2 Acid-Base Catalysis 

Step 2 

CiJ (O~ H 
O H Steps. 

lminium 

Carbinolamine 

0 
N: 

6 + H20 

Commonly, bell-shaped pH versus rate profiles are found for imine and enamine forma­
tion. Figure 10.14 shows one exa mple in the formation of an oxime using hydroxylamine. 
This amine is among the most nucleophilic of all amines. The bell-shaped profiles reflect acid 
catalysis superim posed upon the influence of pH on the protonation state of the amine 
nucleophile. Furthermore, the effects of nitrogen substituents on the reaction rate depend 
upon the pH. To understand the influence of substituents on the reaction, we group the 
amines into two classes. The first is s trongly nucleophilic, with pK. values of their conjugate 
acids between 6 and about 10 (hydroxylamines and alkylamines). The second is weakly nu­
cleophilic a mines, with pK. values of the conjugate acids between 3 and 5 (aryl amines and 
semi ca rbazi des). 

With the strongly nucleophilic amines, spectral evidence is very revealing. At basic pH 
(beyond the pH maximum in curves such as Figure 10.14), the UV I vis absorbance band of 
the carbonyl rapidly disappears while the formation of the imine or enamine product takes 
much longer. This means the carbinolamine builds up in solution, and dehydration is the 
rate-determining step. 

Figure 10.15 A shows the s teps and relative rates involved in the addition with the 
s trongly basic amines. The addition step has three possible pathways (step 1): direct addi­
tion, general-acid catalyzed addition, or specific-acid catalyzed addition. Because the amines 
are good nucleophiles, they add directly at all pHs, but below pHs around 4 this direct ad­
dition becomes rate-determining. This is because there is a low concentration of unproton­
ated amine present at low pHs. In some circumstances, enforced general-acid catalysis of the 
first step is found (see Section 9.3.6 for the definition of enforced catalysis). At the high pHs 
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Figure 10.15 
A. Imine formation with strongly nucleophilic a mines. These a mines 
add directly without acid catalysis, and dehyd ra tion can be rate-determin ing. 
B. Imine formation with weakly nucleophilic amines. These a mines 
require acid catalys is in both the nucleophi lic addition and the 
dehydration. 

NR 

RA R 

NR 

RA R 

where the carbinolamine breakdown is rate-determining (step 3), we find decreasing k obs 

values as the pH is increased, indicating general-acid catalysis for the dehyd ra tion. The rate 
has a maximum where the amine is present in high enough concentrations as the free base 
form to react with a reasonable rate, but there is also enough acid present to catalyze the 
elimination of water from the carbinol amine, hence the bell-shaped pH-rate profile. 

Different behavior is found for the weakly basic amines (Figure 10.15 B). The key differ­
ence is the addition step (step 1). Now the amines are not nucleophilic enough to directly 
add to the carbonyl, and general-acid catalysis is found for this step. Yet, superimposed 
upon the acid catalysis is the necessity that the amine be in its free base form, and there­
fore the rate still increases with increasing pH. At the higher pHs, the dehydration becomes 
rate-determining (step 3), and it involves general-acid catalysis, just as with the nucleophilic 
amines. Therefore, in this reaction both the addition and elimination steps are general-acid­
catalyzed, but enough free base form of the amine still needs to be present to produce a rea­
sonable rate. 

10.16 The Addition of Carbon Nucleophiles, 
Followed by Elimination-The Wittig Reaction 

One of the most useful C-C bond forming reactions is the Wittig reaction, w hich forms an 
olefin from a carbonyl compound and a phosphorus ylide (Eg. 10.107). Unlike most C-C 
bond forming reactions that make single bonds, this reaction creates a double bond in a sin­
gle transformation. Many variants have been created, and they are covered in organic syn­
thesis textbooks. 

- (Eq. 10.107) 

The ylide is drawn as a zwitterion (a compound with a positive and a negative charge) 
in Eg. 10.107, as is triphenylphosphine oxide. It is common to see a P=C or P=O for these 
structures, instead. This is perfectly acceptable, although this requires the use of ad orbital 
on P to accommodate five bonds. Various forms of electronic structure theory calculations 
such as those discussed in Chapter 14 indicate that the d orbitals on Pare too high in energy 
to participate in a significant manner in the bonding to phosphorus. Thus, the zwitterion 
forms are more representative of the true chemical structure. 
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10.16.1 Electron Pushing 

The mechanism commences with a nucleophilic attack of the carbon from the ylide on 
the carbonyl carbon (Scheme 10.20). An intermediate is formed that exists in an equilibrium 
between a betaine (open form) and an oxaphosphetane (closed form). The alkene product is 
formed by direct elimination from the oxaphosphetane. 

Ph,W~~H~ e .. e 
PPh3 

0 c -=o Scheme 10.20 
Electron pushing for 
the Wittig reaction. - + OPPh3 

Betaine Oxaphosphetane 

10.17 Acyl Transfers 

One of the most common substitutions at carbonyl centers is known as an acyl transfer. An 
acyl group is any RCO group (R =alkyl or aryl), where CO is a carbonyl. Acyl transfers form 
the basis of many biosynthetic and conventional organic synthesis procedures (several Con­
nections highlights starting on page 604 discuss enzymatic examples, enzyme mimics, and 
efficient synthetic methods). In this reaction an acyl group attached to a leaving group is 
transferred to a nucleophile (Eq. 10.102). The leaving group has therefore been replaced with 
the nucleophile, commonly via an addition-elimination mechanism. When the addition­
elimination occurs under basic conditions it is termed BAc2 (basic, acyl transfer, bimolecu­
lar), while under acidic conditions it is termed AAc2 (acidic, acyl transfer, bimolecular). 

10.17.1 General Electron-Pushing Schemes 

A simple example of an acyl transfer is the reaction of an acid chloride with an alcohol 
(Scheme 10.21). No catalysis is necessary due to the high reactivity of an acid chloride. The 
alcohol performs a direct nucleophilic attack on the electron deficient carbonyl carbon. The 
reaction is therefore very sensitive to the nucleophile. For example, the Swain-Scott s value 
for acyl transfer from benzoyl chloride is 1.43, indicating that the reaction is more sensitive 
to the nucleophile than is the SN2 reaction on methyl iodide. Elimination of the chloride fol­
lows a typicall,2-elimination pathway. The proton is removed from the intermediate either 
prior to or subsequent to chloride departure. 

Scheme 10.21 
Electron pushing for 
formation of an ester 
from an acid chloride. 
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Acyl transfers are often performed under acidic conditions. Shown in Scheme 10.22 is 
the hydrolysis of an ester using specific-acid catalysis, which is normally taught in introduc­
tory organic chemistry. Here, the acyl group is transferred from an alcohol to water. The ad­
vantage to using acid catalysis is that the esters are activated toward nucleophilic attack. 
Protonation of the ester carbonyl by hydroruum leads to a very electrophilic carbonyl (step 
1) and the addition of water leads to cleavage of the carbonyl 'IT bond (step 2). Subsequently 
a proton is removed (step 3). As we will see when we examine the experimental observations 
for these reactions, they proceed through what is called a tetrahedral intermediate (T.I.). To 
form the T.l. an acid-catalyzed addition reaction has occurred. However, given that a leaving 
group is attached to the central carbon, a 1,2-elimination reaction is possible. Protonation of 
the ethoxy group converts it into a good leaving group (step 4). Elimination is assisted by a 
lone pair of electrons on the OH to create a C-0 'IT bond (step 5). Finally, deprotonation by 
water leads to the carboxylic acid product (step 6). 



Scheme 10.22 
Electron pushing for the acid 
hydrolysis of an este r. 
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There are other possibilities besides a T.C such as acylium ion formation, ketene forma­
tion, and direct displacement analogous to an SN2 reaction (Figure 10.16). Such mechanisms 
are viable under certain conditions. Acylium ions are formed with acid halides, esters, and 
some amides under highly acidic conditions, and acid halides can form ketenes with base 
catalysis. However, by far the most common pathway is addition-elimination via a tetrahe­
dral intermediate. Let's examine the evidence for this intermediate. 

A. 

B. 

c. 

D. 

Figure 10.16 
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Acyl transfer mechanisms. A. Protonation of the leaving group rather than the carbonyl oxygen leads to an 
acylium ion intermediate. This is an SNl-type substitution. B. Elimination of the leaving group using a base 
leads to a ketene intermediate. C. SN2-type displacement. Strictly speaking, possibility Cis not an acyl 
transfer because the acyl group remains attached to the original ester oxygen. D. T.I. formation (the most 
common mechanism). 

10.17.2 Isotope Scrambling 

Probably the most widely cited evidence for the existence of a tetrahedral intermediate 
comes from isotopic exchange reactions. For example, in the reaction of a carboxylic acid de­
rivative, such as an ester, the two OH groups in the tetrahedral intermediate are equivalent 
(examine the T.I. in Scheme 10.22). If the reaction were performed in 180-labeled water, one 
of these OH groups would be isotopically labeled. Reversal of the nucleophilic addition step 
would exchange the 180 into the carbonyl oxygen 50% of the time. As the reaction proceeds 
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the reactant would build up 180 substitution, which can be confirmed by isolation of the 
starting rna terial after the reaction has been allowed to proceed to varying extents of comple­
tion. Such exchange has been observed in the hydrolysis of acid halides, anhydrides, esters, 
and amides. Apparently all these carboxylic acid derivatives can proceed through tetrahe­
dral intermediates during acyl transfers. 

A cautionary note is necessary at this stage. While the observation of isotope exchange 
is good evidence for a tetrahedral intermediate, the lack of isotope exchange is not necessar­
ily evidence against a tetrahedral intermediate. If nucleophilic attack is rate-determining, so 
that k2 > > k_1 in Eq.10.108, little exchange into the starting material will be seen. The tetrahe­
dral intermediate predominately proceeds on to product instead of reverting to starting ma­
terial. As we will discuss below, ami des display such behavior under acidic conditions. 

0 
)l 

R Nuc 
(Eq. 10.108) 

10.17.3 Predicting the Site of Cleavage for Acyl Transfers from Esters 

Ester hydrolysis is a paradigmatic acyl transfer. It is actually quite complicated. There­
action is susceptible to many forms of catalysis, and there are two possible mechanisms for 
cleavage: addition-elimination and SN2 on the ester group (shown in Figures 10.16 C and D, 
respectively). Here, we discuss the manner in which the mechanism of cleavage is deter­
mined, while the forms of catalysis are examined below. 

The most obvious way to distinguish the site of cleavage is with isotope labeling. If the 
ether oxygen of the ester group is 180-labeled, then the label is lost in the carboxylic acid 
product in an addition-elimination mechanism, but it is retained in the SN2 mechanism. One 
finds that the addition-elimination mechanism is by far the most common, and the SN2 
mechanism is only viable for small ester groups that readily undergo nucleophilic attack, 
such as methyl and benzyl. Usually a very strong nucleophile such as RS- or RSe- is required 
also. The SN2 path can also become favored if the acyl R group is sterically bulky. 

Another method for analysis is to examine stereogenic centers at the ester group 
[RCO(OR')]. Addition-elimination lead s to retention of the stereochemistry of the ester R ' 
group, while SN2 attack inverts the stereochemistry of the ester R' group. 

10.17.4 Catalysis 

Acyl transfer reactions are susceptible to many different forms of catalysis, including 
acid, base, and nucleophilic. We will look at each type here. 

One of the most common methods to catalyze acyl transfers is the addition of a nucleo­
phile, particularly w hen using acid halide reactants. For example, consider the reaction of an 
alcohol or water with an acid halide, but with the addition of triethylamine. We add the tri­
ethylamine to neutralize the HX produced in this reaction, but it also significantly enhances 
the rate of the reaction (Eq. 10.109; also see Section 9.2.5 for a discussion of nucleophilic catal­
ysis) . Initial attack of the amine is faster than attack by the less nucleophilic alcohol or water, 
crea ting an intermediate with a positive charge. This is a highly reactive carbonyl that now 
adds nucleophiles faster than the starting acid halide. 

0 ROH 
= )l e 

R NR3 
(Eq. 10.109) 

Several pieces of data support the role of certain amines as nucleophiles and others as 
general-base catalysts in this reaction. First, non-nucleophmc amines follow Bronsted rela­
tionships, but those amines that are small enough to be nucleophiles are markedly more ac­
tive. Furthermore, solvent isotope effects are significantly different for the nucleophilic and 
general-base pathways. The small nucleophilic amines do not show solvent isotope e ffects, 
whereas the amines that act as general-base catalysts do show solvent isotope effects. 
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Hydrolysis of an amide under basic conditions. 
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Although we show an acid halide in our prototypical example of nucleophilic cataly­
sis, other species such as anhydrides and esters are also susceptible to this form of catalysis. 
As the carboxylic acid derivative becomes less electrophilic, the catalyst needs to be more 
nucleophilic. 

Let's examine a few cases. First, we look at amide hydrolysis under basic conditions 
(Figure 10.17). Nucleophilic attack by the hydroxide leads to a te trahedral intermediate that 
can expel the amide anion leaving group, which subsequently removes a proton from there­
sulting carboxylic acid rapidly. Note that hydroxide is not regenerated in this reaction, so 
this is a base-initiated reaction, not a base-catalyzed reaction. Amide anions are very poor 
leaving groups, and hence k2 represents the rate-determining step. Very rapid 180 scram­
bling from water into the starting material relative to product formation is observed, sup­
porting k2 being rate-determining. Furthermore, there is some evidence that a dianioruc 
form of the tetrahedral intermediate is required to produce an intermediate reactive enough 
to expel the leaving amide anion. Hence, base catalysis is not very effective for amide 
hydrolysis. 

Base catalysis, however, is very effective for ester hydrolysis, and a mechanism similar 
to that for amides is operative (Figure 10.18). Now leaving group departure and reversion to 
starting materials have approximately the same rate constants (k2 = k_1) . The balance be­
tween which rate constant is larger depends upon the ester R group. Hydroxide and alkox­
ide depart at similar rates, while a phenoxide departs much faster (recall what makes a good 
leaving group, discussed in Section 8.4.4). 

Figure 10.18 
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Hydrolysis of an ester under basic conditions. 
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The most unreactive carboxylic acid derivatives, esters and amides, usually require 
some form of catalysis to activate the carbonyl to nucleophilic attack. Acid catalysis for am­
ide hydrolysis is quite effective. Since amides are so unreactive toward nucleophilic attack, 
specific-acid catalysis is most commonly observed. Here, full protonation of the amide car­
bonyl is necessary to activate the species enough that nucleophilic attack is possible (Figure 
10.19 A). With acidic conditions up to about 80% acid (requiring H 0 values; see Section 5.2.5), 
the carbonyl oxygen is the site of protonation, supporting an addition-elimination mecha­
nism and the existence of a tetrahedral intermediate. Although there is no 180 scrambling 
into the reactant, this does not establish the absence of such an intermediate. Leaving group 
departure from the tetrahedral intermediate is much faster than return to starting materials 
in acid (k2 > > k_t in Eg. 10.108), and hence little to no scrambling is observed. Above around 
80% acid, the mechanism shifts to anSN1-like process with an acylium ion intermediate (Fig­
ure 10.16 A). Here, protonation of the amine dominates the possible pathways, followed by 
iomzation (Figure 10.19 B). Thus, in the acid-catalyzed hydrolysis of an amide, there is an 
additional issue of whether protonation occurs on the carbonyl oxygen or on the nitrogen. 
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A. Amide hydrolysis under acidic conditions. B. Amide hydrolysis 
under extremely acidic condi tions. 

Acid catalysis of ester hydrolysis is also very effective. Oxygen exchange from water is 
observed under most cases, supporting addition-elimina tion. Specific-acid catalysis is the 
most common mode of hydrolysis, alth ough general-acid catalysis is observed with more 
electrophilic esters. 

Connections 

Enzymatic Acyl Transfers 1: The Catalytic Triad 

Now th at we have an unde rs tanding of the organic reac­
tion m echanisms for acyl transfers, and insight into acid 
and base catalysis, we can consider how an enzyme migh t 
approach ca talyzing these reactions. One important bio­
logical acyl transfer is the h ydrolysis of the amide linkage 
in a protein. There are three fac tors that are important in 
catalyzing this hydrolysis: 1. enhance the nucleophilic 
a ttack, 2. stabilize the te trahedral intermedia te, thereby 
stabilizing the transition s tate to it, and 3. enhance the leav­
ing group departure. Based upon the mechanism s that 
have been presented here and the principles discussed in 
Chapter 9, the general aspects of the mechanism we p re­
sent should not be too surprising, but we can see just how 
sophisticated nature is w hen it comes to ca ta lysis. 

Chymotrypsin is one o f the most well studied pep­
tidases (enzymes that cleave peptide bonds). Instead of 
using water as the nucleophile, the alcohol side chain of 
seri ne-195 is used . As shown on the next page, the nucleo­
philic attack by the serine is general-base-catalyzed by the 
side chain of histidine-57, an imidazole (s tep 1). Although 
general-base catalysis might be expected, it is even further 
enhanced by ion-pairing of the resulting imidazolium 
with the carboxylate from asp artate-102 a t th e active site. 
Hence, the nucleophilic a ttack is enhanced by the binding 
energy that develops with the formation of an ion pair. 

The combination of the serine, his tidine, and aspartate 
is a set of amino acids called the cataly tic triad . 

The tetrahedral intermediate is stabilized by hydro­
gen bonding in a pocket that is called the oxy- anion hole. 
Am ide NHs from the peptide backbone contribute the 
hydrogen bond ing donors. 

Leaving group departure is genera l-acid-catalyzed 
by the imidazolium crea ted in the firs t s tep (step 2). Th is 
forms an acyl-enzym e intermediate. H ence, this repre­
sents a form of covalent ca talysis, w here the high effective 
m olarity of the serine nucleophile further enhances the 
rate. Water then co mes into the active si te, and then all 
th e step s just d iscussed are simply repea ted with wa ter 
as the nucleophile. 

Along with illustrating a stra tegy for peptide bond 
(amide) hydrolysis, the chymotrypsin s tructure estab­
lished a number of other fea tures of enzymatic catalysis. 
Although the protein might be la rge, the essential chem­
istry occurs in a relatively small region of the protein 
termed the active site (see Section 9.4.3). Also, the various 
residues that form the active site are physically close in 
space, bu t they are not close in peptide sequence (chymo­
trypsin, for examp le, uses His-57, Asp-102, and Ser-195. 

Sigler, P. B., Blow, D. M., Matthews, B. W., and Henderson, R. "Structure 
of Crystalline a -Chymotrypsin II. A Preliminary Report Including a 
Hypothesis for the Activation Mechanism." f. Mol. Bioi., 35, 243-264 (1968). 
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".O xy-anion hole 
His-57 -

0 
Asp-1 02 ----( 0 

0 

0 
h ( Ser-195 ~N-'\ 

A 1 J il -o H 
sp- 02-\ 0_ WN, # N'H -~R : 

Connections 

Step 2 -

Step 1 -

0 
Asp-102 ----( 0 

0 

Enzymatic Acyl Transfers II: Zn(II) Catalysis 

Another s tra tegy for biological amide hydrolysis is exem­
plified by ca rboxypeptidase A The electrophilic stabili­
zation of the T L is now imparted by a Zn(II) ion and a 
guanid inium side chain from arg inine-127. A zinc-bound 
water acts as the nucleophile, which is enhanced by 
general-base ca talysis from the glutamate-270 side chain 

H, o O
Tyr-248 

I 

0 

Glu-270 -!( 
8 

~ 
0 - H R~N,R 

Step 1 -l q:~ll) NH2 
H1} \ __ .0 -__ 0 I H 

Zn(JJ)'- H, N""'W 
/ I ' l I 

l L L H Arg-1 27 

Step 2 - 0 

Glu-270 -!( 0 0 

0 -- " 0 8· \; o: 
ion pair N C -._ 

develops --, H 
R ' 

Acyl-enzyme 
intermediate 

\ 

N­
/ 

N-
/ / 
_/ Oxy-anion hole 

(step 1). The newly generated carboxylic acid from the glu­
tamate side chain is subsequently involved in general­
acid-catalyzed leaving g roup departure (step 2). Thus, 
with this enzyme, we see proximity effects, electrophilic 
catalysis, and general-acid / general-base catalysis. 

Ch ris tianson, D. W., and Li pscomb, W. N. "Carboxypeptidase A" 
A ce. Chem. Res., 22, 62-69 (1989). 

f"'Y Tyr-248 

H ,o~ 

H, o O
Tyr-248 

I 
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Connections 

Enzyme Mimics for Acyl Transfers 

There have been numerous synthetic supram olecular 
structures crea ted to mimic the various aspects of the nat­
ural enzym es that catalyze acyl transfers. Here, we only 
show two with their respective binding geom etries and 
electron p ushing for the nucleophilic attack. The fi rst 
shown below w as developed by Lehn, and uses the well 
preceden ted binding between crown ethers and ammo­
nium ions to form a complex between the catalyst and the 
substrate. The second example was developed by Bres­
low, w here cyclodextrin (the toroid; see Chap ter 4) is used 
to drive hydrophobic bind ing of the substrate to the cata­
lyst. These two examples do indeed catalyze their respec­
ti ve acyl transfers, but with orders of magnitude lower 

acti vity than the natural enzymes. Note that the majori ty 
of the catalysis in these systems arises from proximity, 
which results from binding the substrate near the nucleo­
phile. It is still an important challenge in the field of physi­
cal organic chemis try to create an artificial system that 
ca ta lyzes nucleophilic attack, stabilizes the tetrahedral 
intermediate, and catalyzes leaving group departure, 
thereby mimicking all aspects of the natural enzymes. 

Lehn, ).-M., and Sirlin, C. "CatalyseSupramoleculaire: Con pure des 
Esters Actives d' Ami noacides Lies ii un Recepteur Macrocyclique Portant 
des Residus Cysteiny les." Nouveau f. Chimie, 11, 683-702 (1987). Breslow, 
R., and O verman, L. E." An Artificial Enyzme Combining a Metal Catalytic 
Group and a Hyd rophobic Binding Cavity." f. Ant. Cilem. Soc., 92, 1075-
1077 (1970). 

0 
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-~i ---N~ j 

N 
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· ·~--0 0 

0 

¢ 
Two enzyme mimics 

Connections 

Peptide Synthesis-Optimizing Acyl Transfer 

Peptides and p roteins a re constructed of amide bonds 
linking together a string of a -amino acids. There is a large 
industry centered around the synthesis o f peptides (a pep­
tide is a relatively short string of amino acids, roughly 
::S50; longer stretches a re ca lled proteins) for use in 
research and as pharmaceu ticals. For such efforts, it is 
important to m aximize the coup ling yields for the forma­
tion of each new peptide bond. For example, if we have a 
95% coupling yield, but w e h ave to perform the reaction 
40 times to make a peptide with 41 amino acids, our over­
all yield w ill be (0.95)40

, which is less than 13%. Also, we 
w ill have a terrible mixture of products from coupl ing fail­
ures a t each individ ual step of the sequence. We need 
yields that are 99% or better, and simp le reactions like 
reacting an amine with an acid chloride will not suffice. 

The key advance in this effort was Merrifield's devel­
opment of solid phase p rotocols for pe ptide synthesis on 
resin beads, which earned him the 1984 Nobel Prize in 
Chemistry. One large ad vantage of solid phase synthesis 
is the ability to purify the growing peptide from reactants 
by s imply washing the resin. This allows a large excess of 
the soluble reagent to be used, improving coupling yield s. 
Now it is common for organic chemis ts to run all sorts of 
reactions, not jus t p ep tide couplings, on solid, polymeric 
beads (the solid circle in the drawing below). While this 
h elped, there w as still a need to optimize the acyl transfer 
chemistry. Acid chlorides react too indiscriminately. O ne 
reagent that has seen much use is dicyclohexylcarbod ii­
mide (DCC). This reacts with the carboxylic acid, forming 
a highly reactive sp ecies. Nucleophilic addition of the 
a mine from the bead produces an amide and d icyclohexy-



!urea as the byproduct. The direct coupling of amines and 
carboxylic acids with DCC is a generally useful reaction. 

ln some cases in peptide synthesis, even DCC does 
not produce an active enough acyl transfer species, and 
special reagents are employed. A typical example is 
1-H-hydroxybenzotriazole (HOBt). Usually, DCC is 

R3 ON=C=ND 
PG _,l DCC 'N C02H 

H 
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involved in making the HOBt adduct, and the latter 
is highly efficient in peptide cou piing reactions. 

Hurby, V. )., and Meyer, J.-P. "Chemical Synthesis of Peptides" in Bio­
orgn11ic Che111istry: Pep tides n11d Protei11s, S.M. Hecht (ed.), Oxford Univer­
sity Press, New York, 1988, pp. 27- 64. 

Peptide coupling chemistry 

10.18 Electrophilic Aromatic Substitution 

By far, aromatic substitution most commonly occurs via an electrophilic route. It conforms to 
our paradigm of reactivity, where the electron rich aromatic 'IT system interacts w ith a partial 
or full positive charge on an electrophile (see the EPS in Appendix 2). Electrophilic aromatic 
substitution involves the substitution of a hydrogen on an aromatic ring with an electrophile 
(E) while giving off a proton (Eq. 10.110). All introductory organic chemistry textbooks cover 
this reaction, and the reaction mechanism commonly follows an addition-elimination se­
quence. A rare analog to this reaction is called ipso substitution, where a group other than 
hydrogen, most often iodine, undergoes the substitution by the electropbile. 

Q 0 
+ E --

H 

Q 
E 

0 
+ H 

10.18.1 Electron Pushing for Electrophilic Aromatic Substitutions 

(Eq. 10.110) 

You may recall nitration, sulfonation, bromination, and Friedel- Crafts alkylation and 
acylation of aromatic rings from introductory organic chemistry classes. Our goal here is not 
to review each of these reactions, but to review the general SEAr mechanism (substitution, 
electrophilic, aromatic), regiochemistry, and reaction rates, drawing on the principles of 
chemical reactivity discussed in this text to explain the experimental observa tions. Since 
the goal here is only to re-familiarize you with simple mechanisms and to teach good 
electron-pushing skills, one example of electron pushing will suffice-namely, Friedel­
Crafts alkylation. 

Friedel-Crafts alkylation is initiated by a complex formed by a Lewis acid-base interac­
tion of a lone pair of electrons on the halogen of an alkyl halide with a strong electrophile 
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a E 

H 
Gl 

G--Ee±:> 
rr Complex 

cr Complex or benzenium ion 

such as AlCh (Scheme 10.23). The complexation turns the halogen into a better leaving 
group, hence inducing a heterolysis of the C- CI bond (step 2). The carbenium ion formed is 
a potent electrophile, and it consequently reacts with the 'IT system of the aromatic ring (step 
3). Subsequent deprotonation leads to the product (step 4). 

Scheme 10.23 
A Friedel-Crafts alkylation­
an example of the mechanism 
of electrophi lic aromatic 
substitution. 

}-
_...-..... 91 

Step 1 -1c Gl ,~ 
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././ 

10.18.2 Kinetics and Isotope Effects 

Step 2 

Step 4 -
Cl 

CI-A(G 
I ' CI 
Cl 

In general, the mechanism involves two steps (Eq . 10.111), the first being addition of the 
electrophile to the aromatic ring to create a highly delocalized carbenium ion. The second 
step is loss of a proton to a base, most often the solvent. 

c±:> 0 E + I 
.§ 

s c±:> 
k1 (s low) V E 

k_, selVsc±:> 
a Complex 

(Eq. 10.111) 

The kinetic expression for Eq. 10.111 is given in Eq. 10.112, where the u complex has been 
treated using the steady state approximation. Commonly, the first step is rate-determin­
ing. This means that k2[B] > > k_1, leading to the reaction being second order (d[P] / dt = 

k1[Ar][P ]). However, this is not always correct, because small isotope effects on the depro­
tonation step can be observed. A small isotope effect requires some k2 influence on the reac­
tion, which means for these cases k2[B] is of the sam e order of magnitude ask_1. When the sec­
ond step of a reaction is kinetically significant, a! though the first step is rate-determining, we 
say there is a partitioning effect. Here, the observation of a small isotope effect is due to the 
fact that the intermediate can partition back to starting material, making the second step ki­
neticaUy observable . This simply means that the heights of the barriers on the energy surface 
for the k_1 and k2 s tep s are comparable. 

d[P] 
dt 

10.18.3 Intermediate Complexes 

k1 k2[ Ar ][E+] [B] 

k_1 + k2 [B] 
(Eq. 10.112) 

The steps given in Eq. 10.111 ignore the generation of the electrophile, which is com­
monly a multistep process (see Scheme 10.23). Nucleophilic attack by benzene on 
the electrophile creates what is called the cr complex, also referred to as the Wheland 
intermediate or benzenium ion (see a structure with bromine added to a benzene 
ring in the margin). This intermediate is simply a carbenium ion structure in w hich 
the charge is delocalized around the ring. Simple resonance arguments predict that 
the positive charge will be on alternate atoms around the ring. The charge pattern 
can also be understood by recognizing that this is simply a pentadienyl cation. Fig­
ure 14.14 shows the LUMO of pentadienyl; it has nonzero coefficients only at car­
bons 1, 3, and 5. 

There is NMR spectroscopic evidence that the electrophile does not always add 
to the aromatic nucleophile directly, as shown in Scheme 10.23 and implied by Eq. 
10.111, but rather a 1t complex (also called an encounter complex) is formed prior to 
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formation of the CT complex. We examined the cation-1r effect in Chapters 3 and 4, and there­
fore it should not be surprising that an electrophile will make a weak complex with an aro­
matic ring prior to a reaction. Depending upon the experimental conditions and the aro­
matic compound used, either the formation of the electrophile, the encounter complex with 
the aromatic ring, or the CT complex will be rate-determining. 

Sigma complexes can be observed spectroscopically. The reaction of HF and BF3 with an 
aromatic ring leads to an observable CT complex at-140 oc, in which the electrophile isH+. 
The stabilities of these complexes correlate with the rates of electrophilic substitutions, 
supporting the existence of these structures as intermediates in the mechanism. Table 10.9 
shows several examples of how the two numbers are in agreement. The relative stability 
numbers derive from measurements of equilibrium constants for the protonation of the aro­
matic ring. 

Table 10.9 
Relative Stabilities of cr Complexes Formed with Various Aromatics 
and HF-BF3, and Relative Rates of Bromination in 85% Acetic Acid* 

Relative cr complex Relative rate of 
Substituent stability bromination 

H 1 1 
Methyl 790 605 
1,2-Dimethyl 7,900 5,300 
1,3-Dimethyl 1,000,000 514,000 
1,4-Dimethyl 3,200 2,500 
1,2,3-Trimethyl 2,000,000 1,670,000 
1,3,5-Trimethyl 630,000,000 189,000,000 

Olah, G. A. "Mechanism of Electrophilic Aromatic Substitutions." Ace. Chem. Res., 4, 
240 (1971). 

10.18.4 Regiochemistry and Relative Rates of Aromatic Substitution 

Substitution on benzene raises no regiochemical issues because every hydrogen is 
equivalent, but as soon as there is one substituent on the ring, isomeric products can result­
namely, ortho, meta, and para. The reactivities of the different sites on substituted aromatic 
rings are quantified by what are known as partial rate factors (f,R, where n = o, m, or p for 
ortho, meta, or para, respectively, and R = substituent). These numbers reflect the rate con­
stants (k,/) for reaction of the individual ortho, meta, or para sites with an electrophile com­
pared to the rate constant (k) for addition to benzene itself (Eqs. 10.113 A, B, and C). The rate 
constants for ortho and meta are divided by two because there are two ortho and meta hy­
drogens, and the rate constant for benzene is divided by six due to the six hydrogens. 

A. foR= [(k0 '/ 2) / (k / 6)] 

8. j,
11
R= [(k111 ' / 2) / (k / 6)] 

C. fl = [(kr') / (k / 6)] 

(Eq. 10.113) 

Table 10.10 shows some partial rate factors for various reactants. Notice that the para po­
sition in toluene undergoes nitration about 46 times faster than benzene itself, while the or­
tho position reacts about 39 times faster. Actually, all the sites on toluene, including meta, 
react faster than benzene. The methyl group on toluene is therefore described as activating. 
All sites on chlorobenzene react slower than benzene itself, and hence the chloro group is 
deactivating. 

Aromatic substituents are broken into two categories regarding electrophilic aromatic 
substitution reactions: activating or deactivating, and ortho I para directing or meta direct­
ing. When j;,R > 1, we say that substituent R is activating, and when j;,R < 1, we classify that 
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A. 

c. 

Table 10.10 
The Partial Rate Factors for Different Reactions* 

Reactant f/ /mR !/ Reaction 

Toluene (R = CH3) 38.9 1.3 45.8 Nitration 
t-Butylbenzene (R = t-Bu) 5.5 3.7 71.6 Nitration 
Chlorobenzene (R = Cl) 0.028 0.00084 0.13 Nitration 
Bromobenzene (R = Br) 0.030 0.00098 0.103 Nitration 
Toluene (R = CH3) 617 5 829 Halogenation (Cl2) 

Toluene (R = CH3) 600 5.5 2420 Halogenation (Br2) 

Toluene (R = CH3) 32.6 5.0 831 Acylation (PhCOCl) 
Toluene (R = CH3) 4.5 4.8 749 Acylation (MeCOCI) 
Toluene (R = CH3) 4.2 0.4 10.0 Alkylation (BnCl, AlCl3 ) 

"Stock, L. M. " A Classic Mechanism for Aromatic Nitration." Prog. Phys. Org. Chem., 12,21 (1976). Stock, L. M., and Brown, 
H. C." A Q uantitati ve Treatment of Directive Effects in Aromatic Substitution." Adv. Phys. Org. C/Jem., 1, 35 (1963). 

substituent as deactivating. All activators are ortho I para directing, while almost all deacti­
vators are meta directing. The halogens are exceptions to this correlation, in that they are de­
activating but or tho I para directing. Let's recall the reasoning given for these patterns of re­
activity. Here we use resonance and the concept of localized bonds between atoms, although 
the concept of fully delocalized molecular orbitals over the entire benzene ring very nicely 
explains the trends also. 

To rationalize substitution patterns, one examines the relative stabilities of the various 
regioisomeric cr complexes. For example, Figure 10.20 shows the resonance structures of the 
carbenium ion generated after addition of an arbitrary electrophile (E+) to a benzene substi­
tuted in the ortho, meta, and para positions. If we envision X = CH3, ortho and para substitu­
tion leads to carbenium ions that have some tertiary carbenium ion character, whereas meta 
substitution does not. Because 3° carbenium ions are more stable than 2° carbenium ions, 
they are formed faster in this reaction, and hence, ortho and para substitution is preferred. 
Since alkyl groups are stabilizing to carbenium ions via hyperconjugation, they not only di­
rect the regiochemistry as described, but also enhance the rate of the reaction relative to ben­
zene because the formation of the carbenium ion is rate-determining. Thus, alkyl groups are 
acti va ti ng and ortho I para directing. 

X X X X X X a: & E &: d E 6E 06 :?" 

- H - B. - - E e ::::,... 
H e H H 

X X X 

Q - ¢ - ~ e e E H E H E H 

Figure 10.20 
Resonance structures resulting from electrophilic addition to 
a substituted benzene ring. A. Ortho, B. Meta, and C. Para. 

Other groups that can donate electrons are also activating. Heteroatoms with lone pairs 
that donate electrons to the carbenium ion via resonance, such as OR, NR2, and SR, are ex­
amples (Figure 10.21). 

Now imagine X= CN, an electron withdrawing group. Once again the cr complex de­
rived from ortho and para addition of the electrophile has a resonance structure in which the 
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Figure 10.21 
Groups with heteroatoms lead to activation 
via resonance when ortho or para to the site 
of addition. 
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Table10.11 
Relative Rates for Nitration 
of a Few Benzene Derivatives* 

Substituent Relative rate 

OH 1000 
CH3 25 
H 1 
CJ 0.033 
N02 6 X I0-8 

N(CH3) / 1 X I0-8 

' Ingold, C. K. (1969). Structure and Mecha11ism 
in Organic Chemistry, 2nd ed., Cornell University 
Press, Ithaca, NY. 

positive charge is directly adjacent to the group, but now the posi tive charge would be desta­
bilized. In fact, the creation of a positive charge, regardless of the regiochemistry of addition, 
is retarded, and hence the group is deactivating. However, attack at the meta position gives 
the least deactivation, because there are no resonance structures where the positive charge is 
directly adjacent to the EWG. Hence, such a group is meta directing. 

Table 10.11 shows the relative rates of nitration of a few benzene derivatives, and these 
demonstrate the electron donating (activating) and withdrawing (deactivating) effect of 
several substituents. In fact, most chemist's intuition as to w hat groups are electron do­
nating and w ithdrawing is derived from rates of electrophilic aromatic substitution, as well 
as the <Jconstants associated with Hammett plots. 

10.19 Nucleophilic Aromatic Substitution 

Nucleophilic aromatic substitution (called S 2Ar) is less common than electrophilic aro­
matic substitution, and it usually occurs on an aromatic ring where a leaving group is ortho 
or para to one or more strongly electron withdrawing groups (commonly nitro or cyano). 

10.19.1 Electron Pushing for Nucleophilic Aromatic Substitution 

Consider the substitution of chloride by h ydroxide in p-chloronitrobenzene (Scheme 
10.24). Nucleophilic attack by the hydroxide places increased negative character on the nitro 
group, which is evident by the electron pushing. If you count the number of atoms from the 
site of nucleophilic attack to where the negative charge is deposited, you can see wh y this is 
called a 1,6-addition. Reversing these arrows leads to expulsion of the leaving group (a 1,6-
elimination). 

Scheme 10.24 
Electron pushing for 
nucleophilic aromatic 
substitution. 

10.19.2 Experimental Observations 

Meisenheimer complex 

The kinetics of nucleophilic aromatic substitution is almost always second order- first 
order in nucleophile and first-order in the aromatic electrophile. The intermediate structure 
is called the Meisenheimer complex (or Jackson-Meisenheimer complex). The Meisen­
heimer complex can sometimes be directly observed at low temperatures. In aprotic sol-
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Alkyne Cumulene Biradical 

vents the loss of the leaving group is often rate-determining, because nucleophiles are very 
active in such solvents (see Section 8.4.4). In protic solvents either the nucleophilic attack or 
leaving group departure can determine the rate. Since the leaving group is on the carbon 
undergoing nucleophilic attack, it naturally influences the rate of the reaction regardless of 
whether the leaving group departure has any effect on the rate. Hence, we must be careful in 
interpreting leaving group effects. 

The site of attack of the nucleophile is not influen ced by the location of the other groups 
on the aromatic ring. This site of attack has to be the carbon with the leaving group for the 
attack to lead to a product. With electrophilic aromatic substitution, the groups on the ring 
influence the regiochemistry of the reaction, being either or tho I para or meta directing. This 
is an important distinction between nucleophilic and electrophilic aromatic substitution 
mechanisms. 

As an important caution at this stage, we note that some aromatic substitutions involve 
single electron transfer (SET) pathways. Because the aroma tic ring is necessarily electron de­
ficient, and the nucleophile is electron rich, a single electron transfer from the nucleophile to 
the ring is increasingly probable as the aromatic ring becomes increasingly electron poor. 
For example, in the reaction of 1-chloro-2,4,6-trinitrobenzene with h ydroxide (Eq. 10.114), 
the expected radical anion intermediate was directly observed using fas t spectroscopy. 

(Eq. 10.114) 

On rare occasions, the reaction is firs t order in the aromatic structure and zero order in 
the nucleophile. This is reminiscent of an SN1 reaction. This mechanism occurs with diazo­
mum salts, where the leaving group is so good (N2) that it can depart without assistan ce, 
leaving behind an aryl cation that is trapped by a nucleophile (Eq. 10.115). The nucleophile 
can be w ater to make a phenol, or CuX salts that place the X group on the ring (the Sand­
meyer reaction). The Sandmeyer reaction actually involves electron transfer, as we describe 
in a Connections highlight in Section 12.2.3. 

r(YNuc 

v (Eq. 10.115) 

10.20 Reactions Involving Benzyne 

Another substitution reaction that occurs on aromatic rings in the presence of nucleophiles 
involves the intermediacy of benzyne. Benzyne is benzene minus two adjacent hydrogens, 
producing a formal triple bond (C6H 4). The structure of benzyne has been examined both ex­
perim entally and theoretically, and the alkyne representation is most widely accepted , al­
though the cummulene and biradical s tructures are significan t resonance contributors. 

10.20.1 Electron Pushing for Benzyne Reactions 

Instead of performing an addition reaction, the nucleophile acts as a base to deprotona te 
a position adjacent to a leaving group, resulting in an elimination reaction that generates 
ben zyne (Scheme 10.25). When the leaving group is good, elimination is concerted as 
shown. Benzyne is h ighly strained and rapidly reacts as an electrophile by adding a nucleo­
phile. This involves the formation of an sp2 carbanion that very rapidly deprotonates the 
solvent. Hence, the sequence of reactions used in this mechanism is elimination-addition 
(termed E-Ad). Although amide anion is shown as the base in Scheme 10.25, oxygen bases 
such as hydroxide and alkoxides are also effective. 
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Scheme 10.25 
Electron pushing for reactions 
involving ben zyne. 

10.20.2 Experimental Observations 

Slow -

The reaction is first order in the aromatic ring and the base. The formation of an­
iline from 2,6-dideuteriobromobenzene shows an isotope effect of 5.5, supporting ra te­
determining elimination via deprotonation . In a pioneering experiment, Roberts showed 
that when the carbon possessing the leaving group on the aromatic ring is 14C-labeled 
(shown as an asterisk in Scheme 10.25), the label in the product is distributed between the 
carbons attached to and adjacent to the nucleophile, supporting a symmetric intermediate 
such as benzyne. The distribution of this label is independent of which leaving group is on 
the ring, supporting a common intermediacy ofbenzyne from different reactants. One finds 
the standard order of leaving group activity, where the reaction decreases in rate within the 
following series: I > Br > Cl > F. In fact, when the leaving group is electron withdrawing but 
very poor at departure, expulsion of the leaving group can become rate-determining. This 
means that a carbanion is created prior to leaving group departure. For exa mple, fluoro­
benzene mixed w ith amide in ammonia scrambles a deuterium adjacent to fluorine but no 
elimination occurs (Eq. 10.116). Chlorobenzene also shows a small percentage of scram­
bling, meaning that the elimination to form benzyne is stepwise also. In this case the elimina­
tion component of the elimination-addition sequence has the character of an E1cB reaction . 
ln contrast, with Brand I no scrambling is observed, and the elimination is a concerted E2 as 
written in Scheme 10.25. 

(Eq.10.116) 
+ 

10.20.3 Substituent Effects 

When one examines the mechanism given in Scheme 10.25, two ways in which substitu­
ents could effect the regiochemistry of the products become apparent. The first is the regia­
chemistry of formation of the triple bond relative to the substituent (Y) when the leaving 
group (X) is meta to the substituent (Eq. 10.117). This concern is only with a meta arrange­
ment in the reactant, since ortho and para arrangements of the substituent and leaving 
group can only generate one regiochemical arrangement in the benzyne intermediate (see 
Figure 10.22). 

X 

(l e 
~ 

y Q 
A 

+ 
y 

~ 
Vl--v 

B 

(Eq. 10.117) 

Since the rate-determining step that sets the regiochemistry of the triple bond involves 
deprotonation, we expect the acidity of the hydrogen to influence the regiochemistry. When 
the substituent Y is electron withdrawing, regioisomer B (Eq. 10.117) is preferred, because 
the hydrogen ortho to the substituent is most acidic. If the substituent is electron donating, 
regioisomer A is preferred, because now the more remote hydrogen is most acidic. 

n 
~NH 

2 
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Regiochemica l possibilities for reactions involving benzyne. The 
regiochemical preferences ca n be predicted by an analysis of whether 
Y is an EWG or EDG. A. Ortho reactants, B. Para reactants, and C. Meta 
reactants. 

The second expected substituent effect is the regiochemistry of addition of a nucleophile 
to the triple bond. With ortho substitution in the reactant, the triple bond can undergo nu­
cleophilic addition to give an ortho or meta product (Figure 10.22 A) . Electron withdrawing 
groups (EWGs) direct addition of the nucleophile to place the carbanion as close as possible 
to the EWG. When the substituent is CF3 and the reaction involves amide anion in ammonia, 
only the meta product is found. With an electron donating group such as Y = CH3, there is al­
most an equal mix of ortho and meta products. 

When the leaving group is para to the substituent (Figure 10.22 B), the effect of the sub­
stituent on nucleophilic addition to the triple bond is lower, and many substituents give a 
nearly equal mixture of para and meta products. The exact same reasoning predicts the regi­
ochemistry of nucleophilic addition to the two different triple bond isomers derived from a 
meta substituted reactant (Figure 10.22 C) . In this case, if Y = CF3, only the meta product is 
found due to regioselectivity in both steps, but withY = CH3, all three possible products are 
found, with meta dominating. 
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10.21 The SRN1 Reaction on Aromatic Rings 

Besides nucleophilic and electrophilic pathways for aromatic substitutions, there are also 
radical pathways. With aromatic rings that are easily reduced, this is a common mechanism, 
because the benzene ring can delocalize the radical anion. The radical chain mechanism is 
referred to as SRNl, (substitution, radical-nucleophilic, unimolecular) . An example is shown 
in Eq. 10.118. 

10.21.1 Electron Pushing 

An electron source donates an electron to the aromatic ring, producing the radical anion 
of the reactant. This leads to heterolytic departure of the leaving group (Scheme 10.26). Reac­
tion of the resulting aryl radical with the nucleophile gives another radical anion, which 
transfers an electron to another reactant to propagate the chain. These reactions are surpris­
ingly common, and often explain unusual products in aromatic substitution reactions. 

Scheme 10.26 
Electron pushing for the 
SRN1 mechanism for aromatic 
substitution. 

10.21.2 A Few Experimental Observations 

0
·~- x 

Initiation 

+ :x 0 . 8 

Propagation 

Polynuclear aromatic rings are more susceptible to this reaction than simple benzene, 
because the first formed radical anion of the reactant is more stable due to increased delocal­
ization. Many leaving groups participate in the SRNl reaction of aromatic rings, including F, 
Cl, Br, I, SPh, and NR3 +.One also requires a nucleophile with a low enough oxidation poten­
tial to give a favorable electron transfer to the aromatic ring. This mechanism can also be ini­
tiated with solvated electrons in ammonia, electrochemically, or with photoinduced elec­
tron transfer. 

10.22 Radical Aromatic Substitutions 

There are also aromatic substitution reactions involving radicals that do not proceed via 
chain reactions. Instead, the radical adds followed by radical elimination. 

10.22.1 Electron Pushing 

Radical aromatic substitution is stepwise, involving a radical intermediate that has 
several resonance structures. Abstraction of the hydrogen on the carbon where the radical 
added requires either another radical or an oxidizing agent. The reaction and proper elec-
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tron pushing are shown in Scheme 10.27. When the hydrogen abstraction is by another radi­
cal it terminates a poten tial chain, and indeed, radical aromatic substitutions are typically 
not chain reactions. 

The mechanism shown is really quite a simplification of what normally occurs in these 
reactions. There are many competing pathways. Dimerization of the intermediate radical is 
common, leading to regioisomeric products. Disproportionation and coupling with another 
radical are also possibilities. 

Scheme 10.27 
A radical pathway for 
aromatic substitution. 

10.22.2 Isotope Effects 

Either of the two steps shown in Scheme 10.27 can berate-determining, depending upon 
the nature of the adding radical and the substituents on the benzene ring. The addition 
of phenyl radical to perdeuterio benzene shows no measurable isotope effect (Eq. 10.119), 
whereas the addition of benzoyl radical to perdeuterio benzene does have an isotope effect 
(Eq. 10.120). This means that the radical addition is rate-determining and irreversible for 
phenyl, whereas for benzoyl radical the first step is reversible, and the second step enters the 
rate expression. 
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D # D D D D 
D D D (Eq.10.119) 
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(Eq. 10.120) 

10.22.3 Regiochemistry 

Just as with nucleophilic and electrophilic aromatic substitutions, when substituents are 
present on the starting benzene regioisomeric products are possible. Almost any substituent 
on the benzene ring enhances the rate of radical addition, reflecting the fact that both elec­
tron donating and withdrawing groups stabilize radical intermediates. However, with radi­
cals, the preferences for ortho, meta, or para substitution are significantly lower than with 
electrophilic substitution. For example, the addition of phenyl radical to toluene gives par­
tial rate factors for ortho, meta, and para of 3.3, 1.1, and 1.3, respectively. For phenyl radical 
addition to nitrobenzene the numbers are 9.4, 1.2, and 9.1, respectively. As a last example, 
the addition of benzoyl radical to methoxybenzene gives only slightly larger numbers, hav­
ing partial rate factors of 20.7, 0.3, and 20.4, respectively. Looking back at Table 10.10 to see 
the partial rate factors for electrophilic substitution, it is clear that the factors there are much 
larger. 

We can see that the polar effects found for electrophilic aromatic additions are much less 
pronounced with radical additions. This is in part due to the fact that the influence on radical 
stability of electron donating or electron withdrawing groups is lower than the effect on car­
benium ions. However, the lower sensitivity is also due to an early transition state for radical 
addition because the addition is exothermic, and a late transition state for electrophilic addi­
tion because this addition is endothermic. By the Hammond postulate, the early transition 
state for radical addition would have little radical character on the aromatic ring, and there-



fore substituents on the ring have a small effect. In contrast, electrophilic addition has a late 
transition state, and carbenium ion character has developed to a large extent in the transition 
state, and so substituents have a larger effect. 

Summary and Outlook 

This chapter focused upon reactions at unsaturated centers: alkenes, alkynes, arenes, and 
carbonyls. A large variety of additions and eliminations was examined . The complexity in 
the examples showed how diverse the possibilities are for additions and eliminations to 
such centers. One can have electrophilic, nucleophilic, and radical pathways for almost all 
reaction classes, and the dominant product depends upon the structures of the reactants and 
the experimental conditions. You should now be able to write the electron pushing for the 
standard reaction mech anisms (El, E2, SEAr, e tc.), as weii as be able to predict and examine 
experimentally the variations that are possible. Given this background on unsa turated cen­
ters, we turn our attention to reactions that occur at sa turated centers, which is the first major 
topic of the next chapter. 

Exercises 

EXERCISES 617 

1. Identify any atoms, bonds, or lone pairs in the fo llowing molecules that are nucleophilic or electrophilic. ln each case 
define the site on the molecule that can be considered as Lewis acidic or Lewis basic. Finally, draw a picture of what 
would be the donor (HOMO) and acceptor (LUMO) orbitals. Comment on how all these approaches to predicting 
reactivity relate. 

A. B. \_CI c. D. 
0 

A E. F. G. 

2. The equilibrium constants for the addition of thiols to carbonyl compounds are significantly larger than those given in 
Table 10.2 for the addition of water and alcohols. For aldehydes the equilibrium constants are approximately 103 to 104 

larger, and for ketones they are 10 to 103 larger. Give a qualitative explanation for thi s. For more quantitive reasoning, 
consider that the average BDEs for an S-Hand S-C bond are 90 and 60 kcal / mol, respectively, and explain the phe­
nomenon again with a focus upon which bond formation drives the reaction to prefer thiol addition . 

3. The addition of thiols to ketones shows very interesting kinetics. One finds specific-base catalysis of the addition step, 
whereas there is also general-acid catalysis for the reaction. Given this, propose a mechanism for the addition of ethane 
thiol to acetone in aqueous media. Explain why thiols ma y be expected to show specific-base catalysis in their addition, 
but that the nature of a thiol also leads to general-acid catalysis of the reaction . 

4. Write mechanisms with full electron pushing that explain the following two reactions. Here we show that d- or 1-erythro-
3-bromo-2-butanol forms meso-2,3-dibromobutane upon trea tment with HBr. However, d- or 1-threo-3-bromo-2-butanol 
forms the corresponding chiral2,3-dibromobutanes. Are these reactions stereospecifi c? 

OH Br 

X 

HBr 

X 

' -
Br Br 

Erythro Meso 

XOH HBr XBr -
Br Br 

Threo 
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5. Bromination of 4+butylcyclohexene gives two p roducts (Eq. 10.15). Why is the diaxial-dibromide the major p roduct? 

6. Bromination of cis- and trans-2-butene gives different products. Which gives meso product and which gives a mixture 
of d and I products? 

7. Recall from the Connections highligh t on page 550 tha t the cationic cyclization of squalene is a key step in steroid 
biosynthesis. It h as been fo und tha t the active site of enzymes that catalyze this type of transformation is unusually 
rich in aromatic amino acids (Phe, Tyr, and Trp) . Why might this be so? 

8. The following is called the Cannizarro reaction. This is a base-catalyzed disproportionation of aldehydes that have no 
a -hydrogens (e.g., R = pheny l). Write a mechanism for this reaction showing all electron pushing . Derive a kinetic expres­
sion for your mechanism and predict the kine tic order in aldehyde and hydroxide. What exp eriments would you perform 
to test the validi ty of your mechanism? Can you w rite an alternati ve mechanism that would give different experimental 
results? 

0 
2)l 

R H 

1. NaOH 
2. Acid 

9. Write the steps involved in the acid-catalyzed hyd rolysis of an oxime. Predict the relative ra tes of the primary steps in this 
mechanism. 

10. We noted in this chapter that nucleophilic addition to a!kenes occurs w hen groups capable of electron withdrawal by both 
induction and resonance are attached to the alkene. The addition of alkoxide anions to 2,2-dichloro-1,1-difluoroethylene 
occurs on the carbon with the fluorines. Why d oes the addi tion occur to place the negative charge of the carbanion inter­
mediate on the ca rbon with the chlorines, rather than on the carbon with the more electronega tive fluorines? 

11. Write a detailed mechanism for the addition of CXCh to cyclooctene. Why do the product distributions depend upon X? 

0 CCI4 O CCI3 O CCI3 - + 
h v 

Cl 

Cl 

Minor Major 

0 CBrCI3 O CCI3 O CCI3 - + 
h v 

Br 

Br 

Major Minor 

12. The addition of HCI to 1-phenylpropyne gives pred ominately the syn p roduct with the regiochemistry shown below. 
Give an explan a tion of what the regiochemistry and syn add ition indica te about the mechanism of this reaction . 

~ ~'l u ~ cr ·cl 

13. The Bamford-Stevens reaction in volves the addition of tosylhydrazine to an aliphatic ke tone, followed by treatment with 
a strong base and heating. The p roduct is an alkene . Write a mechanism for this reaction, and d escribe experimen ts you 
would perform to confirm the presence of any reactive intermedia te you postulate. 

14. Explain how the fo llowing p rod ucts arise. 

0 
11 ------ ~ 
~ 2. Strong base 

0 Heat 
0 -

N 8 
"' N 
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15. Derive the kinetic expression for the following nucleophilic aromatic substitution. Note that the elimination of the leaving 
group is rate-determining, and that this step is general-acid-catalyzed. Show why there is always a kinetic dependence 
upon nucleophile in an addition-elimination reaction even when leaving group departure is rate-determining. 

Slow -

Fast 
= 

B 

H 

~-n-Pr 
vy NO, 

N02 

8 
:j: 

BH + 

EtO NH-n-Pr 

N02 
-

# 

N02 

8 
+ B + HOE I 

16. Write a mechanism for the substitution reaction shown below, given the following information. The nucleophile is found 
only on the carbon that possessed the leaving group. However, with the addition of a radical scavenger, the amine in the 
product is found either on the carbon with the leaving group or on the adjacent carbon. 

17. Write a mechanism for the following substitution reaction that is initiated by a single-electron reduction of the aromatic 
ring. 

O F 0 00-.._,..../ 
+ 8 ~- I II + 

CH 0 O CH 0 # O 
3 3 

8 
F 

18. Sketch the reaction coordinate diagram for the electrophilic substitution reaction of benzene by molecular bromine. 
Be sure your barrier heights are appropriate to indicate the correct rate-determining step. 

19. Explain how the products from the following reaction arise. Then explain the differences in product ratios as a function 
of temperature. 

0 ~CI v y + 
AICI3 

-6 °C 60% 40% 
35 oc 40% 60% 

20. What alkyl bromide would give the following as the predominant product upon treatment with KO-t-Bu/ t-BuOH? 
Be sure to show stereochemistry. 
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21. An interesting nucleophilic aromatic substitution occurs with cyanide on nitrobenzene, resulting in benzoic acid if the reac­
tion is performed in water. This is called the von Richter reaction. Experiments involving isotope substitution confirm that 
the carboxylic acid functional group in the product is or tho to the position of the nitro group in the reactant. This has been 
termed cine substitution (Greek for " to move"). Tele substitution means that the nucleophile is placed para to the leaving 
group. Write a mechanism showing how nitrobenzene can be converted via cine substitution to benzoic acid with NaCN 
in water. (Hint: A traditional hydrolysis of a cyano group is not involved.) 

22. The reaction of m-bromoanisole with amide anion in liquid ammonia gives solely m-methoxyaniline. We normally think of 
methoxy as an electron d onating group, so this m ay seem confusing. Rationalize this result with respect to the two possible 
benzyne intermediates and the relative preferences for nucleophilic addition to ben zyne. 

OMe OMe 

6 Br 

A 
~NH 2 

23. One of the following acetals undergoes hydrolysi s 10 trillion times faster than the other. Which is the faster and why? 

Q_ 
O O-Ar 

24. The hydrolysis of acetals normall y invol ves a specific-acid cata lysis mechanism. However, the hydrolysis of tropane 
diethylketal is found to u se a general-acid ca talysis mechanism. Why is there this difference? 

25. The following compound di splays no acid or base catalysis for hydrolysis between pH values of 1.5 and near 13. Why? 

Ph OCH3 

X H SY"'n 
ON~NO 2 2 

26. In the addi tion of HBr to alkenes, it is often found that alkenes that undergo anti addition follow the rate law, rate = 
k[alkene][HBr)2, wh ile alkenes that undergo syn addition follow the rate law, rate = k[alkene][HBr] . Explain why 
this is so. 

27. Table 10.7lists changes to the transition state structure for E2 reactions that occur when structural changes are made to the 
reactants and solvent. Confirm each of these by look ing at More O'Ferrall-Jencks plots. 

28. We have discussed in this chapter that it is sometimes difficult to di stinguish E2 and E1cB mechanisms by examining kinet­
ics, isotope effects, and leaving group effects. An extremely ingenious method to distinguish these possibilities takes into 
account the relative rates of elimination in H 20 and 0 20 as a function of the concentration of the base in a buffer. Examine 
the plot given for the elimination reaction shown. As one increases the base concentration (AcNHO- is acetoxyhydroxa­
mate) in a buffer, keeping the pH constant, the kobs levels off faster in H20 than in D20, yet the kob< in D20 is also slowly 
leveling off. First, explain why this supports an E1cB mech anism and not an E2 m echanism. Second, explain why the k obs 

values for an E1cB reaction would level off faster in H20 than in D20. (Hint: You will have to examine the relative sizes 
of the k_1 and k2 terms in the denominator of the rate expression in the two different solvents.) 
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EX ER C ISES 621 

Keefe, ] . R., and Jencks, W. P. "Large Inverse Solvent Isotope Effects: A Simple Test fo r the ElcB Mechanism." ]. Am. Chern. Soc., 103, 2457 (1981 ). 

29. In the elimination of 2-halohexanes by methoxide in methanol, the ratio of the 2-hexene/ 1-hexene products is 0.43, 2.0, 2.6, 
and 4.2 for F, Cl, Br, and I, respectively. Explain the trend. 

30. In the following eliminations, the percent Hofmann elimination increases as the leaving group becomes worse. Explain 
why this occurs using the Hammond postulate and the relative acidities of the hydrogen adjacent to the carbocation cen ter. 

Ph Ph Ph 
"=(h rTLG 

Heat 
Acetic acid ;\ + ;=\ + 

LG = CI 23% 77% 

LG = OAc 45% 55% 
LG = NHNH2 60% 40% 

31. Expla in why there is such a high percentage of product from a syn elimination pathway in the following reaction. 

Ph 

9 
OTs 

KO- t-Bu 
HO- t-Bu 

Ph 

~Ph+ ~ 
89% 11 % 
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32. The acid-catalyzed dehydration of 2-phenylcyclohexanol gives very different product ratios depending upon whether 
the reactant is cis or trans. Write a mechanism for these dehydration reactions tha t explains the product ratios. 

~ H3P04 

OH Ph 

q_Ph + qPh 

88% 2% 

q_Ph + q Ph + q_Ph 

21 % 9% 6% 

I"\___; Ph 

+ ~ 

32% 

+~Ph 

20% 

33. There are two kinetically indistinguishable mechanisms for the general-base-catalyzed hydrolysis of esters, both of which 
would show acyl carbon to oxygen bond cleavage. What are these? 

34. We noted in this chapter that specific-base catalysis is not very effective for the hydrolysis of amides. However, in solutions 
of water, ether, and large excesses of potassium tert-butoxide, catalysis by the basic medium can be quite effective. Propose 
a mechanism for this and a possible intermediate that would explain why these conditions are useful. 

35. In the hydrolysis of amides, we stated that at very low pHs, especially when Ha scales are necessary, the pathway converts 
to protonation of the amide nitrogen followed by rate-determining acyl carbon to nitrogen bond heterolysis. Why does this 
mechanism become favored at very hjgh acid concentrations? 

36. The gas phase protonation energies of ami des do not track well with the protonation energies of a mines. This indicates 
that the am ides are protonated on the carbonyl oxygen and not the nitrogen. Why are the carbonyl oxygens of esters and 
am ides the more basic sites, and not the leaving group oxygen and nitrogen, respectively? 

37. Rationalize why esters are most effectively formed with acid catalysis from carboxylic acids and alcohols, but more 
effectively hydrolyzed under basic conditions. 

38. The initial steps of acid-catalyzed hydrolysis of the following orthoester can give two different dioxocarbenium ion 
intermediates. Show what these cations are and predict which will dominate. 

39. The acid-catalyzed hydrolysis of tert-butyl esters proceeds via a less common mechanism that differs from any given 
in Figure 10.16. Predict w hat this mechanism is, rationalize why this new mechanism is viable, and propose one or two 
experiments to demonstrate that this new mech anism is operative. 

40. The acid-catalyzed hydrolysis of methy12,4,6-trimethylbenzoate proceeds via a less common mechanism, neither the 
addition- elimination nor the SN2 pathway. Predict what this mech anism is, rationalize why this new mechanism is 
v iable, and propose one or two experiments to demonstrate that this new mechanism is operative. 

41. The following mechanism sh ows a series of steps for the formation of a hemiacetal catalyzed by an added base. What is the 
kinetic expression for this mechanism if the first step, the second step, or the third step of the reaction is rate-determining? 
With the second and third possibilities, assume the first step achieves equilibrium. What experiments would you perform 
to figure out which step is rate-determining? 

B 
= 

o e A o oEt 0 Ho oEt 

/'o=A ~ ;x..__,_ 
e 
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42. Draw a More O'Ferrall-Jencks plot for general-acid and specific-acid catalysis of the first step in acetal hydrolysis (shown 
below). For the general-acid-catalyzed pathway, does the extent of protonation in the transition state increase, decrease, 
or stay the same when the added acid is stronger, and what h appens to the extent of leaving group departure? For the 
general-acid-catalyzed pathway, does the extent of leaving group departure increase, decrease, or stay the same as the 
leaving group becomes better, and what happens to the extent of protonation? 

Acid = HOR 

43. The nitration of very electron rich aromatic rings is diffusion controlled. Although the reactivity of N02 +is extremely high, 
these reactions sometimes show good selectivity in their regiochemistry of addition. Propose relative rates for the various 
steps in a plausible mechanism, and predict which steps are in equilibrium in order to account for the seeming Jack of corre­
lation with the reactivity- selectivity principle. 

44. In the following vinyl substitution reaction, retention of configuration at the double bond is observed. What must this 
mean about the mechanism? 

Br C02Et PhSG PhS C02Et r EtOH r 
')==;C02Et PhSG ')==;C02Et 

Br EtOH 
PhS 

45. The following are name reactions or sequences that are often covered in introductory organic chemistry courses. Give 
the mechanisms of these transformations, showing all intermediates and all electron flow. (For more challenging electron­
pushing exercises, see Appendix 5.) 

A. Reformatsky 
0 1 .~H 

OZnBr 

~OEt 
0 XOEt 

2. H3oe HO 

B. Dieckman condensation 0 0 

0 0 1. NaOEVHOEt ~OEt /'o~o~ 2. H3oe 

c. Mannich reaction 

0 0 

6 0 
H2CO, (CH3)2NH, H30 (),/ 

46. Show that the E2 reaction of 2-bromobutane is stereoselective, but not stereospecific. 

47. The following alkyl bromide gives both cis- and lrans-2-butene upon reaction with sodium ethoxide. Only one of these 
alkenes retains the deuterium label. Draw both products and explain why only one is deuterated. 

48. Write a complete mechanism with all electron pushing for the following reaction. 



624 CHAPTE R 10: ORGAN IC REACT ION MECHA N ISMS, PA RT 1 

49. Provide a mechanism for the following reaction. Explain why this reaction occurs readily, given that 1-chloronaphthalene 
is unreactive under the same conditions. 

Cl OEt 

e 
OEt M 

~ - M 
~ 

50. Predict the product of the following reaction. 

1 . B2H6 , 160 oc 

2. H20 2, OH0 

51. Give a mechanism showing all of the electron flow for the following reaction . Pred ict which product dominates. 

~I 

The following reaction also occurs, with the product distribution shown. Is this product distribution the same that you 
predicted above? Regardless of whether it is or not, give an explanation. 

H 

Major Minor 
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CHAPTER 11 

Organic Reaction Mechanisms, Part 2: 

Intent and Purpose 

Substitutions at Aliphatic Centers and 
Thermal Isomerizations/Rearrangements 

In this second of two chapters on organic reaction mechanisms we focus on substitutions at 
aliphatic (sa turated) centers. We s tart this chapter with an examina tion of substitution a to 
carbonyl groups, which is a logical continuation of the mechanisms that centered on these 
types of unsaturated structures covered in Chapter 10. Next, substitutions on aliphatic cen­
ters possessing leaving groups are covered. The classic mechanisms of substitution, SN2 
and SN1, have been referred to frequently throughout this textbook. Now it is time to look at 
them in detail and show that, although they look relatively simple at first glance, there are 
complexities that reveal a continuum of mechanisms between these two extremes. In fact, 
there is even radical character to some of these mechanisms. Lastly, we wrap up our analysis 
of organic reaction mechanisms by examining isomerizations and rearrangements. These 
are reactions that either involve intramolecular migra tion of groups to electrophilic centers, 
or involve biradicals leading to stereochemi cal isomerizations or skeletal rearrangements. 
Other thermal rearrangements that ca n be classified as pericyclic are covered in Chapter 15. 

As with Chapter 10, we introduce each section with the standard electron pushing for 
the mechanism under analysis. In many cases we show that this electron pushing only repre­
sents one particular variant of the mechanism, and that all reactants do not conform to the 
standard . Yet, the electron pushing shown will once again serve to accentuate the paradigm 
of reactivity given in the beginning of Chapter 10, where electrophile I nucleophile, Lewis 
acid/base, and donor / acceptor orbitals can be used to predict reactivity and guide one 
in writing proper electron-pushing schemes. We advise that you keep your focus on these 
schemes as the "big picture" for each mechanism, and then examine differences and subtle­
ties that arise as the structures of the reactants vary. 

Substitution a to a Carbonyl Center: 
Enol and Enolate Chemistry 

Carbonyl-containing compounds undergo a varie ty of reactions apart from additions and 
addition-eliminations. The hydrogens on carbons adjacent to carbon yls, the a-hydrogens, 
are relative ly acidic, with pK" values in the range of 18-22. This acid ity enables a broad class 
of substitution reactions, and such reactions are the topic of th is section. The deprotonation 
of the a -hydrogens gives carbanions called enolates. Many reactions that are traditionally 
covered in introductory organic chemistry courses involve enolates, such as the aldol, Clai­
sen, Michael addition, acetoacetic ester synthesis, malonic ester synthesis, and Robinson 
annulation. These reactions can also occur via enols, and hence we cover both enols and eno­
lates together. We do not look at all these reactions here, but instead we focus upon the mech­
anis ti c aspects that are common to the reactions of enolates. 627 
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11.1 Tautomerization 

Tautomerizations involve the shift of a hydrogen atom across a '1T system. The most typical 
tautomerization is a 1,3-shift, and the focus of this section is the interconversion of a ketone 
(or aldehyde) and an enol, often termed keto-enol tautomerization. The reaction can be 
ca talyzed by acid or base, and it is technically an isomerization, a class of reactions we 
will cover later in this chapter. However, knowledge of the mechanism of keto-enol tau­
tomeriza tions is crucial to unders tanding enol and enolate chemistry, and therefore we 
cover it here. 

11.1.1 Electron Pushing for Keto-Enol Tautomerizations 

Let's examine the electron pushing for an acid-catalyzed tautomerization (Scheme 11.1). 
Protonation of the carbonyl oxygen of a ketone or aldehyde renders the a -hydrogens even 
more acidic than normal. This leads to facile deprotonation and the formation of an enol. 

Schemell.l 
Acid-catalyzed formation 
of an enol from acetone. 

H ,~,H 
C , 

H\ 

= 

11.1.2 The Thermodynamics of Enol Formation 

Based on bond dissociation energies (BDEs, Table 2.2), the keto form will dominate 
keto-enol equilibria for common carbonyl-containing structures. However, in many cases, 
enols can be spectroscopically observed or isolated, and in some cases they even dominate 
the equilibrium. 

Table 11.1 shows a handful of keto-enol equilibrium constants. These values are not 
completely consistent, because varying experimental conditions were used, but they ill us-

Table 11.1 
Equilibrium Constants for Keto- Enol 
Tautomerization Reactions (K = fenol]/[keto])* 

Equilibrium 
Compound 

Equilibrium 
constant Compound constant 

-------- -- ------, 
0 

CH3 - CO - CH3 6.3 x 1 o-8 

)l_H 
5.0 X 10-6 

0 
CH3CH2COCH3 5.0 X 10-9 

-.JH 
1.2 X 10-4 

0 

CH3CH2COCH2CH3 1.6 X 10-8 

Y H 
1.6 X 10-3 

era 0 
6.3 X 10-6 Ph~ 2.0 X 10-7 

f--·-·--·--·····--------····-----·· - ---------------cro 0 0 
2.0 X 10- 6 AA 3.2 

!-----·-·-·--·------·-·--- ·- ------

(\ = Cl 0 0 
0.09 I 1.1 X 10-3 

~OR N 0 N OH 
H 

--ao= H 
()OH I 4 X 1013 

H 

*Guthrie, J.P., and Cullimore, P. A. "The Enol Content of Simpiy arbonyl Compounds, a Thermo­
chemica l Approach." Can. f. Che111 ., 57,240 (1979). 
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trate the key trends. For normal alkyl ketones and aldehydes, there is a miniscule fraction of 
the enol present at equilibrium. However, in (3-diketones the enol form becomes a significant 
fraction of the equilibrium. This is because the creation of a conjugated 1T system and the for­
mation of an intramolecular hydrogen bond stabilizes the enol form. Phenol and other enols 
within aromatic rings exist nearly exclusively in their enol form. 

11.1.3 Catalysis of Enolizations 

Enolization can be either acid- or base-catalyzed, and general catalysis mechanisms 
have been observed. With general-base catalysis, deprotonation of the ex-carbon in the first 
step is rate-determining. Protonation of the enolate oxygen gives the enol (Eq. 11.1). Both re­
actions in the second equilibrium of Eq. 11.1 are faster than the initial deprotonation of the 
ex-carbon of the keto form. 

0 

~ (Eq. 11.1) 
H 

In contrast, in the acid-catalyzed pathway the second step is rate-determining (Eq. 11.2). 
General-acid catalysis is found, but is commonly the combination of specific-acid and 
general-base catalysis (recall the kinetic equivalency given in Section 9.3.3). This com­
bination of specific-acid and general-base catalysis is seen by examining the path given 
in Eq. 11.2. Protonation of the carbonyl oxygen occurs in a rapid equilibrium prior to rate­
determining deprotonation. Since the protonation is not in the rate-determining step, that 
step is subject to specific-catalysis, while the rate-determinjng deprotonation is performed 
by the conjugate base of the added acid, thereby being general-base-catalyzed. Chemists 
find that the protonation or deprotonation at oxygen is faster than protonation or depro­
tonation at carbon . 

Base, slow (Eq. 11.2) 

Evidence that deprotonation is rate-determining in the general-acid-catalyzed enoliza­
tion of a carbonyl comes from studying the reverse reaction. The rate of conversion of the 
enol of cyclohexanone to cyclohexanone has been measured (Eq. 11.3). It occurs at the same 
rate as the hydrolysis of 1-methoxycyclohexene (Eq. 11.4), where protonation of the double 
bond of the enol ether is known to be rate-determining. The coincidence is interpreted to 
mean that protonation is rate-determining in both reactions of Eqs. 11.3 and 11.4. Hence, by 
microscopic reversibility, if protonation of the double bond of the enol is rate-determining 
in the formation of the ketone, it follows that deprotonation of the ex-carbon is rate-determin­
ing in the formation of the enol (Eq. 11.2). 

OH 
0

0
/ H 

0 

6 0 6 H20 6 (Eg. 11.3) 
+ HA 

Slow + HA - A + -
0 / Go / 0 

6 + HA 
Slow 0 6 H20 6 CH30H HA 

(Eg. 11.4) - A + + + 
Several 
steps 

11.1.4 Kinetic vs. Thermodynamic Control in Enolate and Enol Formation 

When a carbonyl has two different R groups with ex-hydrogens, there are two possible 
enols and enolates. Furthermore, deprotonation of an acyclic structure with ex-hydrogens 
can lead to enol and enolate isomers (E and Z). By judicious choices of reaction conditions 
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(primarily temperature control) and base, it is usually possible to control which enolates are 
formed. Because enolates are used more often than enols synthetically, our focus is now on 
enolate formation. However, the kinetic and thermodynamic effects we discuss are also rele­
vant to enols. 

By analogy to olefin chemistry, we expect that the more stable enolate, the thermody­
namic enolate, will be the one with the more heavily substituted C=C double bond. Depro­
tona tion under equilibrating conditions will produce the thermodynamic enolate. The same 
trend is seen for enols; that is, the more substituted double bond gives the more stable enol. 

If we use a bulky base at low temperatures, however, it will abstract the least sterically 
hindered a-hydrogen, which leads to the Jess substituted double bond in the enolate (the ki­
netic enolate). Examples of thermodynamic and kinetic enolate formation are given in Eqs. 
11.5 and 11.6, respectively. Here, the use of the strong base LOA (lithium diisopropylamide) 
at low temperature gives 84% of the less stable enolate (kinetic control), while the use of tri­
ethylamine at ambient temperature gives 87% of the more stable enolate (thermodynamic 
control) . Trimethylsilyl (TMS) chloride was used to trap the enolates, leading to silyl enol 
e ther functional groups (defined as 0-silylated enolates). The ratio of the two silyl enol 
ethers is indica tive of the enolate ratio in solution, presuming that the trapping ra tes for the 
two enolates are the same. 

A word of caution is in order when discussing issues such as the most stable enolate. Un­
der many conditions of the sort commonly used in organic synthesis, enolates are not simple 
structures. Extensive aggregation is common, producing dimers, te tramers, and even oc­
tamers. Often the reactive species in an enolate reaction is one of these aggregated species, 
rather than a simple s tructure (see the next Going Deeper highlight). Thus, it may well be 
that some of the rationalizations we present here for enolate chemis try are more like mne­
monics that get the answer right rather than detailed mechanistic insights. 

0 Et3N OTMS OTMS 

~ ~ + ~ TMSCI (Eg. 11.5) 

13% 87% (Eand Z ) 

0 1. LOA OTMS OTMS 

~ ~ + ~ 2. TMSCI (Eq . 11.6) 

84% 16% (Eand Z) 

Another issue is the ratio of enolate E and Z isomers that can form in appropriate sys­
tem s. In genera l, Z-enolates are more stable than E-enolates due to lower steric interactions 
with the R group on the carbonyl carbon. For example, in the deprotonation of 3-pentanone 
w ith lithium tetram ethylpiperidide (LTMP) at low temperature, the E-enolate is formed 
preferentially (Eq. 11.7). In contrast, the use of LTMP with added HMPA (hexamethyl­
phosphoramide, w hich binds cations) at ambient temperature preferentially gives the ther­
modynamic enolate (Eq. 11.8). The HMPA assists in breaking up the aggregates mentioned 
above, and in the exchange of enolate deprotonation sites. 

0 8 Lie 8 ue LTMP 0 0 

R~ R~ 
+ 

R~ - 78 oc 
(Eq. 11.7) 

14% 86% 
R =ethyl Z·Enolate E-Enolate 

0 8 Lie 8 ue LTMP 0 0 

R~ R~ + 

R~ HMPA 
(Eq. 11.8) 

92% 8% 
R =ethyl Z-Enolate E-Enolate 
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Going Deeper 

Enolate Aggregation 

We noted above the tendency for enolates to aggregate. 
The aggregates are organized in large part by the coun­
terion of the base, Li+ in the case of LDA or LTMP. To the 
side, prototypical dimers and tetramers are shown. In the 
absence of ligands such as HMP A, diamines, and THF, 
even larger aggregates exist. 

) 
I 

-.._N 
1-BuO 1.) 

0 - Li-N 

0, y i-Bu 

" Li -0 0 ; o'+ L(--r0 

Williard, P. G., and Carpenter, G. B. "X-Ray Crystal Structure of an Unsol­
vated Lithium Enolate Anion." f. Am. Chcm. Soc., 107, 3345 (1 985). Amstu tz, 
R., Schweizer, W. B., Seebach, D., and Dunitz, J.D. "Tetrameric Cubic Struc­
tures of Two Solvated Lithium Enolates." Helv. Chi111. Acta, 64, 2617 (1981). 
Williard, P. G., and Hintze, M. ]. "The First Structural Characte rization of 
a Lithium Ketone Enolate-LDA Complex." f. Am. Chem. Soc., 109, 5539 
(1987). 

11.2 a-Halogenation 

-._IN I I 1'" 
- u -o 

( ' z- 0-IBu \..--N-... fj 
\ 

1-Bu ,--1-0-1- Li 

o<~t'o 
Lithium enolate aggregates 

After tautomerization, an enol will act as a nucleophile in a variety of reactions. One is 
halogenation. Under acidic conditions, the acid catalyzes formation of the enol, which then 
undergoes a reaction with molecular halogen (X2). Under basic conditions in pro tic solvents, 
the base catalyzes forma tion of the enol also, but now via the enolate . Either the enol or eno­
late can react with molecular halogen. 

11.2.1 Electron Pushing 

Scheme 11.2 shows the electron pushing schemes for Cl'-bromination under both acidic 
and basic conditions. In base deprotonation creates an enolate. The enolate can rapidly at­
tack electrophilic bromine. A similar electron-pushing scheme commences from the enol in 
acid. 

Schemel1.2 
a-Halogenation electron 
pushing via an enol or 
via an enolate. 

In base 

= 

= 

11.2.2 A Few Experimental Ob servations 

·oe 

~= 
Br/ 1 

Br 

o: 
Br~ 

0 

~+ 
Br 

e 
:Br 

Under acidic or basic conditions, (\'-halogenation gives similar experim ental observa­
tions. The rate is typically first order in the carbonyl structure and zero order in molecular 
halogen (Cl2, Br2, or 12). Racemization of a stereogenic center undergoing h alogenation oc­
curs competitively with the halogenation. Furthermore, exchange with a deuterium-labeled 
protic solvent proceeds at rates similar to halogenation. In addition, large primary kine tic 
isotope effects are found. For example, a value of 6.1 is obtained for the bromination of 
methyl cyclohexyl ketone in NaOMe / HOMe. All these experimental observations support 
a rate-determining formation of the enolate or enol, followed by rapid trapping of the inter­
mediate by the molecular halogen. 
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Under acidic conditions, a-halogenation can be monitored and stopped after monoha­
logenation. However, because one equivalent of HX is a product of this reaction, the solution 
becomes more acidic as the reaction proceeds. Since acid catalyzes the reaction, it becomes 
faster as it proceeds, a phenomenon called autocatalysis. 

Under basic conditions, multiple halogenations occur readily. As halogens are added to 
the a-carbon, the a-hydrogens become more acidic. Because deprotonation is rate-deter­
mining, subsequent halogenations become faster. This leads to either mixtures or replace­
ment of all the a-hydrogens with X. 

When different groups with a-hydrogens are attached to a carbonyl, halogenation can 
occur at either group. The regiochemistry of halogenation is different under acidic and basic 
conditions. In acid the halogenation occurs at the more substituted group, because the reac­
tion proceeds via the most stable enol (Eq. 11.9). With base, one most commonly finds that 
the least substituted R group is preferentially halogenated, due to kinetic control. 

¢rO l,l,reticaoi~HNO, ~OH • ~OH- ~O • ¢r~ 
79% 21 % 

(Eq. 11.9) 

If a methyl ketone is allowed to undergo multiple halogenations under basic condi tions, 
a carboxylic acid will ultimately be produced via the haloform reaction (Eq. 11.10). This re­
action involves three sequential halogenations, followed by an addition-elimination. It only 
works with a methyl ketone, because three halogens are required to create a good enough 
nucleofuge to depart (-CX3) . 

e 
0 3CI2 ( o _)OH ~ OH 0 

RA CH3 
8 oH R~cc13 - R~CI3- RAoH 

e o 
+ :ccl3 - A 8 + HCCI3 

R 0: 

(Eq. 11.10) 

11.3 a-Alkylations 

The halogenation of the a-carbon of carbonyl structures is just one example of a vast fi eld 
of substitution reactions that commence from enols and enolates. This field encompasses a 
large portion of organic synthetic procedures, and it is best left to a text devoted to that disci­
pline. However, a few points about enolate alkylations are worth mentioning here, because 
the common rationaliza tions for many experimental observations are strongly derived from 
physical organic chemistry principles. 

11.3.1 Electron Pushing 

The alkylation of an enolate follows well-established procedures (Scheme 11.3). Irre­
versible deprotonation of an a-hydrogen by a strong base creates the enolate. The enolate is 
nucleophilic at both the C and the 0. With strongly basic enolates and standard alkyl ha­
lides, alkylation at the carbon dominates. 

Scheme11.3 
Electron pushing for 
enolate alkylations. 

- 0 

~ 
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11.3.2 Stereochemistry: Conformational Effects 

As with our discussion of the reduction of carbonyl compounds in Chapter 10, t-butyl­
cyclohexanone makes an interesting structure to probe stereochemical preferences in car­
bonyl chemistry. Let's look at two specific cases of enolate alkylation: the alkylation of 4-t­
butylcyclohexanone, and the alkylation of 4-t-butylcyclohexyl methyl ketone. 

The major product obtained upon alkylation of the enolate formed by the reaction of 
lithium dii sopropyl amide with 4-t-butylcyclohexanone is the trans isomer (Figure 11.1 A). 
The cis product would be the thermodynamically more stable structure, because the R group 
would be equatorial instead of axial. Hence, we must have kinetic control operating for this 
alkylation. The product stereochemistry can be explained by examinjng the structure of the 
enolate, as is done in Figure 11.1 B. From a "chair-like" conformation of the enolate, attack on 
the "top face" of the enolate leads to a transition s tate with the ring still in a chair conforma­
tion, while attack from the "bottom face" leads the ring into a boat-like conformation. 
Hence, the trans product dominates due to the lower energy "chair-like" transition state. 

A. 
~0 

E e 
,. 

B. ~~le 
0: 

~-we 
e ) o: 

E 

1. Base 
2. R- X 

Major 

- ~ 
0 

- ~ 
E 

trans 

cis 

Minor 

Figure 11.1 
A. The reaction of 4-t-butylcyclohexanone enolate 
w ith a lky l halides gives the trans product predominately. 
B. Two different trajectories lead to chair- and boat-like 
transitio n s tates giving tran s and cis products, 
respec ti vely. 

In the alkylation of the exocyclic enolates of cyclohexane rings, the reaction occurs pre­
dominately to place the electrophile in the equatorial position (Eq. 11.11, path b). The electro­
phile avoids the h ydrogens placed 1,3 to the nucleophilic carbon. However, because theseal­
kylations are exothermic, the transition states are early, and the stereochemistry is not very 
sensitive to the alkylating agent. 

E~a eo: "\ C(O)CH3 E 

~ - ~~~E + ~~~C(O)CH3 
Ee ~ ~ 

Path b dominates Minor 

(Eq . ll.ll) 

Even in those cases where both chair forms of the cyclohexane ring are present, interest­
ing stereochemical results for alkylation can be observed. For example, Eq. 11.12 shows an­
other system where conformational analysis provides the explanation for the stereochem­
ical outcome. In the alkylation of a 2-substituted exocyclic enolate, the major product places 
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MeO G 
_hg Allylic 
~ "Fi\'-J strain 

Ri\jj . . 
3-DiaXIal 
strain 

OMe 

=oe 

the 2-substituent and the electrophile trans, giving a stereoselective reaction. The enolate 
has two conformations (see margin), one of which suffers a 1,3-diaxial strain (typically 
around 2 kcal / mol) while the other suffers an allylic strain (around 3 to 4 kcal / mol). The 
1r-facial selectivity of the alkylation is as in Eq. 11.11, where alkylation of the lower energy 
enol ate gives the major product. This is a case where the lower energy conformation leads to 
the major product, but as the Curtin-Hammett principle states, this is not always the case. 

Dominates 

(Eq. 11.12) 

11.4 The Aldol Reaction 

The aldol reaction involves the substitution of an o:-hydrogen by the carbonyl carbon of an­
other carbonyl compound, thereby creating a ~-hydroxycarbonyl product. Eq. 11.13 shows 
the coupling of two aldehydes, while Eq. 11.14 shows the coupling of two ketones. The reac­
tion is similar to the alkylation and halogenation of an enolate, except that now the electro­
phile is another carbonyl compound, and so we have nucleophilic addition to a carbonyl as 
well as substitution on an o:-carbon. As with other reactions we have seen in this section, the 
aldol reaction can proceed via an enol or an enolate. However, the most common pathway, 
and the one we will emphasize here, makes use of an enolate and so is base-ca talyzed . With 
prolonged treatment in acid or base, the ~-hydroxycarbonyl products will dehydrate to 
form o:,~-unsaturated carbonyl structures. 

The aldol reaction is reversible; cleavage of a ~-hydroxycarbonyl is called the reverse 
aldol or retro-aldol. Equilibria between the ~-hydroxycarbonyl products and the carbonyl 
reactants lie toward the products with alkyl aldehydes and toward the reactants with alkyl 
and aryl ketones. 

0 
2_)( 

H 

OH 0 

~H 
NaOEUHOEt (Eq. 11.13) 

NaOEt/HOEt OH 0 

~ 
(Eq. 11.14) 

11.4.1 Electron Pushing 

As shown in Scheme 11.4, reversible deprotonation of the o:-carbon of a carbm'lyl crea tes 
an enol ate that can undergo nucleophilic addition to another carbonyl. Protonation of there­
sulting adduct leads to the product. The electron pushing is simila r to other carbonyl addi­
tions performed under basic conditions. 

Schemel1.4 
The electron-pushing 
scheme for the aldol 
reaction. 

11.4.2 Conformational Effects on the Aldol Reaction 

The importance of the aldol reaction in synthetic organic chemistry cannot be over­
stated. In this regard, controlling the stereochemistry of the reaction has received extensive 
investiga tion. Entire chapters have been written about just this one facet of synthetic organic 
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chemistry, and we cannot hope to do the topic justice here. However, a few interesting fea­
tures of the methods for controlling aldol stereochemistry should be mentioned here. 

When the two carbonyl-containing species of the aldol reaction are the same, then a sim­
ple reflux in basic ethanol will lead to the reaction (Eq. 11.13). However, when two different 
carbonyls are involved, special precautions must be taken to avoid an intractable mixture of 
products. Enolate formation is achieved first, and the reaction conditions should promote 
quantitative and irreversible enolate formation. Typically, an aldehyde is required as the 
electrophilic carbonyl component, so that the addition reaction is fast. In this way, complica­
tions involving proton transfer from the ex-carbon of the carbonyl to the enolate, making a 
new enolate, are avoided. 

For example, consider the reaction of the enolate of cyclohexanone with 1-butanal (Eq. 
11.15). Here, the nucleophile is first created by treatment with a s trong base, followed by 
addition to the electrophile. Under proper conditions, no enolate from 1-butanal is formed, 
and a single product is isolated (ignoring stereoisomers). This is referred to as a mixed al­
dol reactiort. 

0 

6 Base -
0 

~H -
0 OH 

~ 
(Eq. 11.15) 

A reaction such as that in Eq. 11.15 forms two new stereocenters, and so diastereomeric 
products are possible. A general trend for the diastereoselectivity is found in mixed aldol re­
actions. Z-Enolates give predominately syn (or threo) aldol products, while E-enolates give 
predominately anti (or erythro) products (Figure 11.2 shows the definitions we are discus­
sing). These trends are accentuated when R1 and R3 (the substituent on the electrophilic al­
dehyde) are sterically demanding, while the trends are counteracted when R2 is sterically 
demanding. Figure 11.2 gives a rationale for these observations based upon a conforma­
tional ana lysis that is called the Zimmerman-Traxler model. Transition states with "chair­
like" conformations are proposed, where chelation of the counter cation to the enolate with 
the oxygens of the nucleophile and elech·ophile creates six-membered rings. 

Major Minor 

R2 l R, r l R, r "rho R~o oJ~t o~t A. R _j(-- r~-R, -3 H R1 
3 H R1 H R1 

R3 R3 

Syn product Z-Enolate Anti product 
Threo Erythro 

Figure 11.2 
Major Minor Analysis o f conformational effects on aldol 

H [ o~t]' l H Or 
H reactions. A. The equilibria and products 

~0 ~~' H~o 
from Z-enolates. B. T he equi I ibria and 

B. _jl·- products from E-enolates. 
R3 R . 

R2 R1 3 R2 R, R2 R1 

R3 

Anti product E-Enolate Syn product 
Erythro Threo 

Ill Ill 
HO O HO 0 

A)( ~ 
R3 ~ R1 R3 ~ R1 

R2 R2 
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Let's first examine the Z-enolates in Figure 11 .2 A. Placement of the R3 group of the elec­
trophjJe in an equatorial position is preferred, and the syn product therefore dominates. 
With E-enolates, the R3 group again prefers the equatorial position, but now trus leads to anti 
products. The preference for R3 being equatorial is increased as the size of R1 or R3 increases 
due to larger 1,3-diaxial strain. 

While we have just described the simplest of aldol reactions, the analysis is quite repre­
sentative. Chelation control and application of the rules of conformational analysis to reac­
tion transition states are common aspects of the analysis of more advanced aldol systems. 

Going Deeper 

Control of Stereochemistry in Enolate Reactions 

Typically, the products of an a ldol or other reactions of 
enolates are chiral molecul es, and often the starting mate­
rials are not. Thus, another stereochemical issue arises­
namely, the preferential form ation of one enantiomeric 
product over the other. This again is a large research area, 
wi th many clever and effecti ve solutions. One especially 
useful approach has been developed by Evans. 

The Evans approach shown below makes use of 
enantiomerically pure oxazolidinones known as chiral 
auxiliaries. A chiral auxiliary is a fragment that is 
a ppended to a reactive species in order to influence the 
s tereochemistry of subsequent reactions. After the desired 
effect is achieved, the aux ili a ry is removed and (hope­
ful ly) recycled for further use. 

As shown in the scheme below, starting from the 
amino acid valine, reduction of the carboxyli c acid w ith 
borane and reaction with die th yl carbonate produces the 

0 

X 1. BH3rrHF 
HNAO 

2. 0 \___) H2N G02H 
EIO)l_OEt ~· 

Valine K2C03 

oxazolidinone with a bulky isopropyl group s trategica lly 
positioned. The nitrogen is acy la ted, and then enol ate 
formation with LOA p rod uces a well-defined stru cture 
thanks to chelation of the lithium ion by the enol a te oxy­
gen and the ca rbonyl of the oxazolidinone. When an elec­
trophile (E) approaches, the isopropyl group blocks the 
bottom face, and so attack occurs preferentially from the 
top face, producing excellent control of stereochemistry. 
Removal of the auxili ary produces an enantiomerica ll y 
enri ched product that formally a ri ses from the reaction of 
an electrophile wi th the enol ate of a propionic acid deriv­
a ti ve. Many variations are possible, and a wide range of 
electrophiles is compatible with this useful reaction. 

Eva ns, D. A., Enn is, M.D., an d Mathrc, D.j. "Asymmetric Alkylation 
Reactions ofChi ral lmidc Enolates. A Practical Approach to the Enantio­
selecti veSynthesis of a-Substituted Carboxylic Acid Derivatives." }. Am. 
Chcm . Soc., 104, 1737- 1739( 1982). 

0 0 
1. n-Buli 

RJ NAO LOA -0 \___) 
2R~ ~· Cl 

Example of using a chiral auxiliary 
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Substitutions on Aliphatic Centers 

11.5 Nucleophilic Aliphatic Substitution Reactions 

Jnterconvers ion of groups a t aliphatic centers ca n occur via nucleophili c, e lectrophilic, and 
radical path ways. Nucleophili c mechanisms are the most common, and are given the classic 
S ,2 and SN 1 descriptors first suggested by Hughes and Ingold. Many of the pioneers of 
physical organjc chemistry honed their skill s on these reaction mecharusms. We will men­
tion ma ny below, but we no te from the beginrung the overarching contributi ons of Winstein 
to this area of organic chem istry. 

11.5.1 SN2 and SNl Electron-Pushing Examples 

Three examp les of SN2 (substitution, nucleophilic, bimolecular) reactions are shown in 
Scheme 11.5. These are simple reactions from a mechanistic s tandpoint. They are concerted, 
and there is very little that can go w rong when considering the proper electron-pushing no­
tation . These reactions fit ou r paradigm for predicting reac tivity, because they are combina­
tions of nucleophiles and electrophiles, whose reactivity can be predicted solely based upon 
elec trostatic considerations. The specific reaction shown in Scheme 11.5 B is an example of 
the Menschutkin reaction, defined as the reaction between an amine nucleophile and an 
alkyl halide. Scheme 11 .5 C shows the second step of the enol ate alkylation reaction we de­
scribed in Section 11.3. 

Scheme U .S 
SN2 examples. A. Will iamson H ,N : .--------..~ H,~ e ether synthesis, B. Alkylation B. H'r Br - H ' ~ :Br 
of an amine, and C. Alky lati on H H 
of an enolate. 

e 
Oj 0 c. ~ ~ 

e - :I 

~cH/1' 

A concerted reaction is one in whi ch the bond breaking and bond forming steps all oc­
cur at the same time in one single elementary step . There is only a single transition state in a 
concerted reaction. A synchronous reaction is one in which the breaking and forming of 
bonds has occurred to the same extent at the transition state, where as an asynchronous reac­
tion has one of these two parts of the reaction lagging behind the other at the transition state. 
Most SN2 reactions that we will consider in trus chapter are asyn chronous, m eaning that 
the extents of nucleophilic attack and leaving group departure at the transition state are 
unequal. 

A more complex substitution pathway is known as SNl (substitution, nucleophilic, uni­
molecular). Two steps are involved . The first is the form ation of a carboca tion, wruch is then 
foll owed by n ucleophilic attack (Scheme 11 .6). The overall conversion is not concerted, in 
that at least two steps are involved . Each individual step, however, is concerted; in fact, all 
elementary steps in any reaction m echanism are concerted . In the examples of Scheme 11.6, 
cleavage of the R-LG bond leads to the formation of a carbenium ion that is trapped by 
solvent. This kind of reaction is referred to as a solvolysis. A solvolysis is any substitution re­
action where the nucleophile is the solvent. When the solvent is water, acetic acid, formic 
acid, or methanol, the reactions are known as hydrolysis, acetolysis, formolysis, or metha­
nolysis, respectively. 



638 C HAPTER 11: ORGAN IC RE ACTlON MECHAN IS MS , PART 2 

A. 
Schemel1.6 
SNl examples. A. Heterolysis 
of a tertiary carbon- bromine 
bond. B. Heterolysis of 
a benzyl- tosy late bond. B. 

Far less common aliphatic substitution pathways include SN2' and SN1'. Here, nucleo­
prulic attack occurs on the alkene of a vinylic group, leading to migration of the double bond 
(Scheme 11.7). We do not discuss these reactions any further here. 

Let's exa mine the subtle details of these simple substitution reactions. As with most 
chemical reactions, they appear deceptively simple at first glance, but upon digging deeper 
we find quite a bit of complexity. Complexity arises when we examine the effects of various 
factors upon nucleophilic substitution-namely, the R group, the leaving group (X), the nu­
cleophile, and the solvent. 

A. - /s~ 
e 

+ :Br 

Scheme 11.7 
A. An SN2 ' reaction. 
B. An SNl' reaction. 

B. 
Heat 

H20 : 

~ 
'-"(!) -
0 

:Br 

11.5.2 Kinetics 

Some of the earlies t observations of substitution reactions were performed with hydrox­
ide as the nucleophile and var ious quaternary ammonium salts of the form RNMe3 +(see two 
examples in Eqs. 11 .16 and 11.17). The kinetics of these reactions were always found to be 
firs t order in electrophile, but first order in nucleophil e for certain R groups, while zero order 
in nucleophile for other R groups. 

\ (i) Ph 

//N~ 
Ph 

First order 

First order 

8 oH -H20 

Zero order 
8 oH -H20 

Ph 

HO -< 
Ph 

+ 

(Eq. 11.16) 

(Eq. 11.17) 

The kinetic observations led to predictions abou t the mechanisms. The single-step reac­
tion in Eq. 11.18 would display second-order kinetics, whereas the sequence of reactions in 
Eq. 11.19 could display first-order kinetics, being zero order in nucleophile if the first step 
were rate-determining. The major difference between the two mechanisms is the timing of 
the leaving group departure. 

e 0 
Nuc + RX - Nuc- R + X 

(Eq. 11.18) 

e 
k1 (i) 0 k2 Nuc 

R-X R + X R- Nuc (Eq. 11.19) 
k_, 
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How do we test these hypotheses? The kinetic expression (Eq. 11.20) of the SN2 reaction 
in Eq. 11.18 predicts that the nucleophile always affects the rate, even when it is in large ex­
cess. When it is in large excess, howevet~ its concentration would hardly change during the 
reaction, and pseudo-first-order kinetics in electrophile alone should be found (Eq. 11.21). A 
linear dependence of kobs on [Nuc-] with a non-zero slope is predicted, and this is indeed 
found for such reactions. Furthermore, the SN2 reaction shows behavior predicted by simple 
Marcus theory (see Section 7.7.1). The more exothermic reactions typically have larger rate 
constants, and the transition states appear more like reactants. 

d[P] -dt = kobs[RX], where kobs = k[Nuc ] 

(Eq. 11.20) 

(Eq. 11.21) 

Now let's delve into the kinetics of the SN1 reaction. Does it really make sense that there­
action is zero order in nucleophile? After all, if you do not add the nucleophile, the reaction 
will not occur and the rate will be zero. There has to be some dependence upon nucleophile. 
If we write the full kinetic expression for the mechanism as given in Eq. 11.19, using the 
steady state approximation for the carbocation intermediate, we obtain Eq. 11.22. The con­
centration of the nucleophile is indeed in the kinetic expression. However, using the type of 
reasoning we presented in Chapter 7 for ana lyzing kinetic expressions, we can predict there­
action will show zero-order kinetics in nucleophile when either the nucleophile is in large 
excess or when k_1 < < k2• In a solvolysis reaction, the nucleophile is indeed in very large ex­
cess because it is the solvent. 

d[P] 
dt 

k1k2[RX][Nuc -] 

k_1[X ] + k2[Nuc ] 
(Eq. 11.22) 

The heights of the barriers that correspond to k_1 and k2 on the energy surface for a substi­
tution reaction will influence the kinetic dependence of an SN1 reaction on the nucleophile. 
Since the reactions are normally observed to be zero order in nucleophile, it must be that 
k_1 [X-] < < k2[Nuc-]. This means that the energy barrier to recombination of the leaving 
group and the carbocation is lugher than the barrier for reaction of the carbocation with the 
added nucleophile. This is indeed the common situation, because chemists normally add a 
reagent with a higher nucleophilicity than the leaving group. 

One simple test of this mechanism is to add an alkali meta l salt corresponding to the de­
parted leaving group at the inception of the reaction. For example, if we are studying the sol­
volysis of an alkyl bromide, we can add sodium bromide to the reaction flask. One repeat­
edly analyzes the kinetics with increasing leaving group concentration until the k_l rx-] term 
becomes comparable in magnitude to the k2[Nuc-] term in Eq. 11.22. Under these circum­
stances the reaction will show a kinetic dependence on nucleophile, and the reaction will 
slow down. This is called the common ion effect, and it is the first and simplest of several 
salt effects we will be discussing. It is a classic, but not foolproof, test of an SN1 mechanism. 

11.5.3 Competition Experiments and Product Analyses 

In Section 8.8 we examined several tools for deciphering reaction mechanisms, one of 
which was competition experiments, and another was examining the products. In a reaction 
that produces two or more products, a single reactive intermediate may be involved, with 
the two products arising from different reaction paths emanating from that in termediate. 
Chemists check for this possibility by generating the same intermediate from two different 
reactants. If we see the same product ratio from the two different reactants, a common inter­
mediate is likely involved. 

Because eliminations are in competition with substitutions (see Sections 10.13.3 and 
11.5.16), these two paths can be used to check for a common intermediate in the two different 
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I 
Solvent cage 

e 0 / 
R X I 

Contact ion pair 

reactions. SN 1 reactions and E1 reactions are often proposed to branch from a common carbe­
nium ion intermediate, as shown in Eq. 11.23. Given this, le t' s examine some data. Eq. 11.24 
shows the product distribution derived from three sources oft-butyl cation, all in the same 
solvent. The percent of alkene product changes as a function of leaving group. This means 
that the intermediates created by each t-butyl-X must be different. How can this be possible 
given our image of the SN1 mechanism? The mechanism as portrayed in Scheme 11.6 and Eq. 
11.19 is clearly inadequate. 

H R 

8 >--< 
Nu~ R Nuc 

H R H R ~bstitu tion 
..........__ Elimination >-< - K 

R X R 
8 

+ X 
8~ R 

Nuc -/ 
~ + NucH 

R 

}-x ~ }-oEt + )l 
X= Cl 56% 44% 
X= I 68% 32% 
X= S(Me)~ 78% 18% 

(Eq . 11.23) 

(Eq. 11.24) 

Since product branching from the intermediate changes as a function of the leaving 
group, the intermediate must not be the same for each leav ing group. The only difference be­
tween the reactions is the leaving group, and so there has to be a memory of the leaving 
group. The most logical way for this to occur is that the leaving group is still in proximity to 
the carbenium ion when it reacts with the nucleophile or base in the substitution or elimina­
tion reactions, respectively. The carbeni urn ion and leaving group form what is called a con­
tact ion pair or an intimate ion pair. This occurs for the reaction ofEq. 11.24 when X = Cl and 
I, whereas for X = S(Meh the leaving group is neutral and diffuses away more rapidly. In a 
contact ion pair there is no solvent separating the carbenium ion and the leaving group. The 
ion pair is trapped for a finite time period within a solvent cage, in which the carberuum ion 
and leaving group undoubtedly jostle around and reorient. To explain the data, the subs titu­
tion and / or the elimination reactions must occur at a rate faster thaJl, or comparable to, the 
rate for the dissociation of the ion pair into solvent separated ions, and that rate depends 
upon the leaving group. 

11.5.4 Stereochemistry 

Different stereochemical outcomes are predicted for SN2 and SN1 mechanisms. This 
gives chemists another mechanistic test. In a famous experiment, Ingold considered there­
action in which one enantiomer of 2-iodooctane is allowed to react wi th radioactive iodide 
(I*-) in acetone solvent (Eq. 11.25). The substih1tion of I by I* in an SN2 fashion could hypo­
thetically occur from the frontside or the backside of the alkyl halide, or by an SN1 reaction. 
In the Ingold experiment, racemization, as measured b y the rate of loss of optical activity of 
the starting material, is twice as fast as radioactive iodide incorpora tion. This means that for 
each radioactive iodide that displaces a normal iodide, the enantiomer of the starting mate­
rial must have formed. For exa mple, if the starting material is the ( + )-enantiomet~ displace­
ment produces the (-)-enantiomer. Not only is the (+)rotation of the starting material lost, 
an equal but oppositely signed rotation is associated with the new product. Another way to 
consider the observation is that if 50% of the reactants have become products with opposite 
chirality, the solution would be completely optically inactive. 

- e 
+ I 

(Eq. 11.25) 
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What mechanism does Ingold' s observation support? First, it shows that a 
simple SN1 mechanism is not operating. The creation of a carbenium ion that is 
no t in a solvent cage with the leaving group would lead to an equal amount of 
both enantiom ers of the product for each incorporation of radioactive iodide, 
and hence racemization at exactly the same rate as radioactive iodide incorpora­
ti on. The experimental observation also rules out frontside attack by the nucleo­
phile, beca use the stereochemistry would be retained when the radioactive io­
dide is incorp orated . Finally, the result does support a mechanism with backside 
a ttack, because each radioactive iodide incorporation inverts the stereochemis­
try of the reactant. This was a landmark experiment that helped to solidify the no­
tion of backside a ttack in SN2 mechanisms. It has been validated repea tedly in a 
w ide range of systems. SN2 reactions always proceed with inversion of configu­
ra tion. SN2 reacti ons are 100% stereospecific. Interestingly, the inversion of ste­
reochemistry in a liphatic substitution reactions was first reported in 1893 by Wal­
den, and in honor of this discovery, the stereochemical outcome of SN2 reactions 
is termed the Walden inversion. 

H CH3 

8~ ---~r-- -1 i 9 

(CH2)5CH3 

SN2 transition states 

Going Deeper 

Gas Phase SN2 Reactions-A Stark Difference 
in Mechanism from Solution 

Whereas rate constants for SN2 reactions in solution com­
monly co rrelate with the exothermicity and endother­
micity of the reaction, the ra te cons tants for these reactions 
in the gas phase sh ow little such co rrelati on. Fur thermore, 
the ra te cons tants can be unexpectedly small. The mecha­
nism fo r the substitution has been found to be ve ry differ­
ent than in solution. First, a complex between an anionic 
nucleophile and a neutral electrophile is form ed due to 
strong ion- dipole interac ti ons. The attracti on drops the 
complex in to a p otenti al energy minimum for a loose 
ion-molecule complex. For this complex to react, proper 
orientati on of the nucleophile and electroph ile must be 
achieved, and a bond to the nucleophile must form while 
the bond to the leaving group breaks. Thus, both entropy 
and enthalpy terms contribute to creating a bar rier to the 
reacti on. Traversing the barrier leads to another loose ion­
molecule com plex, now between the p roduct and the 
leaving group. Subs tanti al energy must now be applied 
to break up the complex between the product and the 
leaving group . 

I 
r e 

Nuc ••• R- LG 

T 
t. E 

e 
Nuc-R ••• LG 

Reaction coordinate 

As shown in the drawing, the barrier to the SN2 reac­
tion in the gas phase can be comparable to, or even below, 
the energy of the separated nucleophile and electrophile. 
For example, the transition sta te enthalpy for reaction of 
chloride with methylbromide in the gas phase is actually 
2.5 kcal / m ol/ower than the separated reactants (tlE = 2.5) . 
The reason that the rate cons tants can be very small, even 
though the enthalpy barrier is low relative to the reac­
tants, is entropy control. The change in entropy going 
from the loose complex to the transition state is very 
large and negative. 

The differences in the mechanisms in the gas and sol­
ution phases necessarily a ri se from differences in solva­
tion. In the gas phase the nucleophile and electrophile 
solvate one another prior to reaction, and achieving the 
correct orientation betwee n the nucleophile and electro­
phile for backside attack leads to a substantial entropy 
barrier. The ra te constants therefore have little correlation 
with the enthalpy of the reaction . In solution, however, the 
electrophile and nucleophile are solvated prior to the reac­
tion, the transition state is solvated during the reaction, 
and the product is solvated after the reaction. This yields 
ra te constants that correlate w ith the heat o f the reaction. 

Olmstead, W. N., and Brau man, ] . r. "Gas-Phase ucleophili c Displace­
ment Reactions." f. Am. Chem. Soc., 99,4219 (1977). 



642 CHA PTER 11: ORGAN I C REACTIO N MECHAN I SMS , PART 2 

Equal nucleophilic attack 
from either face of the carbocation 

More nucleophilic attack 
from one face of the carbocation 

in an ion pair 

Going Deeper 

Further support for backside attack in SN2 mechanisms comes from compounds for 
which backside attack is blocked. The following structures show no reaction when treated 
with nucleophiles and experimental conditions that favor SN2 chemistry (see the discussion 
of solvent effects below for an explanation of these conditions). The ring systems completely 
block access of a nucleophile. 

Reactants with impossible SN2 
approach trajectories 

y_ 
~X 

If SN2 reactions give stereochemical inversion, what do we expect for SN1 reactions? A 
pure S ,1 mechanism with a simple carbenium ion that has a lifetime long enough to be fully 
dissociated from the leaving group will show complete racemization. Recall from Chapter 1 
that simple carberuum ions are trigonal planar structures, and hence the plane forms a sym­
metry element within the structure. Ideally, addition of a nucleophile from either face of the 
carbeni um ion will occur at the same rate, as shown in the margin. 

In reality, whereas full inversion of stereochemistry is always seen in SN2 reactions, full 
racemiza tion of stereochemistry in SN 1 reactions is rare. Instead, partial invers ion of stereo­
chemistry is commonly found. In the solvol ysis of 1-phenylneopentyl tosylate in acetic acid 
(Eq. 11.26), the reaction goes with 10% excess inversion. This observation is consistent with 
the parti cipation of a contact ion pair. We already concluded that such a structure had to be 
an intermed iate due to the results of competition kinetics. 

Ph Ph Ph 

-J:OTs 
)--oAc + \_ OAc 

7\ 7\ (Eq. 11.26) 
HOAc 

45% 55% 

It is also commonly observed that if we interrupt an SNl reaction and analyze the "unre­
acted" starting material, there will be some racemization. The most logical explana tion is 
tha t the carbenium ion is formed, but it is in a contact ion pair with the leaving group. Rota­
tion of the carbenium ion within the solvent cage leads to racemization after recombination 
with the leaving group. The following Going Deeper highlight discusses the consequences 
of contact ion pair formation on the kinetics of the reaction. 

A Potential Kinetic Quandary k2[Nuc] for racemization to occut~ and the reaction would 
not be first order. However, if the carbenium ion rotates as 
part of a contact ion pair within a so lvent cage, after which 
the leaving group re-adds to the carben ium ion, thi s step 
is not part of the k_,[X-] term. Re-addition of the leav ing 
group within the solvent cage is referred to as internal 
return. The ra te of internal return does not depend upon 
the free x- concentration. One can assign a different rate 
constant (k_1 *)for internal return of the leaving group 

Rem ember that first-order kinetics in an SN 1 reaction 
require k_1[X-] << k2[Nu c-] (Eq. 11.22). Yet, racemization 
of the reactant sometimes occurs under conditions where 
the reaction is still first orde r. Do these results contrad ict 
each other? They don' t, because racemization of the start­
ing material can occur in two ways. The first involves a 
fully free carbenium ion that reacts with free x-in solu­
ti on. In this case, k_l rx-] would have to be comparable to 
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within the ion pair, which now represents a first-order 
reaction, as shown to the right. This reaction can be very 
fa st, much faster than the reaction with a nucleoph.ile in 
solution (k2), so it would be kinetically invisible. The only 
way we know that it occurs is racemization of a stereo­
genic center, or re-addition of the leaving group in a 
manner different than how it departed. 

11.5.5 Orbital Considerations 

In solvent cage 

k • 
- 1 -

Whereas it is clear that a free carbenium ion should experience nucleophilic attack 
equally well from either face because it has a plane of symmetry, it may not be clear why an 
SN2 reaction has to proceed via backside attack only. Leaving groups generally have electro­
negative atoms. This produces a polarC-LG bond, with a 8+ on carbon . Simple electrostatic 
considerations thus predict a nucleophile should attack carbon, but they really cannot ratio­
nalize why the attack must be on the backside. Considering potential donor-acceptor inter­
actions, however, nicely rationalizes the result. 

The fill ed orbital on the nucleophile is usually obvious; it is commonly a lone pair (Eg. 
11.27). The lowest-lying empty orbital on the electrophile is the antibonding a* C-X bond, 
which is polarized toward the carbon (look back at Section 1.3.5). Remember that electroneg­
ative elements lower the energies of orbitals, and so this empty orbital is lower in energy 
than, for example, a C-C a* molecular orbital. The largest character of this orbital lies on the 
backside of the carbon (see the LUMO of CH3Cl in Appendix 3). Backside attack by the nu­
cleophile is preferred because it maximizes the interaction of the LUMO on the electrophile 
with the HOMO on the nucleophile. Hence, using an orbital anal ysis nicely explains why 
nucleophilic attack occurs from the backside of the carbon undergoing displacement in an 
SN2 reaction. 

(Eg. 11.27) 

Empty 

11.5.6 Solvent Effects 

Since charged species are often created or destroyed in nucleophilic substitution reac­
tions, we can anticipate that solvent effects might be large. When examining the effect that 
the solvent can have on the rate of any reaction, it is important to compare the relative sal­
vations of the reactants and the transition state. Differences in the solvation of the two affect 
the rate. In the case of nucleophilic aliphatic substitution, we need to compare the solvation 
of the alkyl-LG species and the separate nucleophile relative to the transition state. Often, 
the solvent itself is the nucleophile, and in these cases we are not as concerned with how it 
solvates itself. 

To understand how the solvent affects nucleophilic aliphatic substitution reactions, we 
must first examine the possibilities for the creation or destruction of charge in SN2 and SN 1 re­
actions. Table 11.2 shows the possibitities, considering charges on reactants and transition 
states for SN2 and SNl reactions. 

The guiding principle to understand how increasing the polarity of the solvent affects 
the rates of S 2 and SNl reactions is to compare the charges on the reactants and the transi­
tion state. If the charges on the transition state are becoming larger or more localized, then in­
creasing solvent polarity increases the rate of that reaction. This is because the polar solvent 
is better at solvating the transition s tate relative to the reactants. If charge is diminishing or 
dispersing when the reactants achieve the transition state, however, then increasing the sol­
vent polarity decreases the rate. Now the solvent is better at stabilizing the reactants. This 
guiding principle can be seen in all the entries of Table 11 .2. There are exceptions, and differ­
ent reaction types show different magnitudes of solvent effects. 
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A. 

Table11.2 
Comparison of the Charge Distribution on Various Reactants 
and Transition States for a Series of A. SN2 Reactions and B. SNl 
Reactions (LG = Leaving Group) 

Effect of increasing the 
Reactants Transition states polarity of the solvent 

A. SN2 reactions 

Nuc+ R-LG N uco-----R----LGo- Retards the reaction 
Nuc + R-LG N uc8+ ----R----LGo- Speeds the reaction 
Nuc + R-LG+ Nu cO------R ----LG8+ Retards the reaction 
Nuc + R-LG+ Nuc8+ ----R----LG5+ Retards the reaction 

B. SNl reactions 

R-LG R5+----LGo- Speeds the reaction 
R- LG+ R5+ ----LG5+ Retards the reaction 

Let's examine a few cases of Table 11.2 to understand the guiding principle. When a neg­
atively charged nucleophile reacts with a neutral R- LG in an SN2 process, the transition state 
disperses the negative charge between the nucleophile and the LG. Hence, the reaction 
slows down when the polarity of the solvent increases. This is because the anionic nucleo­
phile with its full charge confined to a relatively small area is better solvated by a polar 
solvent than the transition state with dispersed charge. When a neutral R-LG undergoes a 
heterolysis in an SNl mechanism, charges are being created, and hence the reaction rate in­
creases with a more polar solvent. However, when a positively charged reactant (R-LG '") 
undergoes a heterolysis, the overa ll charge on the system remains the same, and in fact, is 
getting more dispersed in the transition state. This reaction typically shows a sma ll solvent 
effect and may even slow down as the solvent becomes more polar. 

We can examine the differential solvation of the reactant and the transi tion sta te by look­
ing at reaction coordinate diagrams. Figure 11.3 shows two possibilities, corresponding to 
the first two entries of Table 11.2. To predict rate differences, we focu s our attention on the 
relative sizes of the activation free energy barriers, not on the energy of any particular sur­
face. Note that polar species such as nucleophiles and electrophiles are commonly better 
solvated in higher polarity solvents, and therefore the whole energy surface is lowered in 
energy. 

I. 88 88] :j: r ue ---- R ---- LG 

1. 8e 80]+ 
LNuc ---- R ---- LG 

Lower polarity solvent 
/ 

Higher polarity solvent 
Lower polarity so lvent 

/ 
Higher polarity solvent 

B. 

Nuc: + R- LG 

Reaction coordinate Reaction coordinate 

Figure 11.3 
A. A reaction coordinate diagram where the higher polarity solvent leads to better so lvation of all species, 
but preferentially solvates the reactant. Entry 1 in Table 11 .2 would fit this scena rio. B. A reaction coordi nate 
diagram where the higher polarity solvent leads to better solva tion of all species, but preferentially solvates 
the activated complex. Entry 2 in Table 11.2 would fit this scenario. 
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In Chapter 8 a handful of linear free energy relationships (LFERs) were discussed for 
studying solvent effects on reactions. In fact, much of what we know about solvation effects 
on reactions comes from studies of nucleophilic aliphatic substitution. The Grunwald­
Winstein and Schleyer scales have been extensively used to study aliphatic substitutions 
that are solvolysis reactions. Table 8.4 shows several solvent ionizing constants using these 
scales. The values give quantitative comparisons for different solvents and mixtures of sol­
vents for supporting the formation of charges. The ionizing power of the solvent influences 
the balance between SN2 and SN1 reactions, because there are differences in the extent to 
which charges change in these two reaction mechanisms. Furthermore, the sensitivity to a 
change in solvent as a function of the R group can be followed by the Grunwald-Winstein 
and Schleyer reaction constants. 

When using the Grunwald-Winstein or Schleyer scales to compare solvent ionizing 
power, we must remember that the reference reactions are heterolysis reactions. The polarity 
and the protic / aprotic nature of the solvent are mixed in these scales as appropriate for the 
respective reference reactions. However, some substitution reactions may be in£1 uenced dif­
ferently than the reference reactions by the protic / aprotic nature of the solvent, or its polar­
ity. For example, S ,2 reactions are very sensitive to the protic / aprotic nature of the solvent, 
due to differential solvation of the nucleophiles. If the solvent is protic, it can hydrogen bond 
to the nucleophile and thereby substantially diminish its reactivity. The reference reactions 
for the Grunwald-Winstein or Schleyer scales reflect no effects on the nucleophiles because 
they are SN 1 reactions. 

Many highly polar solvents, such as DMF and DMSO, are aprotic, and as discussed 
in Section 8.4.4, negative nucleophiles are very reactive in these solvents. Therefore, when 
changing from a polar protic solvent to a polar aprotic solvent, dramatic rate increases are 
observed for SN2 reactions that involve negatively charged nucleophiles, such as -oH, -N3, 

-eN, etc. An example of this dramatic effect is shown in Table 11.3. The relative rates for the 
reaction of chloride anion with methyl iodide span six orders of magnitude, with the aprotic, 
less polar salven ts imparting the fa stest rates. 

Table 11.3 
Relative Rate Constants (k,.1) 

for the Reaction of Chloride 
with Methyl Iodide* 

Solvent 

Methanol 
Water 
Formam ide 
N i tromethane 
Acetonitrile 
DMF 
Acetone 

0.9 
1.0 

14.1 
1.41 X 10-1 

3.58 X 104 

7.08 X 105 

1.41 X 106 

*Parker, A. " Protic- Dipo la r, Aproti cSolvent 
Effects on Rates of Bimolecul a r Reacti ons." Che111 . 
/~en, 69, 1 (1969). 

However, one potential problem that can arise when running a substitution reaction in 
a polar aprotic solvent is that the nucleophile is not soluble. This becomes particularly prob­
lematic when the Jess polar of the aprotic solvents are used. The most common trick used to 
solve this problem is the addition of a crown ether (see Chapter 4), which solvates the coun­
ter cation well enough to induce the solubility of the corresponding anionic nucleophile. In 
these cases, the nucleophile is essentially "naked", and extremely large rates for SN2 reac­
tions are observed. 

Our focus on solvent effects has been upon the polarity and the protic / aprotic nature 
of the solvent. However, the solvent can also be involved in nucleophilic assistance of leav-
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ing group departure in an SNl reaction. Nucleophilic assistance involves solvation of the in­
termediate carbenium ion by lone pair electrons from the solvent. A loose association be­
tween the carbenium ion and solvent electron pairs, called a Doering-Zeiss intermediate, 
stabilizes the carbenium ion and its formation. Most polar solvents possess heteroatoms 
with lone pairs, and therefore their activity in assisting SNl reactions in part derives from 
some level of nucleophilic assistance. 

The extent of solvation of the leaving group in both S 2 and SN1 reactions affects the 
rate, too. In both reactions, the charge on the leaving group is changing during the rate­
determining step. Polar protic solvents enhance the departure of leaving groups that are 
developing negative ch arge. The addition of electrophilic reagents can enhance the leaving 
group departure even further by prior coordination to the leaving group. The most common 
example of this is the addition of a silver salt to an alkyl halide (R-X), where the metal en­
hances the departure of the halide and results in a precipitate of AgX. 

An interesting way to increase the polarity of a solvent system is to add salt. Organic 
chemists add salt to water to increase the efficiency of extraction procedures by increasing 
the partition of organic structures from a water layer to an organic layer, an effect known 
as salting out. A related behavior is found for SN1 reactions. Addition of a salt can lead to 
larger rate constants by increasing the polarity of the solvent. A relationship such as Eq. 
11.28 is often found, where k1 is the rate constant in the absence of an added salt, and b is a 
proportionality constant. However, some complica tions to this analysis may be expected, 
because sa lts can get involved in the formation of contact ion pairs (see the next Going 
Deeper highlight). 

kobs = k1 (1 + b[salt]) (Eq. 11.28) 

11.5.7 Isotope Effect Data 

During an SN2 reaction there are hybridization changes at the reacting carbon. Simplisti­
cally, we view the carbon as going from sp3 to sp2 at the transi tion state. This would predict a 
normal secondary isotope effect. In practice, however, the isotope effects are typically mini­
mal or zero. To understand this, we must recall the origin of a secondary isotope effect. The 
hybridization change from sp3 to sp2 normally leads to a looser out-of-plane bend motion for 
the hydrogens (see Section 8.1.3). At the transition s tate for an SN2 reaction, however, the 
out-of-plane bend remains relatively stiff due to the presence of the incoming nucleophile 
and the outgoing leaving group. These groups block the out-of-plane bend. Hence, this vi­
bration in the reactant and transition state has undergone little change, and therefore the iso­
tope effect is small. 

In an idealized SN1 reaction, the transi tion state leading to the bond he terolysis s tep still 
has some bonding to the leaving group, but no bond with the nucleophile has been formed. 
Hence, the out-of-plane bend is a significantly weaker motion. When only one His replaced 
by a D, isotope effects between 1.2 and 1.25 are common for sulfonate leaving groups, 
whereas chloride and bromide leaving groups show isotope effects of around 1.15 and 1.13, 
respectively. 

11.5.8 An Overall Picture of SN2 and SNl Reactions 

Before exploring in depth the influence of the nature of the R group, the nucleophile, and 
the leaving group on the interplay between SN2 and SN 1 reactions, it is useful to summarize 
the various aspects of these reactions we have discussed so far. Figure 11.4 summarizes the 
major pathways for aliphatic nucleophilic substitution, indicating the true complexity of 
these reactions. The SN2 reaction is relatively straightforward, with full participation of the 
nucleophile in the rate-determining step. The SN1 reaction is significantly more complex . 
Only a small fraction of SNl reactions proceed with a fully symmetric carbenium ion in­
termediate. In an SN1 reaction, exchange of the leaving group and nucleophile can occur at 
the separated ion, solvent-separated ion, or contact ion pair stage. Taking all this complexity 
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Going Deeper 

Contact Ion Pairs vs. Solvent-Separated Ion Pairs 

When the salt added to increase the ra te of an SNl reaction 
is not nucleophilic at all, unusual kinetic behav ior can 
sometimes be observed. For exa mple, the gra ph below 
shows the effect of added LiCl0 4 on the acetolysis o f the 
structure shown . As predicted by the discussion above, 
the ra te constant for loss of s tereochemistry at the leaving 
group ca rbon (top graph in the figu re), and the ra te con­
stant for forma tion of diastereom eri c products (bottom 
graph in the figure) both increase w ith increasing salt con­
centra tion. H owever, note the non-linea r porti on of the 
g raph that shows product formation at low sa lt concentra­
ti on. A rapid increase in k is seen a t low sa lt concentra­
tions, ultimately giving a linear and increasing p lot at 
higher concentra ti ons. Such beh av ior has been termed 
a special-salt effect. 
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How can such an unusual effect be explained? The 
currently accepted answer is that there are two kinds of 
ion pairs: con tact ion pairs and solvent-separated ion 
pairs. A solvent-separated ion pair incl udes one (or per­
haps several) solvent molecule between the ca tion and 
anion. It is di stinct from a completely d issocia ted ion pair 

in that the cation and anion s till have a measu rable electro­
static a ttrac tion, even though there is interven ing solven t. 
The additi on of any salt w ill increase the ra te constants for 
the initi al formati on of the contact ion pair, the separation 
of that ion pair into the solvent-separa ted ions, and ulti­
mately into completely dissocia ted ions. Re turn of the 
leaving grou p from the sol ven t-separated io n pair to form 
the contact pair and ultima tel y the covalen t bond with the 
carbenium ion, will slow the overall subs titution reacti on. 
Diffe rin g terms have been g iven to the va ri o us possibili­
ties: ion pair return, external ion pair return, and external 
ion return . The firs t two terms are di ffe rent forms of inter­
nal re turn, referr ing to re turn of the leav ing group from 
the contact ion pair and the sol vent-sepa ra ted ion pair, 
respecti vely. External ion re turn involves free ions in 
bulk so lve nt. 

Contact ion pair 

Symbolism for a 
solvent-separated 

ion pair 

A ve ry non-nucleophilic anion, such as perchlorate, 
can replace the leaving group at the so lvent-separated ion 
pair s tage. Upon reversion to a contact ion pair but with 
perchlora te, the perchlorate ca tmot form a s table com­
pound w ith the carbenium ion. Hence, this salt becomes 
involved in the mechani sm at a stage that blocks internal 
return, converting the carbenium ion to a m ore reacti ve 
form. This increases the ra te of product fo rma ti on more 
than an increase in the dielectric constant o f the medium 
due to the polarity of the salt. 

This postul ate can be tested. If the rate enhance-
ment from perchlorate at low concentra tions is due to 
replacement of the leaving group at the stage of a solvent­
separated ion pa il~ the extent of thi s replacem ent should 
depend upon the amount of leaving group present in the 
solution. Under conditions where the common ion effect 
is neglig ible, it has been obse rved that the effect o f perchlo­
rate can be counteracted by the addition of the leav ing 
group ion. Thi s is called an induced common ion effect. 
The added leav ing gro up competes with perchlorate for 
replacem ent of the original leaving group in the solvent­
separa ted ion pair. It should be increasing ly clear that 
SNlmechani sms are not nearly as simple as portrayed 
in Scheme 11.6. 

Winstei.n, S., and Robinson, G. C. "Salt Effects and ion Pairs in Solvolysis 
and Rela ted Reactions. IX. The lhreo-3-p-ani syl-2-buty l system." f. Am. 
Chem. Soc., 80, 169 (1958) . Winstein, S., Klined inst, P. R., Jr., and Robinson, 
G. C. "Sa il Effects and ion Pairs in Sol volysis and Rela ted Reactions. XVII. 
Induced Com mon ion Ra te Depression and the Mechanism of the Special 
Sa lt Effect. " f. Am. Chem. Soc., 83,885 (1961 ). 

647 
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Figure 11.4 
A va riety of pa thways for SN2 and SNl reactions. 

e 
X 

into account suggests that there is a continuum of reactivity between what we think of as 
" pure" SNl and " pure" SN2, depending upon the structures of the reactants and solvent. 

11.5.9 Structure-Function Correlations with the Nucleophile 

The rates of SN2 reactions correla te well with relative nucleophilicities, because the nu­
cleophile is intimately involved in the rate-determinjng step. In SNl reactions, the nucleo­
phile is involved after the rate-determining step. Furthermore, the product ratios observed 
for SN 1 reactions, when more than one nucleophile is present, do not correlate very well with 
rel ative nucleophilicities. This is because reactions with very uns table intermediates, such 
as carbenium ions, are not selective (see the reactivity-selecti vity principle in Ch apter 7) . 
They occur at close to diffusion controlled rates. Therefore, in the fol lowing discussion, little 
needs to be said about the inJluence of the nucleophile on SNl reactions. Instead, our focus is 
on SN2 reactions. 

All else being equal, the better the nucleophile, the faster the SN2 reaction. In Section 
8.4.5 we examined a linear free energy relationship for nucleophili ci ty, ca lled the Swa in­
Scott equation. The reference reac tion for the Swain-Scott measure of nucleophilici ties is an 
SN2 reaction, that of methyl iodide and methanol. Therefore, the chemical intuition that most 
chemists rely upon for predicting relative nucleophili city is actually based upon how the 
structure of the nucleophile influences S 2 reactions (Table 8.5). 

Recall also from Section 8.4.4 that several parameters influence nucleophili cities, in­
cluding shape, donor atom, solvation, and the pKa of the conjuga te acid of the nucleophile. 
When the shape and donor atom of all the nucleophiles being compared are similar, and the 
sam e solvent is used, we find good correlations between the pK., of the conjuga te acid of the 
nucleophile and the rate of the reaction . This correlation is ca lled a Bm nsted linear free en­
ergy relationship, and the sensitivity parameter for an SN2 reaction to the pK. of the conju­
ga te acid of the nucleophile is called f3Nuc· Figure 11.5 shows the Bn:msted plots for there­
ac tion of benzyl chloride with various nucleophiles of similar structure. Here, a ll the f3Nuc 
va lues are similar between the classes of nucleophiles, although they do not all reside on the 
same line. The carbon nucleophiles have the highest nucleoph ilicities, with oxygen second, 
and nitrogen last. 

The similarity of the various f3Nuc values in Figure 11 .5 is interes ting. If f3 uc represen ts the 
ex tent of nucleophilic attack at the transition state, this tells us that all the various nucleo­
philes have a similar extent of bonding to the benzyl carbon at their transition s ta tes. This is 
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Connections 

An Enzymatic SN2 Reaction: 
Haloalkane Dehydrogenase 

Substitution reactions on aliphat ic compounds are some 
of the most prevalent reactions known. Na tu re needs to 
perform these reactions, too, but at a rate appropriate for 
metabolism . Hence, enzymes are involved for many su ch 
reactions. As one example, the enzy me haloa lkane dehy­
drogenase from the bacteria Xnnlhobncler aulotropliicus ca t­
alyzes the detox ifi ca tion of 1,2-dichloroethane . Many of 
the methods of catalys is noted in Chap ter 9 a re operative 
with this enzy me, su ch as prox imity of the nu cleophile 
and stabilization of the transition state. 

Below we show a schem ati c drawing of the catalysis 
by this enzyme. Covalent cata lysis is used, in that the 
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nucleophile for the SN2 displacement is an aspar tate s ide 
chain . The nucleophj[e is in proximity to the polarized 
C-CI bond. Leavi ng group depa rture is stabilized by 
hydrogen bonding of the developi ng charge on chloride 
by two NH hyd rogen bond donors from the side ch ains of 
tryptophan residues (remini scent of an oxy-anion hole; 
see Section 9.2.3). After leaving group departure, water 
held at the active s ite is used to hydrolyze the acy l­
enzy me in ter mediate via genera l-base catalysis from 
a histidine side chain . 

Verschueren, K. H. G., Franken, S. M., Rozeboo m, 1--l.j., Ka lk, K. H., and 
Dijkstra, B. W. "Refi ned X-r,1y St ructures of Ha loalkane Dehalogenase at 
pH 6.2 and p H 8.2 and Implications for the Reaction Mechani sm." f. Mol. 
Bioi., 232,856-872 (J 993). 
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Figure 11.6 

Figure 11.5 
Bmnsted plots for the reaction of benzyl chlorid e 
with three classes of nucleophiles in DMSO at 25 oc. 
Top: Carbani ons, Middle: Oxy anions, and Bottom: 
Nitrogen anions . Bordwell, F. G ., and Hughes, D. L. 
"SN2 Reactions of itranion with Benzyl Chlorides." 
f. A111. Che111 . Soc., 106,3234 (1984). 
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not what one would predict from the Hammond postulate, which tells us that the transi­
tion state s tructure should change as a function of the exothermicity or endothermicity of 
the reaction, which depends upon the structure of the nucleophile. To understand how to 
properly correlate changes in nucleophile structure with transition state structure in SN2 
reactions, we turn to a More O'Ferrall-Jencks analysis (see Section 7.8.2, where we used 
the interplay between SN2 and S 1 chemistry to present this concept). Recall that a More 
O'Ferrall-Jencks plotis used to analyze any energy surface when two bonds are changing si­
multaneously; here they are the formation of a bond to the nucleophile and the cleavage of a 
bond to the leaving group. A change in the nucleophi le also changes the energies of struc­
tures along competing pathways where these bond changes occur sequentially. This, in turn, 
affects the SN2 pathway. Figure 11.6 shows a More O'Ferrall-Jencks plot that exp lains how 
the position of the transition state changes when the nucleophi le becomes better. With a bet­
ter nucleophile, the bottom left and right corners are lower in energy. Hence, the ex tent of 
nucleophilic attack does not change, but the extent of leaving group depar tu re decreases 
(see reasoning in the figure caption). This makes sense because a better nucleophile needs 
less leaving group departure to attack the carbon. Stated another way, the better nucleophile 
makes the SN2 reaction have less S 1 character. 

e 
R-X + Nuc Extent of leaving group departure 

B A 

R ~-r------r----------------, 

e 0 0 
R +X + Nuc 

A More O'Ferrali-Jencks plot showing how the trans ition 
state for an SN2 reaction d1anges w hen the nu cleophile 
becomes better. The diagonal is the projection of the SN2 
reaction coordina te, whi le along the top and right side is 
the projecti on of the SN 1 path . Down the left and across the 
bottom represents a hypothetica l mechanism involv ing 
full addition of the nucleophile with the forma tion o f a 
nega ti ve pentacoordtnate carbon. Along the react ion 
coordinate the transiti on state shifts toward reactants 
beca use the reaction is more exothe rmic with a be tter 
nucleophile . Perpendicular to the reaction coordina te, 

Extent of ---- -- - e¢==~ 
nucleophilic 
attack 

the transition sta te shifts to the lower left corner. Th e 
result is the same ex tent of nucleophilic a ttack, but less 
leav ing group d eparture. 
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0 
R- Nuc + X 
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Table11.4 
A variety of Swain-Scott sensitivity s values for different reactions are given in Table 

11.4. These are based upon CH3Br as the standard reactant. We find that the SN2 reaction of 
ethyl tosylate is less sensi tive to the power of the nucleophile than methyl bromide, as is ben­
zyl chloride. 

Examples of SN2 s Values* 

Compound s 

Methyl bromide 1.00 
11.5.10 Structure-Function Correlations with the Leaving Group Methyl iodide 1.15 

Benzyl chloride 0.87 
Ethyl tosylate 0.66 

In both SN2 and SNl reactions the leaving group develops negative charge relative to its 
charge in the reactant during the rate-determining step. Therefore, the reactions proceed 
faster with leaving groups that are better at accepting this negative ch arge. Another reaction 
that correlates w ell w ith a group's ability to accept nega tive charge is the acidity of acids (see 
Chapter 5). Therefore, it may be expected that a good correlation would be found between 
leaving group ability and the acidity of the conjugate acid of that leaving group. However, 
just as with nucleophilicities, good correlation is only found within a class of leaving groups. 
In other words, the correlation between the affinity for a proton and the affinity for a car­
bon does not hold for all different classes of leaving groups. For example, sulfonates, such 
as tosylate, triflate, and mesylate, are much better leaving groups compared to halides than 
would be expected based upon the acidities of the conjugate acids of these leaving groups. 

*Wells, P R. " Linea r Free Energy 
Re la tionshi ps." Che111. Rev., 63, 171 
(1 963). 

Going Deeper 

The Meaning of PLc Values 

In Section 8.5.2 we examined a Bmnsted LFER that yields 
a sensitivity parameter f3Lc· This parameter measures the 
sensitivity of any reaction to leaving group departure by 
correlating rates of the reactions w ith the pKa values of the 
conjugate acids of the leaving groups. The reference reac­
tion for this LFER is the complete donation of the proton 
of the conjugate acid of the leaving group to water (H-LG 
+ H20- LG- + H30 +). Stated another way, the reference 
reaction represents a complete leaving group departure of 
LG- from the proton, giving that proton to water. There­
fore, chemists often view a reaction that has f3Lc = -1 as 
indicating complete leaving group departure at the tran-

sition state of the new reaction under study. Any value 
between 0 and -1 indicates less than complete leaving 
group departure, and the value of f3~.c can be correlated 
to a fraction of leaving group departure. 

However, we must be wary. This analysis assumes 
that the new reaction under study behaves similarly to 
the reference reaction. Often f3Lc values more negative 
than -1.0 are measured, which certainly cannot mean 
greater than 100% leaving group departure at the transi­
tion state. It simply means that the new reaction under 
study is actually more sensitive to charge build up on 
the leaving group than is the reaction where the leaving 
group departs from a proton. 

11.5.11 Structure-Function Correlations with the R Group 

The R group of R- LG has a very large effect on the rates of and the interplay between S 2 
and SNl reactions. One needs to focus upon several issues related to the structure of the 
R group to understand substitution reactions-namely, sterics, electronics, and adjacent 
groups. For simplicity, we split this discussion into a focus upon SN2 reactions and then SNl 
reactions. However, keep in mind that there is a continuum of reactivi ty with varying de­
creases of nucleophilic attack and leaving group d eparture. 

Effect of the R Group Structure on SN2 Reactions 

Since the nucleophile directly adds to the carbon with the leaving group in the rate­
d etermining step of an SN2 reaction, the more s terically encumbered the carbon under 
attack, the slower the reaction. This is a classic and reliable predictor of reactivity. Table 
11.5 shows the average relative rate of displacem ent of leaving groups by nucleophiles 
for a series of R groups under experimental conditions that impede SNl pa thways. As 
groups are attached to the carbon undergoing nucleophilic attack, the rate dramatically de­
creases. However, placing groups adjacent to the carbon under a ttack also slows the substi­
h ltion, and to an even greater extent. In fact, the slowest substirution reported h ere is for 
R = neopentyl. 
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Table 11.5 
Average Relative Rates 
of SN2 Substitution Reactions 
on Various R-X Species* 

Rgroup Relative rate 

Methyl 1 
Ethyl 3.3 X I0-1 

Propyl 1.3 X I0-2 

Isopropyl 8.3 X I0-4 

t-Butyl" 5.5 X 10-s 

Neopenty l 3.3 X I0-7 

Allyl 1.3 
Benzyl 4.0 

*Streitw ieser, A., Jr. (1962). Solvolytic Displacement 
Reactions, McGraw-Hill, New York. 

' Estimated from Cook, D., and Parker, A. j. 
" Halide Exchange at a Saturated Carbon Atom 
in Dime thy lformamide Solvent. Com parison of 
Experi menta l Rates and Arrhenius Parameters 
with Values Calcula ted by Ingold." f. Clwn. 
Soc B, 142 (1968). 

Let's examine the reason behind these trends. Increasing substitution on the carbon un­
d ergoing nucleophilic attack results in larger steric repulsions at the transition state. At the 
transition state, the steric congestion between the R groups attached to the carbon undergo­
ing nucleophilic a ttack is somewhat relieved, because the R groups ch ange from being sepa­
rated by 109° angles to nearly 120° angles. However, these groups are now approximately 90° 
from the nucleophile and the leaving group. The more groups placed 90° from the nucleo­
phile and leaving group, the more s trained the transition state. In add ition, the degrees of 
freedom of the activated complex are more restricted with groups attached, because the nu­
cleophile and leaving group bending vibrations are stiffer due to the steric influence of the 
attached groups. Hence, overall, the transition state is d estabilized with increasing substitu­
tion at the carbon undergoing attack. 

A related interpretation of the steric effects on SN2 reactions focuses upon entropy. In 
general, there are larger negative entropies of activa tion for reactions where many h eavy 
nuclei must move simultaneously on going from the reactant to the transition state. This oc­
curs in an SN2 reaction with larger and more R groups attached to the carbon undergoing 
nucleophilic attack. This interpreta tion of the R group structure-reactivity relationship is fo­
cused upon the mass of the groups attached to the carbon undergoing nucleophilic attack 
rather than on their s teric size, and is called the ponderal effect. 

In the case of adjacent groups, these effects are even more severe. For example, in the 
extreme, a neopentyl halide achieves a transition s tate where the nucleophile and leaving 
group are proximal to a t-butyl group. This leads to a substantial bending of the trajectory 
of the nucleophile away from the optimal linear approach, and therefore creates a very 
strained transition state. 

Electronic effects do not play nearly as large a role in SN2 reactions as do steric effects. 
However, electronic effects can be important. For example, Table 11.5 shows that a rate ac­
celeration occurs due to a neighboring alkenyl or phenyl group. Ben zyl, allyl, and methyl 
groups all have similar reactivities. This can be viewed as a resonance effect or an orbital 
mixing effect. On the next page we show the developing CJ bond to the incoming nucleophile 
as essentially a p orbital on the allylic carbon. This orbital results from addition of the lone 
pair on the nucleophile to the antibonding R-X bond. It can mix with 'IT* orbitals of the al­
kenyl or phenyl group. This developing CJ bond must be aligned w ith the '1T bond to experi­
ence this orbital mixing / resonance stabilization . 
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Alternatively, the rate acceleration found for allyl and benzyl groups in SN2 reactions 
can be viewed a an inductive effect. The electron withdrawing nature of the sp2 hybridized 
carbons of a vinyl or phenyl group makes the carbon more electrophilic, and therefore more 
reactive toward nucleophilic attack. Both effects are likely involved. 

Other groups adjacent to the leaving group can also be expected to stabilize an SN2 tran­
sition state by resonance, including cyano and carbonyl. Indeed, this is a common observa­
tion. However, the effect actually depends upon the nucleophile. For example, the reaction 
of a -bromoacetophenone is faster than that of benzyl bromide when the nucleophile is io­
dide, but is slower when the nucleophile is an amine. Furthermore, an additional effect 
arises to en hance substitution on a carbon with carbonyl or cyano substituents. Pearson 
has suggested that the increased reactivity of a-halo carbonyl s tructures with negatively 
charged nucleophiles results from a dual electrostatic attraction of the nucleophile to the 
positive end of both the carbonyl and the C-X bond, as show n in the margin. 

To probe the effect of changing the R group on the interplay between SN2 and SN1 re­
actions, we can vary the solvent. The competition between S 2 and S 1 reactions can be 
deciphered by looking at the Grunwald-Winstein and Schleyer linear free energy relation­
ships. Table 11.6 lists some land m values (look back at Section 8.4.2 for definitions if neces­
sary). For example, the primary systems ethyl and benzyl have large l values, indicating that 
they react with a significant fraction of SN2 character. The secondary systems have large m 
values, indicating more carbenium ion and SN1 character. 

Table11.6 
land m Values for the Substitution 
Reactions of Alkyl Tosylates* 

Compound 

Ethyl-OTs 0.89 

Benzyl-OTs 0.75 

Isopropyl- OTs 0.49 
Cydohexyl- OTs 0.32 

m 

0.40 
0.64 

0.62 
0.78 

•schad t, F. L., Bentley, T. W., and Schleyer, P. v. R. 
"The 5,;2-S,;l Spectrum. 2. Q uantitative Trea tments 
of 1 ucleophilicSolvent Assistance. A Scale of Sol­
vent lucleophilicitie ." f. Am. Chem. Soc., 98, 7667 
(1976). 

Effect of the R Group Structure on SN1 Reactions 

The effect of R group structure in SN1 reactions is of paramount importance. Since the 
rate-determining step in SN1 reactions is ionization to give the carbenium ion, the rate di­
rectly depends upon R group structure. To make predictions about reactivity, we need tore­
call a ll the factors discussed in Chapters 1 and 2 that are found to stabilize carbenium ions. 
Even though we do not normally observe the nucleophilic addition step kinetically, the R 
group structure also affects this step. The R group influences the lifetime of the carbenium 
ion and w hether it reacts as part of a contact ion pair, a solvent-separated ion pair, or a com­
pletely free carbenium ion. 

We will not dwell again upon the factors that stabilize carbenium ions. Suffice it to say 
that increasing the number of alkyl and electron donating groups stabilizes these structures, 

ooe 
o~xoe 

: :80 
e:.: 

Nuc : 

Nucleophile attracted 
to two sites 
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Two cartoon orbital interactions 
showing hyperconjugation 

kcH,IkH= 5.5 X 10
4 

kph/kcH = 4.6 X 10
3 

3 

Relative rates of solvolysis 

Table11.8 
Relative Rate Constants 
for the Solvolysis 
Reactions of Various 
Bridgehead Reactants* 

Approximate 
Reactant relative rate 

I ~I 
~~k I 

~ ~ I 

.. ···--------l 

--+------1 

~ I 
LG 

£b I 
LG 

LG J 

*Bingha m, R. C., and Schleyer, 
P.R. "Calculation of Bridgehead 
Reacti vities." f. Alii. Che111. Soc., 93, 
3189 (1971). 

and hence speeds upS 1 reactions. The increase in rate that results from alkyl group substi­
tution is due to hyperconjuga tion (also called cr conjugation), which stabilizes the cation by 
electron donation to the empty p orbital [shown schematically in the margin using a 1r(CH3) 

group orbital on a methyl, or alterna tively with an sp3 hybrid]. 
Sh own in the margin are some dramatic rate effects that were measured under condi­

tions that assist SN1 pathways, with only a small fraction of an SN2 pathway. Substitution of 
a hydrogen by a methyl on isopropyl chloride gave a 5.5 X 104 increase in rate . Substitution 
of a methyl by a phenyl gives a 4.6 X 103 enhancement. As another series of examples, the rel­
ative ra tes of solvolysis of PhCH2Cl, Ph2CHCl, and Ph3CCl in mixtures of diethylether / eth­
anol are 1, 1.75 X 103

, and 2.5 X 107
, respectively. Thus, the addition of phenyl rings dramati­

ca lly s tabilizes conjugated carbocations. 
Table 11.7 shows a series of Hammett sensitivity parameters for various S ,1 reactions 

using a+ substituent constants. The p value is indicative of the amount of positive charge 
present in the transition state. The larger the magnitude of p, the more positive the charge. 
Some trends are noteworthy. The smallest negative number (entry 1) is for triphenylmethyl 
cation, the most stable carbenium ion. This is as expected, because the reaction would be the 
least endothermic, and by the Hammond postulate the transition state would be most 
reactant-like, thereby having the least ca tionic character. 

Table 11.7 
Hammettp Values for SNl Solvolysis 
Reactions of Various R-X Structures* 

Entry Reactantt p Value Experimental conditions 

I I 
X Ph I ! 

, 1 0+ Cl -2.68 40% Ethanol/60% diethylether, 0 oc I 

!_ -~ --TI• X~ - . -3 ,~ --t----;;o/::,::,,~,~~:~:. " ·c ~1 
! "=~ U I i 

3 

------~------~---------
X H I O+c1 

Ph 

-4.06 2-Propanol, 25 oc 

4 90% Aqueous acetone , 25 oc 

+------ --·-----------

80% Aqueous acetone, 25 oc 

xe-sOpNB if(_' 
--------j 

-5.15 80% Aqueous acetone, 25 oc i 
I _..._ 

*Brown, H. C., Rav indranathan, M., Pe te rs, E. N., Rao, C. G., a nd Rho, M. M. "Struc­
tural Effects in Solvo lytic Reactions. 22. Effect of Ring Size on the Stabiliza tion o f Devel­
oping Ca rboca ti ons as Revea led by the Tool of Increasing Electron Demand ." f. Alii . 
Cheiii . Soc., 99,5373 (1977). 

' OpNB = p-nitrobenzoa te. 

Strain in the formation of the carbenium ion will impede an SN1 reaction (see entry 6 
in Table 11.7). The strain can either be in the form of a carbon skeleton that does not allow 
the carbenium ion center to achieve a planar sp2 hybridization, or a carbon skeleton where 
hyperconjugation by neighboring groups cannot occur due to a lack of orbital alignment. 
Bridgehead effec ts are the most common examples of these types of strain. Table 11 .8 shows 
the relative solvolysis rates of a series of structures with bridgehead leaving groups. As 
mi ght be expected, the ra te of solvolysis decreases as the ring sizes in the bicyclic systems de­
crease, because the carbenium ion increasingly becomes more strongly pyramidal. 
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One must analyze all the characteris tics of a substituent to predict its behavior. For ex­
ample, a cyano or carbonyl group is electron withdrawing via resonance when stabilizing a 
negative charge. Furthermore, both are electron withdrawing via induction. However, they 
can a lso donate electrons via resonance, as shown in the margin. Although these resonance 
structures are not particularly good, they do stabilize the cation somewhat. Therefore, the 
electron withdrawing cyano and carbonyl groups actually impede SNl reactions more when 
they are one carbon away from the carbenium ion. 

As an example, consider the relative rates of solvolysis shown below. The all-alkyl sys­
tem is indeed the fastest, yet when the electron withdrawing cyano is placed directly on the 
site of carbenium ion formation, the rate is faster than for an adjacent cyano. 

Relative rates of solvolysis 

Another case in which the different characteristics of a group need to be considered is 
the effect of heteroatoms. When they are not directly attached to the carbon undergoing ion­
ization, an electronegative atom such as 0 , N, or S destabilizes carbenium ions and slows 
SNl reactions due to inductive electron withdrawal. However, when they are directly at­
tached, they accelerate SNl reactions due to resonance stabiliza tion. Nitrogen is the best at 
stabilizing a carbenium ion and thereby accelerating SNl processes. Sulfur seems to have a 
variable effect in this resonance stabilization; its orbitals are larger than those of C and hence 
the sizes are misma tched, butS is very polarizable. 

Heteroatoms are not the only groups that will facilitate an SNl reaction when in proxim­
ity to the cationic center. Resonance effects in allyl or benzyl carbenium ions s tabilize the cat­
ionic center and hence facilitate the subs titution reaction. Yet, 'TT systems further away from 
the cationic center can also get involved if the ir geometry is such that they are oriented to­
ward the carbenium ion's empty p orbital. Consider the solvolysis of cholesterol tosylate in 
Figure 11.7. Two products are formed, and the solvolysis rate is approxima tely 100 times 

TsO 

A cO 

Figure 11.7 

-
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Solvolysis of cholesteryl tosylate enjoys an extra stabiliza tion due to the 
geometry of the adjacent double bond. 
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faster than without the double bond. The starting material is referred to as homoallylic. This 
term is used when one carbon is between the leaving group and the double bond versus a 
norma l allylic system . Correspondingly, the resulting carbenium ion is considered to be ho­
moconjugated (see Section 2.4.1). 

Hybridization affects the rates ofSN2 and SN1 reactions, too. Until this point, our di scus­
sions of SN2 and SN1 reactions have focused upon alkyl R groups. This is because SN2 reac­
tions can only occur when the leaving group is attached to an sp3 carbon; the rate is zero for 
an sp2 hybridized carbon. However, SN 1 reactions, on rare occasions, will occur with alkenyl­
LG compounds. Such reactions require a very good leaving group, such as triflate, but they 
can occur (Eq. 11.29). 

R r'x RH¥+ 0 >=< - R+X 
R R R 

(Eq. 11.29) 

11.5.12 Carbocation Rearrangements 

Whenever a carbocation is an intermediate in a mechanism, rearrangements are pos­
sible. Besides the study of carbocation structures and reactivity in stable ion media, the m a­
jority of the information chemists have on carbocation rearrangements comes from SN1 sol­
volysis reactions. A hydrogen, alkyl, or aryl group on a carbon adjacent (13) to the cationic 
carbon can shift to form a different carbocation. This is called a Wagner-Meerwein shift. Eg. 
11.30 shows a thermoneutral exa mple. 

e 
~ 

H(R) 

-- ~ e (Eg. 11.30) 
H(R) 

Eq. 11 .31 shows one example where the only product found in the SN1 reaction derives 
from a carbocation rearrangement. In this example, a primary carbenium ion is formed first, 
but a methyl migration crea tes the more stable tertiary carbenium ion. However, the precise 
timing of such migra ti ons is debated, as we will see below. Since S, 2 reactions are concerted, 
rearrangements are impossible (Eq. 11.32). 

Interes tingl y, carbocation rea rrangements occur even when the shift does not create 
a more stable cation. Eg. 11.33 gives a case where two products are obtained, both of which 
result fro m secondary carboca ti ons that are expected to be comparably stable. Lastly, we 
note that rearrangement can be driven by a relief of ring strain . Eq . 11.34 shows an example 
in which the Wagner-Meerwein shift expands a cyclobutane to a cyclopentane ring, even 
though the shjft converts a tertiary carbenium ion to a second ary carbenium ion. 

0 r 0 e 0 Br 

)("'OH HBr )("'OH2 
8

N
1 

)( - ~ ~ "~" (Eg. 11.31) 
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Br 

~ ~ 
Br 

86% 14% 

(Eg. 11.32) 

(Eq. 11.33) 
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8 
Cl -

Cl 

(:;< (Eq. 11.34) 

There are stereochemical requirements for carbocation rearrangements. The group that 
migrates must be involved in hyperconjugation prior to shifting. Hyperconjugation requires 
that the bond to the migrating group be aligned with the empty p orbital on the carbocation 
center. A shift where the potential migrating group is orthogonal to the empty p orbital will 
not occur. For example, 2-adamantyl cation will not undergo an intramolecular migration of 
the adjacen t hydrogen even though it would create a tertiary carbocation (see below). In the 
drawing on the left, the hydrogen is in the plane of the paper, as drawn, while the p orbital on 
the cationic carbon points in and out of the plane of the paper; the C-H bond and the p orbital 
are not aligned . The ball and stick figure shows a different orientation. 

~~ot po~ibl• 

2-Adamantyl cation 

An impossible hydride shift 

It should be appreciated that carbocations are in general fluxional molecules. As dis­
cussed in Chapters 1 and 14, the barriers to hydride shifts are very low, and in many cases 
bridged structures are the lowest in energy. This means that carbenium ions formed from 
systems that at first glance do not appear to have any driving force for rearrangement of­
ten do, as in Eq. 11.33. As another example, cyclopentyl carbocation undergoes 1,2-hydride 
shifts, even though more stable structures are not created (Eq. 11.35). The rate of these degen­
erate shifts at -139 oc is 3.1 X 107 s-1, such that all five carbons become equivalent in the 13C 
NMR spectrum. 

(Eq. 11.35) 

Even rearrangements that create a less stable carbenium ion can occur, if the energy dif­
ference between the two ca tions is not too large. Isopropyl cation (CH3CH+CH3 ) scrambles 
its hydrogens via formation of n-propyl cation (CH3CH2CH2 +),although the thermodynam­
ically more stable cation is clearly secondary. Interestingly, even the carbons in isopropyl 
carbocation scramble their positions in stable ion media. The proposed mechanism involves 
rearrangement to protonated cyclopropane (Eq. 11.36). This scrambling of the carbons is 
slower than the hydride shifts at -78 oc, taking an hour for a radio label at the secondary car­
bon in isopropyl ca tion to be completely scrambled. 

(Eq. 11.36) 

Because carbocations are so fluxional, the timing of the migration during a substitu­
tion reaction has been questioned. Returning to a prototype reaction, such as Eq. 11.31, the 
question is whether the proposed, first-formed primary cation actually has a finite life­
time, or whether the methyl migration shown as a discrete step actually occurs simulta­
neously with leaving group departure (see Section 11.5.13). Note that simultaneous migra­
tion is well-established for phenyl groups and intramolecular nucleophiles. The question is 
whether hydrogens and alkyl groups migrate simultaneously with leaving group depar­
ture, and the debate has been contentious. 
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The timing of migration is a subtle issue. Extensive studies have shown that there is 
an entire spectrum of reactivity. In some systems migration of the electrons from the neigh­
boring group is simultaneous with leaving group departure; at the other extreme lies the 
phenomenon of hyperconjugation. The two can be viewed as just different degrees of the 
same d elocalization process. These subtle differences are part of the complexity in chemical 
reactivi ty that naturally arises when the potential surface for a structure is relatively flat, 
with small energy differences between different structures and the transition states that in­
terconvert them. Such is almost always the case with a carbocation. When there is a direct in­
teraction through space between the electrons in the u bond that migrates and a developing 
cationic center, the term o- participation is used. 

Going Deeper 

Carbocation Rearrangements in Rings 

We have presented car boca tion rearrangements in the 
context of substitution reactions. Yet, rearrangements and 
issues that are relevant to carbocation stru cture are appli­
cable to any reaction involving carbocations-namely, 
additions, eliminations, rearrangements, e tc. One exam­
ple is the acid-catalyzed ring opening of epoxides. 

Unusual rearrangem ents occur in the acid-catalyzed 
ring opening of large-ring epoxides, and with other reac­
tions that create carbocations w ithin large rings. The 
acid-ca talyzed ring opening of epoxycyclooctene in 90% 
formic acid I 10% wa ter gives the products shown below, 
in addition to the expected trans-1,2-cyclooctanediol. 

A hydrogen from across the ring has migrated to 
yield the products. This kind of a migrati on is referred to 
as a transannular shift. In Chapter 2 transannular strain 
(Figure 2.13) was discussed. lt arises from steric repul-

"' H H 

sions between hydrogens across from each other in 
medium-sized rings. The hydrogens in position 5 from 
the cationic site shown below are in close proximity to 
the cationic carbon and they can shi ft across the ring. 

The resu lting 1,4-diol is exclusively cis, although the 
carbenium ion should lead to both cis and trans products. 
Therefore, the mechanism involves some extent of migra­
tion of the hydrogen during the ring opening, creating a 
bridged carbonium ion similar to those discussed with 
regards to non-classical ca rbocations (see Section 11.5.14). 
The hydrogen w ill mig rate to the backside of the epoxide 
as it opens, and attack by water occurs from the top side, 
resulting in cis ste reochem istry. 

Roberts, A. A., and Ande rson, C. R. "[on Pairs and H ydride Participa tion 
in the Acetolysis of Cyclooctyl Tosylate." Tetraiied.-on Lett., 44,3885 (1969), 
and references therein . 
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11.5.13 An chimeric Assistance in SNl Reactions 

We noted previously that aN, 0, orSon the same carbon as a leaving group can facilitate 
an SNl substitution reaction because of donation of the heteroatom's lone pair toward the 
carbenium ion center. However, an electron donating group does not have to be bonded 
to the same carbon as the leaving group to participate in this manner. When the donating 
group is not on the same carbon, yet facilitates formation of the carbenium ion, this phe­
nomenon is known as anchimeric assistance or neighboring group participation. Even ho­
moallylic interactions (see Figure 11.7) can be described by these terms. Eq . 11.37 shows a 
schematic example, indicating that this interaction is really just a form of intramolecular nu­
cleophilic attack. 

Anchimeric n assistance 

~ ~" I LG 

e 
X
('""\ - : Nuc 

e ~ -....j~ -

e 
+ LG 

{(_ 
Nuc 

(Eq. 11.37) 

One specific example involving anchimeric assistance is given in Figure 11.8, in which 
an enantiomerically pure reactant with two stereogenic centers undergoes solvolysis to give 
a racemic mixture of products. This can be explained by the intermediacy of the cation 
shown in part B of the figure. Here, the appended acetate "leaned" over to fill the developing 
empty p orbital of the cation. This creates a fully symmetric intermediate, and hence racemic 
products. Anchimeric assistance speeds the reaction, in that the reaction depicted in Fig­
ure 11.8 occurs approximately 103 times faster than the reaction of the analogous cis reactant. 
Therefore, the anchimeric assistance occurs in the rate-determining step involving leaving 
group departure, not after formation of the carbenium ion. In addition, the entropies of acti­
vation of the trans structures are typically more negative than the cis analogs, indicating a 
more ordered transition state. 

A. B. 

Figure 11.8 
A. Anchimeric assistance in the solvolysis of a cyclohexyl tosylate. 
B. The symmetrical intermediate proposed. 

The requirement for an anti arrangement of the leaving group and the group undergo­
ing anchimeric assistance can be seen with the entries given in Table 11.9 for a similar reac­
tion. A trans acetate is much more active in the acetolysis reaction of 2-substituted cyclo­
hexyl brosylates than a cis acetate. Both reactants are less active than a simple cyclohexyl 
derivative due to the electron withdrawing acetate groups. Inte restingly, while the trans iso­
mer is more active, its entropy of activation is more negative, supporting the notion of a 
more organized transition state due to the anchimeric assistance. A trans bromine or me­
thoxy group adjacent to the leaving group are also enhancing relative to the cis acetate, both 
groups also being capable of anchimeric assistance. 
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Connections 

Table 11.9 
Relative Rate Constants and Activation 
Parameters for the Acetolysis of 2-Substituted 
Cyclohexyl Brosylates* 

HOAc 

y MP (kcal/mol) ~st (eu) 
I 1 27 1.5 ~-~-----f-----· 

~ans-OAc __ 0.24 26 -4.2 
I cis-OAc 3.8 X 10-4 31 -3.5 ! 

i trans-Br 0.1 28 0.8 

I trans-OMe 0.06 27 -3.4 

*Winstein, S., G runwald, E., and Ing raham, L. L. "The Role 
of Neighboring Groups in Replacement Reactions. XII. Rates 
of Acetolysis of2-Subs tituted Cyclohexyl Benzene Sulfonates." 
jAm. Chem. Soc., 70, 821 (1948). 

Anchirneric Assistance in War nucleophile. The reason for the SNl behavior is anchimeric 
assistance by the neighboring sulfur, creating a cyclic sul­
fonium ion. This cyclic structure rapidly reacts with a vari­
ety of nucleophiles, including water, but also proteins and 
other biomolecules. These reactions create HCI, which 
severely burns and blisters the skin. 

Although chemistry has played a large role in improving 
human life, it can also be put to negative uses. In World 
War I, chemical weapons were commonly used, and mus­
tard gas was the most prevalent. The solvolysis of mus­
tard gas occurs with no kinetic dependence upon the 

CI~S~CI .. . 
Mustard gas 

8 
Cl 
-HCI 

Although anchimeric assistance primarily occurs from groups possessing lone pair 
electrons, other forms of electron rich groups can also get involved, including 'IT bonds. Prob­
ably the most common is a phenyl ring. Cram, for example, studied the solvolysis of erythro­
and threo-3-phenyl-2-butyltosylate in acetic acid and found products indicating retention 
and scrambling, respectively. The mechanisms given in Figure 11.9 are consistent with these 
observations, giving the proper retention and scrambling. Departure of the tosylate is facili­
tated by the neighboring phenyl ring to yield these results. An intermediate called a phe­
nonium ion is formed, where the phenyl bridges between two carbons. The phenonium ion 
derived from the erythro or threo reactants contains a C2 axis or a mirror plane of symmetry 
(C5 ), respectively (see Figure 11.9 C). Equal attack at the two symmetry-related carbons leads 
to the observed stereochemical outcomes. 
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B. Phenonium ion 
Figure 11.9 
A. Pathway followed in the solvolysis 
of erythro-3-pheny 1-2-buty 1 tosyla te. 
B. Pathway followed in the solvolysis 
o f threo-3-phenyl-2-butyltosylate . 
C. Models of the p henonium ions 
from parts A and B respectively. 

c. c2 symmetric C5 symmetric 

11.5.14 S Nl Reactions Involving Non-Classical Carbocations 

When carbons are attached to more than four ligands, they are said to be hypervalent. 
Because carbocations are so electron deficient, they often become hypervalent as a means of 
gaining more electrons, and the associated cation is called a carbonium ion. While this 
might seem like an unusual situation, a number of structures with hypervalent carbons are 
known, including some very stable molecules (see the Connections highlight given on page 
666). We noted in Chapter 1 that such structures employ 3-center 2-electron bonds, a com­
mon motif in electron deficient molecules. When the hypervalent interaction can be viewed 
as the donation of a C- C a bond to a cationic center, we have what are called non-classical 
carbocations. Initially, solvolysis reactions that produced rearranged products were the pri­
mary testing ground for non-classical carbocations. In time, however, essentially every ma­
jor tool of physical organic chemistry was brought to bear on this challenging, and some­
times frustrating, problem. 
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Norbornyl Cation 

Figure 11.10 shows the products from the solvolysis of exo-2-chloronorbornane (one car­
bon is labeled with an asterisk in order to follow the carbon skeleton rearrangement). Only 
exo products are obtained, w hich means that the en do face of the bicyclic system is protected 
by the bonding geometry of the intermediate carbocation (see the definition of" en do" and 
"exo" in the margin and in Chapter 6). In addition, the product is racemic, suggesting an in­
termediate with a plane of symmetry. 

L HOAc LJ2c1 * -~ _ .. 

AcOJb 
* 

Figure 11.10 
The accepted solvolysis pathway for 2-norbornyl systems. 

The experimental observations are consistent with the intermediacy of a non-classical 
carbocation ca lled the norbornyl cation (see Figure 11.10), a structure primarily attributed 
to Winstein. The non-classical structure possesses an internal mirror plane of symmetry, and 
the en do face of the compound is protected by the bridging interaction. This, at the time, was 
a highly novel proposal, and it was not universally accepted. The experimental observations 
could alternatively be explained by invoking two classical carbocations rapidly equilibrat­
ing via carbon shifts (Eq. 11.38). The biggest proponent of this explanation was Brown. The 
dis tinction between these two possibilities is an important issue to discuss. 

7 

5 ~ 3 DJ Carbon shift 

6:• 1 liJ 
(Eq. 11.38) 

Let's first examine some of the hydride shjfts of the norbornyl cation as a means of ex­
ploring the once contentious issues associated with this structure. The most conventional re­
action of the norbornyl ca tion is the simple hydride shift seen in many cations, and called 
here a 3,2-shift to designate the originating and terminating carbons (Eq. 11.39). Less con­
ventional is the 6,2-hydride shift (Eq. 11.40). This is a facile process because the endo C6-H 
bond aligns well w ith the empty p orbital at C2, greatly facilitating migration (see in the mar­
gin). These hydride shifts alone cannot explain the products found from the solvolysis of 
2-norbornyl systems. For example, consider Eg. 11 .41. The predicted carbon label positions 
are not in the same positions as experimentally observed (Figure 11.10). 

J:;H 3,2-Shift Jbe (Eq. 11.39) 

0 

R 6,2-Shitt JJ 
0 

(Eq. 11.40) 

H 
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(Eq. 11.41) 

Let's return to the conventional Wagner-Meerwein carbon shift as proposed by Brown, 
in which C6 migrates to the cationic center, making C1 the new cationic center (Eq. 11.38). 
The unique symmetry of the norbornyl system is such that this novel rearrangement is de­
generate, creating a new 2-norbornyl cation. Trapping of the two cations given in Eq. 11.38 
with solvent would give racemic products with the label in the correct positions. In fact, if 
the hydride shifts ofEqs. 11.39 and 11.40, as well as this carbon shift of Eq. 11.38 are all facile, 
all the carbons and all the hydrogens of 2-norbornyl cation will become equivalent. Indeed, 
both the 1H and 13C NMR spectra show only one line at room temperature in stable ion 
media. 

The hydride shifts of norbornyl cation are well accepted; it is the carbon shift that has 
generated so much controversy. The issue is whether Eq. 11.38 is very facile, or whether we 
have a single symmetrical structure (see the drawing below). A large fraction of physical or-

T.S. or minimum? 

/ 
~~~ 

Reaction coordinate 

ganic chemistry studies in the 1950s and 1960s focused on the norbornyl carbocation. It is 
fair to state that the evidence strongly supports a non-classical cation, and it is now the most 
well accepted interpretation. Importantly, the studies on the structure of norbornyl cation 
caused chemists to re-think many of their paradigms of reactivity and structure. 

As just stated, a good deal of evidence indicates that the bridged structure is the most 
stable, both in the gas phase and in stable ion media. The highest level electronic structure 
theory calculations find the bridged form more stable by 2-4 kcal / mol. Furthermore, recall 
from Chapter 2 that the gas phase hydride ion affinity (HIA) data also support the non­
classical view. As shown in Table 2.8, the 2-methyl-2-norbornyl cation has an HIA of 225 
kcal/ mol, a typical value for an eight-carbon 3° cation, and it is generally accepted that this 
is a conventional carbenium ion. However, the HIA of 2-norbornyl is 231 kcal l mol, only 6 
kcall mol higher than the analogous 3° system. We discussed in Chapter 2 that a typical HIA 
2° I 3° energy difference is 17 kcal I mol. The substantially smaller value in this case indicates 
a special stabilization of this 2° ion, consistent with the notion that there is something unique 
about its structure. 

Even though the 2-methyl-2-norbornyl cation is viewed as a carbenium ion, there is still 
a strong interaction between the C1-C6 bond and the cationic center formally at C2. This is 
illustrated by an x-ray structure of the 1,2,4,7-tetramethyl-2-norbornyl cation, key features 
of which are shown in the margin (some methyl groups have been deleted for clarity). The 
substantial lengthening of the C1-C6 bond (see Eq. 11.38 for the numbering scheme) and the 
shortening of C1-C2 show the strong hyperconjugative interaction in this "classical" sys­
tem. As we have seen many times before, there are rarely clear-cut dividing lines in physical 

1~A=225~A=231 
~ e 

Hydride affinities 

1 . 71 A~141A 
2.11 A 

Geometry of methylnorbornyl cation 
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organic chemistry. This 3° carbocation lies at neither extreme of the classical-non-classical 
ion continuum; it is an intermediate structure. 

Returning to the parent 2-norbornyl ion, several studies in stable ion media support 
the bridged non-classical structure. At low temperatures, the 3,2- and 6,2-hydride shifts are 
slow on the NMR timescale. However, at no temperature have the C1 and C2 carbons be­
come inequivalent. This could either mean that, in fact, the stable structure is the symmetri ­
cal bridged ion, or that the barrier to the reaction given in Eq. 11.38 is so small that the reac­
tion is fast even at the lowest temperatures that are feasible for solution NMR. 

In order to go to even lower temperatures to try to freeze out the putative Wagner­
Meerwein shift of Eq. 11.38, several studies in frozen stable ion media have been performed. 
The most impressive is the solid state NMR spectrum of 2-norbornyl cation taken at 5 K! Un­
der these conditions, the system still appears to be a single, symmetrical ion as shown in Fig­
ure 11.10. If there is a rapid equilibration of two structures over a finite barrier, that barrier 
must be ::::; 0.2 kcal / mol. It is generally considered that, if anything, the solid state should ar­
tificially increase barriers due to steric hindrance to a tom movement, so if the structure is not 
symmetrical, the barrier is very low. 

In summary, the prevailing wisdom now finds that the 2-norbornyl cation is non­
classical, and that this should not be all that surprising. Donation of filled orbitals to empty 
orbitals is always stabilizing, and when the filled orbitals are aligned with the empty p or­
bital of a carbocation, this donation can and will occur. 

Cyclopropylcarbinyl Carbocation 

Another one of the more extensively investigated carbocation systems derives from 
SN1 reactions on homoallyl, cyclobutyl, or cyclopropylcarbinyl derivatives. Solvolyses of 
all three of these systems give very interesting product mixtures. Let's examine just a few 
examples. 

The solvolyses of cyclopropylcarbinyl and cyclobutyl derivatives often give exactly the 
same products, in close to the same ratios, as observed by Roberts in 1951. The reaction of 
certainhomoallyl derivatives will also give these products, buthomoallyl structures are also 
very susceptible to SN2 reactions and will therefore sometimes deviate in the product ratios. 
A comparison where all three derivatives give the same products in similar ratios is shown 
in Eq. 11.42. The data indicate that there is likely a common intermediate in all three of 
these reactions. 

(Eq. 11.42) 
48% 48% 4% 

or 

~OTs 

Furthermore, radio labeling studies have revealed that the solvolysis of cyclopropylcar­
binyl diazonium (the first reactant given in Eq. 11.42) results in partial scrambling of the car­
bon attached to the diazonium group into all of the carbons of all three products. Hence, 
there must be an intermediate where several of the carbons become equivalent. Another 
facet to this puzzle is that cyclopropylcarbinyl, cyclobutyl, and homoallyl derivatives all 
undergo solvolysis faster than analogous structures. For example, cyclopropylcarbinyl to­
sylate undergoes solvolysis approximately 106 times faster than isobutyl tosylate. 

Below we lay out the key carbocationic intermediates that could be involved in these 
solvolysis reactions. Cyclobutyl, cyclopropylcarbinyl, and 3-butenyl structures are conven­
tional carbenium ions. Less conventional are the bicyclobutonium and tricyclobutonium 
ions. Although part of the earlier analyses of the solvolysis reactions, the tricyclobutonium 
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ion is no longer considered a likely contributor to most reactions, and will not be discussed 
further here. 

D 
<±> 

Cyclobutyl 
cation 

Cyclopropylcarbinyl 
cation 

<±> 
~ 

3·Butenyl cation Bicyclobutonium 
cation 

H 

H--~--H 
HYJ~\H 

H H 

Tricyclobutonium 
cation 

Roberts originally proposed a series of rapidly equilibrating bicyclobutonium ions to 
explain these results. We can view bicyclobutonium ion as a cyclopropylcarbinyl system in 
which the CH2 +group is "leaning over" to interact with one edge of the cyclopropyl ring (see 
below). In Chapter 14 we will analyze a model of bonding for cyclopropane (Walsh orbitals) 
that emphasizes substantial p character in the bonding orbitals of the ring. The C -C bonding 
MOs do not lie along the line connecting carbons of the ring, but instead bulge out and away 
from the ring. The electrons in these cyclopropane C-C bonds are higher in energy than in 
standard alkanes (the ring is strained). The use of these orbitals in interactions with an 

Ways to draw the delocalization 
in cyclopropylcarbinyl cation 

empty p orbital seems quite sensible. The CH2 +can "lean" to the left or the right, so two dif­
ferent bicyclobutoniums can form (Eq. 11.43). The interconversion of the two bicyclobuton­
ium ions places partial positive charge on each carbon of the cyclopropane ring. 

(Eq. 11.43) 

Another way to envision bicyclobutonium is to start from the homoallyl cation and 
write an interaction between the cationic carbon and both carbons of the double bond. Weal­
ready analyzed the stabilization of cations by a homoallyl interaction in reference to Figure 
11.7, and so the bicyclobutonium ion should not be too surprising. 

Ways to draw the delocalization 
in homoallyl cation 

Despite having made these analogies to other systems, the exact nature of the C4H 7 + sys­
tem is less clear than that of norbornyl, and it is still under investigation. Considerable evi­
dence exists in support of both the bicyclobutonium and cyclopropylcarbinyl carbenium 
ions as important contributors to C4H 7+. Under stable ion conditions these two appear to be 
in equilibrium. As with so many carbocations, a very flat potential energy surface is implied, 
with structures of similar energy and low barriers to interconversion. 
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Connections 

Further Examples of Hypervalent Carbon 

ln Chapter 1 we explicitly noted the isoelectronic rela­
tionship between BH 3 and CH3 ' , and we used the three­
center-two-electron bonding in boranes as a springboard 
to rationa li ze bonding features of carbocations. Another 
hallmark of borane chemistry is the existence of highly­
bridged, polyhedral structures such as the dodecaborane 
dian ion, B, 2 H 12

2
- , which has a perfect icosahedral struc­

ture (see below). Since CH+ is isoelectronic with BH, 
disubstitution into dodecaborane produces the neutral 
carborane structures, C2B11 ,H 12 . As shown below, three 
isomeric carboranes are possible, and they are called 
ortho, meta, and para by analogy to aromatic chemistry. 
The conclusion is unavoidable that the carbon a toms of 
the ca rboranes are hcxncoordinntc (remembet~ • = CH). 
Whi le th is suggests an exotic bonding scheme, the 
molecules themselves are quite robust. At very high 
temperatures( > 500 °C), the orthol meta I para isomers 
intercon vert, but there is no decomposition. It is gene r­
ally accepted that carboranes can be viewed as three­
dimensionally aromati c molecu les. These are certa inly 
electron defi cient molecules (convince yourself that there 
arc not enough valence electrons to describe al l the bonds 
drawn in the carborane structures as conventional two­
electron bonds). Again, we see that under electron defi­
cient cond itions carbon, like boron, can form structures 
that are stab le but hypervalent. 

Dodecaborane 
Each vertex = BH 

Ortho Meta 

Carboranes 
1ID = CH 

Para 

The ana logy to polyhedra l boranes led to the con­
sideration of other exotic carboca tion structures. For exam­
ple, the B;Hq structure is common. Recognizing that C2H 2 

is isoelectronic with B2H4 produces the stable B3C2H7. A 
second similar replacement, p lu s replacing the remaining 
B by C+ gives the square pyramidal structure for (CH)5' , 

first proposed by Will iams in 1971.lt soon received theo­
retical support from Hoffmann, and a dimethy l deriva-

tive was observed experimentally by Masamune. The mol­
ecule (CH)s +can be thought of as a complex between cyclo­
butadiene and CH+. 

H 
I 
C H 

ljK H-e- -C,c 
' c _............ ' H 
I 

H 

Hypervalent structures 

Another structure of this type is (CCH3) 6
2

+. Both 13C 
and 1H NMR spectroscopy support a pentagonal pyrami­
dal structure for this ion. For this and other proposed poly­
hedral ca tionic s tructures, recent methods for accurate 
calculation of NMR chemical shifts have proven to be 
especially valuable. A number of complex systems have 
recently succumbed to detailed analysis using a combined 
theoretical I experimental approach (see further discus­
s ion in Section 14.5.5). 

2+ 

[C(CH3)]6 dication 

Grimes, R.N. (1970). Cnrboranes, Academic Press, New York. 
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11.5.15 Summary of Carbocation Stabilization in Various Reactions 

In summary, neighboring groups that can stabilize a developing carbenium ion will as­
sist an SN1 mechanjsm and other mechanisms involving the intermediacy of carbocations. 
The stabiliza tion can come from many sources (Figure 11.11), includ ing hyperconjugation 
from alkyl groups, resonance with electron donating groups possessing lone pairs (N, 0, 
and S), resonance with TI systems (allyl, benzyl, cyano, and carbonyl), hornoconjugation, hy­
pervalency via donation of aligned u bonds (non-classical carbocations), bridging in hal on­
ium ions, and anchimeric assistance. There are subtle d ifferences in all the effects mentioned 
here, yet they all have a common origin-filled orbitals aligned with the p orbital on the 
highly electrophilic cationic carbon will donate electrons toward this center, either after or 
concurrent w ith carbocation formation . 

~ .!\ . ~ 

~0 m 0 ~Lf()0 

Hyperconjugation Resonance from Resonance from Homoconjugation 
lone pairs rr systems 

;-bJ <;... (' ~~ L·; 
~ 0 

e e 

Non-classical Bridging Anchimeric 
interaction halonium ion assistance 

Figure 11.11 
Various ways to s tabilize carbenium ions. All are similar in that filled 
orbita ls aligned with the empty p orbi tal on the cation center will dona te 
electrons toward that center. 

11.5.16 The Interplay Between Substitution and Elimination 

Many of the reagents commonly used as nucleophiles in substitution reactions are also 
bases, and they can thus promote elimina tion reactions. Since both elimination and subs titu­
tion reactions commence from alkyl- LG species, it is not surpris ing that substi tutions and 
el iminations are often competitive, and we gave some examples in Section 10.13.3. Now that 
we have considered both subs titutions and eliminations, let's analyze the competition. 

Figure 11.12 summarizes the interplay between nucleophilic al iphatic substitution and 
elimination reactions. Beginning with R-LG, where LG is a good leaving group, and then 
adding B:, a structu re that is a base and / or nucleophile, many options arise. The fi gure 
shows conclusions for 1°, 2°, and 3° systems separately. 

There are some special systems that do not fit neatly into the chart in Figure 11.12, but for 
the most part they follow expecta tions based on previous discussions. For example, 1° sys­
tems that are highly hindered exrubit guite slow SN2 reactions. If possible, as in a sec-buty l 
system, elimination may become much more competitive. In neopentyl systems, which 
cannot undergo elimination, rearrangement reactions can be seen under SN1 conditions. 
Also, systems that can form resonance stabitized cations, such as benzyl or allyl, generally 
undergo rapid substitution reactions under either SN1 or SN2 conditions. 
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Reactions of R- LG (where LG is a good leaving group) 
with 8: (a base and/or nucleophile) 

R is primary 
and unhindered 

Yes 

Alkene, E2 

No 

Yes 

Very slow 
R is secondary 

No reaction 

R is tertiary 

Yes 

Alkene , E2 

Yes 

Alkene produced 
E2 in nonpolar solvent 

E1 or E2 in polar solvent 

Figure 11.12 

Yes 

Moderately 
rapid SN2 

Yes 

Rapid SN1 

Yes 

Slow SN1 

No rapid 
reaction 

The interplay between nu cleophili c substitution an d elimination in 1°, 
2°, and 3° systems. See the tex t for a discu ssion of certain exceptions and 
special cases. Adapted from a scheme presented in Kemp, D. 5., and 
Vellaccio, F. (1980) . Orga 11ic Che111istry, Worth Publishers, New York, 
pp. 227- 228. 

11.6 Substitution, Radical, Nucleophilic 

Some SN2 reactions have electron transfer characteristics. Such single-electron transfer 
(SET) reactions start with an electron transfer from the nucleophile to the electrophile. 

11.6.1 The SET Reaction-Electron Pushing 

Scheme 11.8 shows a series of steps involved in an SET mechanism . The SET from the 
nucleophile leads to reduction of the R-X bond, producing a radical anion, R-x·-, and a radi­
cal form of the nucleophile. The radical anion may be a true intermediate with a finite life­
time, or it may undergo immediate cleavage. Either way, we produce the carbon radical with 
departure of the leaving group. Combination of the Rand Nuc radicals gives the product. 



Schemel1.8 
An SET mechanism for 
substitution reactions. 

R-X 

R· 

e 
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.e 
R ---- x + · Nuc 

e 
R· + X 

R- Nuc 

11.6.2 The Nature of the Intermediate in an SET Mechanism 

Pross and Shaik have examined this reaction in detail, proposing a single-electron shift 
model. In this model, the nucleophile transfers an electron to the electrophile as they ap­
proach each other. The reaction coordin ate involves several valence bond structures such as 
[Nuc----R"---X"] and [Nuc·---R"---X-] and some zwitterionic forms. The point is that a free 
radica l may never be formed, but instead a complex between the electrophile and nucleo­
phile is formed w herein an electron shi fts between the two reactants. In essence, the mecha­
nism of Scheme 11.8 is reduced to a single step that occurs smoothly along one reaction coor­
dinate with no intermediates (Eq. 11.44). 

Nuc e [ 15 -e 15 -e l :t: 
R-X - Nuc - R -X - R - Nuc (Eq. 11.44) 

You may be wondering how the reaction of Eq. 11.44 differs in practice from an SN2 re­
action, and indeed Pross and Shaik propose that many "normal" SN2 reactions are instead 
single-step SET reactions. Therefore, Scheme 11 .8 represents a limiting case for a pure SET 
reaction, while Eq. 11.44 shows an alternative view of a classic SN2 reaction. These are subtle 
distinctions, as we are considering exactly how an electron moves from one center to an­
other. This may be a risky proposition for an inherently quantum m echanical object like an 
electron, but it does explain the results found for some reactions. We can imagine a contin­
uum of possible intermediate m echanisms depending upon the structure of the electrophile, 
nucleophile, and solvent. 

11.6.3 Radical Rearrangements as Evidence 

The most convincing evidence that a radical is involved in som e substi tution reactions is 
the observation of rearrangements (reca ll our discussion of free radical clocks in Section 
8.8.8). One exam ple is given in Figure 11.13, and several others are known. Lithium alumi­
num hydride can be used to reduce a C-X bond, which is formally a substitution. The kinet­
ics and stereochemistry of these reduction reactions indicate that they commonly proceed 
via SN2 mechanisms, where AlH4- is the nucleophile that donates a hydride. Yet, look at the 
products formed from the reduction of 6-iodo-5,5-dimethyl-1-hexene by LiAlD4 (Figure 
11.13). Radicals have been formed, as evidenced by the classic 5-hexenyl radical ring closure 
rearrangement. The formation of cyclic products is indicative of radical formation, and the 
position where the deuterium should be has some protium, indicating hydrogen abstraction 
from the solvent. 

~I ~- e 
/\ + I + LiAID~ 

/ \~04 A Solvent ~D 
"---+- ~H 

LiAI~4 
Figure 11.13 
Pathway undertaken in the reduction of 
6-iodo-5,5-dimethyl-1-hexene with LiAlD4 . 
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g}LG 

1-Adamantyl- leaving group 

11.6.4 Structure-Function Correlations with the Leaving Group 

Leaving group effects follow a slightly different order with SET reactions than with SN2 
reactions. For SN2 reactions of alkyl halides, I- is similar to -oTs in leaving group ability, fol­
lowed by Be and CJ-. In an SET mecharusm, -oTs is the worst leaving group, while the order 
of halogen leaving group ability is the same. For example, LiAlH4 reductions of C-X bonds 
are thought to proceed primarily via SET mechanisms for X =I, but SN2 for the other leaving 
groups. This distinction is evident from the observation of racemization of stereogeruc alkyl 
iodide centers, but inversion with other alkyl halides. This trend is consistent with the gen­
eral observation that radical anion formation is easier as we move down a column of the pe­
riodic table, presumably in part because of the much greater polarizability of the heavier 
elements. With more electron rich nucleophiles, such as -sn(CH3h, even alkyl chlorides pro­
ceed via the SET mechanism. 

11.6.5 The SRNl Reaction-Electron Pushing 

There is still another substitution mechanism to consider, although it is much less com­
mon. It is called SRN 1 (substitution, radical, nucleophilic, unimolecular) and involves a rad­
ical chain mechanism, unlike the SET mechanism just described. We have seen a radical 
chain substitution mechanism in Chapter 10 when we considered radical aromatic substitu­
tion (Section 10.22). 

Eq. 11.45 shows an example of an SRN1 reaction. It does not seem to fit the criteria of 
either SN2 or SNl. Substitution takes place on a tertiary center that has a very electron with­
drawing group on it. The tertiary center impedes an SN2 reaction, while the electron with­
drawing group impedes an SN1 reaction. In addition, the nucleophil e seems too bulky for 
a standard SN2 reaction. The SR Nl mechanism allows otherwise unfavorable substitutions 
to occur. Even 1-adamantyl systems can undergo facile substitution, and the leaving groups 
can be N02, N 3, and sometimes even phenyl! 

(Eq. 11.45) 

Scheme 11.9 shows a genera l example with all the proper one-electron pushing for an 
SR Nl reaction, clearly showi ng the chain process. In an SRN1 mechanism, an initiator (I) first 
transfers an electron into the carbon-leaving-group bond. The electron goes into the anti­
bonding C-LG 0'* orbital. In many cases the reduction is simultaneous with leaving group 
departure and the radical anion is never really present. This is called dissociative electron 
transfer. The reaction is most facile when there are one or more electron withdrawing 
groups on the same carbon as the leaving group, or on a phenyl ring attached to the carbon 
with the leaving group. These electron withdrawing groups can accept the electron first, 
prior to transfer into the C-LG 0' bond. After bond cleavage, the resulting carbon-based radi­
cal combines with the nuclcophile to form another radical anion, which subsequently trans­
fers its electron to the s tarting materia l. This forms the product and propagates the chain by 
transferring an electron to the starting material. 

Scheme11.9 
An electron-pushing 
scheme for the SRN 1 
reaction. ln' = initiator. 
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11.7 Radical Aliphatic Substitutions 

In the preceding section we saw that nucleophilic substitutions on R-X reactants can, under 
some circumstances, occur via a radical chain mechanism. A much more common substi­
tution pathway involves substitution of a hydrogen on an R-H reactant by a halogen. This 
involves conventional free radicals and a chain mechanism . The term given to these kinds 
of substitutions is SH2 (substitution, homolytic, bimolecular) . The most synthetically useful 
free radical substitution involves halogenation, and N-bromosuccinimide (NBS) is a com­
mon reagent (covered in the Connections highlight at the end of this section). 

11.7.1 Electron Pushing 

We start our analysis with a review of the chain mechanism for free radical halogena­
tion, which is typically given in introductory organic chemistry texts. Scheme 11.10 shows 
the chlorination of methane as an instructive example. The process is initiated by homolysis 
of a bond, typically that of the molecular halogen (X2). Light is a common source of energy 
for initiation. The halogen radical abstracts a hydrogen atom from the alkane creating a 
carbon-centered radical, which in turn abstracts a halogen atom from molecular halogen. 
These two steps h1rn over many times to propagate the reaction. Both atom abstraction steps 
occur on a cr bond; if an alkene were present in the reactant, addition to the double bond 
would often be more favorable (see Section 10.10). 

CI-CI ~ 2CI· Initiation 

Scheme 11.10 
Mechanism and electron 
pushing for the free radical 
halogenation of methane. 

11.7.2 Heats of Reaction 

Cl· + H-CH3 - CI-H + ·CH3 

Propagation 

Possible 
terminations 

If one looks at the average bond dissociation energies for X2, C-X, H-X, and C-H bonds 
(Table 2.2), an average heat of reaction for the halogenation of alkanes can be calculated. The 
results in kcal /mol are as follows: F = -101, Cl = -22, Br = -4, and I = 16. The variation in 
these numbers comes from a continual decrease in H-X and C-X bond strengths in the series 
F, Cl, Br, and I. These heats of reaction reflect a dramatic change in reactivity. Free radical 
fluorination is so exothermic that it occurs spontaneously and very explosively. Chlorina­
tion and bromination can be controlled and are useful reactions. Free radical iodination 
rarely occurs. 

11.7.3 Regiochemistry of Free Radical Halogenation 

With alkanes that have more than one kind of hydrogen, free radical halogenation will 
usually lead to a mixture of constitutional isomers. Which isomer dominates will depend 
upon the relative reactivity and number of different hydrogens that can be abstracted. While 
the structure of the substrate determines which sites are the more reactive, the quantitative 
selectivity of a reaction will depend upon the reactivity of the halogen radical atom. 

The relative reactivities of various radicals for abstracting hydrogens attached to 1°, 2°, 
and 3° carbons are given in Table 11.10. These numbers have been corrected for statistical fac­
tors, m eaning that to use these numbers to predict product ratios, you need to multiply each 
number by the actual number of 1°, 2°, and 3° hydrogens present in your reactant. 

As seen in Table 11.10, abstraction of 3° hydrogens is always more favorable than 2° hy­
drogens, which is more favorable than 1 °hydrogens. Recall that the order of stability of radi­
cals is 3° > 2° > 1°. Correspondingly, the order ofC-H bond strengths for various substi tuted 
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Table 11.10 
Relative Rates of Hydrogen Abstraction b y Various Radicals* 

Radical Temperature (0 C) l ° C-H 2° C-H 3° C-H 

F• 25 1 1.2 1.4 
Cl• 25 1 4 6 
Br • 40 1 200 19000 
H• 35 1 5 40 
CH3• 110 1 4 46 
Ph• 60 1 9 47 

*Poutsma, M. L. in Free Rndicnls, J. K. Kochi (ed.), john Wiley & Sons, New York, 1973, 
Vol. II. Russell, G. A., and de Boer, C. "Substitutions at Satu rated arbon-Hydrogen 
Bonds Utilizing Molecular Bromine or Bromotrichlo ro methane." }. Am. Che111. Soc., 85, 
3136 (1963). 

carbons is 1 o > 2° > 3° (Table 2.2) . Therefore, the regiochemistry of free radical substitutions 
is apparently controlled by thermodyn amics and is always the same-tertiary substi tution 
dominates over secondary which dominates over primary. 

Quantitatively, though, the relative reactivities of the C-H bonds is very different de­
pending upon the nature of the radical that is doing the abstraction. The more reactive radi­
cals are less selective. "More reactive" in this case refers to a more exothermic hydrogen 
atom abstraction step. The more exothermic this step, the more the transition state resembles 
the reactants, with a correspondingly lower character of the carbon-centered radical prod­
uct. This makes the reaction less sensitive to the stabili ty of the carbon-centered radical. This 
is a classic example of the reactivity-selectivity principle, and was examined in a Connec­
tions h ighlight in Section 7.3.2. 

Table 11.11 provides further insight into the origin of the selectivity in free radical halo­
genations. The E. is essentially zero for all hydrogen atom abstractions by fluorine atom, and 
the free energy barrier arises solely from the log A term of the Arrhenius eguation, which is 
near 13 for all the halogenations given in Table 11.11. The activa tion energies for abs traction 
by chlorine atoms are also exceedingly small but in the direction of the trends discussed . 
Lastly, the activation energies for abstraction by bromine atoms are substantial, and they 
clearly produce the differential reactivities of 3°, 2°, and 1 o C-H bonds. Because of these dif­
ferences the relative selectivities of Table 11.10 are temperature dependent. 

Table 11.11 
Approximate Activation Energies for Free 
Radical Halogenations (kcallmol)* 

Radical E. E. 

F• 0 0 
Cl • 1 0.5 
Br• 13 10 

E, 

0 
0 
7 

*Trotman-Dickenson, A. F. "The Abstraction of Hydrogen Atoms 
by Free Rad icals." AdP. Free Rndicnl Chem., 1, 1 (1965). 

The relative reactivities of hydrogens on 3°, 2°, and 1 o carbons are a reflection of radical 
stability, and so it is not surprising that the addition of groups that can stabilize a radical 
via resonance, such as phenyl, favors halogenation at that site. Selectivities can change, in 
that the relative rates for Br• abstracting hydrogen from C- H bonds in PhCH3, Ph2CH2 , and 
Ph3CH are 1:10:17. Compare this to the trend given for bromine in Table 11.10. The lower se­
lectivity in the benzylic series arises because the carbon-centered radical has a source of sta-
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bility o ther than jus t substitution level-resonance. Stated another way, upon addition of 
phenyl rings, the C-H bonds become more reactive than simple alkane C-H bonds, and so 
their reactions are less selective. 

Connections 

Brominations Using N-Bromosuccinimide 

Altho ugh free radical halogenation as described above 
is used industrially in certain contexts, it is not a method 
commonly used in synthesis laboratories. One method 
that is routinely used involves N-bromosuccimide ( BS). 

-·Br + ·N~ Initiation 

BS will cleanly brominate ally tic and benzylic positions. 
The mechanism, w ith electron pushing, is shown to the 
right. Studies have shown that the halogenating agent is 
actually molecular bromine, which is maintained at a low 
concen tra tion throughout the reaction . After initiation, a 
bromine or succinimidyl radical is reactive enough to 
abstract a hydrogen atom from the weaker benzylic and 
a lly tic C-H bonds in the reactants. 

0 
Succinimidyl radical 

0(H V +·Br- + HBr 

0 

Hydrogen abstraction by bromine rad ical gives HBr, 
which in turn reacts w ith NBS to give molecular bromine. 
Br2 will react with the carbon-centered radical to give the 
product and produce bromine radical to propagate the 
chain . 

H - N~ 
0 

lncrcmona, j . H ., and Martin, J. C." N-Bromosuccinimide. M echanisms 
of Ally lic 13romination and Related Reactions." ]. Am. CIIe111. Soc., 92,627-
634 (1970) 

~ + Br -Br - VBr + · Br 

11.7.4 Autoxidation: Addition of 0 2 into C-H Bonds 

The addition of molecular oxygen across a C- H bond (also called an insertion) to create 
a peroxide (ROOH) is called autoxidation. It is called autoxidation because it forms prod­
ucts that can initiate the same reaction, thus accelerating the reaction as it goes. The reaction 
is genera lly slow for standard C-H bonds, but it does represent an important reaction in the 
degradation of organic molecules and materials that are exposed to the atmosphere for ex­
tended periods. You have likely been taught to never pick up an old bottle of diethyl ether 
that has crystals in it. The crystals are a peroxide of the ether formed from autoxidation, and 
they are highly explosive. As a result, m any organic substances are sold with small percent­
ages of inhibitors of autoxidation. Sterically-encumbered phenols can undergo hydrogen 
atom abstraction, leading to a relatively unreactive radical. Such compounds make good in­
hibitors. An example is butylated hydroxytoluene (BHT), a common food preservative. 

Electron Pushing for Autoxidation 

Autoxidation is a consequence of the triplet nature of molecular oxygen (02), which by 
vir tue of its radical character will react with other radicals to form a fi bond (Scheme 11.11). 
This leads to a radical on the terminal oxygen of a peroxide, called a peroxyl radical. As with 
so many radical reactions, autoxidation involves a chain sequence incorporating initiation, 
propaga tion, and termination steps. Here, some species (often an impurity) initiates the pro­
cess by formation of a radical, which subsequently reacts with molecular oxygen to create a 
peroxyl radical. The creation of the peroxyl radical leads to a propagation step wherein a 
hydrogen a tom is abstracted to form a h ydroperoxide and a new carbon radical. Termina­
tion usu ally involves the formation of tetroxides. These species decompose in one of two 
ways, depending upon whether the R group on the tetroxide is 1°, 2°, or 3°. Tertiary R groups 

I Propagation 

BHT 
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Scheme 11.11 
The radical chain mechanism 
for autoxidation, using diethyl 
ether as the example. 

~0y + o-o --­
_..~v· . 

~oy 

Peroxyl 0, . 
radical 0 

Initiation 

I 
Propagation 

+~ov 

Termination 

give elimination of 0 2 and 2RO". If any RO" formed from one of these termination steps es­
capes before dimerization, it can initiate more autoxidation and other new products. Pri.­
mary and secondary R groups eliminate 0 2 to give an alcohol and a carbonyl. 

Isomerizations and Rearrangements 

An isomerization is a reaction that interconverts compounds with the same molecular 
formula but with different structures. Just as there are two fundamental types of isomers­
stereoisomers and constitutional isomers-so we have stereoisomerizations and constitu­
tional isomerizations. In earlier li terature, these are sometimes described as geometrical 
isomerizations and positional isomerizations, respectively, but the alternatives are clearer 
in their meaning and more consistent with modern usage. In a rearrangement, the com1ec­
tivity of the heavy atoms (C, N, 0, S, etc.) making up the molecular skeleton changes. Are­
arrangement generally involves the conversion of one functional group to another. 

The s teps in a rearrangement are often intramolecular combinations ofnucleophiles and 
electrophiles, and hence the reactions can still be understood by the guiding paradigm of re­
activity given in Section 10.1. A large number of rearrangements involve the movement of 
an electron rich center to an electron poor center, as we will see in the next six sections. Recall 
that we previously discussed one rearrangement in Section 11.1. 

11.8 Migrations to Electrophilic Carbons 

As described in Section 11.5.12 with reference to SN1 reactions, a hydride or alkyl shift in a 
carbenium ion is a common rearrangement. It entails the movement of a hydrogen, alkyl, or 
vinyl / aryl group from a carbon adjacent to a carbenium ion to the electrophilic center in or­
der to create a more stable carbenium ion. Many rearrangements have a similar migration as 
a key step, wi th the additional feature of a heteroatom on the !3-carbon that stabilizes the 
newly formed electron deficient center (Eq. 11.46). Two prototype examples are the pinacol 
rearrangement and the benzilic acid rearrangement. 

R R R 
0H-R -- H e 
R C oH R OH 

(Eq. 11.46) 
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11.8.1 Electron Pushing for the Pinacol Rearrangement 

In the pinacol rearrangement, acid is added to a solution of a vicinal diol. Scheme 11.12 
shows the steps using the compound whose common name is pinacol. Protonation of a 
hydroxyl group allows for a facile heterolysis because water is a good leaving group. After 
leaving group departure, the resulting carbenium ion undergoes a 1,2-alkyl shift to produce 
a more stable oxycarbenium ion. Deprotonation yields the carbonyl product. 

Scheme 11.12 
The pi naco] rea rrangement 
of the compound pi naco!. 

H 
Q-H 

= 

11.8.2 Electron Pushing in the Benzilic Acid Rearrangement 

H 

H 
Q-H 

~ 

Another w ell known rearrangement involving migration to an electrophilic carbon is 
the benzilic acid rearrangement. As shown in Scheme 11.13, three steps are involved. The 
first step is nucleophilic attack by hydroxide on a carbonyl carbon. The resulting anionic ox­
ygen assists phenyl migration to the adjacent electron poor carbonyl carbon. Rapid proton 
transfer gives the product. 

Scheme 11.13 
Electron pushing for the 
benzilic acid rearrangement. 

0 

'"""' 
# 

8
:0H 

I ~ 
= 

• ""--

0 ) § 

11.8.3 Migratory Aptitudes in the Pinacol Rearrangement 

= 

The pinacol rearrangement is a very good reaction for studying migratory aptitudes­
that is, the relative tendency for a group to undergo a 1,2-shift to an electron deficient center. 
In essence, we use an experiment described in Chapter 8 as a competition, but the competi­
tion is now intramolecular. Symmetrical pinacol structures such as those shown in Eq. 11.47 
are used. Regardless of which alcohol group departs, the sam e carbenium ion is formed. 
Then, R1 and R2 compete for migration to the cationic center as shown. 

Acid - - + (Eq. 11.47) 

Some caution is necessary in interpreting the results of Eq. 11.47. The relative migratory 
aptitude of R1 and R2 does not solely depend upon which group intrinsically migrates the 
best. The relative ability of R1 and R2 to migrate also depends upon the group that does not 
migrate, because the group left behind stabilizes the carbocation created at the center from 
which the migrating group departs. Therefore, the group that migrates may not do so be­
cause it has a better inherent ability to migrate, but because the group left behind is better at 
stabilizing carbocations. Furthermore, if leaving group departure is simultaneous with mi­
gration, the migration will depend upon the group's ability to give an chimeric assistance to 
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Orbital alignment 

the departing nucleofuge. Nevertheless, some general trends emerge from these kinds of 
studies. Aryl groups usually migrate better than alkyl groups. Hydrogens give mixed re­
sults relative to aryl and alkyl groups depending upon both the structure of the reactant and 
the experimental conditions. Furthermore, due to the similarity between methyl and ethyl, 
neither is found to consistently migrate better. 

Comparisons among aryl groups give expected trends. Thus, electron donating groups 
ortho and para speed migration (see Table 11 .12). Electron withdrawing groups retard mi­
gration in all positions. The data shown in Table 11.12 correlate well with electrophilic aro­
matic substitution and can form the basis of a Hammett plot (try Exercise 37). 

Table11.12 
Relative Migratory Aptitudes 
in the Pinacol Rearrangement* 

Rgroup 

p-Methoxyphenyl 
p-Tolyl 
p-Biphenyl 
111-Tolyl 
111-Methoxyphenyl 
Phenyl 
p-Chlorophenyl 

Migratory 
aptitude 

500 

15.7 
11.5 

1.95 

1.6 

1.0 

0.66 

*Bachmann, W. E., and Ferguson, ) . W. 
"The Pinacol- Pinacolone Rearrangement. VI. 
The Rearrangement of Symmetrical Aromatic 
Pinacols." f. A m. Cl!e111. Soc., 56, 2081 (1934). 

11.8.4 Stereoelectronic and Stereochemical Considerations 
in the Pinacol Rearrangement 

The pinacol rearrangement can be initiated from either alcohol, which can complicate 
mechanistic analysis. Therefore, many studies have investigated a related reaction called the 
semi-pinacol rearrangement. This reaction is initiated by the deamination of a [3-amino al­
cohol. The amine is first converted to a diazonium group, and N2 is the leaving group. The 
reaction results again in a carbonyl-containing product. This reaction has been studied ex­
tensively to evaluate the stereochemistry of the migrating group. As shown in Eq. 11.48, re­
tention of configuration of the migrating group is found. 

(Eq. 11.48) 

88% retained 

In favorable cases, migration of the R group in the pinacol rearrangement can occur si­
multaneously with leaving group departure. Such a process would simply be an intramo­
lecular backside displacement of the leaving group by the migrating group. Hence, only 
groups that are antiperiplanar to the leaving group can migrate in such a scenario. Eq. 11.49 
shows an example. Only ring contraction is observed, because the antiperiplanar C- C u 

bond is properly aligned to migrate, as shown in the margin. Other groups, such as axial hy­
drogens, are not anti peri planar and cannot migrate (Eq. 11.50). 

(Eq. 11.49) 



Connections 

An Enzymatic Analog to the Benzilic 
Acid Rearrangement: Acetohydroxy-Acid 
Isomeroreductase 

The pathway in volved in the biosynthesis of branched­
chain hydrophobic amino acids such as valine, isoleucine, 
and leucine involves several unusual reactions and fasci­
nating enzymes. One in particular, acetohydroxy-acid 
isomeroreductase, catalyzes the sequence shown below 
(the R group varies accord ing to the amino acid). The first 
step involves a rearrangement that is analogous to the sec­
ond s tep of the benzilic acid rearrangement, which is fol­
lowed by a reduction using N AD PH (see the Connections 
highlight in Section 10.8.7). 

We can anticipate many fea tures of the enzyme­
catalyzed rearrangement mechanism by looking at 
Scheme 11.13. Deprotonation of the hydroxyl group 
alpha to a carbonyl needs to be fa cilitated by a basic resi-
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(Eq. 11.50) 

due. In addition, the alkoxide anion resulting from R 
group migration should be stabili zed by an electrophile, 
and the resulting alkoxide needs to be protonated. In 
the enzyme, two magnesium ions and the ir ligands are 
involved in all these anticipated steps. The de protonation 
of the substrate occurs via a Mg(II)-bound hydroxide in 
the firs t step. Migration of the R group to the carbonyl is 
enhanced by ion pair formation between the resulting 
alkoxide an ion and a Mg(II). Protonation then occurs 
from a Mg( II)-bound water. This completes the rearrange­
ment portion of the mechanism. In the reduction step, the 
newly form ed carbonyl is highl y polari zed because it is 
flanked by two Mg(II) ions, which facilitates hydride 
attack from NADPH. This is a fascinating mechanism for 
the ca tal ysis of a classic organic rea rrangem ent reaction. 

Dumas, R. , Biou, V., Halgand, F., Douce, R., and Dugg leby, R. G." Enzy­
mology, Stru ct1.1re, and Dynamics of Acetohydroxy Acid lso meroreduc­
tase." Ace. Che111. Res., 34, 399-408 (2001). 
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·· 0 R - N 

A nitrenium ion 

11.8.5 A Few Experimental Observations for the Benzilic Acid Rearrangement 

The common name of the diketone shown in Eq. 11.51 is benzil. As noted above, re­
arrangement of this cx-diketo structure to give a carboxylate anion occurs upon addition of 
hydroxide, and acid workup gives the carboxylic acid product-benzilic acid. The reaction 
occurs through an anionic intermediate, but involves migration to an electron deficient car­
bon just as with the pinacol rearrangement. There is an enzymatic analog to this reaction, 
which is described in the Connections highlight on the previous page. 

Benzil 

1. NaOH 

2. Acid 

OH 

Ph _.l .OH 
Ph I( 

0 (Eq. 11 .51) 

The reaction is second order, first order in both hydroxide and benzil. However, this 
does not delineate which step of Scheme 11.13 is rate-determining, because all s teps prior 
to the rate-determining step would be evident in the kinetics. Therefore, isotope scram­
bling and a kinetic isotope effect experiment were used to discover the rate-determining 
step. If one adds 180-labeled hydroxide, the label scrambles into the carbon yl oxygens 
of benzil faster than product formation. Therefore, the first step is reversible and is not 
rate-determining. If one uses oo- instead of OH-, no isotope effect is found, so the third 
step must be past the rate-determining step. Hence, the rearrangement step must be rate­
determining. 

11.9 Migrations to Electrophilic Heteroatoms 

Many rearrangements involve migrations to electrophilic heteroatoms, such as N and 
0 . We examine four here, and several are also presented in the Exercises at the end of 
the chapter. Electron pushing is presented for each first, followed by some experimental 
observations. 

11.9.1 Electron Pushing in the Beckmann Rearrangement 

The Beckmann rearrangement involves the transformation of an oxime to an amide (Eq. 
11.52). In this case, migration is to an electron poor nitrogen, rather than an electron poor car­
bon, as in the last two rearrangement reactions. 

(Eq. 11.52) 

In the first step (Scheme 11.14), acid protonates the oxime OH group, making it a good 
leaving group. Direct heterolysis of the N-0 bond, however, is not chemically reasonable, 
because it would place a positive charge on a nitrogen lacking an octet of electrons (a ni­
trenium ion). Instead, the evidence supports a concerted migration of an alkyl group to the 
electron deficient nitrogen, assisted by the nitrogen lone pair, and loss of water. In so doing, 
a relatively stable nitrilium ion is formed. An addition reaction involving nucleophilic at­
tack of water on the nitrilium carbon leads to a tautomeric form of an amide after deprotona­
tion, called an imidate. Tautomerization gives the product. 
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= 
Scheme 11.14 
An example of the Beckmann 
rearrangement. 

Nitrilium ion 

11.9.2 Electron Pushing for the Hofmann Rearrangement 

H 
:_a- H 

I 

H 

= 

The Hofmann rearrangement involves the treatment of primary amides (those with an 
NH2 group) with bromine in basic media . Ami des are converted to a mines and C02 is elimi­
nated (Eq. 11.53). The mechanism involves anN-bromo amide and an isocyanate, both of 
which have been isolated as intermediates. 

NaOH 
NH2 R' (Eq. 11.53) 

Just as the treatment of a ketone containing an a C-H with a strong base will lead to 
an enolate, the reaction of an amide N-H with a strong base will create an anion of the am­
ide. Here, the anionic charge is now delocalized over the amide oxygen and nitrogen (see 
Scheme 11.15). Continuing with the analogy to carbonyl chemistry, treatment of an enolate 
with bromine gives a-bromo carbonyls (see Section 11.2), and treatment of the amide anion 
with bromine yields anN-bromo amide. Furthermore, just as in a -halogenations under basic 
conditions, a second deprotonation is faster. With anN-bromo amide, thi s creates an anionic 
amide with an attached bromine leaving group. Migration of the R group to the amide nitro­
gen expels a bromide, creating an isocyanate (RNCO). Nucleophilic attack by hydroxide on 
the isocyanate ultimately leads to a decarboxylation. 

Just as with the Beckmann rearrangement, the migration step in the Hofmann re­
arrangement is to an electron poor nitrogen. Although the nitrogen formally has a partial 
negative charge, it is attached to an electron withdrawing carbonyl and a bromine atom. An 
N-Br bond is also relatively weak, and hence susceptible to nucleophilic attack, similar to a 
Br-Br bond. Thus, this rearrangement is another example of migration to an electrophilic 
center. 

Scheme 11.15 
Proper electron pushing for 
the Hofmann rearrangement. 
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Scheme 11.16 

11.9.3 Electron Pushing for the Schmidt Rearrangement 

When an aldehyde or ketone is treated with hydrogen azide, amides are formed. This 
is our third example of a rearrangement to an electron deficient nitrogen . However, now the 
leaving group is N 2, rather than water or bromide. 

Hydrogen azide (or another acid) first protonates the carbonyl oxygen, followed by nu­
cleophilic addition of azide (Scheme 11 .16) . After protonation and loss of water, rearrange­
ment via migration of an R group to the electron poor nitrogen, concomitant with loss of N2, 

gives a nitrilium ion. This rearrangement is plausible because a lone pair on nitrogen can be 
used as an electron source to stabilize the resulting cation. After the rearrangement, nucleo­
philic attack by water followed by tautomerization gives the amide. 

= 

0 
,.- H-N3 

HO. 
0 

R -1- N- N=N 
R 8 

An exa mple of a Schmidt 
rea rrangement. 

Scheme 11.17 

-
H 
D-H 
( 0 

R =N-R 
\_) 

Nitrilium ion 

+ N2 

H- 0 

= )= N 
R 'R 

11.9.4 Electron Pushing for the Baeyer-Villiger Oxidation 

Tautomerization 

When aldehydes and ketones are treated with peracids, esters are formed (Eq. 11.54). 
Once again, the mechanism involves migration to an electron d eficient center, but now it is 
to an oxygen, not a nitrogen or carbon. 

0 

~ 
0 

~0~ (Eq. 11.54) 

Addition of a peroxyacid to the carbonyl forms a tetrahedral intermediate that under­
goes rearrangement as shown in Scheme 11.17. An R group migrates to an electron poor oxy­
gen in a peroxy linkage. Addition of acid can speed up the reaction by proton a ting the leav­
ing group prior to departure. 

, 
An example of a Baeyer- Villiger 
oxidation, in this case making a 
lactone. 6 

o: 

0 = 

11.9.5 A Few Experimental Observations for the Beckmann Rearrangement 

As shown in Scheme 11.14, the role of the acid is to protonate the OH group, thus 
allowing loss of water. In a subsequent step, water adds back. Therefore, oxygen transfer in 
this mechanism is an intermolecular process. In support, addition of varying percentages of 
180-labeled water gives exactly the same percentage of 180 incorporation in the product. 

Sometimes an acid can act to esterify the leaving group, hence activating it. For example, 
sulfuric acid has been suggested to create sulfonate esters of the oxime oxygen. When the 
leaving group is very good to start, acid is not needed at all. For example, picric acid oximes 
react with no acid activation (Eqs. 11.55 and 11.56). 



Br 
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0 N .<? NO 2 2 
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(Eg. 11.55) 

Q N02 
0 eli 0 ~ 

N, + I ~ H ON .<? NO y 2 2 

(Eq. 11.56) 

Br 

Because the heterolytic cleavage of the N-0 bond in the activated oxime occurs simul­
taneously with R group migration, there are stereochemical requirements. Oximes exist as E 
and Z isomers that are configurationally stable at ambient temperatures. Under conditions 
where these forms cannot interconvert (acid can catalyze the isomeriza tion), the group anti 
to the leaving group is the one that migrates (Eqs. 11 .55 and 11.56). This supports a mech­
anism involving simultaneous migration, because stereoelectronic considerations dictate 
that the anti C-C bond is aligned to fill the antibonding nitrogen-leaving group orbital. 

Studies of the rearrangement of anti acetophenone oximes (Eq. 11.57) indicate that the 
rearrangement is rate-determining. The reaction correlates well with Hammett a+ values, 
supporting a phenonium-like transition state. 

Acid -

11.9.6 A Few Experimental Observations for the Schmidt Rearrangement 

(Eq. 11.57) 

Several experiments support the general picture given in Scheme 11.16. First, the same 
intermediates can be generated from vinyl azides by protonation (Eq. 11 .58), and from there 
the same products as from a Schmidt rearrangement arise. Furthermore, in support of the 
intramolecular nature of the rearrangement, stereogenic R groups migrate with retention of 
configuration. Moreover, just as with the Beckmann rearrangement, stereoelectronic consid­
erations require that the R group anti to the leaving group migrates. Typically, it is found that 
the largest R group is the one that migrates. This suggests that the migration occurs from a 
structure where the nitrogen leaving group is anti to the largest R group. 

(Eg. 11.58) 

A vinyl azide 

11.9.7 A Few Experimental Observations for the Baeyer-Villiger Oxidation 

Although a tetrahedral intermediate such as that shown in Scheme 11.17 has not been 
observed or isolated, migration from such an intermediate is supported by the fact that 
180-labeling of the ketone or aldehyde remains in the carbonyl oxygen of the ester product. 
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Furthermore, stereogenic R groups migrate with retention of configuration. 
For most ketones and aldehydes, the rate-determining step is the rearrangement, be­

cause significant substituent effects for the migrating group are found. Hammett plots for 
the migration of substituted phenyl groups from acetophenones (Eq. 11.59) are linear with 
negative slopes, as would be expected for a group migrating to an electron deficient center. 
If formation of the tetrahedral intermediate were rate-determining, there should be no sub­
stituent effect on the rate, because the migration would be after the rate-determining step. 
However, when the migrating group is extremely active, the formation of the tetrahedral in­
termediate can be rate-determining. 

11.10 The Favorskii Rearrangement and 
Other Carbanion Rearrangements 

(Eq. 11.59) 

Another common and useful rearrangement is the Favorskii rearrangement, which in­
volves a carbanion intermediate. An example is shown in Eq. 11 .60. It involves the base­
induced conversion of an a-halo carbonyl to a carboxylate. If the starting material is a cyclic 
ketone, a ring contraction results, and this is one of the most useful applications of the Fa­
vorskii rearrangement. 

11.10.1 Electron Pushing 

8 
1. 0H /H20 

2. Acid 

(Eq. 11.60) 

The standard mechanism for the Favorskii rearrangement is given in Scheme 11.18. Cre­
ation of an enolate with base is followed by loss of bromide to give the novel oxallyl species. 
This is a neutral species that can be thought of as a zwitterion comprised of an alkoxide and 
an allyl cation. The ox allyl species is in equilibrium with a cyclopropanone, and the carbonyl 
of the cyclopropanone can undergo nucleophilic attack by hydroxide. A standard addition­
elimination sequence then produces the product. Release of strain in the cyclopropane pro­
vides the driving force for the C-C bond cleavage. The leaving group is drawn as a carban­
ion, but in protic solvent this likely is not on the energy surface and is protonated during 
explusion. 

Scheme 11.18 
Standard electron pushing for 
the Favorskii rearrangement. Oxallyl species 

8 

'eJ:-o:OH 
= 

0 
Acid (1\oH Workup 

In some cases an alternative mechanism is involved in what has been called a pseudo­
Favorskii rearrangement (Eq. 11.61). The reaction involves nucleophilic addition to the car­
bonyl, followed by breakdown of the tetrahedral intermediate with concomitant migration 
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of the C-C bond to give the product. No oxyallyl intermediate is involved. In this variant, 
the R group migrates to an electron poor center, assisted by the negative alkoxide. This is 
similar to the rearrangement step in the Hofmann rearrangement (see Section 11.9.2). 

8 0 .. HO: (!Br-
8 

:~~Br 
r ·r -

(Eg. 11.61) 

11.10.2 Other Carbanion Rearrangements 

Carbanions in general are prone to rearrange if a more stable structure can be obtained, 
but carbanion rearrangements are not as common as carbocation rearrangements. Eqs. 11.62 
and 11.63 give two examples. The rearrangement generall y does not occur unless the group 
moving is unsaturated. In each case the rearrangement yields a more delocalized, and 
hence, more stable carbanion. As shown in Eg. 11.64, phenyl group migration involves the 
intermediacy of a bridging phenyl ring, the carbanion analog of the phenonium ion. The 
bridging intermediate can be trapped with C02, giving a carboxylic acid product. 
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Ph Ph C02 

11.11 Rearrangements Involving Radicals 

(Eg. 11.62) 

(Eq. 11.63) 

(Eq. 11.64) 

Intramolecular rearrangements of free radicals are not nearly so common as those of carbo­
cations. In fact, the most important rearrangements of free radicals are those associated with 
free radical "clocks", as discussed in Section 8.8.8 and listed in Table 8.7. Here we describe a 
few other rearrangements of radical systems. 

11.11.1 Hydrogen Shifts 

Hydrogen shifts in radicals are simply intramolecular variants of hydrogen atom ab­
straction reactions. The arrow pushing is straightforward, as shown in Eg. 11.65. The defin­
ing feature is the distance between the newly formed and the original radical centers, and we 
classify radical hydrogen shifts accordingly. 

(Eg. 11.65) 

The 1,2-hydrogen shift that is the hallmark of carbocation chemistry is completely absent 
in free radical chemistry. There are no documented cases at temperatures below 600 oc. The 
1,3-hydrogen shift is rare, but it will occur if the reaction is substantially exothermic. One of 
the few unequivocal cases is shown in Eq. 11 .66. 

(Eq. 11.66) 
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Similarly, a 1,4-hydrogen shift is uncommon in solution and must be exothermic. An in­
teresting case is shown in Eq . 11.67, involving one of the persistent radicals of Table 2.6. For 
the 1,4-shift shown, the kinetic isotope effect, k1-d k0 , is 80 at -30 oc and 13,000 at -105 oc. 
These huge values indicate that, at low temperatures, quantum mechanical tunneling is 
involved. 

'"''¢( 1-Bu v · 
-I 

-<9 (Eg. 11.67) 

1-Bu 1-Bu 

Both 1,5- and 1,6-hydrogen shifts are common if the reaction is exothermic, especially 
the 1,5-shift. Egs. 11.68 and 11.69 show two examples. A very important version of such a 
shift is the Barton reaction, in which an oxygen-based radical is generated by photolysis of 
a nitrite (Eq. 11.70). We have discussed before how oxygen radicals are especially reactive, 
so a 1,5-hydrogen abstraction will occur if it is available. Given the high reactivity of oxygen 
radicals, even abstraction geometries that are not ideal are viable. 

0 hv -CCI4 

1,5-Shift 

1,5-Shift t}R ·NO -

(Eg. 11.68) 

(Eq. 11.69) 

(Eg. 11.70) 

Breslow exploited the Barton reaction to selectively functionalize a steroid. Eg . 11.71 
shows the target steroid, and the goal was to functionali ze just the C18 methyl (shown in 
color). The trick was to use the nearby OH to deliver a radical properly positioned to react 
with C18. After the carbon radical is formed, it reacts with the NO that was generated to ulti­
mately produce an oxime, a useful functional group. 

NOCI 

A cO A cO 

·NO 

A cO A cO 

11.11.2 Aryl and Vinyl Shifts 

ONO 

HO 

h v -
A cO 

0 + · NO 
CH3 

---
(Eg . 11.71) 

In contrast to hydrogen shifts, 1,2-shifts of aryl and vinyl groups are quite facile. Eg. 
11.72 shows the arrow pushing for a 1,2-vinyl shift. The reaction is fundamentally radical ad­
dition to an olefin, and then the reverse reaction. 
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(Eq. 11.72) 

A similar sequence is involved in the 1,2-aryl shift, and Eq. 11.73 shows a prototypical 
example. While we expect the reaction to be reversible, the case shown is driven to the right 
to form the more stable 3° radical. Such shifts presumably involve a cyclohexadienyl radical 
of the sort shown in the margin, but such a species is not detected and cannot be trapped. 

(Eq. 11.73) 

The 1,2-vinyl shift shown in Eq. 11.72 proceeds via a familiar structure, the cyclopro­
pylcarbinyl radical we introduced in the context of free radical clocks (Table 8.7). In this 
case, the two species involved, the allylcarbinyl and cyclopropylcarbinyl radicals, are both 
discrete chemical entities that have been thoroughly characterized by EPR spectroscopy (Eg. 
11 .74). The equilibrium very strongly favors the ring-opened form, m aking the clock reac­
tion, the opening of cyclopropy lcarbiny l, essentially irreversible. 

log A Ea (kcal/mol) k (25 °C, s- 1) 

+=12=.5======5=·=9 ======1=.3=x==10=8==~~ 
9 .1 10.4 4 .9 x 103 

K(25 °C)= 1·3 x
108 

= 2.4 x 104 

4.9 X 103 

<1 G298K = - RTinK = -6.03 kcal/mol 

11.11.3 Ring-Opening Reactions 

(Eq. 11.74) 

We've noted often that radical chemistry is strongly influenced by thermodynamics, 
and all the rearrangements we have shown follow that pattern. However, just because a 
thermodynamically favorable rearrangement is available to a system, that does not mean it 
will occur. As examples, consider the hypothetical ring-opening reactions of cyclopropyl 
and cyclobutyl radicals (Egs. 11.75 and 11.76). Both reactions are exothermic, by about 23 
kcal / mol for the cyclopropyl and roughly 5 kcal / mol for the cyclobutyl. However, these are 
not facile rearrangements, such that when cyclopropyl or cyclobutyl radicals are generated 
in a reaction sequence, the products generally still contain the small ring. 

11.12 Rearrangements and Isomerizations Involving Biradicals 

(Eq. 11.75) 

(Eq. 11.76) 

We've seen a great number of reactions in this chapter and Chapter 10 in which two species 
combine, resulting in an addition or substitution, or in which a "reagent" such as acid or 
base initiates a process. There are some reactions, however, that are inherently unimolecular, 
not requiring any kind of reagent. Chapter 16 describes unimolecular reactions initiated by 
the absorption of a photon. Chapter 15 considers unimolecular thermal reactions and re­
arrangements that involve a cyclic array of orbitals, called pericyclic reactions. 

For the vast majority of organic molecules, however, heating does not lead to an elegant, 
concerted process involving a cyclic array of orbitals. By far the most common consequence 
of heating a molecule is simple bond cleavage. For polar molecules in polar solvents, hetero-

n 
/{ 

Cyclohexadienyl radical 
intermediate 
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lytic cleavage is possible. This is how SN1 reactions begin. Now we consider a different sce­
nario. For hydrocarbons and other nonpolar molecules, bond homolysis is much more likely 
than bond heterolysis. In the gas phase, homolysis will always be preferred over heterolysis, 
because a polar solvent is required to stabilize the ionic structures that result from heteroly­
sis. For simple molecules like ethane or peroxides, thermolysis-thermally induced bond 
cleavage-simply leads to a pair of radicals that then go on to do conventional radical chem­
istry. However, for cyclic molecules, homolytic cleavage of a C-C bond produces a new spe­
cies with two radical centers, a biradical (the term diradical is also used) . This is a new class 
of reactive intermediates with a range of intrinsic properties, much like with carbocations or 
carbanions. In appropriate cases, the biradical can go on to do unique chemistry, with the net 
outcome being the production of a new product that is an isomer of the starting material. 
Such thermal rearrangements are the focus of this section. Keep in mind that some issues in 
biradical chemistry are the subject of ongoing debate. These are fleeting species that are dif­
ficult to characterize, and often very small energy differences are important. Our goal here is 
not to resolve these issues, but rather to familiarize you with the major systems and the types 
of questions involved. 

Before discussing the chemistry of biradicals, we must consider spin state. Just as we 
saw with carbenes, the two weakly interacting electrons of a biradical can exist as either a 
low spin, singlet state or a high spin, triplet state. The two spin states will display noticeably 
different chemistries. Thermolysis generally produces singlet biradicals initially, because 
the starting material is a closed shell cyclic molecule that is necessarily a singlet. For simple 
biradicals, the singlet and triplet states are often close in energy and can interconvert fairly 
rapidly. At this point, we are not ready to discuss the subtle electronic features that favor 
the singlet or the triplet as the ground state. We need some more advanced electronic theory 
concepts, and these are developed in Section 14.5.6. At this point, we simply need to keep in 
mind that both the singlet and the triplet are viable for simple biradicals. 

11.12.1 Electron Pushing Involving Biradicals 

In Scheme 11 .19 we show the general case for thermolysis of a cycloalkane to produce a 
biradical. For large rings this process is difficult to distinguish from homolysis in an acyclic 
structure. We produce two essentially independent radicals, which then go on to do conven­
tional radical chemistry. What processes are available to a pair of radicals? One possibility is 
the recombination of the radicals, which in this case corresponds to a ring closure, reforming 
the original ring system. We will see this is an important process in biradical chemistry, mak­
ing the original thermolysis readily reversible. Bond rotations in the biradical could lead to 
scrambling of any stereochemistry associated with the cleaved bond, and so the ring closure 
could lead to a stereoisomer of the initial reactant. Disproportionation is another common 
radical process, and with a cyclic biradical the analogous process involves intramolecular 
hydrogen abstraction to produce a terminal olefin. 

Scheme 11.19 
The possible pathways 
available to a biradical. 

Q Possible bond 
rotations followed 

by closure 

In smaller ring systems, other interesting processes become feasible. Eqs. 11.77 and 11.78 
show the biradicals formed from C-C bond homolysis in cyclopropane and cyclobutane, 
respectively. Cyclopropane homolysis produces a 1,3-biradical, and the parent system is 
"called trimethylene. Cyclobutane homolysis produces a 1,4-biradical, and the parent sys­
tem is called tetramethylene. In both of these biradicals, the two radical centers are close 
enough to experience some interaction. As such, it is best to think of these systems not as two 
radicals, but as a single, unique reactive intermediate, a biradical, just as we consider a car­
bene to be a single reactive intermediate rather than two separate radicals. 



11.1 2 R EA RR AN GEM EN T S AN D ISOMERIZATIO NS IN VOLV I NG BIR A D IC A LS 687 

6 /), 

~ (Eq. 11.77) 
Trimethylene 

D /), c: (Eq. 11.78) 

Tetramethylene 

We are now ready to consider some specific examples of biradical chemis try. Rather 
th an organize the following sections according to a specific reaction, as we have done so far 
in this chapter, we w ill use the biradi cals themselves as the organizing theme. The reason for 
thi s is that often the same biradical can be generated from several d ifferent precursors, and 
so it is the uni fying structure. We begin with tetramethylene, a prototypical biradical, and 
then consider the intriguing case of trimethylene. 

11.12.2 Tetramethylene 

Thermolysis of cyclobutanes leads to cis-trans isomeriza tion of substituents, and the te­
tramethylene bi radical is a sensible intermediate . As shown in Eq. 11.79, there are o ther op­
tions available for this structure. The arrow pushing is shown for reactions moving from left 
to r ight. Cleavage to tw o ethylenes is a quite facile process, and in simple systems it is fas ter 
than ring closure (E. for the con version of cyclobutane to ethylene is ~62 kcal / mol) . The 
reverse process is also known; tha t is, under conditions of high tempera ture and p ressure, 
olefins can dimerize to make a cyclobutane. Thus, a 1,4-biradical has three routes available: 
bond rotation, w hich scrambles s tereochemistry; ring closure to m ake a cyclobutane; and 
cleavage to make two olefins. Much study has gone into determining the relative rate con­
stants of these p rocesses. 

A powerful tool for the study of biradicals has been the use of cyclic 1,2-diazenes (azo 
compounds) as precursors (Eq. 11 .80). Thermolysis or photol ysis of a di azene generally 
leads to the extrusion of N2 and the production of the biradical. Pho tolysis with a sensitizer 
(see Section 16.2.3 for a discussion of sensitized photolysis) allows a direct route to the triplet 
biradical. This provides the most convenient way to probe the reactivity differences of sin­
gle t and triplet biradicals. 

R, 

( c""''' 

R 

~ 
+ 

~ 
R2 R 

jj Closure 
(Eq. 11.79) 

(\ Singlet 

He/ \ 1 !} biradical 

0 ~ . 
hv, Sensitizer (\ Tnplet 

\ 1 I} biradical 

(Eq. 11.80) 

As shown in Figure 11.14, a diazene with appropriate stereochemical labeling can pro­
vide in formation on the relative values of C-C bond rotation (kro1) and cleavage (kcJeaJ by ex­
amining appropriate product ratios. Such studies have been conducted by Dervan for differ-
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Tablell.13 
Rotation vs. Cleavage 
in Tetramethylenes 
(Gas Phase,425-440 °C)* 

Tetramethylene kro/kc!eav 

D 
D'(: 5.5 

H,c~"' cis: 0.8 
trans: 0.3 

"'(co, 
0.02 

H3C CD3 

'Derva n, P. B., and Dougherty, 
D. A. "Nonconjugated Dirad ica ls 
as Reactive Inte rm ediates" in Dirn­
dicals, W. T. Borden (ed.) Wi ley­
lnte rscience, New York, 1982. 

+ 

;=\ 
R R 

kcleav -

Figure 11.14 

R 

"'( 
1 kclos 

c(R 
R 

R 

kcleav - + R 
;d 

R 

Pathways for the thermolysis of diazene precursors to tetra methy lene 
deriva tives. 

ent substituents, and the results are summarized in Table 11 .13. Interestingly, the value of 
k rot / kc1eav varies as the su bstituent is changed. The trend makes sense, though. As the substi­
tution at the radical center increases, k ro1 / kc1eav decreases. This is almost certainly a conse­
quence of k,.0 1 slowing down, and it teaches us that bonds with more substituents ro tate more 
s lowly, an example of the ponderal effect. 

The thermolysis studies of Figure 11 .14 involve singlet biradicals. We noted above that 
we would expect different behaviors fo r singlet vs. triplet bi radicals, and many types of 
experiments bear this out. A classic experiment is summarized in Eq . 11 .81. The d im ethyl­
d iethyldiazene was decomposed by three different m ethods: hea t, d irect photolysis, and 
sensitized photolysis. Thermolysis or direct photolysis produ ces a considerable preponder­
ance of the cyclobutane with retention of stereochemistry. However, the triplet biradical pro­
duced by sensiti zed photolysis leads to an almost complete scrambling of the stereochemis­
try. The triplet birad ica l cannot d irectly close to cyclobutane, beca use that reaction is spin 
forbidden. This increases the lifetime of the biradi cal and allows much more bond rotation 
prior to closure. Cleavage products (olefins) are also observed in these reacti ons, and it is 
genera lly observed that more olefin product rela ti ve to cyclobutane is observed in the trip­
let mani fo ld. 

)(~_~ ... ~"" )\N L\"\ "'" 
.....___ 

A B (Eq. 11.81) 

Method A/B 
Heat 49 
h v 32 
h v, Sensitized 2 

An impor tant aspec t of te tramethylene chemistry is that similar results are seen w hether 
the biradica l is prepared by cyclobutane thermolysis, by ethylene d imerization, or by dia­
zene photolysis. Seeing the same produ ct ra tios from di fferent m odes of preparation is one 
of the most stringent tests for the existence of a common reactive intermediate. 
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11.12.3 Trimethylene 

Superficially, the thermolysis of cyclopropanes resembles that of cyclobutanes. Several 
processes are observed, and a biradical is a reasonable intermediate. However, we will see 
some subtleties that will require considering other options. 

The essential reactions that occur upon heating cyclopropane in the gas phase are 
shown in Eqs. 11.82 and 11.83, along with conventional electron pushing. The stereochemi­
ca l isomerization and 1,2-shifts have been observed with a range of R groups. 

Bond 
rotation (Eq. 11 .82) 

(Eq. 11.83) 

The stereochemical isomerization implies a competition between ring closure and bond 
rotation in the biradical reactive intermediate. As with tetramethylene, a competition is sup­
ported by studies of appropriately substituted diazenes which, on thermolysis, lose N 2 and 
presumably produce the biradical (Eq. 11.84). However, in an early indication that things 
are not as simple as with tetramethylene, the diazene experiments show a "cross-over" ef­
fect . The cis diazene preferably produces trans cyclopropane, and vice versa. 

(Eq. 11 .84) 

While the biradical process is appealing, proving that this is indeed the mechanism is 
not so straightforward . Is a singlet, 1,3-biradical a viable reactive intermediate with a life­
time? That is, can you really have two carbon radicals that are very close to each other in 
space, with a roughly 60 kcall mol exothermic process available that requires very little 
atomic movement? If the biradical does exist, is its lifetime long enough for bond rotation to 
occur, leading to a scrambling of the stereochemistry? Is the 1,2-hydrogen shift proposed 
in alkene formation a viable reaction, given that 1,2-hydrogen shifts do not occur in mono­
radicals? Does a common intermediate lie on the paths for stereoisomerization and alkene 
formation? 

Thermochemistry is a useful tool in considering thermal rearrangements. Recall the 
group increments methodology introduced in Chapter 2. The heat of formation of cyclopro­
pane is + 12.7 kcall mol. Using the data of Table 2.7, we can estimate that the heat of forma­
tion of trimethylene is 2(35.82) + (-4.95) = 66.7 kcal I mol. The other useful type of informa­
tion is the set of activation energies for rearrangement. These are 64.2 kcal I mol for cis-trans 
isomerization and 65.6 kcal l mol for propene formation. These lead, by simple addition, to 
heats of formation of the transition states for isomerization and propene formation of 76.9 
kcal I mol and 78.3 kcal I mol, respectively. These data can be used to assemble a potential en­
ergy surface for cyclopropane thermolysis, as shown in Figure 11.15. 

The key feature of this surface is the clear prediction that the heats of formation of the 
two transition states lie above the heat of formation of the trimethylene biradical. This 
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76.9 -----------------

64.2 

12J 

Figure 11.15 

66.7 
~ 

---78.3 

Hypothetical potential energy surface for cyclopropane isomerization 
based on the group increments method. 

means that the biradical is a viable structure along the reaction pathway. In fact, the tri­
methylene biradical is predicted to lie in a significant potential well, with barriers to escape 
on the order of 10 kcal/ mol (referred to as a Benson barrier since it derives from group incre­
ments). Since we expect rotation barriers around the C-C bonds of trimethylene to be much 
less than 10 kcal/ mol, the model predicts loss of stereochemistry if trimethylene is formed. 

The energy surface in Figure 11.15 comes with two large caveats, one methodological 
and one conceptual. First, the group increments of Table 2.7 were developed in the 1970s 
based on the best available data. We present these Benson increments because they are the 
most comprehensive set of self-consistent data . However, later experimental determina­
tions of radical heats of formation suggest that some revision is necessary. These revisions, 
although not universally accepted, lead to a reduction in the Benson barrier. 

The conceptual problem stems from a fundamental feature of the group increments 
method. By using the value from Table 2.7 for a CH2 • group, we are assuming that we can 
use the increments associated with si mple monoradicals to study biradicals. Implicitly, we 
are assuming there is no interaction between the radical centers in trimethylene. While this 
is no doubt an excellent assumption for large-ring biradicals, the whole point of trimethyl­
ene is that the radical centers are close and that they certainly interact. This must affect 
the heat of formation of the molecule, and so the group increments method may not be 
applicable. 

We could now reproduce a lengthy and ongoing literature debate on the best way tore­
fine the potential energy surface of Figure 11 .15 and the reality of the Benson barrier, but that 
would miss the point. It will always be true that thermochemical approaches can provide 
guidelines only; there will always be uncertainties, especially for reactive intermediates. In 
the present case, we can say that the group increments method does not rule out trimethyl­
ene as a viable reactive intermediate on the path of cyclopropane isomerization. It certainly 
does not prove its involvement. In other cases, group increments can provide a fairly strong 
case that a proposed reactive intermediate is simply too high in energy to be seriously con­
sidered; we will see an example of this in Chapter 15. Thus, thermochemistry can provide 
fairly strong evidence ruling out a particular reactive intermediate, but only permissive evi­
dence for the involvement of a reactive intermediate. 

Given its small size, trimethylene was one of the first reactive intermediates to be ex­
plored using modern quantum mechanical computational techniques (Chapter 14). The cal­
culations established that there was indeed a significant interaction between the two radical 
centers, giving good reason to be suspicious of the thermochemical data. As shown in Figure 
11.16 A, in appropriate geometries the 1r( CH2) orbital of the central methylene can be aligned 
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A. Mixing of the TI(CH2) orbital of C2 of 
trimethylene with the radical cente rs. 
B. Stereochemical test of coupled, conrotatory 
motions vs. sing le-rotation mechanisms 
in cyclopropane. 

with the p orbitals on the radical centers. This results in an orbital mixing phenomenon 
termed through-bond coupling, which we will discuss in detail in Chapter 14. For the pres­
ent purposes, we simply note that this mixing of the TI(CH2) orbital and the radical p orbit­
als led Hoffmann to an interesting theoretical prediction. Most chemists would expect the 
cis-trans isomerization to arise from simple, independent rotations around the C1-C2 and 
C2- C3 bonds of trimethylene, leading to scrambling of stereochemistry. Theory suggested, 
however, that because of the through-bond coupling, such rotations in trimethylene should 
be coupled, with a bias toward both bond rotations occurring in the same direction, called a 
conrotatory motion. This is illustrated in Figure 11.16 B, using deuterium substitution as a 
stereochemical label. If the bond rotations that lead to the product from trimethylene are 
conrotatory, by microscropic reversibility, the bond rotations that create trimethylene from 
cyclopropane must also be conrotatory. This is not at all the behavior we saw with tetrameth­
ylene. If the Hoffmann prediction were true, trimethylene would have unique properties, 
associated specifically with the fact that it is a 1,3-biradical. 

An elegant test of the Hoffmann prediction was executed by Berson and co-workers. 
They prepared the trans-1,2-dideuterocyclopropane of Figure 11.16 B enantiomerically en­
riched-this simple molecule is chiral by virtue of isotopic substitution. If, after ring opening 
at the C1-C2 bond, there is a coupled, conrotatory rotation about the C-C bonds, we 
will directly produce the enantiomer of the original trans starting material. Alternatively, 
if the C-C bonds of the biradical rotate independently, we expect formation of the cis-
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dideuterocyclopropane (an achiral molecule) to compete with the racemization of the trans 
form of the reactant. The experiment is a challenging one, but the result was clear: racemiza­
tion of the trans reactant was measurably faster than cis-trans isomerization. This supports 
coupled conrotatory rotations in the stereoisomerization of cyclopropane, with no trimeth­
ylene intermediate. 

The coupled rotation seen in the Berson experiment is fascinating. However, it is pretty 
much exclusive to the parent system. When radical-stabilizing substituents such as phenyl 
or cyano are placed on the ring, simple, independent bond rotations are observed, much as 
in tetramethylene. 

For the parent cyclopropane, the path to propene must be different than the concerted 
double rotation. For substituted cyclopropanes, however, it seems reasonable to propose 
that propene products arise from a 1,2-hydrogen shift of the biradical. We have noted earlier 
that 1,2-shifts are essentially never seen in simple radicals. Thus, the substantial driving 
force of forming a new C-C 'IT bond makes this usually unfavorable process feasible. 

Several simple 1,3-biradicals have been directly observed spectroscopically. Photolysis 
of 2,3-diazabicyclo[2.2.1]heptene in a frozen solvent at temperatures below 10 K produced a 
simple biradical, 1,3-cyclopentanediyl, the triplet state of which was directly observed by 
Closs using EPR spectroscopy (Eq. 11.85). Similarly, a series of substituted 1,3-cyclobutane­
diyls was produced (Eq. 11.86), showing that substituent effects on simple, triplet biradicals 
mirror those of conventional free radicals. 

h'5K 3[ 0] (Eq. 11.85) 

1 ,3-Cyclopentanediyl 

hv, 5 K (Eq. 11.86) 

An intriguing feature of the reactions in Eqs. 11.85 and 11.86 is that, even at cryogenic 
temperatures, ring closure to the bicycloalkane could be observed . The reaction is spin for­
bidden, converting a triplet biradical to a singlet bicyclic product. The spin forbiddenness 
shows up in the Arrhenius pre-exponential terms, with log A values in the range of 108 s-1

. 

This is very low for a unimolecular reaction. The thermal barrier to ring closure is on the or­
der of 1-2 kcal / mol for both systems. At 5 K, a 1 kcal / mol barrier is essentially insurmount­
able. This leads to the conclusion that quantum mechanical tunneling is involved in these 
ring-closure reactions. This is a novel result, because tunneling is normally associated with 
the movement of light particles like h ydrogens or electrons; heavy-atom tunneling of the 
sort that must be involved in these ring-closure reactions is much less common. 

In recent years, several other reactions have been observed to exhibit heavy-atom tun­
neling. An intriguing example is the interconversion of the equivalent rectangular forms 
of singlet cyclobutadiene (Eq. 11.87-see Chapter 14 for a detailed discussion of cyclobuta­
diene) . In2003, several groups described the rearrangement of the fluorocarbene ofEq. 11.88 
at 8 K. Through a combination of experiment and theory, the workers concluded tha t the re­
action occurred faster by a factor of 10152 over what would be expected from a conventional, 
thermally activated path. Thus, tunneling can strongly influence the rates of reactions at 
cryogenic temperatures! 

D -- D (Eq. 11 .87) 

CH3 cS, I ~~\ BK 
(Eq. 11.88) -
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Going Deeper 

Femtochemistry and Singlet Biradicals 

We have described several examples of the direct observa­
tion of triplet biradicals. However, the fleeting nature of 
singlet biradicals has made it very difficult to obtain direct 
information on their structure and reactivity. With the 
advent of femtosecond lasers, however, this has become 
possible. For exam pie, Zewail and co-workers directly 
characterized simple tetramethylene and trimethylene 
biradicals. The approach involved a molecular beam of 
either cyclopentanone or cyclobu tan one with crossed 
laser beams. Photolysis led to extrusion of CO and forma­
tion of the biradical. For tetramethylene, a clear biradical 
structure is seen, with a lifetime of 700 fs. However, for 

11.12.4 Trimethylenemethane 

trimethylene, no such "long-lived" structure was 
observed. Instead, a transient with a lifetime of only 120 fs 
was seen. This is so short that it is really not meaningful to 
distinguish this transient from a transition state. These 
time-resolved results are considered to be consistent with 
the more conventional thermolysis studies. Tetramethy­
lene is a well behaved biradical, a true reactive interme­
diate. However, trimethylene is better thought of as a 
transition state. 

Pederson, S., Herek, ]. L., and Zewa iJ, A. H. "The Validity of the 'Diradi­
ca l' Hypothesis: Direct Femtosecond Studies of the Transition-State Struc­
tures." Science, 266, 1359-1364 (1994). 

Methylenecyclopropane derivatives are prone to thermal rearrangement, as shown 
in Eq. 11.89. Along with cis-trans isomerization (as in cyclopropane), a structural rearrange­
ment is observed. The rational mechanistic proposal is that the C2-C3 bond cleaves to pro­
duce the biradical trimethylenemethane (TMM; Eq. 11.90). This biradical is fundamentally 
different from the biradicals we have seen so far. First, TMM is substantially resonance sta­
bilized, with three equivalent resonance forms, such that the structure has true, three-fold 
symmetry. Ring closure can occur in any of three equivalent ways, leading to the structural 
isomerization in Eq. 11.89. Second, the two unpaired electrons are part of the same 'IT system, 
and so they interact with each other strongly. In this case that interaction leads to a triplet 
ground state, and the preference is quite strong ( ~ 14 kcal / mol; see Section 14.5.6). As are­
sult, TMM shows two well-defined reactive modes, one for the singlet and one for the triplet. 

(Eq. 11.89) 

(Eq. 11.90) 

Trimethylenemethane (TMM) 

TMM was the first biradical to be directly characterized by low temperature, matrix iso­
lation EPR in pioneering work by Dowd (Eq. 11 .91). The spectroscopy confirmed the three­
fold symmetry and the triplet ground state that theory had predicted, and allowed kinetic 
studies under matrix isolation conditions. 

hv --co ~ (Eq. 11.91) 

0 

When the diazene in Eq. 11.91 is employed to generate TMM in solution, irreversible 
ring closure to methylenecyclopropane is too rapid to allow characterization of the birad­
ical. In order to increase the lifetime of TMM and make it more amenable to direct char­
acterization, Berson introduced the modification shown in Eq. 11.92. By incorporating the 
TMM into a five-membered ring, the two possible ring-closure paths produce very highly 
strained molecules. 
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H,CI:: 
N 

Heat or hv 

(Eq. 11.92) 

As shown in Figure 11.17, the ring constraints were successful in suppressing the ring­
closure reaction, such that bimolecular chemistry is possible. A cascade mechanism is evi ­
dent, which means structures of progressively lower energy are produced . The singlet dia­
zene produces the singlet TMM, which produces the triplet TMM, that goes on to dimers. In 
the presence of appropriate trapping agents, the cascade can be diverted . An interesting fea­
ture is the differing trapping reactivities of the singlet and triplet biradicals, the former pro­
ducing bicyclo[3.3.0] products, and the latter producing bicyclo[2.2.1] products. This is one 
of the clearest demonstrations of the different natures of singlet and triplet biradicals . 

Figure 11.17 

h v, Sensitizer 

Heat or hv '[6] = 3[6 ]-D,m•rn 

) l ) l 
t;fx ~x 

The cascade mechanism associated with the chemistry of the "Berson 
TMM". 

What about the ring-closed forms of Eg. 11.92? Are they actually formed? Further study 
has characterized derivatives of each. From a combination of mechanistic and compu ta­
tional studies, it has been concluded that the ring openings of both of the ring-closed prod­
ucts shown in Eg. 11.92 to triplet TMM are exothermic, but especially so for the bicyclo[3.1.0]­
hexene deriva tive. Thus, we have a system that is more stable when it is missing a C-Cbond 
than when the bond is present (Eq. 11.93). Such structures have a nega tive bond dissociation en­
ergy! This observation is a consequence of the special stabilization of the TMM biradical, and 
the high strain of the ring-closed systems. 

~ fJJ _Exothermic (Eq. 11 .93) 



Summary and Outlook 

The 20th century was a triumphant one for mechanistic organic chemistry. The notions of a 
reaction mechanism and of a reactive intermediate were conceived, and their importance to 
chemistry unambiguously established. The fundamental mechanistic paradigms-E2, El, 
SN2, SNl, addition-elimination, etc.-were established. In the second half of the century, all 
the key reactive intermediates that had been proposed to explain various kinetic and stereo­
chemical experiments were directly characterized through stable media and fast kinetic 
techniques. Even some reaction transition states were directly observed! In addition, mecha­
nistic enzymology provided many examples of nature's use of the mechanistic paradigms 
developed on small organic molecules. Thus, the development of mechanistic organic 
chemistry stands as one of the great scientific achievements of the 20th century. 

So where are we now? While novel structures and new reactions continue to be devel­
oped, it seems unlikely that fundamentally new mechanistic pathways for organic mole­
cules will emerge. New organic reactions will likely follow some combination of the various 
fundamental mechanisms discussed herein. 

A recurrent theme of this chapter and Chapter 10 has been that the traditional character­
izations of a reaction as either E2 or El, or as SN2 or SNl, are fuzzy. We see a continuum of 
mechanisms, where many (if not most) systems are best thought of as intermediate cases 
that lie more toward one end of the mechanistic spectrum than the other, or even lie directly 
in the middle. The limitless diversity of organic structures and reactions ensures that almost 
all mechanistic nuances are feasible . Thus, each new case you confront in your research must 
be considered individually. Simply looking at a reaction and declaring it to be SN2, or any 
other traditional mechanism, seems risky. Such declarations, instead, should be your start­
ing points for analysis, analogous to how the standard electron pushing was the starting 
point for each mechanism given herein. Because the tools for studying mechanisms have 
been covered, and the nuances explained, you should now know what to look for in a possi­
ble mechanism and how to test that prediction. Nothing is more enabling if a chemist wants 
to control or modulate a chemical reaction than knowledge of the mechanism. As such, it 
seems certain that the tools and concepts developed here and in the last several chapters will 
forever be a key component of organic chemical research. 

We now have the essentials of mechanistic organic chemistry in hand. We are ready to 
move on to some more advanced topics, beginning with organometallic chemistry, followed 
by the chemistry and materials properties of polymers. 

Exercises 

EXERCISES 695 

1. The rate of nucleophilic attack in an SN2 reaction often depends upon the counterion of the nucleophil e. For example, 
when the counterion is Li+, the order of reactivity for the reaction of halogen nucleophiles with methyl brosy late is 
I- > Br > CJ-. The order of reactivi ty is reversed when the counterion is tetrabutylammonium. Why? 

2. The secondary isotope effect for the SN2 reaction of bromide anion with methyl iodide in the gas phase is 0.76. Why is there 
any isotope effect at all, and why is it inverse? 

3. The SNl solvolysis of one of the following alkyl tosylates is 105 times faster than the other. Which is faster and why? 
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4. During the SNl solvolysis of allyl chloride, som e scrambling of the position of the chloride often occurs. The extent 
of scrambling has no dependence upon the concentration of added chloride salts. Why is this? 

*~CI = CI~ 
* 

5. Using a More O'Ferrall- Jencks plot, analyze how the position of the SN2 transiti on state changes for the reaction 
of n-butylchloride with azide under the following conditions. 
a. The nucleophile azide is changed to phenoxide. 
b. The leaving group chloride is changed to iodide. 

~CI 
N .0 

3. -
6. The secondary isotope effects for the solvolyses of the following compounds are lis ted. Explain why there is such 

a difference between the two examples. 

SfH HQ< '·. H(D) 
kH 

= 1.44 .. ,,,, H kH 
= 1.10 H(D) 

ko ko 

H"" C(CH3lJ H-<"' C(CH
3

)
3 

( OBs = 0-802-o-Br ) 

7. The SNl solvolysis of one of the fo llowing alkenyl bromides is approximately 105 times fas ter than the other. 
Which is faster and why? 

P-:9 
Br Br 

8. What is the mechanism of the followin g substitution reacti on? Show all electron pushing. 

9. Why is there a difference in the isotope effects in the solvolysis reactions of the following alkenyl tosylates? Explai n why 
the second example has the larger isotope effect. 
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10. In the solvolysis of stereogenic structures, stereochemical scrambling is often faster than product formation. To test 
whether such scrambling occurs within a contact ion pair or via reaction of the carbenium ion with free leaving 
group, radiolabeled leaving groups can be added to the reaction. What does it mean when the reactant undergoes 
stereochemical scrambling faster than incorporation of a radiolabeled leaving group? 

11. Goering studied the solvolysis of structures similar to the following. He followed both the racemization of the stereogenic 
center in the reactant, and the scrambling of the isotopically-labeled oxygen in the reactant between the ether and carbonyl 
positions. The scrambling of the isotopic label was faster than the scrambling of the stereochemistry during solvolysis reac­
tions. What step in the solvolysis mechanism does measuring the rate for isotopic scrambling give a rate constant for, and 
mathematically how is the rate of this scrambling related to the rate constant for this particular step? 

12. We stated in this chapter that the observation of a rearrangement reaction in what appears to be an SN2 reaction is evidence 
for an SET mechanism. But is the opposite true? For example, the reaction of 6-bromo-1-hexene with NaSN(CH3h some­
times gives a cyclized product. What is this product? How do you explain the fact that this reaction gives no cyclization in 
THF, but in 1:1 THF /pentane the cyclized product does form? 

~Br 

\ 0 
N-s:'=' 

I 

13. One of the following structures undergoes acetolysis 1011 times faster than the other. Which one is faster and why? 
What stereochemistry in the products do you expect for both these reactants? 

14. The following graph shows a correlation between the logarithm of the rate constant for the solvolysis of the various 
reactants in 80% aqueous acetone with added azide (y axis) to the logarithm of the relative rates of substitution by azide 
and water (x axis). Does this graph follow the reactivity-selectivity principle discussed in Chapter 7? Also, comment upon 
the factors that stabilize an intervening carbocation in each reactant shown in this graph (Ad = adamantyl). 

-0 

.:c -10 
tn 

..Q 

-15 

t-Bo~Ph 

Cl 

Ph~ 

Cl 8 

(p-CH3C6H4)2CHCI f) 

• • ~CI 

Ph2CHCI 0 

t-BuCI CI~Ph 

• Cl 

q__CH3 
Cl 

1-AdCI . 

0 2-AdCI 

0 3 

Raber, D. J., Harris, J- M., and Schleyer, P. v. R. 
"The Use of Added Sodium Azide as a Mechanistic 
Probe for Solvolysis Reactions." f. Am. Chem. Soc., 
93,4821 (1971). 
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15. The scrambling of hydrogens in sec-butyl carboca tion (CH3CH+CH2CH3) between the two secondary carbons occurs at 
-110 oc. At -40 oc or sli ghtly lower temperatures, a radio-label (1 4C) originally at the cationic carbon becomes sta tistically 
distributed over all four carbons. Furthermore, at -40 oc all nine h ydrogens in the structure become NMR equivalent. 
At temperatures above -40 °C, the cation rearranges tot-butyl carbocation. Give mechanisms for all the hydrogen and 
carbon shifts described here. 

16. Show w hich carbons of the bicyclobutonium ion (Section 11.5.14) need to be attacked by a nucleophile to give homoallyl, 
cyclobuty l, and cyclopropyl ca rbinyl derivatives as the final products. 

17. Ca lcula te the exothermicity or endothermicity of the following hydrogen abstraction reactions involved in free radical 
halogenation of alkanes (the BDEs ofHF, HCl, HBr, and HI are 136, 103, 87, and 71 kcal / mol, respectively). Which reaction 
would you predi ct is the least selecti ve? 

~ F· - /"-.../ HF + + 
H 

~ + Cl· - ~ + HCI 
H 

~ + Br· - ~ + HBr 
H 

~ I· - /"-.../ 
HI + + 

H 

18. Explain w hy placement of an oxygen in the chlorocyclooctane ring slows down the solvolysis reaction in one case and 
speeds it up in the othe r. 

krel 

O CI HOAc - O OAc 
1.0 

OCI HOAc OOAc - 0.14 

OCI HOAc OOAc - 48,500 

19. Below are shown relative rates for the solvolysis of haloalcohols and relative rates for solvolysis of haloamines, both in 
water. Exp lain th e trend s seen. 

2-Chloroethanol 
3-Ch loro-1-propanol 
4-Ch loro-1-bu tanol 
5-Chloro-1-hexa nol 

1-Amino-2-bromoethane 
1-Amino-3-bromopropane 
1-Amino-4-bromobutane 
1-Ami no-5-bromope ntane 
1-Amino-6-bromohexa ne 

2000 
1 

5700 
20 

72 
1 

60000 
1000 

2 

20. What is the fl aw in the experimental design in using a pinacol s tructure such as that shown below for determining the 
re lative migra tory aptitudes ofR1 and R2? 
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21. The thermal Criegee rearrangement is shown below. Write a mechanism for thi s reaction w ith all electron pushing. 
Explain the fact that when the carbonyl oxygen of the perester is labe led w ith 180, it is a lmost e ntirely re tained in the 
product carbonyl oxygen position. Propose another experiment that might help support the mechan ism you wrote. 

o* 
II 

0-0-C-R 

~-
H 

o* 
II 

0 0 - C - R 

~ 

22. Exp lain the products from the following reactions. Wh y is only one prod uct found in each case? 

e 

~' - ~ ~N~ - ~'(0 
e 

~l ~0 ~ e - ~'(0 - N2 

H 

23. The benzilic acid rearrangement can be ca talyzed with cyanide, and the conditi ons do not require the additi on of a strong 
base. Write a mechanism for this catalyzed reaction with the appropriate electron pushing. 

24. The following are examples of several rearrangements. Rearrangements are excell ent reacti ons for applying multiple 
experimen tal tools g iven in this book to explore the mechanisms. Propose mechanisms for these reacti ons along with elec­
tron pushing. Describe isotope scrambling experiments to test where the oxygens or nitrogens in the prod ucts ar ise from 
in each case. ln addition, where appropria te, propose Hammett plots to test for intermediates and changes in charge that 
occur in the ra te-determining steps. Finally, for appropriate cases, propose cross-over experiments to dete rmine if the 
reacti ons are intramolecular or intermolecular. 

A. 

B. 

c. 

D. 

E. 

Neber rearrangement 

Curtius rearrangement 

Lassen rearrangement 

0 

HOE! 

Heat 

)l 0 Ar 
Ar' ~ / f( 

H 0 

0 
Ar'-NH2 + C02 + }- Ar 

Sommelet-Hauser rearrangement 

Ph 
~0 NaNH2 V N(CH3b NH3 

Smiles rearrangement 

NaOMe 

HOMe 

eo 
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Wallach rearrangement 

F. 

25. Explain the products and stereochemistry of the foll owing two reactions. 

Ph CH3 

H ~O)Ph 
0 

Cl 

Hac_i: Ph 

HI~H 
0 Ph 

-
26. How well do group increments reproduce the thermodynamics for the cyclopropylcarbinyl-allylcarbinyl sys tem 

ofEq. 11.74? 

27. Convince yourself that a t 5 K a 1 kcal I mol barrier is essentially insurmountable. 

28. Perform an analysis of the thermochemistry for cyclobutane cleavage to two ethylenes. Does it pred ict that the te tramethy l­
ene biradical (Section 11.12.2) is a viable reactive intermed iate? 

29. Although the slopes of the lines in Figure 11 .5 are a ll the same, the vertical placements of the lines are not w hat one wou ld 
predict. For a genera l series o f C , and 0 nucleophiles, what order of reactivity would you predict? What factors could 
change this order of reactivity? 

30. Con sider the dimethyl diazene results of Eq. 11 .84. Are these results consistent with the proposal of a preferential conrota­
tory motion of the trimethy lene biradical? Can you propose another explanation? 

31. Briefly answer the following questions about aldol reactions. 
a. Why are equilibrium constants for the formation of [3-hydroxyl carbonyl compounds genera ll y hi gher for aldehydes 

than ketones? 
b. Given that the equilibrium cons tant for the formation of the [3-hydroxyl com pound from acetone is only 0.02, why does 

it sometimes complicate reacti ons that are performed in acetone? 
c. Why is the problem from part b exacerbated at eleva ted temperatures? 

32.lsotope effects for [3-hydrogens in SN1 reactions are com monly in the range of 1.1 per deuterium substitution. How does 
this isotope effect arise? 

33. Give a mechanism for the conversion shown. Predict an activation energy for the process. 

e - o 
34. Why is the autoxidation of die thyl e ther so facile? Why is it even more facile for diisopropyl e ther? 

35. A common reaction that has shown some synthetic utility is the vinylcyclopropane to cyclopentene rearrangemen t. E" for 
the parent system is 49.6 kcal I mol. Write a mechanism for this reaction, propose an intermediate, and include appropriate 
electron pushing. How might you test you r mechanistic postulate? 

( L - 0 
36. Spiropentanes undergo a thermal rea rrangement to methylenecyclobutanes; E. for the parent system is 54.5 kcal I mol. 

In appropriately substituted systems cis-trans isomeriza tion of substituents on the spiropentane is seen. Furthermore, 
hea ting a substituted methy lenecyclobutane can lead to scrambling of any substituents on the ring. Write a mechanism for 
this reaction, propose an intermediate, and include appropria te electron pushing. How might you test your mechanistic 
postulate? 

z- b 
37. Make a H ammett plot out of Table 11.12. What is the best substituent constant to use, and how sensitive is the pi naco! 

rearrangement to the substituents? 
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38. The isotope effec t on the hydrogen a tom abstraction from t-bu tylthiol by vario us radicals has been studied . Using various 
radicals to do the abstraction, the enthalpies of abstraction varied between -24 and 18 kcal l mol. The largest isotop e effect 
was found when the enthalpy of abstractio n was as close to zero as possible, in this case 5 kcal I mol. Why is this true, and 
what does this tell you about the reaction? 

39. We h ave already analyzed the following reaction, where a sm all percentage of s te reoselectivity is found. If the enantiomer 
of the reactant gives the same products, w ith the ratio 55 to 45, is the reaction s tereospecific? Explain. 

Ph -tOTs HOAc -
45% 

+ 

Ph 
\-oAc 

---A 
55% 

40. When tmlls-2-deuterio-4-t-butylcyclohexanone is treated with a strong base, only the deuterium on C2 can be dep ro­
tonated by the base. Explain why. 

41. Provide a mechanism for the following reaction, showing the electron pushing. Rationalize the observed activation 
param eters: tlH* = 23.8 kcal I mol and ilS* = - 6.0 eu. 

Heat -
42. D raw two different alky l b romides that might efficiently produce the following carbonium ion. 

43. Consider the alkyla tion of acetone shown u sing methoxide or d iisopropylamide as the base. The pKa of acetone is 19, 
wh ile the pKa va lues of methanol and diisopropylamine are 16 and 36, respectively. Discuss how the selection of the 
base a ffec ts the stra tegy behind the reaction. It is possible that either base will work? 

44. Write a mechanism for the following reaction, showing all intermediates and electron-flow arrows. 

r!b~ 1) 
Acid - 0 

45. Experiments designed to study the effects of substituents, solvents, nucleophiles l bases, and leaving groups on the balance 
between SN2 and SNl reactions most often involve secondary substra tes. Exp lain w hy this is so. 

46. Solvolysis of the reactants shown in aqueous solvent give essentially identical ra tios of the same two alcohols (7: 3). One 
explana tion is that two carbocations are formed that rapidly in terconvert and h ave essentially the same energy. Draw these 
two carbocations and comment on whether this explanation is reasonable. An a lternative explanation is that the sam e non­
classica l ca rboca tion is formed from both reactants. Draw this carbonium ion. 
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47. Which of the following carbanion rearrangements might reasonably be expected to occur? Give a mechan ism for each and 
explain why they w ould or would not be expected to occur. 

Ph Li 

Ph~ Ph~ -Li Ph 

0 

~ d) -
0 0 

48. The rela tive rates for the reaction of three benzyl bromides with potassium thiocyanate are given below. Give a mechanis­
tic interpretation of the observa tion that both the methoxy- and nitro-substituted substrates undergo faster reactions than 
the parent compound. 

X 

KSCN -krel 

X 

X 

OMe 
H 
N02 

11.2 
1.0 
2.94 

49. Write a m echanism with a ll in termediates and electron-flow arrows for the foll owing reaction. 

HO~ 

50. a. Give an example of a good nucleophile that is also a weak base and a poor nucleophile that is also a strong base. 
ln each case, point out the p roperties of the compound that lead to this disparity. 

b . Is the identity of the leaving group typica lly more important in nucleophilic a liphatic substitution or nucleophilic 
aromatic substitution? Explain. 

51. Choose between the following options to maximize the probability of an SN2 mechanism and to minimize the probability 
of an SNl mechanism. Explain each of your choices. 

A. 
~ or I 

Ph LG ~LG B. c. Nucleophile: Me3N or N~ 

D. E. Concentration of nucleophile: High or low 

52. Draw mechanisms for each of the following reactions involving rearrangements. In the last example predict the 
stereochemistry. 

0 0 

A. 
t!'H 

Acid I' -
B. 

OOH Acid (j. t + 6 -
0 

0 

c. J::zBr 

H20 
HOd H -
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D. 

53. The reaction of the following compound with KO-t-Bu in warm t-BuOH provides a product of formula Ct0H ,60 in 90% 
yield. A different C10H160 product is obtained in 80% yield when the same compound is treated with LOA in Et20 at 
-60 oc. Draw structures of the two products and explain the selectivity. 

0 

~Br 
54. Predict the product of the following aldol reaction at -78 oc. Explain your choice. 

0 

~ 
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CHAPTER 12 

Organotransition Metal Reaction 
Mechanisms and Catalysis 

Intent and Purpose 

This chapter is intended to extend our concepts of catalysis and our knowledge of organic 
mechanisms to organometallic chemistry. Organometallic chemistry is the chemistry of 
compounds containing metals with bonds to carbon. It is specifically referred to as organo­
transition metal chemistry when transition metals are involved. This field of chemistry has 
developed rapidly in the last 50 years, with a strong emphasis on synthetic transformations 
and industrially useful catalytic cycles. Our emphasis here is on the steps and mechanisms 
involved in fundamental organometallic transformations. We will then focus on how these 
basic reactions are combined to create catalytic cycles. The fundamental steps involve ligand 
exchanges, insertions, oxidative additions, reductive eliminations, and reactions of 1T sys­
tems. Before examining these reaction types, however, we must first learn a little about struc­
tural organometallic chemistry and electron counting, and this is how the chapter com­
mences. Our goal is to give an overview of the field and impart familiarity with the terms 
and topics. Advanced treatments are referenced at the end of the chapter. 

Why put a chapter on organometallic chemistry in a book on physical organic chemis­
try? Part! y because we would like to further emphasize how the concepts of physical organic 
chemistry are used in many other fields of chemistry. The techniques discussed in Chapters 
7 and 8 are routinely used to decipher organometallic reaction mechanisms, not just organic 
mechanisms. Indeed, we look at substituent effects, isotope effects, and kinetics quite exten­
sively in this chapter. However, most important is the fact that organometallic chemistry is 
now so common and pervasive that all organic chemists should be versed in the terminol­
ogy and reaction types, and be able to propose a mechanism for an organometallic reaction 
as readily as for an organic reaction. Hence, our primary goal is to teach you how to predict 
and appreciate organometallic mechanisms and catalytic cycles. 

12.1 The Basics of Organometallic Complexes 

The large variety of structural motifs, ligands, and metals can make organometallic chemis­
try seem like a more daunting topic to learn than organic chemistry, where carbon is the fo­
cus. In order to organize organometallic chemistry into a comprehensible discipline, several 
methods of analyzing structure and reactivity have been developed, along with nomen­
clature rules. We must have at least a rudimentary understanding of these methods and the 
terminology used in order to comprehend basic reactivity. The brief introduction to the top­
ics given here is sufficient to make organometallic chemistry accessible. In this section of 
the chapter, we analyze electron counting, common ligand types, common structural motifs, 
and a little nomenclature. 705 
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12.1.1 Electron Counting and Oxidation State 

One of the first things one does when looking at an organometallic reaction is to count 
the number of electrons the metal has in the reactant and product. This is called the electron 
count for the metal. Next, the oxidation state of the metal is determined. Lastly, it is often 
useful to determine how many electrons are in the d orbitals of the m etal, a number referred 
to as the d electron count. The result of these determinations gives insights into both there­
activity of the metal complexes and what has occurred during the reaction. 

Electron Counting 

Although there is some difference of opinion as to the " correct" way to count electrons, 
here we avoid that debate and present only one of the possible methods. This is just a formal­
ism; electrons don't "belong" to any one atom. In the method we will use, ligands to the 
metal that make covalent bonds (a and I or TI) are considered to donate one electron for each 
bond. In essence, these bonds are considered to arise from a radical ligand making a bond 
with one electron from the metal. Alkyl groups, hydrogen, halogens, and oxygen or nitrogen 
(singly-bonded) are common examples of the kinds of ligands considered to donate one 
electron to the metal during a bond formation. 

M-H M - R M-X M-OR M-N~ 

Covalent (one-electron donating) bonds to metals 

Dative bonds are formed by donation of a pair of electrons from the ligand to the metal. 
Ligands such as carbon monoxide (CO), phosphines, and amines all have lone pairs prior to 
donation, and they therefore contribute two electrons. These ligands can be considered as 
Lewis bases that are making a complex with a Lewis acidic metal. Upon coordination, the 
formal charge of a phosphine or amine would be positive. Similarly, the metal would for­
mally have a negative charge, but neither of these formal charges are normally drawn. The 
dative bonding electrons are still formally assigned toP or N, just as they are in a nonbonded 
lone pair. Dative bonds are often drawn as arrows, but they are also often drawn the same 
way as covalent bonds, requiring chemists to recognize them as dative from a knowledge of 
ligand types. 

M - PR3 M - NH3 M -CO or M - PR3 M -NH3 M - CO 

Dative (two-electron donating) bonds to metals 

Alkenes also contribute two electrons to a metal, by coordination of the TI bond. To show 
this a line is drawn between the metal and the center of the double bond. As the TI system be­
comes larger, more electrons can be donated to the metal. Allyl can donate three electrons, 
butadiene can donate four, cyclopentadienyl (Cp) can donate five, and benzene can donate 
six electrons. 

Organometallic chemistry is full of complex ligands and bonding arrangements. This is 
part of the utility of organometallic chemistry. One often has the ability to complex and sta­
bilize what would otherwise be a quite reactive organic species. In the examples of ligands 
given above, the allyl group, normally a very reactive structure as either a cation, radical, or 
anion, complexes to the metal and makes a stable structure. A neutral three-carbon allyl li­
gand is a radical, and so it could be considered to make one covalent a bond with one elec­
tron on the metal as well as to donate a TI bond to the metal, contributing a total of three elec­
trons. Since allyl is symmetric, either terminal carbon can be considered to make the a bond, 
and therefore two resonance structures are possible. 

~ 
M --~ M 

rrAIIyl 
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A similar situation arises in the cyclopentadienyl ligand. A neutral cyclopentadienylli­
gand contributes five electrons. This is because a neutral ligand would be a radical that can 
make one a bond, and donate two TI bonds. The resonance structures lead us to represent the 
ligand as a pentagon with a circle in the middle. 

9 and four 
) resonance =:> ~~ 
/; structures 

M M 
Another common set of ligands are alkylidenes and alkylidynes. These are defined 

as carbon ligands that make double and triple bonds to metals, respectively. They can be 
viewed as involving the bonding of carbenes (:CR2) and methines (:CR), respectively, to 
metals. An alkylidene contributes two electrons to the metal count, one each from the a and 
TI bonds. An alkylidyne contributes three electrons to the metal count. 

Cyclopentadienyl 

The metal contributes to the overall electron count according to its position in the peri­
odic table. Figure 12.1 shows a periodic table for just the rows that contain the transition met­
als. One simply counts from the left-hand side of each row to the metal to find the number of 
electrons that the metal is considered to bring to a complex. 

3 4 5 6 7 8 9 10 11 12 (Numbers of electrons 

VIIIB 
lA IIA !liB !VB VB VIB VIIB r- -

contributed by these 
metals) 

IB liB lilA IVA VA VIA VIlA VIllA Figure 12.1 

R 

M=< 
R 

Alkylidene 
ligand 

K Ca Sc Ti v Cr Mn Fe Co 

Rb Sr y Zr Nb Mo Tc Ru Rh 

Ni Cu Zn Ga Ge 

Pd Ag Cd In Sn 

As Se 

Sb Te 

Br 

I 

Kr 

Xe 

A section of the periodic table 
showing the transition metals 
and the number of electrons 
they contribute to a complex. 

Cs Ba La Hf Ta w Re Os lr Pt Au Hg Tl Pb Bi Po At Rn 

s Block dBiock p Block 

Lastly, any positive charge on the metal complex is considered to remove electrons from 
the metal, and a negative charge on the metal complex adds electrons to the metal. Using 
these rules, the electron counts for a series of organometallic complexes are shown in Figure 
12.2. We suggest that you look over each to confirm for yourself how the electron count is de­
termined, and then try Exercise 1 at the end of the chapter. 

CH3Mn(C0)5 lr(PPh3)2(CO)CI 

Mn 7 lr 9 
co 5 X 2 = 10 PPh3 2 X 2 =4 
CH3 7 co 2 

Total 18 
Cl 1 

Oxidation state 1 Total 16 
d6 Oxidation state 1 

dB 

1-Bu -7 1-Bu 
"--- Ta 

OMe 1-Bu _/ J 
(C0)5Cr =< 1-Bu 

Cr 6 Ta 5 
C= 2 R 3 X 1 =3 
co 5 X 2 = 10 C= 2 

Total 18 Total 10 
Oxidation state 2 Oxidation state 5 
ct do 

~ 
I 
Co 

~ # 

Co 9 
Cp 5 
Alkene 2 X 2= 4 

Total 18 
Oxidation state 1 
dB 

~ 
l e 

oc-,Mn, 
OC NO 

Mn 7 
co 2 X 2= 4 
NO 3 
Cp 5 
+ - 1 

Total 18 
Oxidation state 3 
d4 

Figure 12.2 
A number of organometallic complexes, along with 
an analysis of the electron counting and the oxidation 
s tate. Note that the NO ligand is a three-electron 
donor (think about its Lewis dot structure). 

Alkylidyne 
ligand 
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Tebbe's reagent 

M-)( - M~ 

M-Il - M;( 
Alternative bonding schemes 

Oxidation State 

The oxidation sta te of the metal is now easy to determine. Ligands making CJ or 'IT cova­
lent bonds (not dative) are considered to completely take an electron from the metal when 
making that bond; both electrons of the bond are considered to be associated with the li gand 
(which is almost always more electronegative than the metal). This imparts a positive charge 
to the m etal for each of these bonds. On the other hand, dative bonds from a mines and phos­
phines, and 'IT bonds from alkenes and the like do not al ter the oxidation sta te of the metal. 
The number of covalent CJ bonds or 'IT bonds to the metal, along wi th a consideration of the 
overall charge on the complex, leads to the oxidation sta te of the metal. Note that for "radi­
cal" 'IT ligands, such as allyl and pentadienyl, the model that involves one CJ bond and the rest 
of the system as a 'IT complex is used. Thus, allyl and pentad ienyl oxidize the metal by one 
electron, but a butadiene ligand does not oxidize the metal. 

Let's do one example in detail. The complex show n in the margin is called Tebbe's re­
agen t. Each Cp ligand interacts with the metal by donating oneCJ bond and two 'IT bonds. The 
single a bond inherent in the Cp ligand is considered to take one electron from the Ti. The 
chloride and the bridging CH2 group also take one electron each from the Ti. This is a total of 
four electrons that are defined as being removed from the Ti, and therefore the oxidation 
state of Ti is plus four, denoted as Ti(IV). Look at Figure 12.2 to sec other examples. 

The oxidation state is best considered as a bookkeeping notation . A me tal w ith an oxida­
tion s tate of two does not have a full plus two charge. In reality, the charge is significantly 
lower than the oxidation state would imply. This is beca use the method views the ligand s 
as fully withdrawing an electron, even if the ligand is not very electronegative. The ligand s 
do not fully remove an electron from the m etal. That would create a completely ionic bond. 
Most bonds between transition metals and common ligands are highly covalent; even bonds 
to electronegative ligands such as halides and alkoxides. 

d Electron Count 

The las t determination to make is the d electron count. The number of electrons in the 
metal' s d orbitals is the number that the metal starts with, based on its position in the peri­
odic table, minus the number of elec trons that are considered to be removed by oxidation. 
The count is designated as d", where n is the number of electrons in the d orbitals. Thi s num­
ber is not used as often as the full me tal electron count and the oxida tion s tate when pre­
dicting reactivity, but it is quite useful when coupled with crystal field theory to predict the 
spectroscopy and spin state of the organometallic complex. Once again, Figure 12.2 shows a 
ser ies of examples. 

Ambiguities 

There are certain ligands that present different possible electron coun ting and oxidation 
state options. Only a few are considered here. For example, an alkene and an alkyne ca n be 
d rawn as bonding to a metal in two different ways (see margin) . These are just resonance 
structures, but they impact the electron counting and oxidation states differently. In the firs t 
resonance structure of each example in the margin the ligands act as Lewis bases and donate 
two electrons to the metal wi th no oxidation sta te change. In the second structures, the pic­
ture is of a metallacyclopropane or metallacyclopropene. Now each CJ bond is formed from a 
single electron from the ligands, so the ligands are still overa ll two-electron donors. How­
ever, the metal oxidation state has increased by two in these forms. Hence, we find the same 
electron count but differing views of the oxidation s tate. In g neral, early transition metals 
(to the left in the periodic table) are considered to have more metallacyclopropane or pro­
pene character if they have d electrons. Complexes of the late transition metals (toward the 
right in the periodic table) are better described by the simp le donation pi cture. Thi s guide­
line has been established by examining crystal structures of organometallic compounds 
with alkenes and alkynes as the ligand. More pyramidaliza tion of the alkene carbons occurs 
with the early metals, w hile the alkenes remain closer to planar when coordinated to late 
metals. 
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Another example involves carbon monoxide as a ligand. As shown in the margin, two 
different resonance structures can be drawn with this ligand also. In the first, the ligand acts 
as a two-electron donor via donation of a lone pair from carbon to the me tal. In the second 
structure, electrons from the metal donate to the ligand, creating a double bond to carbon. 
Electron donati on from any metal to a ligand is referred to as back-bonding. Just as with eth­
ylene, CO donates the same number of electrons in each case, but the resonance structure in­
volving back-bonding increases the formal oxidation state of the metal. However, the stan­
da rd procedure for determining oxidation s tates always views CO in the manner shown in 
the first resonance structure. 

M-c= o= - M=c=O:: 
Back-bonding 

We have noted several times in this book that resonance s tructures are inherently a va­
lence bond theory (VBT) concept. Molecular orbital theory (MOT) does not require such 
structures. Hence, there are MOT bonding concepts that describe the bonding pictures given 
above for alkenes, alkynes, and CO. A simple MOT picture is given in the followin g Going 
Deeper highlight. 

Going Deeper 

Bonding Models 
The resonance stru ctures shown above for the coord ina­
tion of alkenes and CO to metals either invo lve no back­
bonding or complete back-bonding from the metal. These 
two extremes are rarely found. Instead, the bonds formed 
between the metals and the li ga nds are crea ted by va rious 
ex tents of mi xing between the metal and ligand orbitals, 
giving differing contributions of resonance structures to 
the real electroni c structure. The metal and ligand orbitals 
that give rise to the bonding with alkenes and CO are easy 
to understand based upon the symmetri es of the metal 
and ligand orbitals. 

The bonding picture for the alkene is called the 
Dewar-Chatt-Duncanson model. Here the HOMO of 
the '1T bond donates toad,, orbital (look back a t Figure 1.26 
to see the d orbitals), while the LUMO interacts w ith ad~, 
orbital. If there are electrons in the d11 , orbital, the compl~x 
ca n have back-bonding. The extent ~fback-bonding is 
determined by the relative energies of the a lkene LUMO 
and the m etal d," orbital. If they are close in energy, there is 
a lot of back-bonding, but if they have a large energy differ­
ence, I ittle back-bonding occurs. 

""'' LUMO 8 dp 

Alkooo HOMO 8-£ 
Metal HOMO~ dyz 

Alkooo LUMO 8-£ 

The bonding picture for CO is similar. A d,2 orbital 
mi xes with the carbon lone pair orbital, while a LUMO 
of C-0 TI mixes w ith ad,,, orbita l. The number of electrons 
on the metal and the en~rgy difference between the metal 
and li gand orbitals dictates the ex tent of back-bonding. 

Metal LUMO Q dz' 

....-/ 

CO lone pair 9 
Metal HOMO ~ dyz 

COLUMO~ 

The bonding picture presented here placed the ligand 
along the z ax is, but thi s was completely arbitrary. It is 
important to note that a " d,z-like" orbital can be formed 
a long any axis, and then the proper" TI symmetry" d 
orbital can be identified to create a molecular orbital that 
y ields a back-bonding interaction. It is also important to 
note that when many u bonds must be formed to a metal, 
such as six of them in Cr(C0)6, d x>-y2 orbitals and p orbitals 
ca n be used along witb the d,, orbital. A useful model is to 
consider d2sp3 hybrid orbitals (see Chapter 1). However, 
it is still the "'IT symmetry" orbitals, dxy' d~, and d,., that 
are used in back-bonding. 



71Q CHAPTER 12 : ORGANOTRA SITION M ETAL REACTION MECHANISMS A 0 CATALYSIS 

12.1.2 The 18-Electron Rule 

A unifying principle in organic chemistry is the octet rule. There is a similar rule for or­
ganometallic species, called the 18-electron rule. As can be concluded by counting the num­
ber of electrons in row 4 of Figure 12.1, krypton has 18 electrons in its valence shell. To 
achieve a noble-gas configuration, all the transition metals need 18 valence electrons, analo­
gous to elements in rows 2 and 3 requiring 8 valence electrons. Therefore, in general, organo­
metallic complexes wherein the metal has 18 electrons are relatively stable compared to spe­
cies with lower electron counts. In the electron counting method discussed above, the goal is 
often to find out if the metal has 18 electrons, or the extent to which it deviates from an 18 
electron count. This gives immediate insight into whether a complex can react with ligands 
that are added to solution, or if dissocia tion of a ligand from the metal is required before 
other reactions can commence. 

The 18-electron rule is not nearly a "hard and fast" as the octet rule. Many organometal­
lic species do not have 18 electrons on the metal, and yet they are perfectly stable and I or per­
sistent. Metals that are early in the d block elements commonly have 16 electrons, as do com­
p lexes from group VIII metals, where square planar geometries dominate. However, as the 
number of electrons drops significantly below 16, transition metal complexes become in­
creasingly electrophilic. Many are unstable in air and react violently with oxygen and water. 
This is due to the large exothermicity of reactions that give the metals more electrons. 

When the metals have 18 electrons, they are referred to as coordinatively saturated. 
They cannot easily take on another ligand. Metals with lower electron counts are coordina­
tively unsaturated. If their geometries allow, these me tals can react with additional ligands 
to bring the electron count up to 18. These metals are considered to have open coordination 
sites, defined as positions on the metal where another ligand can add. Attachment of an­
other ligand increases the coordination number (the number of ligands attached) of the 
metal by one. 

You might be wondering why chemists consider oxidation states and d electron counts. 
The goal is to predict reactivity. All metals have characteristic oxidation states that have dis­
tinct spin states, and deviations from these oxidation states tell us that the complex will be 
reactive in a manner that brings it back to one of the common oxida tion states. We do not dis­
cuss in length the origin of these preferred oxidation states, but you may remember from 
an inorganic chemistry course that the origin derives in part from crystal field theory and 
depends upon geometry (tetrahedral, trigonal bipyramidal, square plana1~ or octahedral). 
Similarly, chemists count d electrons to understand reactivity and spin state. The d electron 
count allows us to predict if back-bonding can occur (see above), and the number of elec­
trons populating the various molecular orbitals that are mostly metal-d-orbital in character 
(see Section 12.1 .6 on crystal field theory). Furthermore, the spin state of an organometallic 
complex depends upon the number of electrons in these d orbitals, and the strength of the 
crystal field. 

12.1.3 Standard Geometries 

Organometallic complexes normally adopt one of five different structures: octahedral, 
tetrahedral, square planar, trigonal bipyramidal, or square pyramidal, which can be pre­
dicted based upon the simple valence-shell electron-pair repulsion ru le (see Chapter 1). As 
with organic compounds, when the groups attached to the central atom are not the sa me, ge­
ometries with considerable deviations from the standard bond angles can arise. The reason 
is the shapes of the ligands. For example, although the Cp ligand makes five contacts to the 

''"·· - ~ ···'''' I '"'···M····''' -~ ···'''' '"··· - ~ --·'''' 
,......I~ ,.....-,M""'-. ,...... ~ I ~ ,...... ~ 

-$ 

Octahedral Tetrahedral Square Trigonal Square 
planar bipyramidal pyramidal 
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metal, it can be considered as one group in a single position of any one of these geometries. 
Hence, the complex Cp2 TiCI2 is predicted to be tetrahedral due to four groups attached to Ti. 
However, due to sterics, the complex has a CI-Ti-Cl bond angle of 94S, and a Cp-Ti-Cp 
angle of 131.0°. It therefore has a distorted tetrahedral geometry. Similar deviations from the 
ideal structures occur for most common organometallic complexes. These subtle deviations 
from standard geometries are not dominant factors influencing reactivity, and therefore we 
do not delve into them here. 

12.1.4 Terminology 

The nomenclature for organometallic complexes can become very complicated. This 
might be expected based upon the number of metals there are, the number and variety of 
ligands, the different ways that ligands can be attached to a metal, and multiple oxidation 
states. Therefore, we are not going to discuss nomenclature in enough depth to learn all the 
rules for naming organometallic species. Instead, only the terminology applied to various li­
gands is explored here. This is because the manner in whkh the ligands are attached to the 
metal(s) influences the reactivity of the ligands, and this is the issue chemists are most fo­
cused upon. Figure 12.3 shows a varie ty of common metal-ligand motifs and the terminol­
ogy applied. As you can see, the term "eta"" ("'f)") is given for ligands that make multiple con­
tacts to a metal, where n = the number of contacts to the metal(s). The term "mu," (f.L, ) is 
given to indicate that the ligand bridges two or more metals, where m indicates the number 
of metals that the ligand contacts (when m = 2 it is not written). Lastly, any complex with two 
Cp ligands is called a metallocene. 
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Figure 12.3 
Terminology given to various coordination modes of d ifferent ligands. 

12.1.5 Electron Pushing with Organometallic Structures 

The electron-pushing conventions used in organometallic chemistry are identical to 
those u sed in organic chemistry (see Appendix 5). The difficulty arises when trying to por­
tray reactions with ligands that are simply shown as coordinating. For example, consider a 
nucleophilic attack on an alkene ligand that is coordinated to a metal (Eq. 12.1). Since the li­
gand is shown with a line (a bond) be tween the metal and the center of the a lkene, where do 
we place the electron arrows? Several conventions are acceptable. First, in your mind, keep 
the two electrons of the alkene TI bond associated with the alkene and ignore the line drawn 
to the metal. The electron pushing of Eq. 12.2 ensues, which creates a a bond to the metal. In 
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the other convention, recall that we can write a resonance structure of the da tive a lkene in­
teraction as a metallacyclopropane, whi ch involves considerable back-bondin g from the 
metal. As shown in Eq . 12.3, this picture of the bonding allows one to easily write arrow 
pushing for the nucleophilic a ttack and the formation of a lone pair on the metal. 

(Eq. 12.1) 

(Eq. 12.2) 

(Eq. 12.3) 

Let's also examine arrow pushing for the nucleophilic attack on a carbon monoxide li­
gand. Once again, the electron pushing can be considered to start w ith either of the two reso­
nance structures drawn for coordinated CO (Eqs. 12.4 and 12.5). In Eq. 12.4, we give the for­
mal charges on the metal and CO that w e alluded to in our earlier discussion, because it 
makes the electron pushing clear. Considerations simil ar to those given here, along with 
common organic conventions, should be sufficient to write the electron pushing for any or­
ganometallic reactions and mechanisms. 
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12.1.6 d Orbital Splitting Patterns 

(Eq. 12.4) 

(Eq. 12.5) 

One reason that chemis ts evaluate the d orbital count is to determine if the metal com­
plex is diamagnetic or paramagnetic. A diamagnetic complex has a ll e lectrons pa ired. NMR 
spectra with chemical shifts similar to organi c compounds ca n be obtained for these stru c­
tures. A paramagnetic complex has one or more unpaired electrons. Very often, standard 
NMR spectra for these structu res cannot be obtained . Either the resonances are so broad 
that they cannot be detected, or the chemical shifts are sprea d ove r an u nusu all y w ide pp m 
range. 

Due to the unpa ired e lectrons, paramagnetic com pounds often react as rad ica ls. In the 
section on oxidative addition below, we' ll see that radical mechanisms ca n be involved . 
In fact, many organometallic mechanisms involve radicals, and hav ing a know ledge of 
which orbita ls these radicals reside in is informative. The identity of the sing ly occu pied or­
bitals is predicted by an examination of the d orbital splitting. 

The d orbital splitting is defined as the pattern of energies of the d orbitals, and it results 
from the geometry of the complex . You mi ght recall fro m a class in inorganic chemistry that 
crystal field theory predicts this splitting. The reasons behind the sp litting and the magni­
tude of the separation between the d orbitals are bes t discussed in a textbook focused on in­
organic or organometa lli c chemistry. Suffi ce it to say, a general rule for predicting the sp lit­
ting is tha t d orbitals that lie a long the bonds to the ligands are ra ised in energy. The d orbitals 
that are partially aligned along the bond axes are n ot raised in energy as much . The d orbit­
als that do not lie along the bond axes are relatively unperturbed in energy. Given these 
simple guidelines, Figure 12.4 shows the various d orbital splitting patterns fo r most com­
mon inorganic and organometallic geometries. These are for idealized structures where 
all the ligands are of the same type. Different ligands split the orbital energies to d ifferen t 
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Figure 12.4 
d O rbita l spl itti ng patte rns. A. Octahedra l complexes, 
B. Tetra hedral compl exes, C. Trigona l bipyramidal 
com plexes, D. Sq uare pyramidal complexes, and 
E. Sq uare planar complexes. Refer to the pi ctures 
in Section 12.1 .3 to see the various geometries. 

ex tents. Strongly donating ligands (such as phosphines) give larger energy differences, 
whereas weakly dona ting liga nds (such as an alkene) give sm aller differences. When differ­
ent ligands are on the same metal, the orbitals that are degenerate in Figure 12.4 can split. 

A few uses of the d orbital splitting pa tterns are noteworth y. One is the population of 
these orbitals with electrons. If the ligands are strongly dona ting, the electrons are placed in 
the d orbitals according to the Aufbau principle with paired spins if necessary. This occurs 
because strongly donating liga nds crea te la rge energy splittings between the d orbitals, and 
the energy difference between the orbitals is larger than the energy required to pair the elec­
trons. This crea tes low spin complexes. Alternatively, when the ligands are not strongly 
donating, the electrons are placed in the d orbitals w ith aligned spins (for d2 up to d5) , now 
giving high spin complexes . Due to the sm aller energy differences between the various d or­
bitals, it is more energeti ca lly costly to pair them than to put them in higher energy orbitals. 

Most organometalli c complexes that we examine in this chapter are either 16- or 18-
electron species. Furthermore, low spin complexes dominate because carbon ligands are 
generally s trongly donating. For example, Cr(C0)6 is an octahedral complex w ith a d6 metal, 
and hence the th ree lower energy orbitals in Figure 12.4 A contain all six of the d electrons. 
With Ni C]z(PMe3h, the metal is d~, and the complex is square planar. Consequently, only the 
lowest four d orbitals in Figure 12.4 E are populated. As a las t exa mple, Pd(PPh 3) 4 has a d10 

metal, and therefore all the d orbitals must be fully occupied. 
Another use of the d electron count is the determination of whether a me tal has a nucleo­

philic orbital. Squ are planar complexes w ith d orbital counts above four have electrons in a 
d,2 orbital. This orbital is completely accessible because there are no ligands along the z axis. 
The orbital can act as a nucleophili c lone pair, much like a lone pair on a nitrogen atom . For 
example, in Rh(Cl)(CO)(PPh3h, the metal is d8 and the complex is square planar. Hence, the 
sh·ucture is nucleophilic at Rh. However, the complex only has 16 electrons, and thus it is 
also electrophilic. This is not uncommon; some inorgani c and organometalli c complexes can 
often accept and donate electrons, and the reactivity patterns reflect this. 

12.1.7 Stabilizing Reactive Ligands 

In the va rious analyses given above, we considered reactive carbon species such as car­
benes and allyl radi cals coordinated to transition metals. This is a hallmark of organotransi­
tion metal chemistry: the s tabiliza tion of reactive species by coordination to a metal. Some­
times these ligands retain reactivity patterns analogous to their standard organic reactivity, 
but often completely new reaction pathways are induced due to the metal coordination. 
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Fe( COb 

A cyclobutadiene complex 

One of the most striking examples of the stabilization of a highly reactive organic com­
pound involves organometallic complexes of cyclobutadiene. In Chapter 2 we addressed 
the concept of antiaromaticity, and noted that cyclobutadiene is highly unstable due to this 
phenomenon. In Chapter 14 we will look in more detail at the electronic structure of this un­
usual molecule. However, several complexes of cyclobutadiene with metals have been iso­
lated, and as a ligand cyclobutadiene is completely stable. We show one example in the mar­
gin involving iron, making an 18-electron complex. 

12.2 Common Organometallic Reactions 

In the preceding chapters on organic reaction mechanisms, several specific classes of reac­
tions were discussed, including additions, eliminations, substitutions, and rearrangements. 
The same classes of reactions are involved in organometallic chemistry, but now, the reac­
tions occur at one or more metal atoms. The nomenclature used for the reaction classes is 
slightly different, as it reflects what has happened to the metal (s) as well as the organic 
reactant. In this section we describe several of the most commonly encountered reaction 
classes in organometallic cherni try, including ligand exchange, oxidative additions, reduc­
tive eliminations, a- and 13-eliminations, insertions, and electrophilic / nucleophilic attack 
on ligands. 

12.2.1 Ligand Exchange Reactions 

Organic reactions mediated by organometallic complexes often begin with coordina­
tion to a metal or metals, where subsequent reactions ensue. This binding leads to activation, 
reminiscent of the activation steps we examined when ca talysis was discussed in Chapter 
10. Therefore our first discussion is the manner in which ligands coordinate to a metal and 
exchange between metals. 

Reaction Types 

When an organometallic species has 18 electrons, the complex is coordinatively sa tu­
rated and typically unreactive. To initiate a reaction from such structures, a ligand needs to 
first dissociate, as shown for Cr(C0)6 in Eq. 12.6. Most such reactions involve loss of ligands 
that are two-electron donors, and hence are most commonly followed by reactions that re­
place these two electrons. 
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(Eq. 12.7) 

Once there is an open coordination site, new ligands can attach to the metal. Eq. 12.7 
shows an example where an olefin coordinates. These association reactions are also referred 
to as ligation reactions . Most involve coordination of a two-electron donor to an open site 
on the m etal. These reactions bring organic reagents onto the metal center, where they can 
undergo subsequent reactions. Coupling a dissociative s tep with a subsequent association 
lead s to a ligand exchange, referred to as a dissociative mechanism (Eq. 12.8 gives another 
example). 
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(Eq. 12.8) 

The dissocia tive path is the most common mechanism for ligand exchange, especially 
when the metal has 18 electrons before and after ligand exchange. However, some organo­
metallic species undergo ligand exchange via an associative mechanism. Eg. 12.9 shows an 
example. With this mechanism, the metal typically has 16 electrons to start, and is commonly 
square planar. 
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f]J;>R~s~~Ph3 - l11J>Rh<~;Meb + 

(Eq. 12.9) 

Another ligand exchange mechanism is called transmetallation (Eq. 12.10). Here, one 
metal- R species directly exchanges a ligand with an organometallic species. These reactions 
commonly require open coordination sites on the two metals involved, and can occur via a 
mechanism known as electrophilic ali phatic subs titution (SE2; see the next Going Deeper 
highl ight). The hallmark of a transmetallation is the metal-R reagent required-namely, an 
R group attached to Mg, Zn, Zr, Sn, B, AI, or Li. A halogen or o ther electronegative ligand is 
simultaneously exchanged with the R-group. A specific example is given in Eq. 12.11 . This is 
called a cr bond metathesis reaction . The term metathesis is a common one in organometal­
lic chemistry, and means the pair-wise interchange of two ends of two bonds. Exchange of an 
alkyl group for a halide or other one-electron donating group via a reaction that is first order 
in each metal species is an example. It is postulated to occur via a four-centered transition 
state that involves simultaneous transfer of the groups undergoing exchange between the 
two metals (see margin). 

M - R + M' - X = M - X + M' - R (Eq. 12.10) 

+ (Eq. 12.11) 

Going Deeper 
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. R .--

Four-centered transition state 
for a bond metathesis 

Electrophilic Aliphatic Substitutions (SE2 and SEl) 

As we saw in Chapter 11, the vast majority of ali phatic sub­
s titutions proceed by nucleophilic S ,2, SNl , SET, or SRNl 
mechanisms. H owever, there are less common reactions 
that proceed via exchange of electrophiles. Shown below 
are mechanisms called SEl and SE2· The e mechanism s 
almost always occur with organometallic reagents where 
metals a re the e lectrophiles (E), su ch as with alky l magne­
sium and mercury compounds. 

One of the most in teresti ng aspects of these reac­
tions is s tereochemistry. Varying results a re obtained 
depending upon the metal, the solvent, and the R group. 
Transfer between alkyl mercury compounds most often 
occurs w ith retention. This is opposite of SN2, and implies 
that the exchange of attached electrophiles occurs by 
frontside attack on the R group. Other metals, such as 

e e e E2 
R- E1 = E1 + R = R - E2 

e e 
E2 + R - E, = R - E2 + E1 

Co and Sn, g ive mixtu res of retention or inversion, 
depending upon the case. 

~Hg- R + HgBr2 --~Hg-Br + Br - Hg - R 

Electrophilic substitution 
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Kinetics 

Although many ligands undergo exchange reactions, we primarily look at the kinetics 
of CO here, which is indicative of the reactivity patterns found for many other ligands. The 
kinetics of exchanging a CO ligand for another ligand, such as a phosphine or amine, is nor­
mally zero order in the adding ligand. Specific examples where this is found are the substi ­
tution of CO ligands in Ni(C0)4 and Mn(CO)sBr. This supports a m echanism where disso­
ciation of CO is rate-determining, followed by a fast addition of the new ligand (Eq. 12.12), 
thereby conforming to the dissociative mechanism. This scenario is analogous to the SN1 
mechanism for substitutions at alkyl centers. In fact, the same kinetic equations describe the 
two mechanisms (compare Eqs. 12.13 and 11.22). Generally, k2[L] >> k_1[CO], and Eq.12.13 
reduces to d[P]/dt = k1[M(CO), ]. In further support of ligand dissociation being rate­
determining, the entropy of activation for these reactions is large and positive. For example, 
the exchange of 180-labeled CO or PPh3 with CO ligand s on Ni(C0)4 has a ~5* of+ 13 eu. 

d[P] 
dt 

M(CO)n - 1L 

k1k2[M(C0)
11
][L] 

k_1 [CO] + k2[L] 

(Eq. 12.12) 

(Eq.12.13) 

To measure the relative rates of various ligands to replace CO, chemists must turn to 
compe tition experiments (see Secti on 8.8.3). Compe tition experiments using the coordi­
na tely unsaturated 16-electron species Ni(COh, Fe(C0)4, and Mo(C0)5, and alkenes, phos­
phines, and a mines as ligands show only small differences in product ratios (between 1 and 
10). Because these three 16-electron coordinately unsa turated species are not very selec tive 
in their reactions, they must all be very reactive. They react with almost any nucleophile 
w ith a very low energy of activa ti on . In support of this view, the ra te constants for the ad­
dition of the new ligands to such unsaturated systems have been estimated to be near 106 

M- 1 s- 1
; that is, they are approaching diffusion control. 

Structure-Function Relationships with the Metal 

Within the same column of the period table, dissociative substitu tion reactions are gen­
erally fastest for metal s in the second row of thedblock. For exa mple, the rate of CO substi tu ­
tion by other ligands with M(C0)6 complexes is 14 times faster for Mo compared to Ct~ and 
500 times fas ter compared toW. The e ffect is even more dramatic with Ni, Pd, and Pt com­
plexes. The rate of substitution of the phosphite li gands in M[P(OEth]4 complexes is 3 X 108 

faster for Pd relative toNi, and 4 X 103 faster for Pd relative to Pt. Trend s going across a row 
in the periodic table are not as ordered, but the fastest CO substituti on reactions occur w ith 
Co(C0)4 and Mn(C0)5 (both 17-electron complexes), and the slowest are for Cr(CO\, and 
Fe(CO), (both 18-electron complexes). The reasons for these va riations are not totally un­
de rs tood, but are related to the tota l d electron count and what is ca lled the crystal field 
activation energy. This predicts activation energies by considering the change in geometry 
and how the crystal field thereby changes. 

Structure-Function Relationships with the Ligand 

Ligands other than the departing carbon monoxide will influence the ra tes of substitu­
tion reactions. Good electron donating li gands such as amines and phosphines speed disso­
ciative substitution reactions, because they compensate for the loss of electrons on the metal 
that occurs in the rate-determining step. This is an important factor to consider when one 
wants to increase the rate of li gand loss in a catalytic cycle. 

The CO ligands that most rapidly exchange are those that are cis to the donating group 
(Eq. 12.14). This is because the donating ligands increase the extent of back-bonding mostl y 
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to the CO ligands trans to them, thereby increasing the bond strengths of the trans ligands to 
the metals. This is opposite to the classic trans effect in inorganic chemistry, where strongly 
donating ligands accelerate the dissociation of ligands trans to them by weakening those 
bonds. The reason for the difference is the back-bonding capability of CO, which is not possi­
ble wi th most ligands. 

(_COCO 
I s-

PPh -c{- co 
3 .;" I 

oc co 

Substitutions of Other Ligands 

- ~co 

PPh -c;·~co 
3 .;" I 

oc co 

+ :CO (Eq.12.14) 

Besides the dissociation of CO, the most common other ligand dissociation is that of a 
phosphine (PR3) or phosphite [P(ORh ]. There are two factors that influence the rate of disso­
ciation of a phosphine-its donor ability and its cone angle. Both of these factors affect the 
M-P bond strength. Phosphines are better donors than phosphites because the P atom is 
more electron rich. For the same reason, alkyl phosphines are better donors than aryl phos­
phines (i.e., PMe3 > PPh3). Better donors create stronger Lewis acid- Lewis base interactions 
with transition metals, and therefore dissociate slower. 

The cone angle is also very important, and sometimes even dominates the reactivity. The 
cone angle is the angle at the bonded metal to the phosphorus substituents (as shown in the 
margin). It is specifically defined from a point that is 2.28 A from the phosphorus atom and 
forms lines that just touch the van der Waals radii of the outermost atoms of the R groups, 
such that it is defined as a property of the phosphine ligand itself. The larger the cone angle, 
the faster the dissociation due to steric strain. Table 12.1 gives the cone angles for several 
phosphorus ligands (L), along with the rate constants for the dissociation of that ligand from 
cis-Mo(C0)4L2. The rates reflect a balance between the electronic and steric effects of the 
ligands. 

Table 12.1 
Cone Angles and the Rate Constants for 
Dissociation of Ligand (L) from cis-Mo(C0)4L2 

at 70 oc in Carbon Tetrachloride 

Ligand Cone angle Rate constant (s-1) 

PMe2Ph 122° < 1.0 X 10-t\ 
PMePh2 136° 1.3 X 10-s 

PPh3 145° 3.2 X 10-3 

P(OPhh 128° < 1.0 X 10-s 

Now that we have examined some of the aspects ofligand dissociation- the first step in­
volved in many organometallic reactions- we can shift to those reactions that actually ma­
nipulate bonds within organic structures. 

12.2.2 Oxidative Addition 

Oxidative addition is an addition reaction that occurs on a metal and raises its oxidation 
state (Eq. 12.15). The reaction is similar to that of an insertion (discussed in Section 10.11), 
and it expands the coordination sphere of the metal. A number of mechanisms for oxidative 
addition exist, and which one occurs is a function of the metal and the adding group. Al­
though experimental studies of these reactions have been performed on many different 
kinds of complexes, we only examine a few prototypical examples here. 

M + X - Y - X - M -Y (Eq. 12.15) 
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Stereochemistry of the Metal Complex 

Several experimental observations, many from the research groups of Collman, Hal­
pern, Kubota, and Osborn, have been combined to present a picture for the mechanisms 
of oxidative addition to square planar 16-electron species. One is the stereochemistry of 
the resulting metal complex. For example, Eq. 12.16 shows the addition of H2 to trans­
Ir(CO)(PPh2Me)2Cl, which gives only a cis arrangement of the added ligands. Addition of 
C3F7I also gives only cis addition of the organic fragment (Eq. 12.17). 

MePh2P,,,,," Ir __ ,,,,,CI 

oc~ ~PPh2Me 

H 

MePh2P,,,, I ,,,,,H 
·· lr ·· 

OC ~ 1 ~ PPh2Me 
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MePh2P''''··· ir .··''''I 
oc~ 1 ~PPh2Me 

Cl 

(Eq. 12.16) 

(Eq. 12.17) 

Other reactants, however, give trans products. The oxidative addition of methyl iodid e 
or ace tylbromide to trans-Ir(CO)(PPh2Me)zCl results in a trans arrangement of the groups 
that added to the metal (Eqs. 12.18 and 12.19). Therefore, there must be different mecha­
nisms for the addition of different organi c structures. 
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MePh2P ,,,,, .. lr .. ·'"' Cl 

OC ~ "PPh2Me 

0 

)lBr 

CH3 

MePh2P,,,,,_ I _,,,,,CI 
· 1r · 

oc~ 1 ~PPh2Me 
I 

(Eq. 12.18) 

(Eq. 12.19) 

The most obvious difference between those organic groups that give cis and trans addi­
tion is their polarity. Highly polarized bonds, or those that are known to be susceptible to nu­
cleophilic attack, result in trans stereochemistry at the metal. Bonds possessing no polarity, 
or those that cannot undergo nucleophilic attack, give cis s tereochemis try. This difference in 
reactivity correlates to other experimental observations, such as the kinetics and the stereo­
chemis try of the R group. 

Kinetics 

The kinetics as a function of ligands, R group, X group, and solvent can be very informa­
tive as to the mechanism. For example, the reaction given in Eq. 12.18 has been explored in 
detail. The reaction is second order, first order in both the metal complex and CH3X for a ll 
concentrations of these reactants. Hence, both reactants are involved at or prior to the rate­
determining step. The !lH* and !l S* values are 5-9 kcal / mol (depending upon X) and -50 eu, 
respectively. The very negative entropy of activation supports a highly ordered transition 
state with a loss of transla tional freedom, and is in the same range as that for S 2 reactions. 
The reaction is found to be faster in increasingly polar solvents, implying an increase in 
charge in the rate-determining step. Furthermore, the reaction shows the common trend in 
leaving group ability: CH3l > CH3Br > CH3Cl. Lastly, the more electron donating the phos­
phine ligand, the faster the rate, suggesting that the meta l is acting as a nucleophile. All of 
this evidence supports the mechanism given in Eq. 12.20. 
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OC, I "'PPh2Me 
X 

(Eq. 12.20) 

The kinetics of oxidative addition of H 2 as a function of various structural parameters 
also sheds light on this mechanism. The reaction is first order in both metal complex and H 2. 

The t:.H* and t:.S* values for addition to Ir complexes such as those discussed here are 11-12 
kcal/ mol and around -23 eu. Solvent effects are smalL There is very little H-H bond break­
ing at the transition state because isotope effects are small (kH / k0 is typically around 1.2). For 
square planar 16-electron complexes, the addition of H 2 is rapid and reversible. Further­
more, d8 complexes generally work well but d10 complexes do not. Therefore, one needs an 
empty d orbital for this reaction to proceed. The reason for this is shown in Figure 12.5, where 
we present a drawing of how the HOMOs and LUMOs of the metal and H 2 can mix to form 
two M-H bonds. In one mixing interaction H2 acts as a nucleophile to fill the required empty 
orbital on the metaL The evidence suggests a concerted reaction, as shown in the margin. 

Figure 12.5 
Orbital interactions that describe 
the oxidative addition ofH2. 

Stereochemistry of the R Group 

M 

co + 8 
Empty Full 

Full Empty 

Bonding molecular 
orbitals for M-H bonds 
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The stereochemistry of the R group during oxidative addition is another informative 
piece of experimental data for deciphering the mechanism. With R groups that can readily 
undergo nucleophilic attack, inversion of the stereochemistry is seen. Eq. 12.21 shows one 
example. This supports an SN2-like mechanism, where the metal is the nucleophile. With 
electron rich late metal complexes, it is generally found that SN2 mechanisms dominate oxi­
dative addition for R groups that are very susceptible to SN2 attack. When the R group is less 
susceptible to nucleophilic attack, mixed stereochemical results are commonly found, as 
shown in Eq. 12.22. 

(Eq. 12.21) 

(Eq. 12.22) 

55% 45% 

H2 activation 
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Structure-Function Relationship for the R Group 

As stated, SN2 reactions are common for electron rich metals and R groups susceptible to 
nucleophilic attack. The general order of reactivity for R groups is similar to that found for 
organic mechanisms: CH3 > 1 o > 2o > > 3°. Benzyl and allyl are particularly good. 

However, what kind of mechanism can explain mixed stereochemistry such as that 
given in Eq. 12.22? Two interesting examples that shed light on the mechanism are given in 
Eqs. 12.23 and 12.24. The reaction displayed in Eq. 12.23 yields products from both inversion 
and retention. Importantly, the reaction is very slow unless a radical initiator, such as ben­
zoyl peroxide, is added, and the rate slows if a radical trap is added. Further support for rad­
icals in some oxidative addition mechanisms can be seen in Eq. 12.24. Here, the common 
radical clock, cyclopropycarbinyl (see Section 8.8.8), was used to probe the possible involve­
ment of radical intermediates. Indeed, ring opening occurs, supporting the intermediacy of 
radicals. 
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70% 
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(Eq. 12.23) 

(Eq. 12.24) 

The radical-based mechanism for oxidative addition, as delineated by Hill and Pudde­
phatt, is shown in Figure 12.6. It is a typical radical chain process. A radical species, com­
monly from an initiatm~ adds to the metal. The resulting metal-based radical abstracts a 
halogen from the organic reactant, thereby generating a carbon radical. These two steps rep­
resent the initiation. Once the carbon radical is formed, it can add to another metal, creating 
a new metal-based radical. Abstraction of a halogen gives the oxidative addition product 
and another carbon radical that propagates the chain. Termination involves the combination 
of any two radicals. 

Figure 12.6 
Arrow pushing for the radical 
mechanism involved in oxidative 
addition. 

,· ·lnit 
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'R.:..:.X + ·M - Init- R· + X-M-Init 

R-M· + X-R- R-M-X + R· 

Structure-Function Relationships for the Ligands 

i Initiation 

[ Propagation 

The rates for oxidative addition to Ir(CO)(PPh2Me)2X species display only a small sensi­
tivity to X. However, the larger the donor capability of the phosphine, the faster the rate. 
Negative Hammett p values are found for phenyl-substituted phosphines in the oxidative 
addition of both methyl iodide and benzyl chloride (Figure 12.7), as might be expected be­
cause positive charge is building on the metal center. These data further support theIr com­
plex acting as a nucleophile in the oxidative addition of CH3I. In the oxidative addition of H 2 

to Ir complexes, the reactivity increases in the order Cl < Br < I as ligands, and there is very 
little dependence upon the donor ability of the phosphine. 
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A Hammett plot for the oxidative addition of CH3l (closed 
circles) and benzyl chloride (open circles) to Vaska's complex 
[lrans-lrCI(CO)(p-X-PPh3lz]. Ugo, R., Pasini, A., Fusi, A., and 
Cenini, S. " A Kinetic Inves ti ga tion of Some Electronic and Steric 
Factors in Oxidative Addition Reactions to Vaska's Complex ." 
J. Am. Chern. Soc., 94, 7374 (1972). 
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Oxidative Addition at sp2 Centers 

A liphatic R groups are not the only ones that undergo oxidative addition. Vinyl and 
phenyl groups work also; Eqs. 12.25 and 12.26 give examples. SN2 mechanisms cannot be 
operative, because nucleophilic substitution does not occur on sp2 hybridized carbons. With 
alkenes, the stereochemistry of the double bond is almost always retained. This rules out 
radical intermediates because a vinyl radical would undergo rapid inversion, thereby 
scrambling the stereochemistry of the alkene in the product. 

~ 
V Br 

V Br PPh3 
.-< I 

// ~P~ - Br 
Ph PPh3 

(Eq. 12.25) 

(Eq. 12.26) 

Therefore, the mechanism must be concerted. However, in contrast to the concerted oxi­
dative addition of H 2 , the addition of vinyl and phenyl C-X bonds occurs more rapidly with 
d10 complexes than with d8 complexes. The reactions are still second order, and the normal 
order for leaving group reactivity is found . 

The bes t way to view the mechanism of these reactions is to postulate prior formation 
of a metal-olefin TI complex, and to view the olefin complex with the metal as a metallacy­
clopropane. From this vantage point, it is a simple matter of electron pushing to expel the 
leaving group and retain the stereochemistry (see the examples in the margin). 

Summary of the Mechanisms for Oxidative Addition 

The stereochemistry of both the metal center and the R group, the kinetics, and the li­
gand dependence, can be combined to support three mechanisms for oxidative addition. For 
apolar bonds, such as H 2, and for vinyl and aryl C-X bonds, there is a concerted single-step 
reaction. The H 2 or 1T system coordinates to the metal center, and a single transition state ex­
ists involving both bond making to the metal and bond breaking within the H2 or organic 
structure . 

For polarized bonds where the R group is susceptible to nucleophilic attack, oxidative 
addition commonly proceed s via an SN2 mechanism. The metal is nucleophilic by virtue of 
having a lone pair of electrons in ad orbital. For polarized bonds where the R group is not 
susceptible to nucleophilic attack, radical mechanisms dominate. Propagation occurs via 
metal radicals that extract leaving groups from the organic reactant resulting in carbon 
based radicals that subsequently add to another metal. 

Before analyzing the next organometallic reaction type, it should be noted that oxidative 
addi tion is the most common manner that u bonds are cleaved in organic compounds, lead-

R 

~X 
R 

-~M 

( x _ M 

R~ ~ 
~-y R 

Oxidative addition at 
an sp2 center 
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ing subsequently to other transformations. In this regard, it is still a very actively studied re­
action, particularly so with bonds that are not very susceptible to this reaction. The follow­
ing two Connections highlights discuss mechanisms for oxidative addition of C-H bonds, 
one of the most inert bonds of this reaction type. 

Connections 

C- H Activation, Part I 

Currently, one of the most sought after procedures in 
organometallic chemistry is a homogeneous catalytic 
cycle that involves the activation of a C-H bond in an 
alkane. We have just examined the oxidative addition of 
C-X bonds, and in Section 12.3 we will show how this acti­
vation of the C-X bond leads to further chemistry. Regard­
less of how useful this may be, one still needs a C-X bond 
to start. It would be very useful to directly activate a C-H 
bond in an alkane, without needing to first create a C-X 
bond. However, the oxidative addition of a standard C-H 
bond is a rare reaction. A handful of systems have been 
developed, and we discuss two. No homogeneous cata­
ly tic cycles have yet to be developed, so the examples 
are simply stoichiometric reactions. 

A classic example derives from the Bergman labora­
tories. Irradiation of [C5(CH3) 5]Ir[P(CH3h ]H2 in various 
solvents leads to C-H oxidative addition. Even neopen­
tane and cyclohexane work well. 

~,H' 
Mei~ 

hv 

The Bergman system 

Three possible mechanisms (A, B, and C) can be 
envisioned, as shown below [Cp* = C5(CH3) 5]. The first 
is homolysis of an Ir-H bond to create hydrogen and 
Ir radicals, abs traction of a hydrogen radical from the 
alkane, and then radical combination (path A). A similar 
radical pathway starts with reductive elimination of H2 to 
form [Cs(CH 3) 5]Ir[P(CH3h], followed by hydrogen atom 
abstraction by Ir, and then radical combination (path B). 
A last mechanism involves a concerted C-H insertion by 

A. Cp"(PR3)1rH2 ~ Cp"(PR3)i rH + H· 

H· + H -R - H2 + R· 

Cp"(PR3)1rH + R· - Cp"(PR3)1rHR 

Ir after H2 elimination (path C). These last two pathways 
convert an IS-electron compound to an electron deficient 
16-electron structure in the first step. 

Path A was ruled out using an isotope labeling experi­
ment. This mechan ism would retain one of the hydrogens 
from the reactant in the product. However, when com­
pletely deuterated cyclohexane is used as solvent, the 
product has deuterium and not hydrogen. The plausibil­
ity of path B was explored using a competition experi­
ment. When p-xylene is the solvent, the Ir intermediate 
can react with either the benzy lic C-H bonds in the methyl 
groups of xylene, or the C-H bonds on the aromatic ring. 
Hydrogen abstraction from C-H bonds is well known to 
preferentially occur with the weaker C-H bonds (see Sec­
tion 11.7.3). Therefore, this mechanism would predict 
abstraction from the benzylic C-H bond (see Table 2.2) . 
However, the aromatic C-H bonds are preferentially acti­
vated instead, and therefore mechanism B is incorrect. 
Therefore, mechanism C seemed most likely. 

To test this mechanism, a cross-over experiment 
was performed. If oxidative addition occurs in a concerted 
mechanism, there should be no cross-over of hydrogens 
and deuteriums in the product when a mixture of cyclo­
hexanes (C6H 12 and C6D12) is the solvent. Indeed, only 
a very low level of cross-over (around 7%) was found. 
This little bit of cross-over was postulated to be due to a 
hydrido exchange reaction that also occurs during pho­
tolysis. These experiments-isotope labeling, bond dis­
sociation energy analysis, and cross-over-highlight how 
physical organic chemistry can be applied to a very impor­
tant organometallic reaction. 

Janow icz, A. H., and Bergman, R. G." Activation ofC-H Bonds in Sa tu ­
rated Hydrocarbons on Photolysis of (fl. ' -C5Me5)(PMe3)JrH2. Relative Rates 
of Reaction of the Intermediate w ith Different Types ofC- H Bonds a nd 
Functionalization of the Metal-Bound Alkyl Groups." f. Alii. Cile111. Soc., 
105, 3929 (1983). 

B. Cp"(PR3)1rH2 ~ Cp"(PR3)1r + H2 

Cp"(PR3)1r + H - R - Cp"(PR3)1rH + R· 

Cp"(PR3)1rH + R·- Cp"(PR3)1rHR 



Connections 

C-H Activation, Part II 

One of the most recent examples of C-H activation 
comes from the Hartwig laboratories. The complex 
[Cs(CHJ)s]W(COh[B(1,2-02C6HT3,5-dimethyl)] under­
goes a photochemically induced reaction with alkane sol­
vents to form alkylboronate esters, thus activating the 
C-Hand functionalizing the alkyl groups. Various metal­
carbonyl-boryl complexes undergo this reaction. 

Once again, a variety of possible mechanisms can 
be envisioned . As mentioned in the previous Connections 
highlight, any mechanism involving radical abstraction 
of a hydrogen from an alkane would give preferential 
abstraction of the weakest C-H bond: 3° > 2° > 1°. How­
ever, with all the metal complexes studied, Hartwig found 
that the terminal carbon of the alkane was the one func­
tionalized. This argues against a radical mechanism, and 
supports a direct concerted insertion into the least steri­
cally hindered C-H bond. 

Since the starting boryl complexes are 18-electron 
species, one would predict that CO dissociation is 
required to start the reaction (step 1). However, the pres­
ence of excess CO does not slow the C-H activation. Yet, 

hv * ocjw\.'''''oc 
OC B -.... 0 

6yY y 
The Hartwig system 
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the addition of a phosphine does stop the C-H activation, 
and an organometallic product where one CO is replaced 
with the phosphine is found. This supports a mecha­
nism where the C-H activation of the a !kane occurs faster 
than CO re-association, but slower than association of a 
phosphine. 

Once a CO has been lost, there are two possible 
mechanisms for the alkyl group transfer to boron (see 
below, where Beat' = the borylligand). One is a direct 
insertion of the metal into R-H (step 2), and the other is 
a a bond metathesis (step 3). The first possibility would 
require a reductive elimination (see Section 12.2.3) to 
form the alkylboronate ester (step 4). Both pathways 
would re-associate a CO to give the final organometallic 
product (step 5). The authors prefer the direct C-H activa­
tion, but this has yet to be proven. In summary, C- H acti­
vation and functionali zation is an elusive process, one 
that hopefully will have further breakthroughs in the 
near future . 

Waltz, K. M., and H arh'lig, J. F. " Functiona lization of Alkanes by Isolated 
Transition Metal Boryl Complexes."]. Am. Chem. Soc., 122, 11358 (2000). 
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Reductive elimination 

12.2.3 Reductive Elimination 

A reductive elimination is the reverse of an oxidative addition. The coordination 
sphere of the metal is diminished, an organic molecule or other structure is eliminated, and 
the metal is reduced (Eq. 12.27). The study of these reactions is typically done independently 
of oxidative addition, and therefore these reactions have their own structure-function 
relationships. 

A 
I 

M - B - M + A-B 
(Eq. 12.27) 

Reductive eliminations do not always lead to stable metal products, because the organo­
metallic complex is losing electrons and therefore is typically dropping below 18 electrons. 
These reactions are normally very fast in catalytic cycles, and therefore difficult to observe. 
Hence, the study of reductive eliminations has not been as extensive as that of oxidative ad­
ditions. However, this reaction is certainly just as important as oxidative addition in catal­
ysis, because it represents the manner in which organic products are often released from the 
metal center. 

Structure-Function Relationship for the R Group and the Ligands 

The kinetics of reductive elimination is first order in the metal complex. One reaction 
that has been studied extensively is shown in Eq. 12.28. This reductive elimination of meth­
ane has to be studied at low temperature because it is too fast at ambient temperature. The 
following reaction rate order is found: phenyl > ethyl > methyl > allyl. The trend represents 
a balance between the steric bulk of the R group and the strength of the C -H bond formed. In 
general, the larger R groups undergo reductive elimination faster, and the stronger the bond 
that is being formed, the faster the reaction. 

(Eq.12.28) 

Reductive eliminations are exothermic because the bond strengths are greater in the 
products. An average bond dissociation energy (BDE) for an M-R bond is 30 kcal / mol, 
while that of an M-H bond is 60 kcal/ mol. Recall from Chapter 2 that the BDE for a C-H 
bond is around 100 kcal / mol, making that one single bond stronger than the combination of 
two bonds to the metal. This is also true for elimination of two R groups, where each M-R 
BDE is around 30 kcal / mol, while a C-C BDE is 80-90 kcal /mol. 

The deuterium isotope effect for the reaction shown in Eq. 12.28 is 3.3 (comparing a hy­
dride ligand to a deuteride). This is a fairly large isotope effect, supporting cleavage of the 
M-H(D) in the rate-determining step. Cross-over studies have shown that there is little to 
no scrambling of isotopes between metal centers (Eq. 12.29), indicating that the elimination 
occurs in a monomeric fashion, and does not involve bridging metallic species. These two 
pieces of data support a concerted mechanism. In support of this, the stereochemistry is re­
tained if the R groups are stereogenic centers. 

+ + CD4 

40 

(Eq. 12.29) 

The steric bulk of the ligands also influences the rates of the reactions. The order of re­
activity found for reductive elimination of ethane from Pd dimethyl complexes is shown 
below. The larger triphenylphosphine ligand gives the faster rate. Larger ligands often en­
hance the rate of elimination due to more steric strain in the reactants. Howeve1~ for this 
particular reaction, an additional interesting effect is observed. The addition of free ligand 
to solution impedes the reaction. Apparently, ligand dissociation occurs prior to reductive 
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elimination. With a bis-phosphine ligand the chelate effect greatly impedes full dissociation 
of a phosphine, and the reaction is much slower. The chelate effect is a term used to describe 
the lower dissociation rate or greater binding constant of a ligand that forms two or more co­
ordinations to a metal. Therefore, although an open coordination site is not required for are­
ductive elimination, the electron donating nature of a phosphine impedes the reduction. The 
Pd complexes must first lose a ligand, lowering the electron count, before reduction of the 
metal can occur. 

> 

Trend in reductive elimination 

Since the metal is formally reduced in these reactions, making the ligands more electron 
withdrawing or better 1T acceptors will commonly speed reductive eliminations. The elimi­
nation of methane shown in Eq. 12.28 has such a dependence, although it is small. Here, para 
substitution on the triphenylphosphine ligand with the following groups gives the relative 
rate constants listed: Cl (9.2) > H (4.5) > CH3 (1.4) > OCH3 (0.47). 

The reductive elimination of ethane from analogous Pt complexes does not occur. Even 
heating the complex shown in Eq. 12.30 to 180 oc does not produce ethane, but instead 
makes methane. One of the hydrogens in the methane comes from the solvent. The reason 
for this is discussed below when osmium complexes are examined. 

(Eq. 12.30) 

Stereochemistry at the Metal Center 

When the groups that eliminate are held trans on the metal center, often no reduc­
tive elimination is found. For example, trans-(CH3) 2Pd(II)(PPh3h will not eliminate even at 
100 oc. This means that the two groups undergoing elimination have to be in proximity, 
which further supports a concerted mechanism for this particular reaction. 

Other Mechanisms 

Not all reductive eliminations are concerted. Many involve radicals. This makes good 
sense, because M-C bonds are weak. This means that warming above 150 oc will start to 
give significant amounts of M-C bond homolysis. Let's examine an interesting series of ex­
amples that shows a mixture of reductive elimination mechanisms. 

The reductive eliminations and the organic products observed for three similar cases are 
given in Eqs. 12.31-12.33. Dramatically different temperatures are required to make the reac­
tions occur at similar rates. For the reaction depicted in Eq. 12.31, one of the hydrogens in the 
methyl group derives from the solvent. The high temperature required and the abstraction 
of a hydrogen from the solvent indicates a radical mechanism. The rate-determining step is 
simply bond homolysis, where the resulting methyl radical abstracts a hydrogen from the 
solvent and the remaining Os-centered radical goes on to form Os clusters with other Os rad­
icals (an analogous mechanism is postulated for Eq. 12.30). 

/CH3 160 oc 
CH4 (Eq. 12.31) (C0)40s 

'cH3 

H 125 oc (Eq. 12.32) (C0)40s/ H2 
' H 

/CH3 
(C0)40s 

'H 
~CH4 (Eq. 12.33) 
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Connections 

In contrast, the experimental observations for the reactions given in Eqs. 12.32 and 12.33 
do not support radical mechanisms. With respect to Eq. 12.32, an M-H bond strength aver­
ages about 60 kcal/ mol, and therefore there is no homolysis at 125 oc. Interestingly, Norton 
found that when a mixture of (C0)40sH2 and (C0)40s02 is heated together, a statistical 
mixture of H 2 , HO, and 0 2 is produced. Yet, addition of 0 2 gas to (C0)40sH2 gives no HO 
product. This means that the reductive elimination is not concerted from each individual 
(C0)40sH2 and (C0)40s02 complex, but instead must involve a bridging structure. This is 
further supported by the formation of H 20s2(C0)8 as the single organometallic product. 
However, the kinetic order in (C0)40sH2 is only first order. Therefore, the rate-determining 
step must not involve the formation of a bridging structure. The only plausible reaction 
which occurs at above 100 oc and is first order in an Os complex is the loss of a CO ligand. 
A mechanism that accomodates all the observations is given in Figure 12.8. Ligand loss 
opens a coordination site (step 1) that can result in a bridging structure from which reduc­
tive elimination occurs (step 3). An Os dimer is formed that captures another CO ligand 
(step 4). Because methyl groups do not easily bridge, this mechanism is not available to the 
(C0)40s(CH3h analog. 

Step 1 
~ 

H 
(co).os __ 

-, .;·· H 
Step 2 \ / j 

(COlJ<(s- H 

H 

+co 

Figure 12.8 

H 
I Step 3 

(CO).<(s Step 4 

(C0h9s \ ~ 
H :CO 

~ 

Mechan ism for the elimination of H2 from (C0)40sH2 . 

H H 
I I 

(C0)40s4 - Os(C0)4 

A different mechanism must be operative for the reaction given in Eq. 12.33. This should 
be immediately obvious because M- H or M-C bond homolysis cannot occur at only 40 °C, 
and neither does CO dissociation. However, there is a similarity to the mechanism given in 
Figure 12.8, in that bridging structures are involved. This was demonstrated once again with 
a cross-over study. When (C0)40sH(C03) and (C0)40sO(CH3) are mixed together, a statis­
tical mixture of C03H, C04, CH30, and CH4 is formed. Because the creation of a bridging 
structure requires an open coordination site on one of the two bridging Os complexes, the 
first step must now be a migratory insertion (see Section 12.2.5), a reaction known to proceed 
at lower temperatures than ligand loss or bond homolysis. 

Summary of the Mechanisms for Reductive Elimination 

As with oxidative addition, we find several mechanisms for reductive elimination. The 
most common, and the one we will invoke for all the catalytic cycles discussed at the end of 
this chapter, is a concerted elimination. However, radical mechanisms and those involving 
bridging structures are possible. In all cases, the loss of a ligand or the use of electron with­
drawing ligands facilitates the reactions due to the formal reduction at the metal center. 

The Sandmeyer Reaction some common organometallic and organic reactions, we 
can look over the current thoughts about this reaction. The Sandmeyer reaction is usually covered in introduc­

tory organic chemistry in a chapter on electrophilic aro­
matic substitution, along with di azonium ion chemistry 
and the formation of diazo dyes. The Sandmeyer reaction 
involves the substitution on an aryl diazonium compound 
with Cu(T) sa lts, as shown to the right. The mechanism of 
these transformations is sketchy, but now that we know Sandmeyer reaction 
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Let's examine the possibilities with CuCL InHCI (typ­
ically present under the reaction conditions), cuprous duo­
ride is in equilibrium w ith dichlorocuprate ion (CuCV). 
This electron rich anion can transfer an electron to the dia­
zonium ion (step 1), which then eliminates N2, generating 
phenyl radical (step 2). At this point, the mechanism is not 

clear~ but the phenyl radical can either abstract a chlorine 
atom from the CuCI2 radical, or it can couple with this radi­
cal (this is the mechanism we show below; step 3). After 
coupling, reductive elimination gives phenyl chloride and 
CuCI (step 4). 

+ 
Step 1 -

12.2.4 a- and !}-Eliminations 

(.........,. 

0 . CuCI2 

Step 3 

Step 2 

+ :N2 

Proposed mechanism 

Cl 

' r.~ 

Vcu .._ 
~CI 

# 

Step 4 -

There is an entire class of eliminations that occur at metal centers where a group or atom 
from the ligand migrates to the metal while at the same time an unsa tu rated system is pro­
duced (Eq. 12.34). These reactions are reminiscent of elimination reactions in organic chem­
istry that were covered in Chapter 11. 

A A 
_) -- , M M-Il 
~ ·Elimination 

A A 
M_/ -- M= 

a-Elimination 

General Trends for a- and P-Eliminations 

(Eq. 12.34) 

By far the most common elimination is !}-hydride elimination. One example is given in 
Eq. 12.35. These reactions are very exothermic because a weak M-C bond and a C-H bond 
are converted to two stronger bonds overall: anM- H bond and a C-C TI bond, along with co­
ordination of the TI bond to the metal. This reaction can occur whenever a hydrogen is ~ to 
the me tal and the metal has an open coordination site. 

PMe3 H 

f~H 
Me3P- 90,::/ H 

PMe3 

- Me3; ~ 
Me3P - 9o - H 

PMe3 

(Eq. 12.35) 

~-Hydride elimination is preceded by a bridging complex where the hydrogen to be 
eliminated is weakly coordinated to the metal. This coordination is referred to as an agostic 
interaction. Sometimes these bridging species are actually isolated, and one example is 
shown in the margin. In this complex the Ti---H distance is only 2.29 A, and theTi-C-C bond 
angle in the ethyl group is only 86°. 

jl-Alkyl elimination is much less common than hydride elimination. This is because it 
is difficult to have an alkyl group form an intramolecular interaction with the metal, as is re­
quired prior to the elimination, and the reaction is now sometimes endothermic because 
an M-C and a C-H bond are traded for another M-C bond and a C-C TI bond. However, 
~-alkyl elimination can occur. For example, Eq. 12.36 shows an example in volving Lu, where 

V CI 

+ CuCI 

" I Cl H 

(
p11

''• •• 1 _ _..-'''-- \ H 
T1 ---- ---;­P.,.-- 1 """~2.29 A 

/\ Cl 
Cl 

An agostic interaction 
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methyl and hydride elimination are competitive. In addition, Eq. 12.37 shows a case where 
the elimination is only that of an alkyl group, because the hydrogens on the 13-posi tion can­
not achieve the proper orientation to form an agostic interaction. 

xt_}- xt_H 4:-CH, 
~ - ~ + 

~ 
(Eq. 12.36) 

+==< + \ 

0 
\ ····''-----..... Ti ·~ 

~ 

0 
\ 

- li -:f +II 
~ 

(Eq. 12.37) 

With highly electrophilic early transition metal complexes, a-hydride elimination is a 
common reaction. If other alkyl groups are present on the metal center besides the group 
undergoing elimination, the facile nature of reductive elimination w ill lead to formation of 
an alkane. An example of this is given in Eq. 12.38. Whether a- or 13-hydride elimination oc­
curs, neopentane is the product that arises from reductive elimination of a neopentyl ligand 
with a hydride ligand . 

CI2Ta~ p~ PM(-t PMe3 
Cl ...._ 1 Cl ...._ 1 er 

!\ - / Ta ----;; + / Ta \ + 

+ Cl I Cl I 
(Eq. 12.38) PMe3 PMe3 

From ~ -hydride From a -hydride 
elimination elimination 

Kinetics 

Because 13-hydride elimination leads to the coordination of an alkene, the metal under­
goes a coordination sphere expansion. This means that 18-electron complexes must first 
lose a ligand before 13-hydride elimination can occur. As a result, ligand loss is often rate­
determining for 13-hydride elimination. The kinetics of the reaction hown in Eq. 12.39 are 
first order in the Pt complex. It is inhibited by the addition of free phosphine, the reby indi­
cating the formation of an intermediate resulting from phosphine loss prior to the hydride 
shift and reductive elimination . When hydrogens and deuteriums can be compe titively ab­
stracted, isotope effects ranging from 2 to 4 are seen. 

(Eq. 12.39) 

Fast 
- Pt(O) + ~ + /'-..../ 

One often wants to avoid a 13-hydride elimination during catalytic cycles, because it can 
give unwanted side products. The existence of a 13-hydrogen on an alkyl group is a require­
ment for 13-hydride elimination. In fact, it is generally observed that alkyl complexes that 
lack h ydrogens on the 13-carbon are thermally m ore stable than those with 13-hyd rogens. For 
example, W(CH3) 6 is much more stable than W(CH2CH3) 6 . In ad dition, due to the require-
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ment of an open coordination site for ~-hydride elimination, coordinatively-saturated com­
plexes or those with chela ted ligands are more thermally stable. Any electronic or steric ef­
fects that hin der an increase in coordination number will impede ~-hydride elimination. 

Stereochemistry of P-Hydride Elimination 

There are stereoelectronic requ irements for ~-hydride elimina tion, just as there are for 
E2 reactions in organic chemistry. In Section 10.13.8, we showed that E2 reactions require 
either synperiplanar or antiperiplanar arrangements of the hydrogen and leaving group 
that are being eliminated. Similar requirements are necessary in ~-hydride elimination, but 
because the elimination occurs intramolecularly, only the synperiplanar arrangement facili­
tates the reaction. As shown in the Newman projection in the margin, the hydrogen must be 
aligned with the metal to directly migrate to it, and the other groups on the alkane must 
be aligned in order to form the 'IT bond. This creates a fou r-centered transition state with a 
completely concerted mechanism. 

As support for this stereoelectronic requirement in the elimination, the relative rates for 
the ~-hydride elimination shown below have been found. The ~-hydride elimination from 
the metallacycloheptane occurs at approximate ly the same rate as the dibutyl complex, but 
the metallacyclopentane eliminates 104 times slower. The ~-hydrogens cannot achieve a 
synperiplanar arrangement w ith the metal, and the elimination is grea tl y retarded. 

~-Hydride el iminations 

Fu rther support for the synperiplanar arrangement in ~-hydride eliminations comes 
from the s tereochemistry of the alkene crea ted. Eq. 12.40 shows a case where the less stable 
product is found, due to the required synperiplanar arrangement of the metal and the 
hydrogen. 

~ 
Ph Ph 

(Eq. 12.40) 

12.2.5 Migratory Insertions 

Another reaction class in orga nometallic chemistry involves insertions. These are the 
reverse of elimina tions. The term " insertion" is not one that was used ex tensively in Chap­
ters 10 and 11, although it does have analogs in organic chemistry (recall carbene reactions 
and additions). In organometallic chemistry, however, insertions play an important role. 
These reactions involve insertion of a ligand into another metal- ligand bond (Eq. 12.41). 
Here, one group (A) migrates to the other (B-C), and hence this is known as a migratory in­
sertion. The oxidation state of the metal has not changed, but a coordination site to the metal 
has opened up. 

A 
I 
M-B-C --+ M- B-C-A 

A 
I 

or M-B-C 
(Eq. 12.41) 

A very large variety of insertion reactions are known. While the A group of Eq. 12.41 is 
typically a hydride, alkyl, or ary l, the B-C ligand takes many forms. Essentially any unsatu-

Syn elimination 
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rated compound that can act as a ligand to a metal can undergo an insertion. Just a few exam­
ples include CO, NO, alkenes, alkynes, 502, C02, carbonyls, imines, cyanides, and isocya­
nides. Most mechanistic studies have focused on migration to CO and alkenes, and these are 
the only examples we look at below. However, in Section 13.2.7, we will return to migratory 
insertions when we examine the industrially important process of alkene polymeriza tion . 

Kinetics 

Migration of CO to alkyl, aryl, or hydride ligands is generally induced by the addition of 
a ligand, such as a phosphine or additional CO. This is because the insertion opens up a coor­
dination si te on the metal, which needs to be filled by another ligand, otherwise the insertion 
is reversible. Hence, the mechanism can be schematically given as in Eq. 12.42, and the rate 
expression using the steady state approximation for the intermediate is given in Eq. 12.43. 
This equation tells u s that there can be a kinetic dependence upon added ligand. However, 
when CH3Mn(C0)5 is studied, the rate of insertion of CO into the methyl-Mn bond is inde­
pendent of the concentration of the ligand that is adding in the second step: L =CO, PR3, or 
NH2R. This means that migratory insertion is rate-determining, and k_1 < < kAL] . 

0 
k1 k2[L] Ill Oy R o y R (Eg. 12.42) c = -I k_1 M- R M M- L 

d[P] k1k2[MR(CO)][L] 
(Eq. 12.43) 

dt k_l + k2[L] 

We have noted in our discussion of previous reaction classes that relative rates can be 
correlated with bond dissociation energies. The same is true of migratory insertions. As 
shown in the reactions grouped under Eq. 12.44, migratory insertions of CO or alkenes into 
M-alkyl bonds are typically much faster than insertions into M-hydride bonds. This is due 
to the much stronger M-H bonds relative to M-R bonds. 

0 0 
Ill Oy R Faster Ill 

OY H c - than 
c -I I 

M- R M M- H M 

R H (Eg. 12.44) 

T ~ Faster ~ - than I -M- R M M- H M 

The rate of migration of alkyl groups to CO ligands can be dramatically increased by the 
addition of a Lewis acid. This can be viewed as electrophilic activation of the CO group to­
ward nucleophilic attack by a metal- R bond. One example is given in Eq. 12.45. 

CH3 

I OC~t ••. .. Mn .... ,,,CO 

oc~ 1 ......,co 
co 

Br Br 
AI: 

B; '· .. 
. 0 

OC ''''··· ~n .. . ..J/.... CH 
oc~ 1 ......,co 

3 

co 

Studies to Decipher the Mechanism of Migratory Insertion Involving CO 

(Eq. 12.45) 

There are three possible mechanisms for migratory insertion involving a CO liga nd and 
an M-alkyl bond. These possibilities are shown in Figure 12.9 for (C0)5MnCH3. One mecha­
nism involves direct insertion of free CO into R-M (possibility A, Figure 12.9). The second 
involves the movement of a CO ligand to a cis R group (possibility B), while the third in­
volves movement of the R group to a cis CO ligand (possibility C). The first possibility is easy 
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o,. 
' c. o co o 

oc, .... ·M) .. )l_CH oc,, .... MI ... ) l CH 
n 3 - n 3 

oc~ 1 ""'-teo oc~ 1 ""'-teo 
co co 

Figure 12.9 
Three poss ible mechani sms for CO insertion 
reactio ns. A. Direct insertion into free CO, 
B. Migration of the CO to the R group, and 
C. Migration of the R group to a CO ligand . 
The colored arrows denote the direction for 
flo w of two electrons, wh ile the bold arrow 
shows the direction of movement of groups. 

to tes t for. As shown in Eq. 12.46, when isotopically-labeled CO gas is added to the reaction 
vesse l, only the product where the label is in a cis CO ligand is isolated. Hence, the CO gas 
did not directly insert into the R group, but instead coordinated to the metal, so mechanism 
A of Figure 12.9 must be incorrect. 

CH3 

I OC ,,,., Mn ..... ,,CO 

oc-' 1 "co 
co 

*co - (Eq.l2.46) 

To differentiate between mechanisms Band C in Figure 12.9, one needs a s tereochemica l 
analysis. Such an experiment was performed on the reverse of the migratory insertion. By 
examining the de-insertion reaction, the product ratio given in Eq. 12.47 was found for the 
products incorporating the label. This product ratio supports movement of the R group to 
the CO (that is, mechanism C). Let's see the reasoning by examining Figure 12.10. 

A. 

B. 

o"'c'CH3 CH3 CH3 

OCII, .... ~n ..... 11*CO CO moves I oc,, .... ~n ..... 11 *CO oc,, .... Mn ..... 11 CO 
oc~ 1 ""'-teo oc~ 1 ""'-teo 

+ 
oc~ 1 ""'-teo 

co co co 
25% 75% 

O"'C' CH3 
0 0 0 
Ill Ill Il l 

c c c 

OC''""· ~n ..... 11*CO 
Methyl I oc,, .... ~n ..... 11 *CO oc,, .... ~n ...... , •co moves OC"''"· Mn ..... 11 CH3 

oc~ 1 ""'-teo oc~ 1 ""'-teo 
+ 

oc~ 1 -...,.CH3 

+ 
H3C~ 1 ""'-teo 

co co co 
25% 50% 

Figure 12.10 
Reverse of the mechanisms given in Figure 12.91eads to different 
stereochemistry in the products. A. Movement of the CO group in the 
de- insertion, and B. Movement of the methyl group in the de-insertion. 

co 
25% 
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cis 
67% 

GH3 

I oc,,,,, __ Mn __ ,,,,,co 
oc"' 1 "co 

*co 
trans 
33% 

(Eq. 12.47) 

If the COportionofthe acyl group moves during the d e-insertion (Figure 12.10 A), it will 
replace the cis-labeled CO 25% of the time, and never give any trans product. In contrast, if 
the me thyl group moves during the de-insertion, it will rep lace the labeled CO 25% of the 
time, but there is a 2-to-1 chance of moving to a position that is cis or trans to the labeled CO 
ligand (Figure 12.10 B). Hence, the 2-to-1 ratio given in Eq. 12.47 supports migration of the 
Rgroup. 

Another set of studies similarly supports R group migra tion in Pd complexes. As shown 
in Figure 12.11, the products are different for the reaction of cis- and trans-Pd(PPh3h(Et)2 

with CO gas. The trans reactant gives 3-pentanone as the product, whereas the cis reactant 
gives ethy lene and propanal.lf the R group moves, then as shown in Figure 12.11 A for the 
trans reactant, there is never an open coordination site cis to an ethyl group (after trapping 
with CO), and hence no [3-hydride elimination can occur. With the cis reactant, however, 
[3-hydride elimination after CO coordination can occur if the R group moves. Importantly, 
shtdies on complexes other than the Mn and Pd compounds discussed here have shown 
different results. Therefore, although the R group is commonly the species found to be mi­
grating, this is not always the case. 

A. Ph3P ,,,, ._ Pd -"'''"---- Ph3P '' '·· · Pd .. ·•''"----- Ph3P '''"· Pd .. -·''"-----

< ~Ph3P < "· = <" -~c ""' ·c""' "" o "" o ~ 

Ph3P '''·· - Pd -···••"--._ Ph3P '''··- Pd .. ••''"----- 0 

Ph3P : _} ~O 
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Ph P~ ~0 - Pd(PPh3)2 + ~ 3 

B. Ph3P '''··-Pd -···••"--._ Ph3P '''· ·- Pd -··'''"----- Ph3P ,,., ._ Pd .. ••''"----- -Ph3P!'f ~ 
_ _} 
~ 

- ~ 

"" C' 
- - 0~ c :._____./ ~ 

o "' ;__) 

0 

+ ~H + 

Figure 12.11 
Diffe rent mechanisti c pathways fo llowed fo r the reaction ofPd(PPh3h(Eth with CO gas, depending upon 
the s tereochemistry of the reactant. The produ cts support move ment of the ethyl group in the mi gra tory 
insertion s tep for both reactan ts. 

Other Stereochemical Considerations 

The group that migrates routinely does so with retention of stereochemis try. Two exam­
ples are given in Eqs. 12.48 and 12.49. These two examples show stereogenic centers d irect ly 
attached to the metal, which do not change their sense of chirality upon migration. There­
fore, when the CO ligand inserts into the M-R bond, the R group adds via frontside attack, 
not backside attack as in an SN2 reaction. 
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t-Bu 

H~D 

HAfAD 
cp- F,e , co 

co 

t-Bu 

PPha H :cJ?: D - H D 
Cp(CO)PPh3Fe 0 

(Eq. 12.48) 

(Eq. 12.49) 

Migra tion to stereogenic centers in alkenes also routinely occurs with retention of s te­
reochem istry. Eq . 12.50 shows the insertion of an isotopically-labeled £-alkene into a M-D 
bond fro m Cp2ZrDCl. The product retains the stereochemistry of the alkene, thereby sup­
porting a sy n addition of the Zr- 0 bond. The syn addition leads to a picture of the insertion 
involving a ttack of the Zr and Don the same face of the alkene-that which is coordinated to 
the metal. 

R 

-~-o.o~C~z 
HY D (Eq. 12.50) 

R 

The stereochemistry for migratory insertion of alkynes has led to effective methods for 
creating each of the different stereoisomers of deuterated terminal alkenes. Eq. 12.51 shows 
a sequence of reactions involving t-butylacetylene. Due to the 100% stereoselective syn ad­
dition of the Zr-D bond, onl y one product is obtained. 

(Eq. 12.51) 

12.2.6 Electrophilic Addition to Ligands 

Elec trophilic addition involves the addition of an electrophile to a metal-bound ligand. 
These additions can release the newly formed structure from the metal, or they can simply 
alter the ligand . They fit the genera l reaction type given in Eq. 12.52. 

Ee e e 
M - A - M - A - E or M + A - E (Eq . 12.52) 

Reaction Types 

The most common electrophilic reagents for attack on ligands are protic acids, alkyl­
ating and acylating reagents, halogens (X2), and Lewis acids (often B, Al, or Hg reagents). 
Below, a few examples are shown with an emphasis on varie ty. Eq . 12.53 gives an example 
using a protic acid that releases an organic structure. Here the M- R bond was protonated to 
release the R group. Eq. 12.54 shows an example using Hg, which constitutes a transmetalla­
tion (see Section 12.2.1). Eq . 12.55 shows an alkylation of a ligand that is nucleophilic by vir­
tue of possess ing free lone pair electrons. 

(Eq. 12.53) 
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+ 

.. le s s 
OC,8/ X \8/CO 8 

_..-Fe-Fe ..._ + I 
oc 1 1 co 

co co 

(Eq. 12.54) 

(Eq. 12.55) 

There are several reactions that have more direct analogs to organic reactions. Aromatic 
rings coordinated to metals can undergo Friedel-Crafts alkylations and acylations (see Eq. 
12.56 for an example). Alkylation of enolate analogs is also a common reaction (Eq. 12.57). In 
this case, the alkylation leads to a complex with a heteroatom directly attached to an alkyli­
dene carbon, creating what is known as a Fischer carbene. 

~ 
Cr(COlJ 

0 

)l.CI 0 

~ 
Cr(COlJ 

Common Mechanisms Deduced from Stereochemical Analyses 

(Eq. 12.56) 

(Eg. 12.57) 

There are two mechanisms found for most electrophilic reactions that remove alkyl 
groups from metal centers. The first is the SE2 reaction, which we examined in the Going 
Deeper highlight on page 715. These reactions can involve either fronts ide or backside attack 
on the carbon, giving retention or inversion of stereochemistry, respectively. Protonation is 
commonly frontside with early transition metals, but reactions with Hg, AI, and B reagents 
give differing results based upon the organometallic species and the electrophile. The sec­
ond common mechanism involves radical intermediates, and it is most often involved in re­
actions with halogens and late transition metal elements. These reactions occur via diverse 
pathways, giving retention, inversion, or racemization depending upon the case. 

One example of a stereochemical analysis that gives clear insight into the mechanism of 
electrophilic attack involves the reaction shown in Eg. 12.58. With early transition metals, 
the addition of X2 commonly gives retention of configuration. The X atom is delivered to the 
ligand from the frontside in a concerted four-centered transition state. 

12.2.7 Nucleophilic Addition to Ligands 

Ph 

Cp2Ti::f 
I \ .. ,.... 

D 

(Eg. 12.58) 

Nucleophilic attack on coordinated ligands is also a common reaction in organometal­
lic chemistry (Eg. 12.59). With nucleophilic attack, the metal often acts as an electron sink. 
Hence, cationic complexes undergo nucleophilic attack more readily than do neutral or an­
ionic complexes. In addition, many organic structures are activated to nucleophilic attack by 
coordination to transition metals. The metals withdraw electrons from the organic molecule, 
and thereby act as electrophilic catalysts. Common nucleophiles include Grignard reagents, 
organoli thiums, alkoxides, amines, phosphines, and hydride. 
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e 
M-A 

0 
~M-A-N or M + A - N (Eq. 12.59) 

The site of nucleophilic attack is commonly one of the atoms that donates directly to the 
metal, because it is the most electrophilic. However, the LUMO of the overall complex will 
dictate the site of attack, where the atom that contributes most to the LUMO will be the pre­
ferred site of attack. 

Reaction Types 

There are a very large number of ligand types that are susceptible to nucleophilic attack 
when coordinated to transition metals, including CO, alkenes, alkynes, arenes, alkylidenes, 
and alkylidynes. Here we show several examples to impart an appreciation for the tremen­
dous variety. Eqs. 12.60 and 12.61 involve attack on carbon monoxide, which is likely the 
most common nucleophilic attack. Eq. 12.62 shows nucleophilic addition to an alkylidene, 
which can lead to leaving group departure and substitution on the alkylidene carbon. This is 
analogous to the transformation of an ester to a ketone, where the metal acts in place of oxy­
gen as the electron sink for addition of the nucleophjle. Eqs. 12.63, 12.64, and 12.65 show ad­
dition to a coordinated alkene, alkyne, and allyl group, respectively. Such additions to un­
saturated systems are common reactions in synthetic sequences. Finally, Eq. 12.66 shows 
nucleophilic aromatic substitution on a coordinated arene. The metal acts as an electron 
withdrawing group that activates the arene ring toward the nucleophilic attack. In all of 
these nucleophilic additions, the metal is an electron sink that accepts, via either resonance 
or inductive effects, the additional negative charge. 

CH3Li 0 CH3 
(C0)5Cr - C=O- (C0)5Cr~ 

0 

OCH3 . 0 OCH3 Ph 
(co)5w _; -Phll (CO) W I CO) _; 

\ s ~Ph - ( sW \ 
Ph Ph Ph 

NaSPh 

q NaOMe 

oc- t;-1o~ HOMe 
ON 

~CI 

Cr(COb 

Stereochemical and Regiochemical Analyses 

(Eq.12.60) 

(Eq. 12.61) 

(Eq. 12.62) 

(Eq. 12.63) 

(Eq. 12.64) 

(Eq. 12.65) 

(Eq. 12.66) 

There is not much to say about the mechanism of nucleophilic addition to ligands. The 
nucleophile typically adds in the rate-determining step, and in some cases a leaving group 
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departs in a subsequent step. The most interesting aspects of the reactions are the stereo­
chemistry and regiochemistry. 

The reaction shown in Eq. 12.67 gives complete inversion at the stereogenic center 
attached to Fe. This requires a backside attack, and the most logical way for this to occur is to 
start with an oxidative addition of the Br2 , and then nucleophilic attack by bromide with Fe 
as the leaving group. The sequence of electrophilic addition of X2 to the metal followed by 
nucleophilic attack on the ligand is common for middle-to-late transition metals. Interest­
ingly, when phenyl is in the ~-posi tion, the reaction proceeds with retention. Retention is 
best explained by a double inversion, and the phenonium ion has been substantiated as the 
intermediate formed (Eq. 12.68). 

&I 9o ~o ' H H 
Br-;, ~§' Br, (±)~§' 
oc-'~e . · - oc- ~~ . · --

oc '<:;. oc ~ 8 
0 H 0 H :Br 

+ 

(Eq. 12.67) 

+ 

(Eq. 12.68) 

Nucleophilic attack onalkenes proceeds almost always by an anti addition pathway. Eq. 
12.69 shows an example. The nucleophile has added to the face of the 'IT system opposite to 
the metal. This makes good sense, in that sterics would preclude attack on the alkene from 
the face where the metal is coordinated. However, there are some examples of the syn addi­
tion of a nucleophile, and these reactions presumably occur via coordination of the nucleo­
phile first to the metal, followed by addition to the alkene. Coordination followed by addi­
tion formall y constitutes a migratory insertion, and such reactions were covered in Section 
12.2.5. 

(Eq. 12.69) 

The regiochemistry of addition to conjugated dienes norm ally occurs at the end s of the 
extended 'IT system. One of the most well studied examples invol ves the l]5-dienyl cationic 
iron complexes shown in Eqs. 12.70 and 12.71. Addition to either end of the extended 'IT sys­
tem gives regioisomeric products, w hich are difficult compounds to obtain using other syn­
thetic routes. 

CN CN 

~ 
NaCN 

~ q - + 

Fe(COb Fe(COb Fe(COb 

(Eq . 12.70) 

H,co~ 
CN CN 

NaCN ~ 
H,co<::;!Y 

- _, + 

H3CO 
Fe( COb Fe(C0)3 Fe(COb 

(Eq. 12.71) 
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Going Deeper 

Olefin Slippage During Nucleophilic 
Addition to Alkenes 

In a Going Deeper highlight on page 709, we discussed 
the Dewar- Chatt- Duncanson model of m etal-olefin 
bonding. This bonding model involves both donation of 
electrons from the alkene to the metal and back-bonding 
from the metal to the alkene. Normally, the donation is 
grea ter than the back-bonding, and therefore the alkene is 
somewhat electrophilically act ivated toward nucleophilic 
attack. However, activa tion is actually best when the ole­
fin is slightly di splaced from a perfectly symmetrical 
11 2-alkene. 

0 0 8_8 
T vs. 
M 

80 
8_8 

I 
M 

The disp lacement places more positive charge on 
the carbon that is further from the metal. In other words, 
the displacement shifts the s tructure of the alkene com­
plex toward the structure of an alkyl complex with a cat-

ionic 13-carbon. Such slippage of the alkene structure 
naturall y occurs along the reaction coordinate of the 
nucleophili c addition, and it is proposed to occur early 
during the addition leading to a more facile reaction. 

Some ex perimental results support this notion . 
The crystal structure of the following complex reveals 
the Pd-C bond lengths shown. The bond lengths to car­
bons C and Dare nea rly identical, so this alkene has a 
symmetrical T]2-structure. However, the bond lengths to 
carbons A and Bare significantly different. Nucleophilic 
attack by alkoxide anions, enolates, and a mines occurs at 
carbon A only, supporting the notion that slipping the 
alkene enhances its susceptibility to nucleophj!ic attack. 

(2.28 A) A~ C(2 2.0 A) 
'K'X2.21A) 

(2.22 A) B PdCI2 

Eisenstein, 0., and Hoffm an n, R. " Acti vati on of a Coordinate Olefin 
Toward Nucl eo phili c Attack." ]. Alii. Che111. Soc., 102, 6148 (1 980). 

12.3 Combining the Individual Reactions into 
Overall Transformations and Cycles 

Now that most of the common steps involved in organometallic transformations ha ve been 
covered, we can consider combining them. It is the combination of several individual organ­
ometallic reactions that m akes new organic compounds, and hence gives organometallic 
chemistry an impor tant role in organic synthesis and catalysis. 

One of the m ain goals of this chapter is to provide you with enough information to pre­
dict a mechanism for an organometallic transformation, and then, based upon the informa­
tion presented in previous chapters, propose experiments to test the prediction . Here, we go 
through the logic for proposing a complete mechanism. This is done in the con text of several 
catalytic cycles. These are cycles that we feel all organic chemists should be exposed to at 
some time in their education, and even better, these mechanisms should become just as fa­
miliar as the standard SN2, SNl, acyl transfer, and other common organic mechanisms that 
were covered in Chapters 10 and 11 . 

Nearly all organometallic sequences used in synthesis or catalytic cycles require coor­
dinating the organic compound with the metal. There are two ways that we have covered 
for this to occur. The first is coordination to an empty coordination site on the metal, ex­
ploiting a simple Lewis acid-base interaction. The second reaction is an oxidative addition, 
using any one of the number of mechanism s presented in Section 12.2. As may be expected, 
most catalytic transformations end with reactions that release the products. Ligand loss, 
r3-hydride elimination, attack on ligands, and / or reductive elimination can expel the or­
ganic product from the metal. Since ligand exchange reactions and oxida tive addition / re­
ducti ve elimination are necessary in almost all organometallic reactions, we will encounter 
these over and over again in subsequent discussions. The various reactions in between li­
gand addition and loss are w hat crea te the synthetically and industrially useful compounds. 
Insertions, h ydride eliminations, nucleophilic additions, and other reactions are combined 
to transform the organic reactants into products. 
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Figure 12.12 

12.3.1 The Nature of Organometallic Catalysis-Change in Mechanism 

Chapter 9 examined methods of catalysis. We have seen that acid-base catalysis and 
enzym atic catalysis can all be considered to occur due to an increased binding of the tran­
sition state of the reaction relative to binding of the substrate of that reaction. We explained 
catalysis by examining the potential surface of the uncatalyzed reaction, and then contrasted 
it to the surface of the catalyzed reaction (see Figures 9.1 and 9.2). In these comparisons, 
very similar transition states are involved. With organometallic catalysis, there are com­
pletely new transition states, completely new intermediates-essentially a completely new 
mechanism. 

In the next several sections, we examine a series of catalytic cycles. When examining 
these cycles, determine for yourself whether there is an organic chemistry mechanism that 
will lead to the products w ithout the metal complex being present. Try to combine steps 
from Chapters 10 and 11. For example, the hydroformylation reaction is covered. Here, a ter­
minal alkene, carbon monoxide, and hydrogen gas are transformed into an aldehyde. There 
is no reasonable organic mechanism available for this transformation in the absence of the 
catalyst. Instead, catalysis derives from the fact that combining organometallic reactions 
does give a reasonable path to the product. 

12.3.2 The Monsanto Acetic Acid Synthesis 

The Monsanto acetic acid synthesis is a classic example of an industrially usefu l trans­
formation based upon organometallic reactions. In this synthetic procedure, carbon monox­
ide and methanol are coupled to form acetic acid in water. Two catalysts are used. The first 
is HI, playing the role of a strong acid w ith a nucleophilic counterion, and the second is the 
16-electron anionic species Rh(COhh- (Eq. 12.72). 

(Eq. 12.72) 

Let's begin our analysis of this cycle by examining what is required in the reaction. Logi­
call y, the C=O in acetic acid comes from carbon monoxide, while the methyl group comes 
from the methanol. Therefore, CO h as inserted into the C-0 bond in methanol. This, in turn, 
requires that Rh has inserted into the methanol C-0 bond, or an equivalent bond, at some 
point in the mechanism. With these ideas in mind, we can start to analyze a logical pathway 
for this cycle (Figure 12.12). 

A. 

B. 

CH3 

oc,, ..... ~h ....••• 1 Step 2 

The catalytic cycle involved in the Monsanto 
acetic acid synthesis. A. An equilibrium 
established in solution that supplies CH3I. 

0 

)ll 

oc~ ~~~ 

B. The organometa llic portion of the reaction. 
C. Conversion of the acetyl iodide to acetic acid . 

c. 
0 

)lOH + HI 
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Since CO has inserted into the methanol C-0 bond or some equivalent bond, this bond 
needs to oxidatively add to the Rh. The Rh has 16 electrons in the catalyst, and it is an exam­
ple of a complex that is nucleophilic due to a lone pair and a negative charge. Therefore, of 
the mechanisms used for oxidative addition (Section 12.2.2), the nucleophilic route seems 
most logical. However, nucleophilic attack on methanol is illogical because hydroxide is a 
very poor leaving group. Therefore, methanol must be transformed to a compound that can 
undergo the oxidative addition. This is the role of HI. As shown in Figure 12.12 A, the HI 
converts methanol to methyl iodide, which is readily amenable to oxidative addition. The 
oxidative addition places the methyl group cis to a CO ligand (step 1, Figure 12.12 B), which 
is appropriate for the necessary migratory insertion. 

Figure 12.12 B shows the organometallic steps, where an insertion drops the electron 
count back to 16 (step 3). Coordination of another CO ligand from solution brings it back up 
to 18 (step 4). This coordination of a sixth ligand places the acetyl and iodide groups closer 
together on the metal, assisting their coupling in a reductive elimination step (step 5). There­
ductive elimination has to occur from the 18-electron complex, because this brings the metal 
back to 16 electrons. Alternatively, elimination from a 16-electron complex would lead to a 
14-electron complex, which is too unstable. The reductive elimination regenerates the cata­
lyst, but it does not give acetic acid. Instead, acetyl iodide is produced. In acidic water, the 
acyl iodide is rapidly transformed to acetic acid, thereby regenerating the HI catalyst. 

12.3.3 Hydroformylation 

Hydroformylation involves the addition of both H 2 and CO to a terminal alkene to cre­
ate an aldehyde. It can be catalyzed by many transition metal complexes, but a classic exam­
ple is the use of HCo(C0)4 (Eq. 12.73). 

R~ CO H HCo(C0)4 
...., + + 2----

(Eq. 12.73) 

In hydroformylation the alkene has added both CO and H 2• This means that the alkene 
must at some point in the cycle become an alkyl group in order to insert into CO, which re­
quires that the insertion of the alkene into a hydride occurs first. At the end of the cycle, the 
most straightforward manner to form an aldehyde is reductive elimination of an acyl group 
and a hydride. Using this logic, we can write the mechanism. 

HCo(C0)4 is an 18-electron complex, so ligand loss is required in the first step (Figure 
12.13). The resulting open coordination site can facilitate either oxidative addition of H 2, or 
coordination of the alkene. You can write a mechanism starting with either, but oxidative 
addition of H 2 would require a second loss of CO to again open a coordination site for the 
coordination of the alkene (Eg. 12.74). Since CO loss is more likely with a Co(I) oxidation 
state than Co(III) because the metal is more electron rich, coordination of the alkene occurs 
first, as shown in Figure 12.13 (step 2). Hydride insertion to give the most sterically as­
sessible linear alkyl group (step 3), followed by addition of another CO ligand generates 
RCH2CH2Co(C0)4 (step 4), an 18-electron species. The intermediate RCH2CH2Co(C0)4 is 

HCo(C0)4 

Step 111 -co HCo(COlJ 
I 
~ 

R 

0 
}-co(C0)3 

RCH 2CH2 

Figure 12.13 
The catalytic cycle for hydroformylation 
using HCo(C0)4 . 
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isoelectronic with the ca talyst HCo(C0)4. Insertion of this alkyl group into a CO ligand cre­
ates the acyl group necessary in the product (step 5), and opens up a coordination site. Oxi­
dative addition ofH2 at this stage (step 6) gives a Co(III) species with 18 electrons. Reductive 
elimination of the organic product finalizes the cycle (step 7). 

(Eq. 12.74) 

A few aspects of this cycle are worth mentioning at this stage. The firs t is that the reduc­
tive elimination of the aldehyde product likely occurs via the formation of a TI complex with 
the metal, followed by dissociation. Also, there is deba te as to whether the RCH2CH2Co(COh 
complex can actually full y oxidize to Co(III) upon interaction with H 2. It may be that the H 2 

merely form s a complex with the Co, simply lengthening the H-H bond but not fully break­
ing it. 

12.3.4 The Water-Gas Shift Reaction 

In the previous catalytic cycles, and many others, CO and H 2 are used as reactants. In the 
petrochemical industry, an equimolar mixture of CO and H2 gas can be generated by the 
high temperature reaction of graphite ("coke") and s team (Eq. 12.75). Similarly, the high 
temperature reaction of methane with water gives CO and H2 (Eq. 12.76). A mixture of CO 
and H 2 is referred to as water gas or synthesis gas. In basic water, the CO can be con verted 
to C02 and more H 2 gas, using the water-gas shift reaction (Eq. 12.77). After conversion of 
the" coke" or methane to a mixture of CO, C02 , and H 2 , the gases are "scrubbed" by passing 
through a solution of KOH, thereby removing the C02 , and then over a nickel cata lys t that 
uses some of the H 2 to reduce the CO, leaving 99% or greater pure H 2 gas. It is the water-gas 
shift reaction that is of interest here, because it can be catalyzed using hydroxide and s tan­
dard organometallic reactions that involve Fe(C0)5 (Figure 12.14). 

C (graphite) + Hp 
Heat 

Pressure 
co + H2 (Eq. 12.75) 

CH4 + H20 
NiO 

1000 •c. 10 atm 
co + 3 H2 

(Eq. 12.76) 

co + H20 
375 ·c 

Metal oxide 
C02 + H2 (Eq . 12.77) 

Analysis of the reactants and products, and considering standard organometall ic reac­
tions, can lead to the proper mechanism. The water-gas shift reaction transforms the hydro­
gens in water to H 2 gas, and places the water oxygen into CO, making C02. Therefore, the 
mechanism must involve the breaking of the H- 0 bonds in water, and attack of a water oxy­
gen on the C of a CO. Since the reaction is run in basic media, hydroxide acts as a nucleophile 
and adds to a coordinated CO ligand, thus attaching an oxygen to the carbon of the CO li­
gand (Figure 12.14, step 1). We show the electron pushing for this reaction with an M = C = O 

Figure 12.14 
Cata lytic cycle for the 
water-gas shift reaction. 

Step6 
+co 

H o ' oQ 

8 
( OH 

(CO)~=C=O 
Step 1 

Step 2 

Step 4 ~ 0 Step3 
(CO:;e • ( 

H H 

8 
H 2) 

(C0)4~-{ 
0 

'2) 
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resonance structure, and the metal as the electron sink. This is because the resulting Fe anion 
then picks up the proton from the coordinated carboxylic acid (step 2), because the metal is 
more basic than a carboxylate. All these reactions keep the Fe at 18 electrons. At this stage it 
is logical to lose C02 with (C0)4FeH- as a leaving group (step 3). The Fe can readily accept an 
anionic charge because this creates another IS-electron species. Now all that is left is the for­
mation of H 2 , which requires another hydrogen to add to the Fe center. The Fe is basic, and it 
can remove a proton from water, thus regenerating the hydroxide catalyst (step 4). There­
sulting Fe-dihydride complex undergoes reductive elimination to furnish H 2 gas (step 5). 
The reductive elimination gives the only complex that is 16 electrons in the entire cycle 
[Fe(C0)4], while coordination of a CO ligand to this species regenerates the 18-electron 
Fe(C0)5 and starts the cycle again (step 6). 

12.3.5 Olefin Oxidation-The Wacker Process 

The oxidation of an olefin to a carbonyl can be performed using the organometallic com­
pound PdCll - with water as the oxygen source (Eq. 12.78). In this reaction, HCl is also pro­
duced. Since the olefin is oxidized, some species has to be reduced. In this case it is the metal, 
which goes from Pd(II) to Pd(O). Regeneration of the PdCV- is done with a catalytic amount 
of CuCh, which is reduced to CuCl (Eq. 12.79). In turn, the CuCl is oxidized back to CuC12 

with 0 2 and the HCl produced during the Pd cycle (Eq. 12.80). This process is used commer­
cially to produce acetaldehyde from ethylene, and acetone from propene.lt was discovered 
in the 1950s by a research group at Wacker Chemie, and bears the name of this company. 

Pd0 + 2 CuCI2 + 2 Cl- - PdC14 
2
- + 2 CuCI 

2 CuCI + 0.5 0 2 + 2 HCI - 2 CuCI2 + H20 

(Eg. 12.78) 

(Eq. 12.79) 

(Eq. 12.80) 

We once again use logic and our knowledge of organometallic reactions to predict a 
plausible mechanjsm (Figure 12.15). PdCl/- is a 16-electron species, and it can therefore as­
sociate another ligand, either water or the alkene. Since the oxygen from water needs to add 
to the alkene, it is logical to consider the alkene coordinating to the metal (step 1), which acti­
vates it toward nucleophilic attack by water. The attack will occur on the more substituted 
carbon because this makes the least sterically crowded attachment to the Pd (step 5). It also 
places the oxygen on the internal carbon in a terminal alkene, which is what is observed in 
the product. Our logic can bring us to this point, but it is difficult to conclude exactly what li­
gands are on the metal during the nucleophilic attack. 

e + HCI + Cl + H20 

~ 
Step 8') - Pd(O) ~ 

HO '/ ..._____) r, Eqs. 12.79 
R 1 and12.80 
/Pd(H20)CI~ 

H 

Figure 12.15 

R 
PdCI4

2
- ~ 

~P~/ 
I 
PdCI4

2
-

~p2 
-c18~ R 

~ 
I -
PdCI~ 

H Step 31! H20 

0' . R ' .'t R ~ 
H d/ Step~ 1 

I) ~C'IE8 Pd(H20)CI~ Pd(H20)C12 -

The catalytic cycle for the Wacker process. 
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R-X 
Pd(O) = 

R- R' ' 

R-Pd(II)- X 

A'-Mln 

R- Pd(II)-R' 
+ X-Mln 

Figure 12.16 
A common cata lytic cycle for 
coupling reactions involving 
transmeta lla tions. 

Connections 

The ligands on the Pd during the nucleophilic attack have been investigated, and it is 
generally agreed that the complex that undergoes nucleophilic addition is neutral with both 
a single wa ter and a single alkene coordinated to the Pd. Presumably a neutral complex ren­
ders the alkene most susceptible to nucleophilic attack. The nucleophilic attack occurs from 
solution, and not via migration of the Pd-coordinated water to the alkene. That cannot be 
predicted a priori, but analysis of the stereochemistry of attack on cis-CHD= CHD shows anti 
addition, supporting nucleophilic addition from solution. 

At this s tage logic can again guide u s to the end of the m echanism. We need to remove 
the hydrogen attached to the same carbon as the added oxygen, which is readily accom­
plished by a ~-hydride elimination to give a coordinated enol (step 7). Dissociation of the 
enol and tautomerization to the carbonyl gives the organjc product (step 8). The metal is 
now Pd(O), and can be written with or without ligands. Regeneration of PdCV- occurs using 
the redox reactions given in Eqs. 12.79 and 12.80 (step 9). 

12.3.6 Palladium Coupling Reactions 

There are a wide variety of coupling reactions catalyzed by Pd that follow the general 
schem e given in Figure 12.16. Instead of giving a specific example, Figure 12.16 shows a gen­
eralized mechanism. The Pd(O) always has ligands, commonly phosphines, that keep it sol­
uble. A series of reactions fit this mechanism, and they are very synthetically useful (see the 
Connections highlight below). In these reactions, oxidative addition of an R-X bond (where 
R is alkyl or aryl) first occurs to a zero-oxidation-state metal. The halogen ligand then under­
goes a transmetallation with an R'M' (where R' is also alkyl or aryl), replacing the halogen 
with the R' group. Reductive elimination gives R-R', and regenerates the zero-oxidation­
s tate metal. The cycles oscillate between Pd (O) and Pd(II), although in some cases with very 
electron donating ligands, cycles involving Pd(II) and Pd(IV) species occur. 

Pd(O) Coupling Reactions in Organic Synthesis 

The great utility of coupling reactions in organic synthe­
sis has lead to a large number of variations, and several 
" name reactions". Here, we simply want to accentuate 
the diversity, and show the kinds of structures that can be 
formed based upon some va riant of the mechanism given 
in Figure 12.16. Note that in all these reactions, Rand R' 
are ultimately placed upon the same metal, leading to 
their coupling via a reducti ve elimination. 

Stille coupling The hallmark of a Stille coup! ing is the 
use of a tin reagent for transmetallation. After oxidative 
addition of an R-X (R is alkyl, aryl, vinyl, or alkynyl, and 
X is halogen or triflate) to Pd(O), the Sn transmetallates its 
R group to Pd. Alkyl groups will transmetallate slowly, 
but vinyl, aryl, and alkynyl transmetallate quickly, while 
benzyl and allyl are intermediate. Reductive elimination 
couples the two groups as shown in Figure 12.16. In princi­
ple, any group that will oxidatively add to the Pd(O) can 
be coupled to any organotin group that will transfer. 

R- X + R3SnR' ~ R- R' + R3SnX 

Stille coupling 

Suzuki coupling The hallmark of a Suzuki coupling is 
the use of an alkyl boronate with a base in the mechanism 
of Figure 12.16. Since boron is electrophilic, the attached 
alkyl groups are not nucleophilic enough to trans­
metallate to Pd. However, the addition of a base enhances 
the nucleophilicity, thus allowing the transmetallation. 
The boron can carry an alkyl, alkeny l, or aryl group. In 
fact, the Suzuki cou piing is the method of choice to form 
biaryls. 

R-X 
Pd(O) 

+ R'B(OHh - R- R' + XB(OH)2 

Suzuki coupling 

Sonagashira coupling This coupling involves the use of 
terminal alkynes, Cu(I), and a base. Here, the base assists 
metallation of the Cu(I) with the terminal alkyne. The 
copper complex then transmetallates the alkyne to Pd 
as shown in Figure 12.16. Reductive elimination gives 
an alkyne. 

Cu(l) Pd(O)/R'-X s;;:;;- RC =CCu(l) RC=CR' 

Sonagashira coupling 
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Negishi coupling Another named coupling that fo llows 
the mechanism of Figure 12.16 involves the use of vin yl zir­
conium and aluminum species with vinyl halides. This 
effi cien tly gives conjuga ted alkenes, and has been ex ten­
sively used in the crea tion of o li gomeric alkenes. 

R' R' 
R' X 

>=< Pd (O) - R. M >=< R' + 
R' R' R R 

Negishi coupling 

Kumata coupling The last variant we give here that fol­
lows the mechanism in Figure 12.16 invo lves a Grignard 
reagent and an aryl halide. Many vari ants that use Ni(II) 
in this reaction are also effective. 

Pd(O) -R - MgX + Ar -X Ar-R 

Kumata coupling 

Heck reaction The Heck reaction is a variant on the mech­
an ism given in Figure 12.16. There is no transmetall ation 
step. lnstead, an R-X reagent and an alkene are coupled 
via Pd(O) catalysts. All R-X reactants susceptable to oxi­
da ti ve additi on can parti cipate. 

R 
;=" 

R' 

Pd(O)/amine 
R- X + ;= 

R' 
+ HX 

Heck reaction 

12.3.7 Allylic Alkylation 

The Heck reaction is carried out by heating the R-X, 
the alkene, cata lytic amounts of Pd(ll)acetate, and an 
excess of a tertiary amine. The mechanism given below 
is we ll accepted. Oxida tive addition of R-X to Pd(O) 
occurs (step 1). The alkene coordinates (step 2), and 
alkyl group migration subsequently ensues (step 3). 
A ()-hydride el imination furnishes the coupled product 
(step 4), and reductive elimination regenerates the Pd(O) 
species (step 6). In this reaction, the tertiary am ine plays 
two roles. It reduces the Pd(Il) acetate to Pd(O), and it 
neu trali zes the HX produced in the last step. 

Sto~ Pd(OJ 

Step 1 
R -X 

= 

H- Pd(II)-X 

Step~ 
R' R 
~ 

R' R 
~= I Step 4 

H- Pd(II)-X 

R - Pd(I I)-X 

;=~tep2 
R' 

R' 
~ 

( I ' 
R - Pd(li}-x 

/step3 
R 

R' J;~ 
Pd(II) -X 

Proposed mechanism of the Heck reaction 

In summary, the discovery of the catalytic cycle 
shown in Figure 12.16 has h ad one of the largest impacts 
on organic syn thesis of any organometalli c breakth rough. 
Hopefully, given our discussion here, you will not view 
these reactions as " black boxes", but instead be familiar 
with the s teps, and even crea te your own varia nts. 

Another synthetically useful reaction is catalytic allylic alkylation (Eq. 12.81). With 
this reaction, the X group can be a halogen, as well as other commonly available substra tes 
such as acetate or carbamate. The synthetic utility derives mostly from stereochemical con­
trol, which is briefly introduced in the Connections highlight below. This reaction is wide­
spread in organometallic chemistry and has been found to be catalyzed by a variety of met­
als, including nickel, palladium, platinum, rhodium, iron, ruthenium, molybdenum, and 
tungsten. 

X~ 
Metal catalyst 

(Eq. 12.81) 

We show the mechanism using a Pd(O)L4 complex, where Lis commonly triphenylphos­
phine (Figure 12.17). A Pd(O)L4 complex is an IS-electron species, so the first step will be li­
gand dissociation (step 1). The olefin can then coordinate (step 2). An oxidative addition of 
the allylic R-X group to the metal center is then required. Another phosphine ligand must 
first dissociate, however, in order to create a 16-electron species (step 3). Oxidative addition 
will occur via the nucleophilic mechanism (step 4, Section 12.2.2). In this case, the oxidative 
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Figure 12.17 
Catalytic cycle for allyli c alky lations. In the box is shown the arrow 
pushing for a single resonance stru cture of the 1r-aUyl compl ex. 

addition creates another 16-electron species because coordination of the counterion does not 
occur. Instead, there is nucleophilic attack on the coordinated li gand (step 5), followed by 
dissociation of the product from the metal (step 6). There are two possible ways that the nu­
cleophilic attack can occur. One is via direct attack from solution (arrow a and equ ilibrium 
path a in Figure 12.17), and the second is via coordination of the ligand to the metal first, fol­
lowed by insertion of the nucleophile into the bound allyl group (arrow b and equilibrium 
path bin Figure 12.17). In general, nucleophiles w hose pK. va lues of their conj ugate acids 
are above 25 (hard nucleophiles) w ill first coordina te to the metal, while softer nucleophiles 
add directly from solution. The reaction has been heavily used to form C-C bonds by using 
enola tes as the nucleophiles. This is one of the simplest of organometallic reactions, yet as is 
shown in the following Connections highlight, the opportunities for stereochemica l control 
are immense. 

12.3.8 Olefin Metathesis 

The last catalytic scheme we examine is olefin metathesis. This reaction has been widely 
used to crea te small and large rings, as well as to open up rings to make polymers. O lefin 
meta thesis involves the pairwise exchange of the alkene carbons in two olefins (Eq. 12.82). 
These reactions were reported as early as the 1950s, but it was not until the early 1970s that 
the currently accepted mechanism was proposed by Chauvin. 

(Eg. 12.82) 

The mechanism of olefin meta thesis does not involve the classic reactions we have 
covered-namely, oxidative addition, reductive elimination, r3-hydride elimination, etc. In­
stead, it simply involves a [2 + 2] cycloaddition and a [2+2] retrocycloaddition. The [2 + 2] 
terminology derives from pericyclic reaction theory, and we will analyze this theory and the 
orbitals involved in this reaction in Chapter 15. In an organometalli c [2 + 2] cycloadd ition, a 
metal alkylidene (M=CR2) and an olefin react to create a metallacyclobutane. The metalla­
cyclobutane then splits apart in a reverse of the first step, but in a manner that places the 
alkylidene carbon into the newly formed olefin (Eq. 12.83). Depending upon the organo­
metallic system used, either the alkylidene or the metallacycle can be the resting state of the 
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Connections 

Stereocontrol at Every Step in 
Asymmetric Allylic Alkylations 

The ca taly tic asymmetric alkylation of allylic groups 
is an excellent reaction to highlight va rious approaches 
to ena ntiomeric control. Catalytic asy mmetric induction 
is a major focu s of current organometallic studies oriented 
toward synthetic applications. The vast majority of these 
reactions involve addition to double bonds. In contrast, 
the allylic alkylation reaction represents one of the few 
examples where achiral reactants are efficiently trans­
formed to chiral products w ith high enantiomeric 
excesses, and where the chirality in the product results 
from reactions at sp3 centers in the reactants . The enan­
tiomeric control results from the use of chira l li gands on 
the metal center, m aking the metal a chirotopi c center. 
Depending upon which ligand is used, the metal can be 
either stereogenic or non-stereogenic (see Chapter 6 to 
rev iew this terminology). 

The schem atic structures shown to the right summa­
rize the sources of enantio-discrimination during the reac­
tion. Each picture shows enantiomeri c reactions, which 
can be under enantiocontrol. As shown in A, there is enan­
tiotopic face di scrimination possib le during the olefin 
coordination. There is also discrimination possible in the 
nucleophilic displacement of enantiotopic leaving groups 
(B). Both ex ternal and internal nucleophilic attack on the 
allyl li gand can be controlled by chira lity on the metal cen­
ter (C and D). Lastly, enantiotopic faces of the nucleophile, 
as with an enol ate, can be discriminated by a chiralmetal 
complex (E) . Hence, each step of the mechanism (Figure 
12.17) that involves a chemical reaction on the allyl group 
ca n have enantiocontrol. This high level of control has 
made the catalytic asymmetric allylic alkylation one of 
the most useful organometalli c reactions yet produced . 

Trost, B. M., and VanVranken, D. L. "Asymmetric Transition Metal­
Ca talyzed All y lie Alkylations." Che111. Rev., 96, 395 (1996). 

A. 

B. 

c. 

D. 

E. 

X 

L L 
' M/ 

~ 
~~ 

Nuc : 

Nuc 
I m 
~ 

X 

X 

Allylic alkylation 

catalyst, with the corresponding metallacycle or alkylidene being a high energy intermedi­
ate, respectively. Let's see how the reaction of Eq. 12.82 can be used to make rings and cre­
ate polymers. 

= (Eq. 12.83) 

Ring-closing metathesis (RCM) creates rings by the sequence of reactions given in Eq. 
12.84. A diene reacts with the metal alkylidene via the cycloaddition-retrocycloaddition se­
quence, placing the alkylidene group into a released olefin, and creating an alkylidene with 
a pendant olefin. Next, the intramolecularly attached olefin undergoes the cycloaddition­
retrocycloaddition sequence, giving back the starting alkylidene catalyst and the carbocy­
clic ring. 
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IC:.~,CI R 
Ru,· ··'''' 

Cl~~ 
PCy3 

Grubbs, first­
generation catalyst 

1\ 
Mes - NY N- Mes 

I ,,,.P R 
Ru·· ··\''' 

Cl~~ 
PCy3 

Grubbs, second­
generation catalyst 

i-PrVi-Pr 

N 
,t-Bu II 

..:;_' 0,,,,Mo~C(CH3)2Ph 

0 
1-Bu 

Schrock-Hoveyda 
catalyst 

(Eq. 12.84) 
+ = 

In ring-opening metathesis polymerization (ROMP), an olefin that is part of a strained 
ring undergoes the cydoaddition with the metal alkylidene. The strain in the ring is relieved 
by opening the newly created metallacyclobutane (see the example in a Connections high­
light in Section 7.5.1) . The stra in drives the ring opening, where each subsequent ring open­
ing adds a monomer to a growing polymer (Eq. 12.85). 

0 0 

(Eq. 12.85) 

We have not yet discussed the actual organometallic catalysts that perform olefin m e­
tath esis. This is because the ca talys ts used are varied. In industry, multi-component ho­
mogeneous and heterogeneous ca talys ts have been used, such as WC16 / Bu4Sn, WOC13 / 

EtAlCI2, and Re20 7 / Al20 3. However, there is no doubt that the reason olefin metathesis 
is now widely used is the creation of the air-stable Grubbs catalysts shown in the m argi11 
(where PCy3 = tricyclohexylphosphine, and Mes = 2,4,6-trimethylphenyl). The Grubbs 
second-genera tion catalyst replaces one of the phosphines with a carbene ligand, so that 
the Ru-C bond shown in actuality involves only a trivalent carbon. In addition, Schrock 
and Hoveyda have worked extensively with chiral metathesis catalysts. In 2005, Grubbs, 
Schrock, and Chauvin shared the Nobel Prize in chemistry for their work on olefin m eta­
thesis. 

Kinetic studies on the Grubbs ca talysts show that the mechanism involves prior coor­
dination of the alkene to the Ru center, creating an 18-electron species, followed by loss of 
phosphine (step 1, Figure 12.18). Metallacyclobutane formation commences (step 2), fol­
lowed by retrocycloaddition (step 3), to generate the new olefin coordinated to the Ru center. 
The rest of the steps in the cycle are the reverse of the s teps leading to this point. The Grubbs 
first- and second-gen eration catalysts have been widely adopted by the chemical commu­
nity, and have found uses in natural product synthesis, supramolecular chemistry, and ma­
terials chemistry. The following Connections highlight shows a spectacular case of ROMP 
that lea ds to the largest of all carbon macrocycles ye t created. 

Figure 12.18 

Step 1 

- PCy3 

R' 

Step 2 
= 

Catalytic cycle for the Grubbs catalyst in olefin metathesis. 



Connections 

Cyclic Rings Possessing Over 100,000 Carbons! 

The Grubbs second-generation catalyst will efficiently 
ring open cyclooctene to make a linear polymer as shown 
below. The resulting polyoctenamer can be hydrogenated 
to make polyethylene . 

In a very ingenious modification of this procedure, 
ROMP and RCM were combined into a single procedure 
to make cyclic polyethylene. Catalyst i, shown below, rep­
resents a version of Grubbs' second-generation catalyst 
where the alkylidene is conjugated to the carbene ligand . 
Ring opening of cyclooctene gives a polymer attached to 
the carbene ligand. After consumption of the cyclooctene, 
RCM occurs to liberate the cycl ic polymer. Hydrogena-

Summary and Outlook 
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tion gives cyclic polyethylene. Using end-group analysis, 
d ifferenti al scanning ca lorimetry, molecu Jar weight deter­
minations, and the observation of phase separa tion wi th 
linear polyethylene (see such techniques in Chapter 13), 
it was established that the polymers are cyclic rather than 
linear. The molecular weights created by this method 
exceeded 103 kD (kiloDaltons), which is greater than 
100,000 carbons per ring on average. This Connection 
h ighlight shows the power of the olefin metathesis reac­
tion for both ring opening and ring closing, and makes a 
nice tie to the next chapter on organic materials chemistry. 

Bielawski, C. W., Benitez, D., dnd Grubbs, R. H ." An 'Endless' Route to 
Cyclic Polymers." Scie11ce, 297, 2041 (2002). 

The main goals of this chapter were to familiarize you with the reaction types found in or­
ganometallic chemistry and to provide enough information and examples so you can pre­
dict a plausible mechanism for new reactions. Since organic chemists now routinely exploit 
organometallic reactions in the synthesis of natural products, materials, polymers, and bio­
organic s tructures, the m ech anisms and reactions given herein should naturally be part of 
your knowledge base. At this point, we turn to another topic that is becoming increasingly 
important in all facets of organic chemistry-namely, polymers and other organic materials. 
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Exercises 

1. Assign the number of electrons in the valence shell of the metal, the oxidation sta te, and the d electron count to the fi ve 
complexes shown below. 

Ni(C0)4 <Q:> 
I 
Cr(C0)3 

2. Discuss the reason for the trends in IR C-0 stretching frequencies for the followin g trans-Cr(C0)4L2 complexes. 

L 

P(OMeh 
PPh3 

PMe3 

1916 
1884 
1873 

3. The general order of bond streng th for li gands bound to metal carbony l com pounds is M-PMe3 > M-P(OMeh > 
M- PPh3 > M-NMe3. Discuss how this trend is a balance between donating ability and sterics. 

4. The insertion of CO into the m e thy l-Mn bond in CH3Mn(C0)5 is driven by the additi on o f gasous CO, and reverses under 
a vacuum. Explain this. Also, draw a reaction coo rdinate diagram for this reacti on . 

5. Discuss how the replacement of a CO by a phosphine li gand in CH3Mn(C0)5 w ill affect the rate of CO insertion into the 
methyl-Mn bond . How would the addition of a Lewis acid to CH3Mn(C0)5 affect the rate of CO insertion? 

6. ln the H eck rea ction, we stated that almost all R-X groups tha t can undergo an oxida tive addition to Pd(O) w ill Lmdergo 
coupling. The Heck reaction works well for R = methyl, aryl, and vinyl. However, the reaction fai ls for R =ethyl, propy l, 
and butyl. Why is this so, and w ha t would be expected to hap pen w ith these reactants? 

7. The Stille, Sonagashira, and Heck reactions can often be catalyzed by the additi on ofPd(II) sa lts. However, we noted 
that Pd(O) is required to start these cycles. Triethylamine is often added to reduce the Pd(II). How does thi s reduction 
occur, and what is the mecha nism? 

8. On average, how exothermic is a [3-hydride elimination? In addition to bond strengths given in thi s chapter and Chapter 2, 
you will need to know th a t the BDEs for coordina ted alkenes and m etals are typica lly about 20 kcal / mol. 

9. Write a full mechanism w ith a ll electron pushing for the followin g transformation. 

10. The following reaction occurs with the addition of Br2. 

co -
a. What experiment would you perform to de te rmine the stereochemistry of thi s reaction at the carbon a ttached to the 

meta l? 
b. When R = t-Bu, the ste reochemistry is inverted, while when R = phenyl the stereochemistry is re ta ined . How do you 

explain this, and what experiment would you perform to test your hypothesis? 

~ 
oc- ;e - Br 

oc 
+ Br __r R 
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11. Propose mechanisms with electron pushing for the following reactions, the first of which is catalytic. 

A. ~ + C02 

Pd(PPh3)4 ~0 
0 

PPh3 a--{ 
0 

~ 
oc'Fe, co 

Lt~Ph B. ~ + PhCH2NH2 + co 
Oxidant 
Ag20 0 

12. Decipher what the data supplied with each mechanism means, and write a mechanism consistent with these d ata. 

A. 

B. 

c. 

D. 

E. 

Meof 
Fe(C0)3 

Heat -

1. Meli 

o?y 
Ph3P- ~d - PPh3 

Cl 

MeO~ 
CHD 

~ 
Oc- Re 

I ' PPh 
oc 3 

+'t 

The rate of the reaction slows 
if PPh3 is added to the solution 

The reaction is first order in both the 
Rh complex and PPh3 , and 
.6.8* = -17.9 eu 

The deuterium is found both cis and trans 
to the isopropyl group in the product 

The reaction is zero order in phosphine 
and CO does not dissociate in the first step 

The reaction slows with added phosphine, 
and gives the Pt and neopentane products 
as mixtures of d0 , d1 , and d2. 

13. Why, among alkene complexes, do those of early transition metals consistentl y have a greater extent of metallacyclopro­
pane vs. 'Tl 2-alkene character in cases where the metal has d electrons before alkene coordination? 

14. When a mixture of the following two rhodium complexes (which are in equilibrium) is added to p-methylbenzoyl chloride 
in a-xylene at 144 oc, conversion to p-chlorotoluene occurs. Write a catalytic cycle for this reaction. 
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15. Write probable mechanisms for the following oxidative addition reactions. Evaluate the stereochemistry when 
appropriate. 

A. 

B. 

c. 

D. 

Os(COl3(PPh3h 
Phosphines in 
axial positions 

Os(C0)2(Br)2(PPh3)2 

Predict the 
stereochemistry 

Os(C0)5 
H2 

- Os(C0)4H2 

Predict the 
stereochemistry 

Br~ 
trans-lrCI(CO)(PMe3)2 -----­Trace 0 2 

required 

Product from oxidative 
addition of the C-Br bond 

Predict the stereochemistry at 
the metal and organic ligand 

16. What is the product of the following reaction? Explain why the stereochemistry at the stereogenic center indicated is lost 
in the product, but is retained at the other stereogenic center. 

I Stereochemistry lost 

Ph H 
F~,,,D trans-lrCI(CO)(PPh3)2 

H Br 

\.__ Stereochemistry retained 
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CHAPTER 13 

Organic Polymer and Materials Chemistry 

Intent and Purpose 

Training in physical organic chemistry is an excellent preparation for a career in developing 
and characterizing new materials. Beginning with revolutions such as the preparation of 
nylon (introduced in the 1939 World's Fair), and seminal discoveries such as Ziegler-Natta 
polymeriza tion of ethylene and propylene, the latter half of the 20th century was dominated 
by the materials revolution, which continues into the early 21st century. In this context, 
physical organic analyses have directly led to improvements in everyday lives. 

Throughout this book we have highlighted several advances related to polymers and 
other types of m aterials that used physical organic concepts. Now it is time to pursue these 
topics in greater depth. This chapter is the last one of Part II of this book, where kinetics and 
mechanisms of reactions as well as the tools of physical organic chemistry are the emphasis. 
In this regard, much of the focus of this chapter is on various mechanisms of polymer syn­
thesis, the kinetics of polymerization, and the methods used to characterize polymers. How­
ever, we also define some of the basic structural motifs common to polymers. We will also 
u se the section on mechanisms of synthesis to introduce many of the more common poly­
mers of modern materials science. 

We also consider several other n ovel structures that are important in modern materials 
chemistry. These include dendrimers, liquid crystals, and fullerenes. Although polymers 
and these other structures are key components of organic materials chemistry, these topics 
alone do not encompass all of organic materials chemistry. The impact of organic chemistry 
on materials chemistry is far broader, including but not limited to the control of interactions 
between surfaces, the construction of nano-devices, and recently the creation of supramolec­
ular materials that self-assemble. You should appreciate that we just cannot give a compre­
hensive trea tment of all aspects of organic materials herein. 

A quick glance at Table 13.1 should convince you that polymers represent a big business! 
All signs point to sustained growth in this industry, and therefore many of you will find 
employment performing research with materials and polymers after graduation. As an ex-

Table 13.1 
1999 U.S. Output of Common Polymers* 

Polymer Output (millions of pounds) 

Polystyrene 6,500 

Polyvinyl ch loride 1 15,000 

Synthetic fibers2 10,000 

*Che~n. Eng. News, June26, 2000, pp. 50- 56. 
l. lncludes po lyvinyl chloride copolymers. 
2. Includes ny lon, acrylic, olefin, and polyester fi bers. 753 
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ample of the impact of polymers on the field of organic chemistry, almost 30 billion pounds 
of polyethylene are produced annually in the U.S. alone. Not surprisingly, then, a great deal 
of effort has gone into understanding and optimizing every aspect of polymer production, 
such that every section and subsection of this chapter merits a large textbook of its own. Ref­
erences to such works are listed at the end of the chapter. Our goal here is to introduce key 
concepts and illustrate some of the triumphs and remaining challenges of materials chemis­
try from a physical organic chemistry perspective. The topic also provides many opportuni­
ties to revisit key concepts introduced previously in the text. With this level of background, 
you should be able to appreciate advances described in the current literature, and you 
should be well prepared to delve into specific topics in greater detail. 

Another facet of modern organic materials chemistry is the group of so-called "elec­
tronic materials". These include conducting polymers, organic magnetic materials, non­
linear optical materials, organic superconductors, and the like. These, too, are part of the 
materials revolution, and will have a strong impact on 21st century technology. However, to 
appreciate these structures, we will need some advanced concepts in molecular orbital the­
ory and detailed insights into the interaction oflight with organic molecules. As such, we de­
fer discussion of these types of rna terials until Part III of this text. 

13.1 Structural Issues in Materials Chemistry 

One important issue that you should appreciate from the start is the molecular diversity as­
sociated with synthetic polymeric materials. When we say "cyclohexane" there is no ambi­
guity as to what we mean, because cyclohexane represents a single kind of molecule. But, 
when we say "polypropylene", things are not that simple. First, a sample of polypropylene 
is a mixture of similar molecules, all formed by polymerizing propylene to different chain 
lengths and extent of variation of chain length. Second, there are in fact a very large number 
of materials that are composed exclusively of the polymer polypropylene. They range in prop­
erties from rubbers to tough durable thermoplastics. These materials are processed differ­
ently, and hence have different physical properties. There is also a stereochemistry issue 
(Chapter 6): we can have isotactic, syndiotactic, and atactic polypropylene, and in fact vary­
ing degrees of tacticity (or stereoregularity). The material properties vary considerably de­
pending on polymer stereochemistry. Also, all real materials will have defects such as impu­
rities or deviations from perfect linearity. Sometimes these defects are desirable, if they 
modify the material properties in a favorable way. Thus, polypropylene can be many differ­
ent things. Hence, one goal of this chapter is to give you a feeling for some of the key issues 
that d efine the properties of a particular material. 

13.1.1 Molecular Weight Analysis of Polymers 

We are now talking about very large molecules, structures with molecular weights from 
the thousands to the millions. You should not be surprised to hear that the materials prop­
erties of a polymer, features such as solubility, flexibility, melting temperature, and so on, 
depend strongly on the molecular weight of the polymer. However, molecular weight is a 
slightly more complicated concept for polymers than for small molecules. 

Historically, artificial polymers such as polypropylene and nylon have been made in 
a relatively uncontrolled fashion. A solution of monomers is prepared, and then a reaction 
is initiated which links monomers together to produce an ever growing chain. In such sys­
tems, it will always be true that the final materi al will consist of a range of molecular weights. 
We need a way to describe this distribution of molecular weights. 

Number Average and Weight Average Molecular Weights-Mn and Mw 

Two common representations of the molecular weight of a polymer are the number av­
erage molecular weight (M") and the weight average molecular weight (Mw), which are de-
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fined by Egs.13.1 and 13.2. In these equations, the counter i corresponds to the degree of po­
lymerization (DP), anditissimply thenumberofmonomerunits in a given chain. The other 
terms are N;, the number of molecules with a OP of i; M ;, the molecular weight of a molecule 
with a 0 P of i; and wj, the weight in the sample of all the molecules with a 0 P of i. Therefore, 
W ; = N ;M; and l W ; = l N;M ;. 

I I 

~NM· L,. I I 

Mn= i~ 
L..N; 

"' N M 2 
L,. I I 

~wM L,. I I 

(Eg.13.1) 

(Eg. 13.2) 

Why should we be concerned with two different definitions of molecular weight? It is 
easiest to see with an example. Consider a polymer sample that consists of 10 molecules 
(a small sample!) with molecular weights of 10,000, 11,000, 12,000, 13,000, 14,000, 15,000, 
16,000, 17,000, 18,000, and 19,000. M, is just the conventional average of the molecular 
weights, and so M, for this sample is 14,500. According to Eg. 13.2, M w is 15,070; the two val­
ues differ very little. Now consider a different polymer sample in which half the time the 
polymerization failed, producing a polymer of molecular weight only 10. We might have 10 
molecules with molecular weights of 10, 10, 10, 10, 10, 15,000, 16,000, 17,000, 18,000, and 
19,000. M, is now 8,500, yet Mw is 17,100. The value of Mw has changed much less than that 
of M,, and in fact Mw has increased while M, has decreased. What is going on here? Often in 
polymer science the important consideration is not the average of all the molecules in the 
sample (M,). Rather, we are concerned with the molecular weight of the largest fraction of 
the weight of a sample; Mw provides this measurement. In our second sample, the molecule 
with molecular weight 15,000 contributes much more to the final weight of the sample than 
one of the molecules with a molecular weight of 10. Indeed, the overwhelming majority of 
the weight of the sample is made up of the five high molecular weight polymer molecules, 
with the low molecular weight molecules contributing very little. The M w value correctly re­
flects this, while M, does not. M , is an averaging method based on counting each molecule 
equally, while M w is an averaging method based on counting molecules in a way that is bi­
ased by their weight. Accordingly, many material properties depend more strongly on Mw 
thanM,. 

Essentially all polymer samples consist of molecules with a range of molecular weights, 
and there can be variation in this spread. Of the two samples discussed above, the first is 
more nearly homogeneous. All the individual molecular weights lie near a central value. 
The range of molecular weights in a polymer sample is called the polydispersity, and it is 
designated by a number called the polydispersity index (POI) which is defined by Eg. 13.3 
(an example is given in the Connections highlight on page 757). For the two samples dis­
cussed above the POI values are 15,070 / 14,500 = 1.04 and 17,100 / 8,500 = 2.01. The POI cor­
rectly reflects that the second sample has a broader range of molecular weights. One thinks 
of a molecular weight distribution based upon the POI, with larger PDis indicating a larger 
distribution of molecular weights. The PDI is a key factor in determining the materials prop­
erties of a sample, and efforts to control the polydispersity of synthesized polymers remain 
at the forefront of modern polymer science. The PDI of 1.04 in our first hypothetical sample 
is extremely low, and synthetic polymers usually do not have POls in this range. In fact, a POI 
of2.01 is also relatively low, and many commercial polymers have POls in the range of 5-10. 

Mw 
PDI = 

M l.l 
(Eq. 13.3) 
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Polymer samples in which every molecule has exactly the same molecular weight are 
called monodisperse. The macromolecules of biology are usually monodisperse. A p rotein 
is simply a polymer made from a concatenation of similar monomers, but the number (and 
sequence) of monomers in the chain is precisely defined. That is because in protein synthesis 
each monomer is added individually to the growing chain in a precisely controlled fashion 
by a remarkable molecular machine, the ribosome. Protein synthesis is really not a "poly­
merization" in the usual sense. Inspired by the m onodispersity of biopolymers, chemists 
have long sought ways to make truly monodisperse artificial polymers. The key is to have 
precise control over the chemistry, so monomers are added one at a time, as in the solid 
phase synthesis of proteins and oligonucleotides. The problem is that this is incredibly te­
dious, and takes a huge number of chemical steps to make even a modestly-sized polymer 
(automated machines greatly assist the process). We will see below that the dendrimer strat­
egy offers one way around this problem. The following Going Deeper highlight provides 
another. 

Going Deeper 

Monodisperse Materials Prepared Biosynthetically 

ature prepares truly monodisperse polymers using the 
biosynthetic machinery of the ribosome. In recent years, 
Tirrell and co-workers have shown that it is possible to 
hijack the synthetic machinery of bacteria to prepare 
"non-natural" amino acid-based polymers that are mono­
disperse and that have useful materials properties. Using 
standard molecular biology protocols, the exact amino 
acid sequence of a protein can be designed, allowing a 
rational modulation of properties. Perhaps most sur­
prising is that wi th modern biotechnology techniques, 
large quantities of these artificial proteins can be made, 
allowing the development of useful new materials with 
novel properties. For example, the polymer shown in sche­
matic form to the right was designed and produced in sub­
stantial quantities by E. coli. The helical domains are based 
on the leucine zipper helix motif, an a-helical structure 
found in many proteins that tends to self-associate at neu­
tral pH but not at elevated pH. The middle segment (col­
ored line) is unstructured but quite water soluble. At high 
pH the polymer is freely oluble in water. However, if the 
pH is dropped to 7, association of the helical regions cross­
links the polymer (see below fo r definitions of these 
terms). In a typical polymer such cross-linking would 
cause precipitation. However, the water soluble segment 
of the polymer traps a grea t dea l of water, discouraging 
precipitation. The net effect is the formation of a gel. 
H ence, the entire sample "solidifies" at low pH, but the 
process can be reversed s imply by ra ising the pH. 

Unnatural amino acids can also be incorporated into 
materials. This is done by taking advantage of mutant bac­
teria that cannot biosynthesize a particular amino acid 
(such bacteria are known as auxotrophs). If auxotrophs 
are fed a similar, unnatu ra l amino acid, they will incor­
porate it biosynthetica lly in p lace of the missing natura l 
amino acid. For example, a th iophene ring can be substi-

tuted for the benzene of all phenylalanine residues in the 
peptide. These thiophenes can then be coupled to make 
oligothiophenes that have novel and interesting electronic 
properties (see the discussion of polythiophenes in Chap­
ter17). 

pH= 10 

~ 

Peptides aggregate to 
polymerize at lower pH 

Pelka, W. A., Harden, j. L., McGrath, K. P., Wirtz, D., and Tirrell, D. A. 
" Reversible Hydrogels from Self-As cmbl ing Artifical Proteins." Science, 
281, 389 (1998). 
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13.1.2 Thermal Transitions-Thermoplastics and Elastomers 

A key feature of any polym er is how it responds to heating. For example, a polymer that 
on heating becomes much more fl exible, perh aps even fluid, can be shaped or molded into a 
particular form a t high temperatures and then rigidified upon cooling so as to maintain the 
n ew shape. Processability issues such as these are crucial in polymer science. As with most 
topics in this fi eld, we cannot h op e to coverall aspects of p olym er thermodynamics. Here we 
simply introduce a few key terms tha t are commonly used and provide valuable initial in­
sights into a polym e r's characteristics. 

Genera ll y, p olymers are classified as e ither amorphous or crystalline. A solid amor­
phous mate rial that has n o significant order on the molecular scale is characterized as a 
glass. Other p olym ers are characterized as crystalline, but this does not mean that the entire 
sample is crystalline, as implied by a crystalline sample of a molecular solid. Rather, in poly­
m er science "crystalline" implies that some sm all regions of the material, termed domains, 
are crystalline and have the ability to diffrac t x rays. Polym e rs are rarely fully crystalline 

Connections 

An Analysis of Dispersity and Molecular Weight 

The manner in which molecular we ights and polydispersi­
ties are calculated most often derives fro m a form of size 
exclusion chromatography known as gel permeation 
chromatography (GPC) . Here, the polymer is eluted 
th rough a gel that contains pores of a defined average size. 
Large polymers are not retained by the pores and so are 
more readily eluted, while the smaller polymers become 
temporarily entrained in the cavities of the gel and so are 
better re tained. Typically, polys tyrene stand ards of known 
molecular weight are used to fo rm an elution volume ver­
sus molecular we ight stand ard iza ti on curve fo r each par­
ti cular chromatography column. 

As an example of how molecular weight and poly­
dispersity are appa rent fro m such a method, we show to 
the right the overl ay of four GPC traces from va rious sam­
ples of poly(meth ylmethacrylate). Here the x ax is is the 
elution volume and they ax is is the response of a refrac­
ti ve index detector. The four samples were formed by con­
tinued irradiation of the polymer by -y rays. Trace 0 was 
prior to irradiation, and trace 3 was after the highest dose 
of irradiation. 

Irradiati on of the polymer leads to lower molecular 
weight species as the retention on the co lumn increases. 
However, we also see that the width of the chromatogra­
phy traces becomes in creasi ngly narrow with continued 
irradiation. This indica tes more uniform lengths among 
the polymer stra nds upon irradi ation, meaning a lower 
polydispersity. How is this explained? 

As shown below, irradiation leads to homolysis of the 
bond between the acyl and tertiary carbon along the poly­
mer backbone. The tertiary radical eliminates to break the 
chain into smaller segments. This leads to lower molecu­
lar weight material. Larger chains are more likely to be 
cleaved than shorter chains, just because they have more 
cleavage linkages. This decreases the polydispersity of the 
starting polymer because the smaller molecular weight 
polymers formed have a more consistent size. 

v - -e 
(Normalized to area) 

Tho m pson, L. F., Willson, C. G., and Bowden, M. J. " Introduction to 
M icrol i thogra phy." ACS Symposium Series 219, ACS, Washington DC, 
1983. 

h v a__'"' ----l:v 
- ~~~::'~?n -MeO~O MeO O n 

Photolysis leads to homolysis 
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(proteins can be fully crystalline). The crystalline domains, instead, are intermixed with (or 
embedded in) glassy domains. Often, a percent crystallinity is assigned to polymers. 

At low temperatures, both amorphous and crystalline polymers behave as glasses and 
are completely rigid. Many polymers, though, are thermoplastic, meaning they soften when 
they are heated . Upon cooling, thermosets are formed-that is, structures that conform to 
their container. As the temperature is raised, a critical temperature is reached called the glass 
transition temperature (Tg)· We transit from an essentially rigid glass to a more flexible, rub­
bery material (an example analysis is given in the next Connections highlight). The transi­
tion is fairly sharp, often occurring over a range of 2-5°. As the temperature is raised fur­
ther above Tg, an amorphous polymer goes through a gradual series of changes from a solid 
to a rubber to a gum and fina lly to an actual liquid. These are fairly vague terms, and no fur­
ther sharp transitions are seen. 

A crystalline polymer above Tg is a flexible thermoplastic. On raising the temperature 
further, a second relatively sharp transition occurs at the melting temperature (T"'). It is at 
this point that the crystalline domains melt, and above Tm the material is a liquid . By defini­
tion, an elastomer is a polymer in the temperature range between Tg and T m· 

The glass transition temperature is one of the most important properties of a polymer. 
It sets that temperature range over w hich the polymer has useful structural properties 
and also defines the conditions under which the material can be thermally processed. As il­
lustrated in Table 13.2, there is a considerable variation in the transition temperatures for 
common polymers. Because of differing synthesis and processing strategies, as well as var­
iations in stereoregularity and levels of defects, there are variations in Tg and Tm for any 
given polymer. 

Table 13.2 
Tg and T"' Values (°C) for Some Common Polymers* 

Polymer 

I Polystyrene (isotactic) 100 240 

Poly(m-methylstyrene) (isotactic) 70 215 
--· --

Poly(methyl methacrylate) (isotactic) 48 160 

Poly(methyl methacrylate) (syndiotactic) 126 200 

Poly(cis-1 ,4-isoprene) (natural rubber) -70 36 

Poly( trans-1 ,4-isoprene) (gutta percha} -68 74 

Poly(ethylene oxide} (carbowax) -67 66 

I Poly(dimethylsiloxane) (silicone rubber) - 123 - 29 

Polyacrylonitirle (Orlan, Creslan) 85 31 7 

Nylon-66 45 267 

Poly( ethylene terephthalate) (Mylar/Dacron) 69 270 

Polyethylene -20 141 

Polypropylene (isotactic) - 35 130 

Poly(vinyl chloride) (atactic, PVC) 80 285 

*Allcock, H. R., and Lam pe, F. W. (1990). Co11temporanJ Polymer Chemistry, Prentice 
Ha ll, Englewood Cliffs, J ., Lewis, 0 . G. (1968). Physical Co11slants of Li11ear Homopoly­
mcrs, Springer- Verlag, Be rlin. 

What structural features influence Tg? Along with molecular weight, issues such as the 
precise connectivity pattern of the polymer, its topology, stereochemistry, and functional 
group composition are crucial. Stereoregular polymers tend to be able to pack better, lead­
ing to greater crystallinity and thus higher transition temperatures. Polar and polarizable 
groups favor intermolecular interactions and so also tend to raise transition temperatures. 
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Connections 

A Melting Analysis 

As an example of a melting curve analysis, we show to 
the right the calorimetry data for a sample of crystalline 
Nylon-6. The x axis is the temperature of the sample, and 
they axis is the heat absorbed or released as a function of 
the change in temperature. The process involves a scan 
where the sample does not come to complete thermody­
namic equilibrium for each change in temperature. The 
top curve shows a scan starting near 0 oc and ramping to 
250 °C at a rate of 20.0 oc; min. Two peaks are evident. The 
first is a very small negative peak at around 45 oc. This is 
a glass transition corresponding to a very small portion 
of the po lymer that was not crysta lline, but was glassy, 
becoming crystalline. The onset of the second peak at 
210 °C defines the melting temperature. The integrated 
area unde r this peak is the heat of melting for the poly­
mer. The lower curve was generated after letting the sam­
ple rest at 250 oc for 0.2 min, and then cooling to near 
0.0 °C at 20.0 °C/min . The crystalli zation temperature is 
the onset of the peak at about 170 °C, and the integra ted 
area is the heat of fusion for the polymer sample . 

We thank Professors Don Paul and Kris Hagga rd of the University of 
Texas fo r suppl ying these data. 

13.1.3 Basic Polymer Topologies 
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In your mind you might envision a polymer as an indefinitely long, linear chain. In real­
ity, this is rarely the case. Whether by design or by accident, most polymers deviate from per­
fect linearity, and these deviations profoundly affect a polymer' s properties. Here we review 
some of the basic issues in polymer topology (recall from Chapter 6 that for most structures 
the topology of a molecule is established solely by its connectivity). 

Linear polymers are, not surprisingly, truly linear with respect to connectivity, con­
sisting of long chains of the polymer backbone. Figure 13.1 provides an illustration. Note 

A. Linear 

figure 13.1 

B. 
Basic polymer topologies . 
A. A linea r polymer. 
B. A branched polymer. 
C. A cross- I inked polymer. 

c. Cross-linked 

200 250 
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that there may be side chains hanging off the main chain. A branched polymer is a linear 
polymer that also contains branches of the same basic structure emanating from the main 
chain (see Figure 13.1 B). A cross-linked (or network) polymer is one in which linkages oc­
cur between the main chains, as in Figure 13.1 C. One other issue is stereochemistry. As dis­
cussed in Chapter 6, polymer stereochemistry focuses on tacticity, with linear polymers that 
contain side chains being termed syndiotactic, isotactic, or atactic (see Section 6.7). 

While it is always risky to make sweeping generalizations, we can make some general 
comments about the relationships between polymer structure and properties. We noted 
above that polymers can be characterized as crystalline or amorphous, with the former in­
volving two well-defined phase transitions (Tg and T m) and a polymer lying between these 
two being an elastomer. To for m a crystalline domain, polymer chains must be able to pack 
together well. Fewer branches encourage better packing and thus more crystallinity. This in 
turn raises transition temperatures. Highly linear polymers are generally much more crys­
talline than highly branched polymers. A similar result holds with stereochemistry. A more 
regular pattern, whether syndiotactic or isotactic, promotes efficient packing and thus 
higher crystallinity. Stereoregular polymers are generally more crystalline than stereoran­
dom polymers. 

A special case arises for cross-linked polymers. Consider a polymer with an average DP 
of - 10,000, and with one cross-link for every 100 monomers (termed 1% cross-linking). In 
such a sample, every chain has many cross-links, and it is inevitable that a covalent path ex­
ists between every chain. That is, for all practical purposes, every chain is ultimately con­
nected to every other chain-the polymer is a single molecule! Rubber is a highly cross-! inked 
polymer of isoprene (Table 13.2), so a rubber band may very well be a single molecule. 

Cross- linking profoundly affects the properties of a polymer. If you've ever tried to 
dissolve a rubber band in anything, you've noticed it is pretty much impossible (without 
decomposing the material). This is typical of highly cross-linked polymers. Instead of dis­
solving, exposure to "solvents" causes the cross-linked polymer to swell, and the lighter the 
amount of cross-linking, the more the swelling. 

A nother facet to polymer topology arises when you consider what happens if more than 
one monomer is used. A single monomer gives a homopolymer ( ... AAAA ... ), whereas a 
random copolymer results if two equally reactive monomers (A and B) are added together 
at the outset of the polymeriza tion reaction (such as ... ABAABBABBAABABA .. . ). If 
the monomers are added sequentially, then a diblock copolymer can result ( . .. AAAAA­
BBBBB . .. ). Continuing with this logic, a triblock copolymer can be crea ted by adding the 
monomers one after another ( ... AAAA- ... BBBB ... - .. . AAAA ... ), leading finally to a 
multiblock copolymer [(A)11- (B) 11Jq]. One of the most interes ting issues that arises with 
block copolymers is their phase behavior, because different bulk morphologies can result. 
This is the next issue we turn to. 

13.1.4 Polymer-Polymer Phase Behavior 

The easies t to analyze, and the most well understood phase behavior, arises from a 
binary mixture of homopolymers, or diblock copolymers. These solutions consist of either 
one or two phases (neglecting crystallization) at equilibrium. The simplest phase behavior 
is a completely homogeneous solution where the polymers are completely miscible with 
one another, and only one phase is present. A macrophase separation, defined as two or 
more phases, arises w hen the two polymers are immiscible (Figure 13.2 A). The surface 
tension within each phase of homopolymer leads to a minimization of the surface area of 
contact between the phases. Alternatively, the use of a diblock copolymer, where the two 
monomers A and B are incompatible, commonly leads to striation, giving what is known 
as a microphase segregation (Figure 13.2 B). Lastly, mixing together homopolymers of A 
and B with A-B diblock copolymers can result in microdomains, and intermediate-scale 
phase separation (Figure 13.2 C). Given these possibilities, the most important factor deter­
mining phase behavior is the introduction of the covalent bond between blocks in copoly­
mers, which prevents macroscopic phase separation. 
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A. 

Figure 13.2 

0.05--0.1 Jlm 
t-----------+1 

B. c. 

A. Macrophase separation into two layers, which commonly arises 
when two homopolymers are mixed. B. Microphase segrega tion can 
arise with diblock copolymers. Here, stria ted layers appear. C. Mixing 
homopolymers with the corresponding diblock copolymer g ives 
intermediate-scale phase separation. A surfactant-like mixture occurs. 
Figure modified from Bates, F. S. "Polymer-Polymer Phase Behavior." 
Sciwce, 251, 898 (1991). 

The phase behavior that results is controlled by the Gibbs free energy (GFE) of the entire 
solution. When mixing polymers a spontaneous phase change results, lowering the GFE. We 
can rely on many of the principles a !ready explored in depth throughout this book to under­
stand the interactions that contribute to the GFE. Four factors are involved: molecular archi­
tecture, choice of monomers, composition, and degree of polymerization. When mixing ho­
mopolymers or homopolymers with diblock copolymers, the composition is defined as the 
fraction of the volume of a component (¢111 where n = A or B). Experimentally,¢ is controlled 
by changing the percentage of the different homopolymers, and/ or the stoichiometry of the 
A and B blocks in a copolymer. The molecular architecture and the choice of monomer estab­
lish what are called the contact energies between the different polymer segments. When 
mixing two homopolymers, or mixing two homopolymers with a diblock copolymer, three 
different contact energies are established: E AA ' t:66, and t:A 13, representing interactions of 
mostly A and B with themselves, or A and B together, respectively. Favorable contact inter­
actions are attractive, and therefore associated E contact energies are negative values. The 
enthalpy of mixing is related to the Flory-Huggins segment-segment interaction parameter 
X (Eq. 13.4; k =Boltzmann constant). 

(Eq. 13.4) 

A negative x means there is a favorable enthalpy for mixing segments of A and B. The 
A-B interactions (hydrogen bonding, dispersive forces, etc.) produce a lower energy system 
than the A-A and B-B interactions. A positive value means that interaction between seg­
ments A and B is unfavorable. The weak forces discussed in Chapter 3 are the dominant fac­
tors leading to either positive or negative X values. 

However, enthalpy alone does not control the solution; the GFE is the controlling factor. 
Eg. 13.5 gives the Flory-Huggins equation for estimating the change in free energy (~Gm) 
due to mixing polymer chains of A and B. Here, N is the average number of units of A and B 
per polymer molecule. 
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Connections 

(Eq. 13.5) 

There are three terms in the Flory-Huggins model. The first two account for the entropy 
of mixing. Mixing increases the randomness of the system, and naturally increases 6.5°, and 
hence leads to a decrease in the GFE of mixing. On a per mass basis, long polymers have a 
fewer number of statistical ways to mix than smaller polymers, and therefore the entropy of 
mixing decreases with increasing values of N. In other words, phase separation increases in 
likelihood wi th longer polymers. The t.H0 of mixing is given by the third term, which in­
volves thexparameter discussed above. The Flory-Huggins approach is called a mean-field 
theory, meaning that it ignores fluctuations between phases and only looks at the mean of 
the interactions involved between the polymers. When NA and N 6 are equal to 1, the equa­
tion describes the GFE for mixing two liquids. An important insight given by Eqs. 13.4 and 
13.5 is that the standard factors associated with the entropy and enthalpy of solutions con­
tro l polymer phase behavior. Weak intermolecular forces determine the factor x, while the 
entropy of mixing, which we found inSection3.1 .5 is so crucial to solubility and reactivity, in 
part controls phase separation. The lessons given by the Flory-Huggins model are far reach­
ing, and have even been used to model protein dynamics, where folding is ana logous to 
phase transitions (see the following Coru1ections highlight) . 

Protein Folding Modeled by a Two-State 
Polymer Phase Transition 

tion of the H-P in teracti ons derives from a positi ve x 
value. The collapse of the H-type monomers leads to com­
pact states for proteins with nonpolar cores and ex posed 
P-type monomers. The collapse of the polymer is not 

P roteins are heteropolymers, and therefore application 
of the simple analysis given above for mixing homopoly­
mers with diblock copolymers wou ld seem to be a stretch 
for pro teins. Yet, one of the s implest models for proteins 
di vides the twen ty natural amino acids into two ca te­
gories: hydrophobic (H ) and ionic / polar (P). The attrac­
tion between H-type monomers models the tendency of 
hydrophobic polymers in water to coll apse in order to 
minimize their exposed surface area, but also to mi nimize 
their interactions with P-type monomers. The minimiza-

13.1.5 Polymer Processing 

en tropically favored because the entropy of mi xing is 
decreased, even though solvent release is en tropicall y 
favored . Importantly, the more compact, coll apsed stru c­
ture is thought to be a prerequisite to and favors the devel­
opment of complex secondary s tructure in the protein . 

Dill, K. A., Bromberg, S., Yue, K., Fiebig, K. M., Yee, D.P., Thomas, P. D., 
and Chan, H. S. " Principles of Protein Folding -A Perspective from Sim­
p le Exact Models." Prot. Sci., 4, 561 (1995). 

An incredibly important issue in polymer chemistry is processing, the manner in which 
the crude polymer product is transformed into the final material used in applications. This is 
a topic best reserved for a chemical engineering textbook, but it should not be di smissed 
here, either. As an example, poly(ethylene terephthalate), which is considered the work­
horse of the polyester industry, is used as both a fiber and a plaster under the trade names of 
Dacron and Mylar, respectively (look ahead to Figure 13.15 to see the structures). The pro­
cessing procedure leads to the different properties and the ultimate applications. 

Sim ilarly, virtually all polymers in commercial use contain additives. Their purpose is 
two-fold: to alter the polymer properties and to enhance ease of processing. Plasticizers are 
used to modify mechanical properties. Modifiers can be lubricants, cross-linking agents, 
emul sifiers, and thickening agen ts, just to name a few. Pigments and odorants are common 
additi ves used for aesthetic reasons. 
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13.1.6 Novel Topologies-Dendrimers and Hyperbranched Polymers 

Dendrimers 

We mentioned above the challenge of making truly monodisperse artificial polymers, 
and that the various synthesis methods outlined in Section 13.2 generally fail in this regard. 
However, in the early 1980s a strategy was developed for overcoming this limitation. The 
approach involves highly branched molecules, termed arborols in early work by Newkome 
or dendrimers in early work by Tomalia, the latter having become accepted in the literature 
(from the Greek" dendron" meaning tree). These systems are also sometimes referred to as 
starburst polymers. The structures are best described with reference to Figure 13.3. In Figure 
13.3 we represent two functional groups that can couple together, one with a filled colored 
box and the other with an open or white box. We start with a "core", which in this example 
contains three colored boxes. The key molecule is referred to in Figure 13.3 as the "branch", 
which contains one white box and two colored boxes, the latter being protected (P) or other­
wise unreactive. Reaction of excess branch with the core, followed by deprotection produces 
a new structure that now has six colored boxes on its periphery. This is an iterative process, 
and so this material is called the first generation dendrimer, symbolized as Gl. Now we sim­
ply repeat this two-step addition-deprotection sequence and successively make G2, G3, 
and soon. 

Core 

Branch, then 
deprotect 

21 copies of branch 
plus core; 24 exposed 

reactive groups 

G1 

opies of branch 
score; 6 exposed 
clive groups 

Branch, th~ 
deprotect 

Figure 13.3 

9 copies of branch 
plus core; 12 exposed 

reactive groups 

Branch, then 
deprotect 

G4 45 copies of branch 
plus core; 48 exposed 
reactive groups 

j Branch, then 
de protect 

G5 93 copies of branch 
plus core; 96 exposed 
reactive groups 

The dendrimer strategy. 
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A. 
HN~NH2 

2 

Figure 13.4 
Two examples of specific dendri mer systems. A. The PAMAM system. 

The increasingly branched nature of these systems as we go to higher generations is 
reminiscent of a tree, and hence the term dendrimer for structures with this novel type of to­
pology. Note how quickly the system increases in size. By GS we have run only 10 simple 
reactions, but we have assembled 94 monomers into a precise structure. To build a monodis­
perse linear polym er of this size would take many more reactions. For example, if the mono­
m er weighs 100 g I mol, we are already near molecular weight 10,000 g I mol by GS, and the 
next step will more than double the weight! In principle, each generation is a single pure 
molecule; we really should have a m onodisperse polymer. 

Figure 13.4 shows some specific dendrimer examples. Very early examples of this "cas­
cade synthesis" approach were reported by Vogtle. Here we show two especially well char­
acterized systems. The first has been termed PAMAM [poly(amido amine)]. The second 
structure, the poly(propylene imine), has been especially well optimized and characterized. 
Both systems are now available commercially and are produced on the tens of kilogram 
scale. Many variations of the structures in Figure 13.4 can be obtained by starting with a dif­
ferent core or choosing different reagents. 
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xs~CN 

B. 

B. The poly(propylene imine) system. Both syntheses are of the di vergent type. 

In practice, absolute monodispersity is difficult to achieve. Detailed studies by Meijer on 
the poly(propylene imine) dendrimer show that the fifth generation has an experimental 
PDI (de termined by mass spectrometry) of 1.002, with 23% of the material being the desired 
fully elaborated dendrimer. This is one of the best studied, most highly optimized den­
drimer sys tems, and so this may be the best that is practically achievable. 

The syntheses of Figure 13.4 are typical and have been termed divergent, in that one 
starts from the core and branches out further and further with each successive generation. In 
1990, Frechet and co-workers introduced the convergent approach to dendrimer synthesis, 
in which conceptually one starts at the periphery and builds to the core. Again, this is best 
seen with an example, and Figure 13.5 shows an early example from the Frechet group. The 
key structure is the diphenol branch . Only the more readily deprotonated phenols react with 
a benzylic bromide, and two bromides can react with one equivalent of the branch, produc­
ing the necessary branching for a dendrimer. The alcohol is then converted to a benzylic bro­
mide, and this new bromide is again allowed to react with the diphenol branch. This proto­
col can be repeated several times (shown only twice in Figure 13.5). Finally, the bromide is 
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+ 

Diphenol 
branch 

HO 

OH 

OH 

Triphenylmethane core 

Figure 13.5 
Convergent synthesis of dendrimers. 

stirred with a" core" molecule, in this case a triphenylmethane core. The core really is the las t 
part of the molecule added, and the first units are those on the outside of the final product. 
The convergent synthesis is the divergent synthesis run backwards. Again, many variations 
are possible at each step. 

There are some practical advantages to the convergent approach. At each step, no mat­
ter how far along in the sequence, the reaction is simply two equivalents of a benzylic bro­
mide reacting with a bisphenol. Contrast this with later stages of a divergent synthesis, in 
which, for example, 48 surface functional groups must be modified . Even with a very effi­
cient reaction, there are sure to be failures, and these defects will propagate through the suc­
cessive generations. Another potential advantage of the convergent approach involves puri­
fica tion of the final product. For exam ple, in the final step of Figure 13.5, the major impurity 
might be expected to be the system in which only two equivalents of bromide reacted with 
the trisphenol.lt should be possible to separate this byproduct from the desired product be­
cause of the substantial difference in molecular weights. In the divergent approach, we may 
be attempting a separation between two species that differ only by the difference of 47 or 48 
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copies of a relatively small molecule being added, a much more difficult task. At present, 
both divergent and convergent approaches are in use. Which to choose depends on the de­
sired structure, the chemistry involved, and the availability of s tarting materials. 

We noted above that both the P AMAM and poly(propylene imine) dendrimers are com­
mercially available on a large scale, and no doubt others will follow. Why would anyone 
want a kilogram of a dendrimer? Monodispersity alone does not make dendrimers useful. 
Certainly, dendrimers have a certain aesthetic appeal, but again this is not enough to pro­
duce an article of commerce. However, the unique topologies of these systems influence 
their properties in many ways. First, for almost any molecular weight, dendrirners tend to be 
quite soluble. Apparently, the highly branched structure disfavors the kind of ordered pack­
ing arrangements that favor crystallinity. However, for applications commonly reserved for 
polymers, dendrimers have poor material properties, such as low viscosity. 
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+ -
Guest 

Figure 13.6 
Encapsulation of a guest molecu le in the interior of a dendrimer. 

The most intriguing feature of dendrimers is only evident at very high generations. Fig­
ure 13.6 shows another idealized view of a dendrimer. First, it must be appreciated that den­
drimers are certainly not flat, disk-shaped molecules. Steric interactions are significant for 
the higher generations, and to avoid end group clashes, the system adopts a more nearly 
spherical shape. The image of Figure 13.6 should be viewed as a two-dimensional represen­
tation of a three-dimensional object. The figure does nicely illustrate a key feature of den­
drimers. While there is substantial crowding on the surface of the dendrimer, there are gen­
erally holes or voids toward the interior. It is these voids that have especially intrigued 
chemists. One can envision encapsulating other molecu les in the voids for use in drug deliv­
ery or developing novel ca talytic sites. 

A number of workers have established tha t encapsulation can be quite efficient. Meijer 
has shown that if, after encapsulation, the surface groups of the dendrimer are function­
alized with a bulky group, the steric interactions on the surface become so severe that the 
guest is permanently entrapped in the dendrimer. This is another example of a supramolec­
ular container compound of the sort discussed in Chapte r 4. Hence, dendrimers have been 
proposed as receptors for use in sensing and catalysis, due to their interior pockets and 
tailora bili ty. 

In addition, the huge number of functionalities on the surface of a dendrimer can be 
exploited. For example, attaching multiple copies of a substrate for an enzyme, or a recogni­
tion m olecule for an antibody or cell adhesion protein can lead to novel effects. MRI image­
enhancement molecules (complexes of Gd3+) can decorate the surface of a dendrimer, pro­
ducing an especially effective contrast agent. Studies thus far suggest that dendrimers are 
often quite nontoxic, and we can anticipate that more medical applications will appear. 

Another novel feature of dendrimers is that, because of their ra tional, stepwise synthe­
sis, the surface can be modified in very specific ways. For example, you could build up a very 
hydrophobic dendrimer, but then at the last step decorate the surface w ith a large number of 
hydrophilic species su ch as carboxylates or sulfonates. Such a system would then be water 
soluble, and would very much resemble a unimolecular micelle. 

A great many very clever dendrimer systems have been designed and synthesized over 
the p ast twenty years. Initially, the emphasis was on developing appropriate synthetic ap­
proaches and characterization tools. That stage is nearly complete, and future work on den­
drimers will emphasize the useful, functional properties of these novel materials. It will be 
very interesting to see what new systems are developed by physical and synthetic organic 
chemists. 

Hyperbranched Polymers 

Let's return to Figure 13.3. Consider what would happen if there were no protecting 
groups on the "branch" molecule. Now, under appropriate conditions, it could react w ith it­
self to make a polymer. It may be valuable to stop right now and write out for yourself what 
the product of such a self-condensation would be. As you continue adding monomers, you 
should see regions with definite dendritic character emerging. It is not a dendrimer, how­
ever, because there is no precise generational control of the developing polymer. The poly­
mer structure is not well defined, but there are clearly similarities to a dendritic system. Such 



Going Deeper 

Dendrimers, Fractals, Neurons, and Trees 

One of the fascinating aspects of dendrimers is that 
they can be analyzed as fractals, geometrical objects that 
exhibit "self-s imilarity". Fractals are built up from ever 
increasing numbers of similar pieces, and in many cases 
the size of the build ing blocks shrink as their number 
grows. As a result, whether we are looking at a fractal up 
close or from afar, we see the same basic pattern. Stated 
differently, in a fractal each building block resembles the 
object as a whole. The mathematics of fractals, pioneered 
by Mandelbrot, is a fascinating field of its own that has 
implications across broad fields of science. This mathemat­
ics applies directly to analyses of dendrimers with regard 
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to, for example, the number of end groups after a given 
number of generations. Fractal patterns are common in 
nature, where the self-similarity is often imperfect but is 
clearly evident. Examples include the branching patterns 
in trees (recall the origin of the word dendrimer), blood 
vessels, river basins, and the dendritic outgrowths of neu­
rons. Fractals are a very popular topic on the world wide 
web; just type "fractals" into your favorite search engine 
and you'll find hundreds of sites. Some with high quality 
color pictures include the following: http: I I spanky 
.tri umf.ca; http: / I www.techlar.com / fracta ls; and 
http: I I sprott.physics.wisc.edu I fractals.html. 

structures are termed hyperbranched polymers, and they can be expected to arise from any 
AB2 monomer if A and B can react with each other. 

In fact, many system s can produce a hyperbranched topology. An AB3 monomer will 
produ ce a hyperbranch, as w ill an A2B3 monomer. Yet, the A2B3 monomer also leads to a 
network (a h ighly cross-linked macromolecule). An alternative strategy is to react two dif­
ferent monomers, su ch as an A w ith a B2 or B3 monomer. Again, a hyperbranched system 
will result. 

Wh at features can we expect from a hyperbranch ed p olymer? It will certainly not be 
monodisperse. This is a typical polymerization, and sign ificant PDis are expected . H ow­
ever, some of the desirable features of dendrimers are re tained . For example, hyperbranched 
polymers tend to be quite soluble, an ap parent consequence of their dendritic topology. This 
is much more eviden t for systems made from a single m onomer. That is, the product from an 
AB3 polymerization will tend to be more soluble than that which results from the reaction 
of an A w ith a B3. In addition, for their m olecular weight, the undesirable low viscosity asso­
cia ted w ith a dendrimer is retained, and hyperbranch ed p olymers have poor mechanical 
proper ties. 

Hyp erbranched p olymers have been u sed to make unimolecular m icelles and novel 
liquid crystals (see below for a discussion of liquid crystals). A major ad vantage of hyper­
branched systems is that their synthesis is a single step! It seems likely that for some applica­
tions, hyperbranched systems w ill perform well, but for others, the precision of a dendritic 
system will be required . 

13.1.7 Liquid Crystals 

We introduce here ano ther fascinating aspect of organic materials chemistry-the liquid 
crystal phase. Along w ith highlighting their intrinsic im portance, a d iscussion of liquid 
crystals a llows us to introduce some important concepts su ch as coopera tivity and domain 
forma tion . In addi tion, liquid crystals are the first example of systems in w hich dimensional­
ity plays a key role. This is an other la rge and active field of physical organic research, and 
certainly we cam1ot hope to present a comprehensive treatment here. As before, our goal is 
to introduce some of the b asic terminology, concepts, and applications of liquid crystals. 
References to more detailed discussions of this topic are given at the end of the chapter. 

Liquid crystals represent a state of ma tter that is intermediate between the crystalline 
and the liquid state. Becau se of this intermediate nature, the liquid crystal phase is some­
times referred to as a mesophase, and molecules that form liquid crystals are called meso­
gens. Mesogens can be sm all molecules or polymers. The crystalline sta te is associated w ith 
complete molecular order and extremely high barriers to reorienting any molecule in the 
crystal, as long as we are w ell below the melting temperature. The liquid state involves mol­
ecules th at are randomly oriented and rapidly reorienting . In liquid crystals there is molecu-
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Smectic Nematic 

- · 
Columnar/discotic 

B. 

Figure 13.7 
Liquid crysta ls. A. Generic description of se lect phases. A rod-shaped 
mesogen ca n fo rm a smectic o r a nematic phase. A disk-shaped mesogen 
can form a co lumnar I discotic phase. B. Illustration of how the director of 
a cholesteric phase rotates as one moves through the material, giving rise 
to a helica l pitch. Note th at the ova l in this part of the figure is not a single 
mesogeni c molecule, but ra ther represents the d irector of a thin section of 
the cholesteric phase. 

Jar orde1~ but it is not nearly so precise as in a molecular crystal. Liquid crystalline phases not 
only possess orientational order, but the direction of orientation can be induced by the ap­
plication of very modest ex ternal shear forces . This ability to reorient the liquid crysta lline 
phase with an ex ternal force is a hallmark of liquid crysta ls and the foundation of much of 
the technology built around liquid crysta ls. 

Temperature plays a critica l role here . The mesophases occupy an intermediate temper­
ature regime. At low temperatures we have crystals; at high tempera tures we have liquids. 
In the intermediate tempera ture range, liquid crystalline behavior is possible. Tuning this 
intermediate temperature range, so tha t it is appropriately broad or narrow and does or does 
not encompass room tem pera ture, is a key component of liquid crystal research. 

In fact, a liquid crystalline phase may be one of dozens of phases with exotic names, like 
smectic C*. What differentiates these is the degree and nature of the molecular order in the 
phase. As we steadily raise the temperature, the same materia l may pass from the crys talline 
phase through several different liquid crystalline phases before becoming an isotropic liq­
uid . An isotropic liquid is one where there is no structure along any direction, although 
there may be local order due to alignment of dipoles or other weak forces (see Chapter 3). A 
key fea ture of liquid crysta Is is that they are anisotropic, having a definite directionality over 
long distances (Figure 13.7 provides examples). The temperature at which an anisotropic 
liquid turns isotropic is called the clearing temperature (Tc). 

The bulk anisotropy of liquid crys tals depends upon the structures of the mesogens, the 
molecules that form liquid crystalline phases. Not all molecules can form liquid crystalline 
phases, and the ones that do tend to have certain shapes. More than in most other fields of 
chemis try, molecular shape rather than the precise nature of the functionality is a key deter­
minant of liquid crystal behavior. Mesogens most often have a significant elongati on in one 
direction (rod-shaped), leading to the common symbolism of an oval, as in Figure 13.7. 
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The most ordered type of liquid crystalline phase is the smectic phase, an example of 
which is show n in Figure 13.7 A. The ordering of the mesogenic molecules in this phase 
points the monomers in the same direction, along the long axis of the mesogens. The align­
ment is imperfect, but it is clearly there. The unique direction defined by this orientational 
preference is called the director. In Figure 13.7 A the director runs along the "north-south" 
direction . A second type of order exists in a smectic phase; the m olecules tend to form layers 
or planes. As such, a smectic liquid crystal is not too different fro m a molecular crystal. The 
main difference is that there is only partial order in the orientation and position of the mole­
cules within the layers, w ith no register between layers. 

Nematic liquid crystalline phases can be thought of as sm ectic phases absent the lay­
ering effect (Figure 13.7 A). There is clearly still a preferred orientation, a director, but that is 
the only type of order. Another type of phase termed the columnar or disco tic liquid crysta 1-
line phase can form when the mesogen is more disk-shaped rather than cigar-shaped (Fig­
ure 13.7 A) . 

An important new feature of liquid crystal order appears w hen the mesogen is a chiral 
m olecule and is enan tiomerically pure, or the liquid crystal is doped with a small amount of 
an enantiomerically pure compound. Chiral nematic liquid crystals are also known as cho­
lesteric phases, recognizing that cholesterol derivatives provided early examples of chiral 
mesogens that form such a phase (recall the discussion in Chapter 2 of the distinctive shape 
of steroids su ch as cholesterol). The im1ate handedness of the chiral mesogen exerts an addi­
tional bias on the material in the form of a subtle twist of the director. That is, as we move 
through the material in a direction perpendicular to the director, the tilt of the director varys 
continuously, tracing out a helical shape (Figure 13.7 B). As with all helices there is a direc­
tion and a pitch associated with a cholesteric phase, defined as the distance it takes for the di­
rector to achieve one full turn . Light with a wavelength that matches the pitch is reflected by 
the liquid crystal, making the material colored if the pitch is of a distance comparable to the 
wavelength of visible light. The pitch of many cholesterics expands or contracts along the 
helix axis as the temperature is raised or lowered. As such, these materials change color with 
changing temperature, and thi s is the basis for liquid crystalline thermometers. 

Given this brief introduction to liquid crystals, we can describe an important and famil­
iar technological application of liquid crysta ls, the liquid crystal display or LCD. The inter­
action of light w ith liquid crysta Is is distinctive, a key issue being the polariza tion of light in­
duced by interaction with a liquid crystal. In Chapter 6 we discussed plane polarized light. 
Plane pol arized light can be produced by passing light throu gh a polarizer. Often a material 
as simple as a piece of pl astic that has been stretched in one direction can act as a polarizer; 
light that passes through the plastic emerges as polarized light. Th e reason the plastic can do 
this is that the stretching h as rendered the material anisotropic. In particular, polymer mole­
cules will tend to be aligned along the stretching direction. 

Anistropy is also a property associated w ith liquid crystals, and indeed this property is 
crucial to the use of liquid crystals in LCDs and other devices. Because of their aniso tropy, 
liquid crystals are birefringent. This means the materia l has two refractive indices, one for 
light w hose electric field vector is parallel to the director of the liquid crystal and one for 
light whose vector is perpendicular to the director. Recall that the refractive index of a mate­
rial is simply the speed of light in the material relative to vacuum. When placed between 
crossed polarizers, a birefringent material (in most orientations) can rotate the plane of po­
lariza tion, allowing light to come th rough the second polarizer. 

The most common type of LCD is the twisted nematic display (Figure 13.8). It consists 
of a nematic liquid crystal sandwiched between two plates of glass. The glass is treated such 
that it can orient the director of the liquid crystal in contact with it. This can be achieved by 
simply coating the glass with a thin fi lm of polymer (often a p olyimide) and then literally 
rubbing the glass in a particular direction to crea te aniso trop y on the glass surface. This 
anisotropy is then transferred to the liquid crystal that contacts the glass, p resumably 
through a kind of epitaxial growth process . If the" rubbing directions" of the two glass plates 
are rotated 90° relative to each o ther, the directors of the liquid crystals touching the top and 
bottom pieces of glass will also be rota ted by 90°. This rotation occurs gradually throughout 
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Figure 13.8 
Schematic description of a simple LCD display. The colored arrows 
represent the direction of propagation of the light, whi le the black a rrows 
represent the direction of polari zation. A. With the twisted nemati c 
between the two perpendicular polarizers, the polari za tion induced by 
the liquid crystal allows the light to pass. B. When an external e lectric 
field aligns the liquid crystal para llel to the first polarizer (ind icated by 
the dipole arrow) the light cannot pass through the second polarizer and 
so there is no reflected light. 

the liquid crystal layer, hence the term "twisted nematic". This is similar to a cholesteric 
phase (see Figure 13.7 B), and sometimes a small amount of a cholesteric mesogen is added 
to facilitate the twisting. The thickness of the liquid crystal layer is adjusted such that as light 
passes through a twisted nematic, it will emerge with its polariza tion rotated 90° relative to 
its value as it entered the liquid crystal. 

We need to discuss only one more effect to understand an LCD. Consider the case where 
each mesogen molecule of our liquid crystal phase has a permanent dipole moment. If we 
apply an electric field across the liquid crystal, a force will be generated that will align the 
molecules appropriately with the field. This force exists regardless of the phase the mole­
cules are in . In a solid, the crystal packing forces are much larger than this force, and no align­
ment can occur. In a liquid, thermal energy causes constant reorientation of the molecules 
and so disfavors bulk orientation. The solid is too rigid and the liquid too flexible, but the liq­
uid crystal is just right. The director of the liquid crystal will be realigned by the external 
field so as to make a favorable interaction of the molecular dipoles with the field. When the 
applied field surpasses a certain cri tical value, the desire to align with the field overcomes 
and destroys the twisting induced by the glass plates, and the mesogens reorient. 

So how does a simple LCD work? Figure 13.8 shows a highl y schematic design . ln Fig­
ure 13.8 A light passes through a polarizer then through a twisted nematic that causes a 90° 
rotation of the plane of polarization . As a result, the light can pass through the second polar­
izer, which is rotated 90° relative to the first. It then hits a mirror, bounces back through the 
back polarizer, through the liquid crystal and gets its plane of polariza tion rotated 90° back. 
The net rotation is 0° and so the light can emerge through the original polarizer. Light of this 
sort is the familiar grey of LCDs on digital watches. If, however, a voltage is applied across 
the liquid crystal (Figure 13.8 B), the twisting effect is lost. Then the light is unable to pass 
through the second polarizer, and so is not reflected back by the mirror, giving a black ap­
pearance. We now have our on and off s tates. LCDs involve patterned regions of twisted ne­
matic liquid crystalline phases and appropriate circuitry to allow the controlled application 
of voltages across these regions. 
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More advanced LCDs take advantage of so-called super-twisted nematic displays, in 
which the director rotates 270° between the two polarizers. This leads to a crisper distinction 
between on and off states. Color LCDs simply include appropriate dyes to m ake red, green, 
and blue (RGB) pixels-simple in principle but a fairly complex technology. 

An important aspect of LCDs and other liquid crystal-based devices is that while they 
can switch between two states, that switching depends on the bulk reorientation of mole­
cules. As such, the switching is not very fast. This is not a problem for video displays, where 
rates under 100Hz are typical. 

A few more comments about reorientation of liquid crystal phases are in order. We 
noted that if the mesogen has a permanent dipole moment, an applied external electrical 
field can reorient the director of the liquid crys tal. Actually, a permanent dipole moment is 
not essential. Absent a permanent moment, an external field will produce an induced dipole 
moment (recall the discussion of induced dipoles in Chapter 3). This is enough to cause ori­
entation of the director, although the effect is typically smaller than for cases with a per­
manent dipole moment. Amazingly, even an external magnetic field can cause alignment of 
a liquid crystal. The forces exerted by a magnetic field are extremely small. For magnetic 
alignment, we are counting on the anisotropy of the diamagnetic moment of the mesogen 
(see Chapter 17 for a brief discussion of diamagnetism). Because the effect is so small, mag­
netic alignment is typically slow, sometimes requiring hours or even days to reach its maxi­
mal effect, although strong fields can give fast alignment. 

Why can such small forces produce such noticeable effects? This is an excellent example 
of cooperativity. As soon as one molecule s tarts to align w ith an external field, the strong 
shape effects inherent in liquid crystals cause neighboring molecules to want to align. The 
effects feed off of each other, and in this way a force that is intrinsically qu ite weak can be am­
plified to ultimately produce a very big effect. For exam pie, addition of a small percentage of 
a chiral dopant can induce a nematic phase to become choleste ric. 

We can take this opportunity to introduce one more important concept for materials 
chemistry, and that is the notion of a domain, or microdomain. The kinds of alignment ef­
fects we are discussing are essentially enthalpy driven, relying on steric and electronic inter­
actions. Alignment is en tropically tmfavorable. Entropy favors randomness, not alignment. 
Therefore, small regions of the material align, and these are termed domains. But, in the ab­
sence of fields or surface effects, the bulk alignment (the sum of the domain alignments) is 
zero. Hence, the domains are randomly aligned relative to each other. A bulk unaligned LC 
looks milky due to light scattering from the domain boundaries, while a bulk aligned LC is 
clear. 

The birefringence inherent to liquid crystals has very interesting consequences for un­
aligned, polydomain samples placed between crossed polarizers. Differen tly oriented do­
mains rotate the polarized light different amounts, such that some areas appear dark and 
others light. Furthermore, since the amount of rotation depends on the wavelength of light, 
fascinating, colorful, and beautiful patterns emerge, providing one of the most attractive as­
pects of working with liquid crystals. Remarkably, the patterns in such images are infonna­
tive about the nature of the liquid crystalline phase. The pattern produced by a nematic 
phase is visibly different from a smectic phase when viewed through crossed polarizers, pri­
marily due to differences in the s tructure of the domain boundaries. This carries through to 
a wide variety of phases, and though it requires some training and experience, visual obser­
vation is the most common tool for categorizing liquid crystalline phases. 

Now tha t we have the basic concepts in place, lets look at some molecules. Figure 13.9 
shows some typical mesogens. Not surprisingly, given the very small magnitude of the ef­
fects involved, design principles are derived from empirical observations rather than theo­
retical insights. Rigid rod molecules are common, and so aroma tic rings are usually involved. 
However, true crystallinity must be avoided, so mesogens typically also have flexible por­
tions that disfavor crystalline order. Polar groups such as cyano and nitro are common, espe­
cially in switching applications such as LCDs. Not surprisingly, disco tic phases tend to arise 
from disk-shaped molecules. Thousands of mesogens are known, and the structures in Fig­
ure 13.9 should only be viewed as representative. 
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Figure13.9 
Representative structures of mesogens. 

Connections 

Lyotropic Liquid Crystals: From Soap 
Scum to Biological Membranes 

The liquid crystal systems we have discussed so far are 
termed thermotropic, in that temperature is the key fac tor 
in determining what phase we see. Another way to regu­
late phase behavior is by varying the relative concentra­
tions in a two-component system. Such systems are 
termed lyotropic, the most common of wh ich involves the 
hydrophobic effect. Under certain conditions, very high 
concentrations of amphiphilic molecules in water form 
structures that are much larger than micelles or vesicles. 
For a typical soap or a phospholipid, when the concentra­
tion approaches 50% the micelles or vesicles aggregate 
into higher order structures. Liquid crystalline phases 
w ill develop, the exact nature of which depends on the 
concentration and the structure of the amphiphile in 
water. Examples include the hexagonal phase, in which 

long cylindrical rods of amphiphiles assemble into hex­
agonal close-packed domains; and the lamellar phase, 
which involves flat bilayers that are separated by thin lay­
ers of water. The "scum" that forms at the bottom of your 
soap dish is a lyotropic liquid crysta l. 

A perhaps more significant example of a lyotropic 
liquid crystal is the cell membrane. The phospholipid 
bilayers of all cells behave as liquid crystals, maintaining 
a definite director and displaying only limited fluidity. 
Interestingly, most membranes are not pure phospholip­
ids, but contain additives whose fu nction is presumably 
to tune the structural and dynamic properties of the mem­
brane. In animals, the most common additive is choles­
terol, while p lants use a s imilar steroid. As such, cell 
m embranes can truly be thought of as cholesteric liquid 
crystalline phases. 
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13.1.8 Fullerenes and Carbon Nanotubes 

In 1985 Kroto, Smalley, and Curl reported that laser-induced vaporization of graphite 
under appropriate conditions produced in the gas phase an abundance of a species with 
mass 720. They correctly deduced that this C60 species had the soccer ball or "Buckminster­
fullerene" geometry (Figure 13.10), work for which they earned the 1996 Nobel Prize in 
Chemistry. In 1990 Kratschmer and Huffman reported that this gas phase novelty could be 
produced in useful quantities by simply running large electrical currents through graphite 
rods and extracting C60 and related compounds from the soot that forms on the side of the 
flask. Fullerene chemistry was born. 

A. 

B. 

6-5 bond 

0 0 

BrCH(C02Et)2 

Base 

oVo1""' Br # 

""'" 
# Base 

Trifunctional reagent 

Figure 13.10 
Fullerene chemistry. A. The structures of C60, C70, and corannulene are shown. B. Representative reactions of 
fullerenes. Shown are prototypical carbene and Diels-Aider reactions. Also shown is a trifunctional reagent 
used to regioselectively provide a multifunctional fullerene. 
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Fullerenes are discrete C11 molecules. The fullerenes constitute a new allotrope of ele­
mental carbon, adding to the previously well known forms of diamond and graphite. It was 
really quite stunning to appreciate that after centuries of investigation a new form of carbon 
could be discovered. This class of molecules includes C60 and C70 (the second most abundant 
product in the soot), as well as their derivatives (Figure 13.10). These s tructures are based on 
the motif of hexagons and pentagons to close the sphere or ellipsoid, w ith the c60 structure 
completely analogous to that of a soccer ball (with apologies to our friends outside the 
United States who consider this object to be a football) . The name is a tribute to Buckminster 
Fuller, the architect who developed geodesic domes based on the same geometric principles 
that allow C60 to form a closed space. As Fuller appreciated, to completely enclose space a 
fullerene must have exactly 12 pentagons. For a C 11 fullerene, there w ill be (n / 2-10) hexa­
gons, and so C60 has 20 hexagons. A structure with only hexagons is a fl at sheet, as in graph­
ite, or cylindrical, as in nanotubes (see below). It is the deviation from perfect hexagonal 
angles in the pentagons that forces the materials to buckle and deviate from planarity. The 
truncated icosahedron of C60 is the smallest system for which no two pentagons are adjacent; 
every five-membered ring of C60 is completely surrounded by six-membered rings. This 
bonding pattern contributes to the special stability of C60. In C70, the nearly spherical soccer 
ball of C60 is elongated to an ellipsoidal, "rugby ball" shape with s till no pentagons sharing 
an edge. 

The core structure of C60 is contained in coram1ulene (Figure 13.10), a single five­
membered ring surrounded by hexagons which is also nonplanar. Like C60, corannulene 
was initially available in only minute quantities, but clever syntheses developed by Scott 
and Siegel made corannulene and d erivatives readily available. This allowed detailed inves­
tigations into their properties. For example, the bowl inversion of corannulene was deter­
mined to have a barrier of 10.2 kcal I mol. 

There are two types of bonds in C60, the 6-6 bonds, which lie at the junctions between 
two six-membered rings, and the 6-5 bonds, which lie at the junctions of six- and five­
membered rings. Considerable alternation in bond lengths is seen, with the 6- 6 bonds being 
~ 1.38 A and the 6-5 bonds being ~ 1.45 A. Based on these observations, and the reactivity 
patterns discussed below, the 6-6 bonds are considered to have much more double bond 
character than the 6-5. 

The predominant reaction mode of C60 is that of a strained, electron deficient alkene. 
Addition reactions typically occur in a 1,2 fashion across the 6-6 bonds, adding across the 
olefin and not opening up the basic C60 ring system. Representative of such reactions are the 
carbene addition and the Diels-Alder reaction shown in the first two examples of Figure 
13.10 B. Radical additions also occur, but they are typically more difficult to control and gen­
erally lead to multiple adducts. 

More challenging has been the regioselective and s tereoselective synthesis of multifunc­
tionalized fullerenes. Several strategies have emerged . One clever approach developed by 
Hirsch makes use of a reversible Diets-Alder addition of 9,10-dimethylanthracene across 
6-6 bonds. When an additional, irreversible reaction (such as a carbene addition) is run in 
the presence of dimethylanthracene, the steric bulk of the anthracene adduct directs further 
additions to more remote locations. The reversibili ty of the reaction ensures that multiple 
functionalizations w ill occur. With this strategy, good yields of symmetrical, multifunction­
alized fullerenes can be obtained. An alternative s tra tegy for regiocontrol uses a tethering 
approach. For example, Diederich designed the multifunctional reagent shown in Figure 
13.10 B, which first undergoes a carbene addition. Heating the adduct promotes a double 
Diels-Alder reaction, and the constraints provided by the tethers direct the reactions such 
that a 60% yield of the single adduct shown can be obtained. Many variants of this s trategy 
have been developed. 

A good deal of the excitement surrounding the discovery of the fullerenes was their per­
ceived potential as novel materials for a number of applications. Early speculations sug­
gested that the essentially spherical structure of C60 might be the basis of novel lubricants, 
providing "molecular ball bearings" . However, the firs t hint of special properties came in 
1991 w hen a group at Bell Labs reported superconductivity at 18 Kin a sample of C60 that 
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B.~ 

A. 

Figure 13.11 
Carbon nanotubes. A. Transmission electron micrograph (TEM) of 1- 2.5 nm diameter SWNT both isolated 
and in bundles. B. Molecu Jar models and scanning tunneling microscopy images ofSWNT. The scale bar in 
both images is 1 nm. The two forms [termed (12,0) (top) and (9,9) (bottom) in reference to crystallographic 
indices of graphite] differ in the orientation of the graphite sheet prior to "rolling up" the sheet into a nanotube. 
We thank Professor Charles Lieber, Harvard University, for these images. 

had been" doped" with K. Doping is discussed extensively in Chapter 17. Here, we are sim­
ply referring to the reaction ofK metal with C60 . Not surprisingly, C60 has a low-lying LUMO. 
It is in fact three-fold degenerate, a consequence of the very high symmetry of the molecule 
(point group I,). This orbital is a good acceptor of electrons, and under appropriate condi­
tions reaction with K metal produces C60

3- with three K+ counterions. Films of this mate­
rial are superconducting. When first discovered, 18 K was the highest critical temperature 
yet seen for a molecular superconductor, and it launched a race to achieve still higher tem­
perature superconductors based on fullerenes. However, very high temperature supercon­
ductivity has not yet been seen with fullerenes. While the theoretical importance of super­
conductivity in doped fullerenes cannot be denied, in the end these materials seem unlikely 
to ever be of technical or commercial importance as conductors, having been eclipsed by the 
inorganic, copper oxide, high temperature superconductors (see Chapter 17). 

The efficient production of fullerenes through electrical treatment of graphite prompted 
further investigations of this novel procedure. Under certain conditions, it was noticed that 
long, needle-like structures formed. We noted above that a closed surface requires 12 penta­
gons, but there is no limit to the number of hexagons that can be accommodated. Imagine 
taking a graphite sheet, comprised entirely of hexagons, and rolling it up to make a cylin­
der (Figure 13.11). The ends of the cylinder could be capped off with appropriate "half­
fullerenes", creating a long tube of carbon. Extensive investigations have shown that such 
carbon nanotubes do in fact form. While their diameter is typically on the order of 1-2 nm, 
their length can be on the order of microns, leading to a huge aspect ratio for these novel 
structures. We have described a single-walled nanotube (SWNT), but there are also multi­
walled nanotubes (MWNT), which contain concentric cylinders of graphite. In recent years 
it has become apparent that new technological advances are more likely to be associated 
with SWNT materials than with molecular fullerenes. 
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Two features of SWNT have generated considerable excitement. The first is their re­
markable strength. Carbon fibers with much less well-defined structures have been used for 
some time to make strong, lightweight materials. In a sense, SWNT have the potential to 
perform as super carbon fibers. As produced, SWNT typically self-assemble into rope-like 
bundles. These carbon fibers have superior mechanical properties, placing them among the 
strongest and stiffest materials known. In addition, because of the hollow nature of the cylin­
ders, these very strong materials are very lightweight. If uniform SWNT can be prepared in 
large quantities, a new generation of lightweight, very strong materials should emerge. 

SWNT also have novel electronic properties. Depending on their mode of preparation, 
these h1bes can be semiconductors or electrical conductors (see Chapter 17 for more details 
on conductivity). These molecular-scale wires show unique properties, including true metal­
like electrical conductivity. It seems likely that the " molecular electronics" of the future 
could involve heavy use of these molecular wires. 

The combination of high strength and electrical conductivity can be combined to pro­
duce highly novel phenomena. For example, in 1999 Lieber and co-workers prepared "na­
notube nanotweezers". Two nanotubes were attached to independent electrodes and posi­
tioned near each other. When a voltage bias was placed across the two, the two nanotubes 
reversibly bent toward each other, fully mimicking the motions of a tweezer. These electri­
cally activated tweezers can grab and manipulate polystyrene microspheres or silicon car­
bide nanoclusters. This early work could presage the development of true nanomachines 
that could perform unprecedented operations on a near-atomic distance scale. 

Connections 

Organic Surfaces: Self-Assembling Monolayers 
and Langmuir-Blodgett Films 

A common theme in modern chemistry is the study of 
so-called low-dimensional materials. All materia ls are 
three-dimensional, but in some systems a material can 
ha ve quite large dimensions in one or two directions, 
but very small dimensions in the other two or one dimen­
sions. In this sense, the SWNT just discussed are examples 
of one-dimensional materials, and some of their unique 
electronic properties a ri se from this feature. 

Two-dimensional materials-surfaces or films-are 
also of considerable interest. Surface science is a huge field 
that is primarily concerned with meta llic materials and 
related crystalline solids. However, some novel and inter­
esting " organic" surfaces can be prepared with special 
techniques. These are intrinsically interesting and perhaps 
technologically usefu l structures that have attracted much 
research interest in the past two decades. 

The simplest structure to understand is that formed 
when a gold surface is exposed to a simple, linear chain 
alkanethiol, CH3(CH2),SH. The attraction of thiols for 
gold has long been appreciated. When a thiol and metalli c 
gold interact, a covalent, A u-S bond forms. As we add 
more thiol, more absorbs to the surface until it h as been 
passivated-that is, all of the exposed surface area has 
reacted. Weakly attractive van der Waals interactions 
induce the alkyl chains to align into two-dimensional 

ordered structures, commonly known as self-assembled 
monolayers (SAMs) . By varying the thiol structure, the 
surface properties can be systematically controlled . For 
example, us ing a thiol such as X(CH2),SH, where X is OH, 
produces a hydrophilic surface, while X = CH3 produces 
a hydrophobic surface (see below). 

Another class of monolayers are known as 
Langmuir-Blodgett films. Instead of gold, the initial sur­
face is liquid water. Long chain molecules that terminate 
in a very polar or charged group tend to put the polar 
head group in the water, and align the hydrophobic tail 
away from the water. The spontaneous formation of a 
well-defined monolayer does not usually occur on this 
liquid surface. However, if a movable trough (see the 
drawing, below) is used to com press the monolayer, well­
defined surfaces will form. If you dip a glass slide or other 
solid structure (called the substrate) into the solution and 
then pull the substrate out while applying pressure in the 
trough, the monolayer on the surface of the solution will 
transfer to the substrate, creating a film. As a bonus, by 
measuring the force required to com press the mono layer 
in the trough, remarkably detailed insights into the forces 
involved in formin g the monolayer can be obtained. 

Ulman, A. " Formation and Structure o f Self-Assembled Monolaye rs." 
Clzem. Rev., 96, 1533 (1996). Bryce, M. R., and Petty, M. C. " Electrica ll y Con­
du ctive Langmuir-Blodgett Fi lms of Charge-Tra nsfer Material s." Nnture, 
374, 771 (1995). 
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Two ways to prepare well-defined surfaces. 
A. Self-assembly of alkyl thiols on gold. 
B. The Langmuir-Blodgett technique. 

In summary, much of the current research in organic materials is focused on the creation 
of macromolecules or interfaces with controlled properties. To control the bulk material 
properties, chemists must be able to control molecular weights and polydispersities, stereo­
chemistry, sequence, and even macromolecular shape and topology. Many new kinds of 
materials have emerged in this effort, such as dendrimers, liquid crystals, and fullerenes. 
Achieving the kinds of control we are discussing often has a basis in the knowledge of the 
mechanisms of polymerizations, and that is the topic we now consider. 

13.2 Common Polymerization Mechanisms 

13.2.1 General Issues 

In many ways the types of polymers available and the properties expected for them 
are defined by the synthesis strategies used to prepare them. Different synthesis strategies 
produce different trends with regard to issues such as molecular weight distributions and 
the role of defects. As with common functional group interconversions, classes of reactions 
emerge. For the most part, polymerization reactions are of three types: condensation reac­
tions, addition reactions, and ring-opening reactions. Before discussing particular poly­
mers, we briefly discuss the generic reaction types and some general differences among 
them. Schematics of the various polymerization types are shown in Figure 13.12. 
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Figure 13.12 
Schematics of the basic types of polymerization reactions. A. Condensation polyme rizations, showing both 
A2 / B2 and AB systems. The small molecule re leased (often water) is not shown. B. Addition polymerization. 
C. Ring-opening polymerizations, showing both a path that has some relationship to condensation polymers 
and one that is driven by ring strain and looks more like an add ition polymerization. 

A condensation polymerization is one in which two or more molecules combine with 
the loss of a small molecule, typically water or ammonia. We can anticipate that reactions 
such as alcohols combining with carboxylic acids to make esters with the loss of water and 
comparable amide-forming reactions will be important. The reactive groups, which we'll 
call A and B, can either be in differing, necessarily difunctional monomers, or they can be 
part of a single, difunctional AB molecule. 

Addition polymerization involves the addition of a reactive functionality such as a rad­
ical or an ion to a double or triple bond such as an olefin or a carbonyl (Figure 13.12 B). Many 
strategies exist, mostly based on chemistries we have described earlier in Chapter 10. A 
number of well known polymers can be formed by addition reactions, including polyethyl­
ene, polypropylene, polystyrene, polyvinylchloride (PVC), polyacrylonitrile (Orion), poly­
tetrafluoroethylene (Teflon), and poly(methyl methacrylate) (Plexiglas, Lucite). 

Ring-opening polymerizations start with a cyclic monomer that, in the presence of a 
catalyst, opens up and polymerizes (Figure 13.12 C). Often a ring-opening polymerization 
produces a polymer similar or identical to wha t would be prepared from a condensation po­
lym eriza tion of an AB monomer. The difference is that, instead of being part of the polymer­
iza tion reaction, the condensation reaction occurred in the synthesis of the monomer, w ith 
the AB functionalities reacting to make a ring with ex trusion of a small molecule. Release 
of ring strain provides a valuable thermodynamic driving force for m any ring-opening 
polymerizations. 

The three classifications just described are essentially based on monomer structure. 
Condensation polymerizations arise when the two monomers are stable but have function­
alities that can react w ith each other. Addition polym erizations require unsaturation in the 
monomer that is vulnerable to attack by radicals or ions, and ring-opening polymerizations 
require cyclic monomers. An alternative and more modern classification emphasizes the 
differing mechanisms of polymerization, producing two classes: step-growth reactions and 
chain-growth reactions. Figure 13.13 contrasts the two mechanisms. 
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Figure 13.13 
A. Step-growth polymerization, illustra ted with a typical condensation polymerization (the small molecule 
that is eliminated is not shown). ote that es en bally all monomer is gone after only one or two "reaction 
cycles" and that many reactive groups (A and B) are present in the flask at all times. B. Chain polymerization. 
The familiar steps of initiation, propagation, and termination are shown. Not a ll termination pathways are 
avai lable for all mechanisms. Also shown is a chain transfer process, whereby the reactive functionality(*) is 
transferred from the end of the growing chain to any position, including internal positions, of another chain. 

Step-growth reactions iJwolve a polymer chain that grows in a stepwise fashion. Two 
monomers react to make a dimer that has the same functionality at its two ends as the origi­
nal monomers. The dimer can react with another monomer to make a trimer or with a dimer 
to make a tetramer. Condensation reactions generally fall into this category. 

Chain-growth reactions are familiar from the radical mechanisms discussed in Chapter 
10. The standard s teps of initiation, propagation, and termination are all involved . Prototyp­
ically, chain polymerizations involve the rapid addition of olefin molecules to a growing 
chain end. At the end of the polymer chain is a reactive functionality not part of the basic 
monomer structure, such as a radical or an ion. Although our previous exposure to chain 
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reactions was restricted to radical chemistry, there are important ionic polymeriza tions that 
proceed by a chain mechanism. Ring-opening polymerizations also generally follow a chain 
mechanism . 

13.2.2 Polymerization Kinetics 

In efforts to control polymer synthesis and thus polymer composition, kinetics plays 
a key role. Building off our development of the essentials of kinetics in Chapter 7, here we 
develop the basics of polymerization kinetics. A key issue is the difference between step­
growth / condensation polymerization and the chain mechanism. We will see that after a few 
basic assumptions, the kinetics of polymerization are not too different from those of conven­
tional reactions. 

Much of what we will describe in this section is based on the pioneering work of Flory, 
who earned the 1974 Nobel Prize in Chemistry for his work in polymer chemistry. Flory was 
hired by DuPont in 1934, where he was assigned to the labs of Carothers . The brilliant Caro­
thers is certainly one of the fathers of polymer chemistry, and his DuPont labs first produced 
neoprene, polyesters, and nylon, am ong others. Carothers would have certainly earned a 
Nobel Prize himself, but he committed suicide in 1937 at the age of41. Beginning in the envi­
ronment that created modern polymer science and la ter in an academic career, Flory devel­
oped the foundations of the physical organic chemistry of polymerization. 

A key simplifying assumption made by Flory was that the reactivity of a monomer with 
a growing chain was independent of chain length. This may seem counterintuitive at first, 
and indeed in the early stages of a polymeriza tion w hen the chains are short, it is incorrect. 
However, as the reaction progresses and the chains get longer, "end-group" effects disap­
pear and the assumption is valid, as we will show below. Now we can consider the differing 
kinetics of step-growth vs. chain polymerizations. Our treatment closely follows that of the 
excellent polymer text by Painter and Coleman, cited at the end of the chapter. 

Step-Growth Kinetics 

Consider the condensation of two monomers, A-A and B-B, such as a dicarboxylic acid 
and a diol to make a polyester. We assume that a trace amoun t of aci d catalyst is present, and 
the concentration of the cata lyst is a constant and so can be absorbed into the rate constant, 
giving the rate law of Eq. 13.6. This is just the famil iar second-order rate law (see Eg. 7.32). 
Note that [A] and [B] are the concentrations of functional groups, not of monomers. We as­
sume that the starting concen tra tions of each functiona l group are the same, and define c0 as 
the initial concentrati on and c for the concentration at a particular time in the reaction. This 
makes it possible to simplify Eq . 13.6. We define the exten t of reaction asp, and express c in 
terms of pas in Eg. 13.7. The trea tment is then as in Eq . 13.8, g iving the fi nal rate law in Eg. 
13.9. 

-d [A ] = k[A][B] 
dt 

-de 2 -= kc 
dt 

c = c0 (1- p) 

Number of A groups reacted 
p = -::-:---:~----=-~---=--:-=~~---

Number of A groups initially present 

f d~ = k f dt 
c0 C I= 0 

1 1 - - - = kt c c0 

1 - _1_ = kt 
co (l-p) co 

(Eq. 13.6) 

(Eq. 13.7) 

(Eq. 13.8) 
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1 
1 _ p -1 = c0kt (Eq. 13.9) 

If our assumptions are correct, a plot of 1 I (1- p) vs. time should be linear, and indeed 
this is empirically observed for step-growth polymerizations. To determine p you need a 
method that can follow the conversion of all functional groups in the monomers to all the as­
sociated functional groups in the polymer, such as carboxylic acids to esters in the formation 
of polyester. 

The number average degree of polymerization (average number of monomers per 
chain), OP, isM" divided by the molecular weight of the monomers. It varies as a function of 
p and thus evolves during the course of the reaction. In fact, it can be shown that OP equals 
the leading term in Eq. 13.9, as restated in Eq. 13.10 (called the Carothers equation). This 
means that in a step-growth polymerization, the average molecular weight of the system 
gradually increases during the process. This tends to produce a relatively broad molecular 
weight distribution in the final product. In addition, monomer is generally depleted very 
early in the reaction, because a large number of reactive groups are always present. We can 
expect to see high molecular weight polymer only toward the end of the reaction, asp ap­
proaches its maximum value. 

1 
OP = (1 - p) (Eq. 13.10) 

Now consider the situation at the end of the polymeriza tion reaction. The value of pis 
hypothetically 1, but in a real system this is never so. At the end of the reaction, p reflects the 
chemical yield of the condensation reaction. High molecular weights are achieved only ifp is 
very nearly 1. For example, inserting a p of 0.90 (corresponding to a 90% chemical yield) into 
Eq.13.10 gives a OPof 10; that is, the typical polymer willhaveonly 10 monomer units! Even 
with a p of 0.99 we get a 0 P of 100, not an especially large number for synthetic polymers. As 
such, in a step-growth polymerization, which includes all condensation polymerizations, 
only extraordinarily efficient processes can produce high molecular weight polymer. Mas­
sive industrial research efforts have focused on improving a reaction conversion from 99.9% 
to 99.99%. This is a sobering thought for chemists. Many reactions that we consider to be 
quite good, and for which we could imagine bifunctional substrates that would produce 
polymers, will never produce high molecular weight material. 

The weight average degree of polymerization, DPw, is given by Eq. 13.11. Given this 
and Eq. 13.10, the theoretical POI for a step-growth polymerization is given by Eg. 13.12. In 
the limit of p = 1, we see that the POI must equal2. Less efficient reactions will produce nar­
rower molecular weight distributions, but shorter polymers. 

(1 + p) 

(1- p) 

OPW 
OP =POI = (1 + p) 

Free-Radical Chain Polymerization 

(Eq. 13.11) 

(Eq. 13.12) 

For a chain process we have initiation, propagation, and termination to consider. We 
will frame our discussion in terms of a radical polymerization, but the analysis applies to 
any chain reaction. We begin with initiation. 

We will describe the initiator as X2, recognizing that many initiators give rise to two radi­
cals, each of which can launch a polymerization . We will symbolize the monomer as M. We 
consider the initiation process to be the combination of the two reactions in Eq. 13.13. The 
subscript 1 on theM indicates it is the first monomer of the chain. Typically the first step, de­
composition of the initiator, is rate-determining. In addition, not every radical formed will 
successfully initiate a polymerization, so we introduce a factor f equal to the proportion of 
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radicals generated that do so. Putting this all together then leads to the expression in Eq. 
13.14 for r;, the rate of initiation. The factor of two reflects the formation of two radicals from 
each initiator. 

x· + M 

2X• 

M• 1 

(Eq. 13.13) 

(Eq. 13.14) 

Propagation involves the addition of monomer to the growing polymer chain and leads 
to the expression for r P shown in Eq. 13.15, where M• represents a polymer chain that termi­
nates in a radical. This analysis implicitly assumes that the propaga tion rate is independent 
of chain length, as discussed above. 

Both of the major termination reactions, disproportionation and recombination, involve 
two radicals. The termination rate, r1, can thus be written as in Eq. 13.16, where both the ex­
ponent and the factor of two reflect this feature of termination. 

-d[M] 
r = -- = k [M•][M] 
p dt p 

(Eq. 13.15) 

(Eq. 13.16) 

In order to obtain the rate of polymeriza tion, r P' apply the steady state approximation to 
M•. That is, assume the rate of formation ofM • equals the rate of destruction, or r; = r1• This 
produces Eq. 13.17. Inserting this result back into the equation for rP (Eq. 13.15) gives Eq. 
13.18 for the rate of polymerization. This is an important result. It tells us that the rate of 
polymerization is proportional to the concentration of m onomer, but it will also be propor­
tiona I to the square root of the concentration of initiator. The initiator concentration is chang­
ing constantly during the polymerization, but it is a first-order decomposition. Thus, we can 
write the first-order rate behavior as Eq. 13.19 (recall Eq. 7.34) and substitute into Eq. 13.18 to 
get Eq 13.20. 

2Jkd[X2] = 2k1[M•]2 

[M•] = ( Jkd::2] ) t 
(Eq. 13.17) 

r P = kp ( .fkd}~z] ) t [M] (Eq. 13.18) 

(Eq. 13.19) 

(Eq. 13.20) 

Eq. 13.20 is broken into three parts. From the first term, the rate is proportional to kP but 
inversely proportional to the square root of k1• This can have some interes ting consequences 
on, for example, the temperature dependence of polymerization. Raising the temperature 
will increase both these individual rate constants, but not with the same effect on r p · Since the 
square root of the k1 term is in the denominator, r P will increase more rapidly than you might 
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expect. This can produce an intriguing, and potentially disastrous effect. Sometimes, as a 
polymerization progresses, the sample becomes progressively more viscous, as polymer 
forms. This increased viscosity has little impact on propagation, because the monomer is 
still mobile. However, termination requires that two macromolecules come together, and so 
kt can be substantially lowered by viscosity. This leads to continued propagation, typically 
an exothermic reaction, but less termination, and can lead, literally, to an explosive situation 
termed autoacceleration. 

The second term of Eq. 13.20 shows that the polymerization still depends on [M], but 
also on the square root of the initial concentration of the initiator. It is really a poor strategy to 
try to speed up the reaction by increasing the initiator concentration, because the square root 
term will attenuate the effect, and you will generally see a decrease in polymer chain length 
(see below). 

The third term shows that the polymerization slows down in an exponential fashion as 
the initiator is consumed. To keep the polymerization going at a steady rate, more initiator 
may have to be added. 

What chain lengths do we expect from a radical polymerization? A thorough analysis is 
complicated by the fact that the two possible termination reactions, disproportionation and 
recombination, affect the final molecular weight differently. Disproportionation does not af­
fect molecular weight, but recombination doubles it. If we set aside trus issue for the mo­
ment, we can define a kinetic chain length, v, as simply the ratio of the propagation and ini­
tiation rates. Substituting in appropriate values for r P and r; gives Eq. 13.21. Substituting our 
value for [M•] from the steady state approximation gives Eq. 13.22. The key result here, 
which holds up in a more detailed analysis that includes the different kinds of termination, 
is that the chain length varies as the inverse of the square root of the initiator concentration. 
We thus see in Eq. 13.22 the rationale for the statement above that adding initiator may speed 
up a reaction, but it will produce shorter chains. 

r p 
v -- ­- r; -

kp[MJ[M•] 

2Jkd[X2] 
(Eq. 13.21) 

(Eq.13.22) 

In a chain reaction, only a relatively few growing chains are present at any one time, be­
cause the lifetime of the radicals, or whatever reactive species, is typically low relative to the 
time scale of polymerization. At any point in the reaction, there are only a few reactive cen­
ters with which the monomer can react. As such, the monomer concentration decreases 
steadily during the reaction, and at any time there will be almost exclusively polymer and 
monomer in the reaction vessel. As a consequence, polymer molecular weight is not steadily 
increasing during the course of a chain polymerization. The major factor that controls mo­
lecular weight is the competition between propagation and termination reactions. 

Living Polymerizations 

One other general aspect of polymer synthesis is a novel type of system referred to as 
a living polymer. A living polymer is one for which, after initiation, monomer (typically an 
olefin or diene) successively adds to the reactive terminus of the growing chain until all the 
monomer is exhausted (Figure 13.14). At this point the polymerization stops, but a reactive 
moiety (typically an anion or a metal complex) is still attached to the end of each chain. Ter­
mination has not occurred. The polymer is still "alive", in that if we now add more mono­
mer, the polymerization starts up again. 

Living polymerizations have several useful properties. For example, we could start 
the reaction with monomer A and run it to completion, and then we could add monomer 
B and append a totally new polymer to the original chains, giving a diblock copolymer 
(Figure 13.14), with each chain containing two distinct regions. This is in contrast to a ran-
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8 X + 

Add new monomer: 

x~R1 
8 n 

R1 R1 

Block copolymers 

Figure 13.14 

-

2. Quench 

A diblock 

A triblock 

x~R1 
8 

n 

R1 R1 

Stops when all monomer 
consumed ; anion still 
present at terminus 

Living polymerization and block copolymers. The example is an anionic polymerization, but other types of 
polymerization can also be living. Also shown are schem atics of diblock and triblock polymers. 

dom copolymer, which typically results from initiating a polymerization in the presence 
of two different monomers (a copolymerization), or an alternating copolymer, a perfect 
... ABABAB ... system that can be prepared in specia I cases. Concerning block copolymers, 
one can imagine that if the two blocks had very different properties, such as one being crys­
talline and the other very flexible, novel materials would result, and indeed many important 
commercial polymers are block copolymers. 

The equations for the kinetics of living polymerization reactions take different forms, 
depending upon whether the reactive end group is formed during each propaga tion step di­
rectly, or if the end group is formed in a rate-determining step after each propagation step. 
When the reactive end group is formed in each propagation step directly, then we have a 
first-order dependence upon both the monomer and end group. For an example of a case 
where the end group is formed in a step subsequent to each propagation step, see the Going 
Deeper highlight in Section 7.5.1 which shows zero-order kinetics in monomer. Further­
more, the kinetic expression depends upon both the initiation and propagation rates, which 
will take limiting forms depending upon which of these s teps is slower. We leave the mathe­
matics to a more specialized text. 

An interesting feature of living polymeriza tions is that under optimal conditions they 
can produce very narrow molecular weight distributions. If the initiation step is faster than 
the propagation step, from the very beginning every catalyst site will have a polymer chain 
growing off of it. Since the propagation rate is the same for all of these, they will all grow to­
gether until monomer runs out, and all should be approximately the same length. POI val­
ues as low as 1.06 are often seen. The analogy has been made that such a si tuation is like the 
start of a horse race, where all the horses start in the ga te, then all the gates open simulta­
neously, and all the horses start together. Such as situation is much more likely to have all the 
horses finish together, having run the same distance, than a situation where different horses 
start at different times. The latter situation is akin to a polymerization in which p ropagation 
steps are comparable to or faster than initiation. Also, in a living polymerization the molecu­
lar weight is relatively easy to controL In optimal systems the final molecular weight of the 
product will be precisely that predicted by the initial ratio of monomer to catalyst / initiator. 
That is, if we start with 10,000 monomer molecules for every single molecule of ca talyst, then 
DP will be 10,000, and the POI will be very low. This can be extremely useful for designing 
highly tailored materials. We will see several examples of living polymerizations below. 



Going Deeper 

Free-Radical Living Polymerizations 

We will discuss later in this chapter that it is quite com­
mon to ha ve anionic polymerizations and ring-opening 
metathesis polymerizations that a re living. These poly­
merizations require that a reactive end-group persist on 
the polymer chains, li ving and ready to react when more 
monomer is added. It seems counterintu itive that radical 
polymerizations could be living, because radicals are just 
too reactive to persist. Recently, however, free-radical liv­
ing polymerizations h ave become a reality. The key is hav­
ing a free-radical trap (see Chapter 8), which can cap the 
polymer end but also allows regeneration of the radical. 
This technique is referred to as atom transfer radical 
polymerization. 

One example is the polymerization of styrene using 
1-chloro-1-phenylethane as an initiator in the presence of 
Cu(I)(bpy) (bpy = bipyridine). Chlorine atom abstraction 
by the Cu(I) complex gives a radica l tha t initiates polymer­
iza ti on. The chlorine atom can be transferred back to the 
chain a t any time in an equilibri um process. This becomes 
particularly important when monomer runs low because 
the p ropagating radical is "capped" in this form. Addition 
of m ore monomer leads to further polymerization due to 
reaction again with radical genera ted from chlorine atom 
abs trac ti on. 

Ph 

~CI 

Ph Ph 

N · 

Ph 
+ Cu(l)(bpy) = ) . + Cu{ll)(bpy)(CI} 

Ph Ph Ph Ph 

) · + ~ - N · 
Ph Ph 

+ Cu(ll)(bpy)(CI) = ~CI + Cu(l)(bpy) 

Atom transfer polymerization 

Thermodynamics of Polymerizations 
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A second example uses a more standard radical trap 
called TEMPO (2,2,6,6- tetramethy lpiperidinyl-1-oxy ). 
This nitrox ide radical trap is not a reacti ve enough radical 
to initiate polymerization, but it does form ad ducts with 
the propagating radical end group, protecting the chain 
end from termination reactions. Homolysis of the bond 
regenerates reactive radical end groups, and polymeriza­
tion commences aga in . 

TEMPO 

o· 

PhPh tr PhPh h 
N ~0-~ 

Capping the radical with TEMPO 

Wang, J.-S., and Matyjaszewsk.i, K. "Controlled ' Li ving' Radi cal Poly­
meriza tion. Atom Transfe r Rad ical Polymeriza ti on in the Presence of 
Transition-Meta l Complex." f. Am. Clzem. Soc., 117,5614 (1995). Georges, 
M. K., Veregin, R. P. N., Kazmaier, P. K. , and Hamer, S. K. "Na rrow Molecu­
la r Weight Resins by a Free-Radical Polymeriza tion Process." Macromo/e­
CIIIes, 26, 2987 (1993). 

Now that we have looked at the kinetics of polymeriza tions, let's briefly examine 
the thermodynamics. Table 13.3 provides some quantita tive data. Recall that the pathway 
(mechanism) does not affect the thermod ynamics. Instead, the relative energies of the 
monomers and polymers set the thermodynamics. As we noted in discussing autoacceler­
ation, the propagation step of a radical chain reaction is typically quite exothermic. This is 
also seen in the thermodynamics of many addition polymerizations (see Table 13.3), because 
in each s tep a 7T bond is converted to a a bond (which is s tronger) . Note, however, that the en­
tropies of polymerizations are quite nega tive. This is due to the fact that the free translation 
of individual monomers is lost for each additional propaga tion s tep. 

An important issue for polymers that derives from their thermodynamics is the sealing 
tempera ture. Because all chemical reactions are in equilibri um, polymerization reactions 
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Table 13.3 
Thermodynamic Parameters for Various Addition 
Polymerizations to Form Amorphous Materials* 

Monomer Ml0 (kcal/mol) ~so (eu) 

Ethylene -24.7 -37.0 
1--------------- -·----··-·----··-·---·-·--- -·-·---··----··--

Propylene -22.5 - 43.3 

Styrene -17.4 -24.8 

Methyl methacrylate - 13.4 -27.8 

*Allen, P. E. M ., and Pa trick, C. R. (1974) . Kinetics and Mecl!nn isms of Poly­
meriza tion Reactions, john Wi ley & Sons, New York. 

can run in reverse-a process called depolymerization. As with all chemical reactions, the 
position of equilibrium for polymerization is controlled by the Gibbs free energy change 
(6.G0

). The Gibbs-Helmholtz equation (6.G0 = 6.H0
- T6.5°) tells us that there will be a partic­

ular temperature where the difference between the GFE of the monomers and polymers is 
zero (6.G0 = 0). This is the sealing temperature. The fact that the entropies of polymeriza­
tions are routinely negative means that temperatures lower than the sealing temperature fa­
vor polymer, while higher tempera tures favor monomer. In some special polymerizations, 
the enthalpies of the monomer and polymer are similar. An example is the ring opening po­
lymerization of cyclohexene. In such cases the negative entropy of the reaction can actually 
lead to depolymerization to monomer, if the proper conditions of temperature, catalyst and 
concentrations are achieved. 

13.2.3 Condensation Polymerization 

Condensation polymerizations produce some of the most versatile and s tructurally 
interesting of the synthetic polymers. Condensation polymerizations are commonly step­
growth polymerizations. As illustrated in Figure 13.15, the chemistry is often fairly ordinary, 
involving reactions such as am ide or es ter formation . However, given the constraints of Eq . 
13.10, we can imagine that a grea t deal of effort has gone into optimizing these simple re­
actions to produce high molecular weight polymer. We should not underestim ate the com­
plexities of synthesizing high molecular weight polymers from even a simple reaction, espe­
cially when one needs to make fibers or sheets or molded shapes. Each commercial polymer 
has a huge base of research behind it involving both synthesis and processing. Here we can 
only illustrate the kinds of materials that are made by condensation polymerizations. Sev­
eral excellent polymer texts that address these additionat important features are cited at the 
end of the chapter. 

Just as simple esters and am ides can be made by condensation reactions, polyesters such 
as Dacron and Mylar are made by reacting diols with dicarboxylic acids (Figure 13.15 A). 
Si milarly, polyamides such as nylon form from amines and carboxylic acids. Starting from 
anhydrides and amines, polyimi.des can be formed. These structures tend to be ex tremely 
stable, and so are valuable in high temperature applications. 

A related family of materials is shown in Figure 13.15 B, along with a highly effici ent 
synthetic route. Diisocyanates are common, especially attractive monomers. Reaction with 
diols produces polyurethanes [the -NH-C(0)-0- functional group is also known as a car­
bamateL while reaction with di amines produces polyureas. Technically no small molecule 
such as water or ammonia is given of( but such reactions are generally viewed as conden­
sa tion polymerizations. More accura tely, they are step-growth polymeriza tions. 

Polyurethanes find many uses, but the most common is as the soft foams found, for 
example, in car seats, cushions, and bedding. Along with the structural properties of the 
polymer, polyurethane foams take advantage of another important reaction of isocya nates. 
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Figure 13.15 
Condensation polymers. A. Polyes ter I polyamide/ poly imide formation 
by combining A2 and B2 monomers or from a single AB monomer. 
Several common polymers of this class are shown. B. The dii socyanate 
route to polyurethanes and polyureas. C. Bakelite synthe is. Note that 
the final product is heav ily cross-linked because of the presence ofbis 
and tr is ad ducts in the initia l reaction with formaldehyde. 

OH 

~H2cAcH2o~ 
Heat-H 20 y 

CH20~ 

Bakelite 
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Connections 

Lycra/Spandex 

When an isocyanate reacts with water, C02 is given off. When just the right amount of water 
is added to the polymerization, the C02 gas that is generated in situ acts as a "blowing agent" 
and creates the cavities in the final material that make it a foam. 

The development of nylon, Dacron, and a host o f 

from rubber. An important advantage that you might not 
immediately consider is that, unl ike rubber, spandex does 
not break down on exposu re to body o ils, perspiration, 
lo tions, detergents, or ozone. 

other synthetic fibers revolutionized many industries, 
including clothing, ca rpeting, and the like. One of the 
most remarkable members of this family is Lycra, the 
trademark ascribed by DuPont to a family of fibers known 
generically as spandex. Tn the 1960s, Lycra was introduced 
as a grea t improvement over natural rubber in " ladies 
foundation garments". 

The modern market for spandex includes "active 
wear" and a wide range of ligh t-weight, highly flexible 
materials. DuPont's market alone is $1.5 billion per year. 
Spandex is always blended with other fibers such as cot­
ton or wool. It is lighter in weight than threads made 

The structure of a typical spandex is shown. It con­
sis ts of a quite rigid urea component, and a highly flexible 
segment. The rigid component makes spandex viable as a 
fiber in fabrics, but the flexible segment p rovides the elas­
tic properties we most associate w ith su ch materials. 
Remarkably, spandex can expand as much as 600% 
on s tretching and then return to its original shape. 

" What's That Stuff: Spandex." Chem. Eng. News, February 15, 77, 70 
(1999). 

Other well known condensation polymers include phenol-formaldehyde resins, the 
prototype of which is Bakelite (Figure 13.15 C). Such s tructures were known as early as the 
1870s, and in the early 20th century these tough, durable thermosets were among the first 
synthetic polymers of commerical importance. More modern versions of this type of poly­
mer are known as Novo lac. This chemistry is also that which makes calixarenes (Chapter 4), 
which are cyclic tetramers rather than linear polymers. 

Proteins are condensation polym ers, formed by coupling amines and carboxylic acids. 
In proteins, the monomers (amino acids) contain both the amine and the carboxylic acid, and 
so they are an example of the AB type monomer shown in Figure 13.15. In fact a protein, or 
more specificall y polyglycine, could be described as Nylon-2. Recall that Nylon-1 is the po­
lyisocyanate structure discussed in Section 6.8.1. 

The persistence of the reactive functionalities of the monomers throughout the entire 
process at the ends of the growing polymer chains can lead to some novel features in a con­
densation polymeriza tion. For example, consider a p olyester made by reacting a dicarbox­
ylic acid with a diol. After reaction is complete, if the final product is heated, the alcohol at 
the terminus of one chain could react w ith an ester in the middle of another chain, leading to 
a tran sesterification. This would not change the total number of polymer molecules in the 
sample, but the average molecular weight could change. Similarly, if we mix two samples 
of the same polymer that have very different molecular weight distributions, such cross­
reactivity will scramble the system . One way to prevent such problems is to quench the 
product. For example, a polyester could be quenched by adding an excess of a monofunc­
tional acid and I or alcohol. 
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Another potential complication of condensation polymerizations is ring formation. 
If an AB monomer is used, the growing chain will be A-[polymer]-B. This molecule can 
cyclize on itself, effectively terminating the polymerization process. Since polymerization is 
a bimolecular process and cyclization is unimolecular, polymerization is favored by high 
monomer concentrations. As such, condensation polymerizations typically involve very 
concentrated, perhaps even neat, monomer solutions. All the usual factors that favor or 
disfavor ring formation also apply here, such that once the polymer chain gets longer than 
15-20 atoms, cyclization usually cannot compete with polymerization. 

13.2.4 Radical Polymerization 

Radical polymerization is also extremely common. Many of the most common poly­
mers are polyolefins made by radical polymerization, with the monomer very often having 
the formula CH2 =CHR. Figure 13.16 gives representative examples. Typically, radical poly­
merizations give atactic polymers, and thus polymers of low crystallinity. 

Mechanistically, radical polymerizations are addition polymerizations, and they follow 
the exact same radical chain process discussed in Chapters 10 and 11. The key steps of initia­
tion, propagation, and termination are again involved, as recapitulated in Figure 13.13 B. 
Based upon studies of substituents on the carbon beta to the site of radical addition, it has 
been concluded that the adding radical has almost completely formed a bond at the transi­
tion state. Secondary isotope effects support this notion of a late transition state, with values 
between 1.05 to 1.17 for deuterium at the site beta to addition. 

As noted above, the key factor influencing polymer length in these chain reactions is the 
competition between propagation and termination. One can expect that it will be crucial to 
exclude any impurities that can react with the growing radical chain and terminate the poly­
merization, if you want high MW polymer. On the other hand, if smaller molecular weights 
are desired, judicious addition of inhibitors and chain transfer agents could be useful. 

A wide range of initiators are employed in radical polymerization chemistry. These in­
clude organic peroxides such as benzoyl peroxide, azo compounds such as azoisobutyroni­
trile [AIBN, Me2C(CN)N =NC(CN)Me2], redox agents such as persulfates or soluble metal 
ions, heat, radiation, and electrolysis. 

Monomer Polymer 

R R R R R 
~ ~ Monosubstituted olefins 

R R R 

R= H Polyethylene 
-----------------· 

CH3 Polypropylene 

Cl Poly(vinyl chloride) (PVC) 
-----

Ph Polystyrene 

CN Polyacrylonitrile (acrylic liber)-Orlon and Creslan 

OAc Poly(vinyl acetate) 

Others 

CF2 = CF2 Poly(tetrafluoroethylene) (PTFE)-Teflon 
------------- ---·---·----- -···-····---··- ······ ···· ·-·····- ......... ·-··---··--··--------------------------

Cl 

~ trans-1 ,4-Polychloroprene (neoprene rubber) 

Chloroprene 

CH3 

~ Poly(methyl methacrylate) (PMMA)-Lucite, 
:?" C02CH3 Plexiglas, and Perspex 

Methyl methacrylate 

Figure 13.16 
Examples of polymers made by radical polymerization. 
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Going Deeper 

Radical Copolymerization-
Not as Random as You Might Think 

While living polymerizations can be exploited to produce 
block copolymers, a copolymerization should give poly­
mer chains that contain both monomers distributed 
throughout. You might expect that a radical chain poly­
merization would give a truly random copolymer. Radi­
cals are quite reactive and not known for their selectivity. 
In fact, though, radical copolymerizations are not totally 
random, and some quite distinctive polymer composi­
tions can be achieved . Consider a radical polymerization 
progressing in the presence of two different monomers. 
As shown in the drawing, there are now four possible 
propagation rate constants, where k12 is the rate constant 
for a chain terminating in M1 reacting with monomer M2, 

etc. A good estimate of the likely composition of a copoly­
mer can be obtained by consideration of just these rate con­
stants. If there is absolutely no selectivity in the radical 
reactions, all four rate constants are the same and a truly 
random copolymer results. Actually, this is rarely the case. 
Instead, there is some selectivity that can be defined by 
reactivity ratios: r1 = (kn / kd and r2 = (k22 / k21 ). The reac­
tivity ratio represents the preference of a given radical to 
react with its own monomer rather than the o ther mono­
mer in the mixture. 

JVVVVVV'.- M 1 • + M1 
k11 

JVVVVVV'.- M 1 • -
JVVVVVV'.- M 1 • + M2 

k12 
JVVVVVV'.- M2 • -

JVVVVVV'.- M2 • + M1 
k21 

.fV'VVVVV'.- M 1 • -
JVVVVVV'.- M2 • + M2 

k 22 
.rvvvvvvc M 2 • -

Four possible propagation reactions 

Reactivity ratios have a large influence on copolymer 
compositions. Let's consider some limiting cases. The case 
of r1 = r2 = 1 is the one we just discussed above. There is 
absolutely no selectivity, and a truly random copolymer 
results. On the other hand, if r1 = r2 =co, each radical is 
perfectly selective. One chain should be nothing but M1 

and the other chain exclusively M2 . This is fairly rare. An 
interesting case is r1 = r2 = 0, in which each radical would 
ra ther add to the other monomer. A perfectl y alternating 
copolymer should be produced. 

Given the commercial importance of the polymer 
industry, you should not be surprised to learn that a num­
ber of reactivity ratios have been determined. Each pair of 
monomers has its own pair of r va lues, and the r value for 
a given monomer is not transferrable from one monomer 
pair to another. We lis t r values for sever a 1 monomer pair­
ings below. There is considerable variati on, and some 
interesting pairings can be found . It is worth contemplat­
ing these pairings. Are they consistent with the reactivities 
of free radicals discussed in Chapter 10? You will be given 
an opportunity in Exercise 10 to decide. 

M, Mz rl Yz 

Methyl Acrylonitrile 1.22 0.15 
methacrylate 

Styrene Methyl 0.52 0.46 
methacrylate 

Styrene Vinyl ace tate 55 0.01 

Vinyl acetate Methyl O.D15 20 
methacrylate 

Often, free radical polymeriza tions involve relatively inexpensive monomers, and they 
are run neat, with the olefin serving as the solvent. However, if the reaction is very exother­
mic, heating can get out of hand and the reaction can become too violent. In such cases a sol­
vent is added, but care must be taken as many organic solvents will react with radica ls. Even 
if the reaction with solvent is not especially efficient, an occasional termination by abstrac­
tion of a hydrogen from solvent will be quite deleterious. 

Given this situation, it makes good sense that water should be a very good solvent for 
radical polymeriza tions. Recall from Chapter 2 that the OH bond s trength of wa ter is very 
high (the bond dissociation energy is large), such that organic radicals are highly unlikely to 
abstract a hydrogen from water. This makes water an ideal solvent for radical polymeriza­
tions except for one small thing-most organics are insoluble in water! To get around this 
problem, a common technique is emulsion polymerization. The monomer is mixed with 
water, a soluble initiator such as a redox agent (for example, persulfate), and a detergent 
such as SDS. The detergent forms micelles, the monomer goes into the micelles, and poly­
merization occurs in the novel environment of the interior of a micelle. The micelles contain 
most of the monomers, and once the initiation takes place the monomers are in high concen-
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Connections 

PMMA-One Polymer with 
a Remarkable Range of Uses 

Poly(methyl methacrylate), PMMA, is readily formed by 
a variety of polymerization procedures and it is one of the 
foundations of the modern polymer industry. First devel­
oped by Rohm and Haas as a clear plastic known as Plexi­
glas, it is a very tough, highly transparent material. You 
can easily see through sections of Plexiglas that are over a 
foot thick, making it ideal as a protective glass substitute 
(for exam pie, protecting hockey fans from e rrant pucks). 
Another interesting use is in the largest single window 

and 13 inches thick. Imperial Chemical Industries markets 
PMMA as Lucite. In this form, it is used in hot tubs and sin­
gle piece showers. In addition, PMMA can be made by 
emulsion polymerization to form a latex that is a staple of 
the water-based household paint industry. PMMA is an 
excellent example of how one polymer can in fact repre­
sent a wide range of materials. 

in the wo rld at California's Monterey Bay Aquarium. 
It is a single piece ofPMMA, 54 feet long, 18 feet high, 

Methyl methacrylate 

tration for propagation. This allows monomers that are typically rather sluggish in the prop­
agation rates, such as butadiene, to polymerize efficiently. The sizes of the micelles are such 
that they contain, on average, only one growing chain, so the termination reactions are im­
peded. As monomer is consumed, more diffuses into the micelles from bulk solution. There­
sulting aqueous suspension of an organic polymer in a micelle is generically called a latex. 
Both natural polymers, such as natural rubber, and synthetic polymers can form latexes. 
Water-based paints are generally formed by this technology. There are many ways to control 
emulsion polymerization. Choice of detergent, concentrations, initiator, etc., should all in­
fluence the final nature of the product. 

Along with termination, another important side reaction in radical polymerizations is 
chain transfer (Figure 13.13 B). This happens when the terminal radical of a growing chain 
reacts not with another monomer, but rather with another polymer chain by hydrogen 
abstraction. This terminates the original chain, but puts a reactive center on the new chain. 
The number of growing chains is not different, but chain transfer can affect the molecular 
weight distribution. 

An important feature of chain transfer is that the hydrogen abstraction can occur any­
where along a polymer chain. As such, chain transfer generally leads to branching. So, 
contrary to initial expectation, radical polymerization of a simple monomer like styrene 
can lead to a branched polymer. Branching substantially affects the material properties of a 
polymer, discouraging crystallinity and thus lowering Tm. 

13.2.5 Anionic Polymerization 

Conceptually, anionic polymerizations are related to free radical polym eriza tions in 
that they are chain processes with a reactive end group on the growing chain, in tills case an 
anion rather than a radical. However, the reaction conditions and ultimate polymer proper­
ties are much different for the two types of polym erization. 

The basic scheme for anionic polymerization is a chain mechanism, such as that shown 
in Figure 13.13 B, with the reactive functionality being an anion of some sort. In fact, a variety 
of initiators have been employed . These include dissolved metals such as Na in liquid am­
monia, alkyllithium and Grignard reagents, and organic radical anions su ch as sodium 
naphthalenide. The key step is simply to crea te the carbanion of the monomer, and then the 
propagation process occurs. In anionic (and cationic) polymerizations the initiator is also 
sometimes referred to as a catalyst, although it is never recovered unchanged from the 
reaction. 

The prototype monomer is a monosubstituted olefin with a substituent that can stabilize 
a nega tive charge. Typical monomers include butadiene, styrene, acrylonitrile, and methyl 
methacrylate . Mixtures of styrene and butadiene are used in running shoes, and described 

PMMA 
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R-Li -
trans-Tactic 

or 

cis-Tactic 

R~ 

in the next Connections highlight. Certain ring-opening polymerizations are also initiated 
by anions, and we will discuss those in Section 13.2.8. 

The list of monomers compatible with anionic polymerization overlaps the radica l ]jst 
(Figure 13.16) considerably, but the unique features of anionic polymerization mean that the 
same p olymer can be a different material. For example, one important feature of anionic po­
lymeriza tions is that they show a tendency to produce stereoregular polymers, in contrast to 
radical polymerizations. As such, polystyrene produced by anionic polymeriza tion is more 
crys talline than polystyrene produced b y radical polym erization. This is just another exam­
ple of how one polymer-polystyrene-can represent several different materials. Note also 
that because carbanions generally do not abstract protons from C-H bonds, chain transfer 
(and branching) is typically not a problem in anionic polymeriza tions. 

A common material m ade by anionic polymerization is the random copolymer com­
posed of a roughly 1:3 mixture of polystyrene and polybutadiene known as SBR (for styrene 
butadi ene rubber). Both of these monomers are compatible with anionic polymerization, 
and indeed SBR is made this way as a popular substitute for natural rubber, often used in 
the automotive industry. Styrene and butadiene are also both compatible with radical poly­
merization, and SBR can be made under emulsion polymerization conditions using radical 
initiators. 

A m onomer such as butadiene opens up another s tereochemical option-that is, 
whe ther the remaining double bond is cis or trans. Not surprisingly, the differing stereo­
chemis tries have different properties, w ith the trans tending to have higher transition tem­
pera tures. Conditions have been found that allow some, but not complete, control over the 
cis / trans content of the polymer. 

Another feature of anionic polymerizations is that they are often li ving. Under appro­
priate conditions carbanions can be much more stable (actually, persistent is a better term) 
than radicals, and so it is not unreasonable that once all the monomer is exhausted, the poly­
mer ch ains can retain a reactive, anionic group at their termini. As noted above, having a liv­
ing polymerization opens up the possibility of preparing block copolymers . 

13.2.6 Cationic Polymerization 

Cationic polym eriza tion is the direct analogue of anionic polymerization but with a ca t­
ion at the terminus of the growing polymer chain. Initia tors are ei ther strong acids such as 
su lfuric, perchloric, or hyd rochloric acid s, or Lewis acids such as BF3 or TiCl4. Usua lly the 
Lewis acids require water or methanol as a "cocatalyst", suggesting that the reactive initia­
tor is actu ally a pro tic acid. The list of viable monomers is somewhat limited, including iso­
butene, methyl vinyl e ther, and butadiene-all structures that can give stabilized cations. 
Ca tionic polymerizations are the least common of the types discussed here. 

13.2.7 Ziegler-Natta and Related Polymerizations 

A major advance in polymer science occurred in the 1950s when Ziegler and Natta both 
es tablished that aluminum alkyls could polymerize ethylene under high pressure. They dis­
covered that addition of transition metal compounds such as TiCl4 or VC15 accelerated the 
reaction, so that ethylene could be polymerized at atmospheric pressure and room tempera­
ture (Eq. 13.23). Propylene could also be polymerized by these system s. While these very 
simple, and readily available, olefins can be polymerized under radical conditions with dif­
ficulty, such reactions were far from optimal. The discovery of Ziegler-Natta polymeriza­
tion launched a huge effort in polyethylene and polyprop ylene science that continues to this 
day, with tens of millions of pounds of each being produced every year. 

Ziegler-Natta 
catalyst 

(Eq. 13.23) 



Connections 

Living Polymers for Better Running Shoes 

One of the most common implementations of living 
anionic polymerization is a triblock polymer of styrene­
butadiene- styrene called SBS rubber (there is also SIS 
rubber from styrene-isoprene-styrene). The polystyrene 
has a Tg of 100 oc while the polybutadiene has a Tg of 
-63 oc. Under normal conditions, the polystyrene gives 
the material a rigid structure, resisting the rubbery prop­
erties of the polybutadiene. However, under high impact 
the polybutadiene can "give", preventing the material 
from shattering. The key is that because this is a block 
copolymer, the polystyrene sections can aggregate to form 
tough domains that act like pure polystyrene, but the rub­
bery polybutadiene is still around. There is a good chance 
that SBS rubber is a component of the soles of your run­
ning shoes. 
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The synthesis of SBS rubber is also interesting. First, 
a block of polystyrene (A) is created by initiating styrene 
polymerization with, for example, n-butyllithium. Next, 
butadiene is added and a poly butadiene block forms. You 
might think that the next step would be to add styrene to 
create the third block, but unfortunately, the poly buta­
diene terminus is not reactive enough to initiate styrene 
polymerization. A clever way around this is to "cap" all 
the chains by reacting with dichlorodimethylsilane. Next, 
we add another living chain of pure polystyrene (A again, 
although we could instead choose a different block poly­
mer). The polystyrene terminus reacts with the chlorosi­
lane, and we have our triblock. 

Styrene 

n-Bu 

n-Bu 

n-Bu SBS 

m 

Synthesis of SBS rubber 

A great range of Ziegler-Natta catalysts has been developed, and all consist of at least 
two components. Usually, a trialkylaluminum compound is involved, but alkyl aluminum 
halides, alkyl sodiums, and dialkyl zincs have also been used. The second component is typ­
ified by TiCl4 or TiCl3, although other transition metal compounds have been used. Other 
additives (a third component) have included NaF, amines, and HMP A. These catalysts are 
not especially well-defined or well characterized chemical entities. They are empirically ob­
tained mixtures that produce desirable results . We return to this issue below. 

Along with the mild reaction conditions, there are two other key features of Ziegler­
Natta polymerization. First, chain transfer to the polymer, a common side reaction in radical 
polymerization (Figure 13.13), is essentially absent in such systems. As such, highly linear 
polymers can be made using Ziegler-Natta systems. The polyethylene made by a Ziegler­
Natta reaction has high density and is more crystalline than polyethylene made by a radi­
cal polymerization. 

Second, Ziegler-Natta systems can give highly stereoregular polymers. Depending on 
the monomer and the catalyst, stereoregularity from 20% to > 99% can be achieved. The iso-
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tactic polypropylene made by Ziegler-Natta catalysis again has much different material 
properties than the atactic polypropylene prepared by radical polymerization, and it has be­
come an important article of commerce. 

Mechanistic studies of Ziegler-Natta polymerizations are challenging because of the ill­
defined nature of the catalyst. Much debate has focused on the roles of the various metals 
and on the exact nature of the active species. In fact, it seems likely that more than one active 
catalyst is present in the reaction mixture, and that these different catalysts have differing re­
activities and differing stereoselectivites. This limits the usefulness of the traditional, heter­
ogeneous, Ziegler-Natta catalysts. Nevertheless, the spectacular success of Ziegler-Natta 
systems got organometallic chemists thinking about plausible intermediates along the poly­
merization pathway, especially those involving metal olefin complexes and insertion re­
actions involving metal alkyls (recall Section 12.2.5). This fundamental organometallic re­
search led to the next big advance in polymeriza tion chemistry. 

Single-Site Catalysts 

Beginning in the mid-1980s, another revolution in olefin polymeriza tion occurred with 
the development of metallocene-based catalysts for Ziegler-Natta type polymerizations. 
The key catalysts typically involve a group IV metallocene (Ti or Zr) mixed with methylalu­
minoxane (MAO), which is prepared by partial hydrolysis of trimethylaluminum. A bit of 
the old Ziegler-Natta magic remains. The essential mechanism of olefin polymerization by 
metallocene catalysts is given in Figure 13.17. With metallocenes, we now have a pure, well­
defined, single catalyst in the reaction mixture. This is in stark contrast to the ill-defined, 
complex mixture in more conventional Ziegler-Natta preparations. With every polymer 
chain growing off the same kind of catalyst site, even greater control is possible. The poly­
ethylene and polypropylene so produced are now more linear and more stereoregular than 
ever before. 

Figure 13.17 
Basic mechanistic fea tures of metallocene-based, Ziegler- Natta 
polymerization. 

Recall from Chapter 6 that the other key feature of metallocene catalysts for Ziegler­
Natta polymerization is enhanced control of stereochemistry (see the Going Deeper high­
light in Section 6.7). Beautifully designed, chiral, Cz-symmetric metallocenes have been de­
veloped for the synthesis of isotactic polypropylene, while C-symmetric metallocenes lead 
to syndiotactic polypropylene. Thoughout the world, billions of pounds of polyethylene 
and polypropylene are now made using these catalysts, the result of modern organometallic 
chemistry and mechanistic insight. 



Going Deeper 

Using 13C NMR Spectroscopy to 
Evaluate Polymer Stereochemistry 

Once it was appreciated that metallocenes could be potent 
ca talysts for olefin polymerizations, a huge number of sys­
tems were designed and synthesized, with the goal of max­
imizing, among other things, the stereoregularity of the 
polymer. This required a simple, quantitative way to eval­
uate the tacticity of polymers, and modern 13C NMR spec­
troscopy provided a perfect solution. For polypropylene 
we can describe any pairwise relationship between ste­
reocenters as "meso", m (local mirror symmetry), or "race­
mic", r (local ( 2 symmetry). 13C NMR spectroscopy can 
easily distinguish an m diad from an r diad, where the 
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resonance of the central C of the fi ve carbon unit (pentad) 
is indicative of the stereochemistry. In fact, modern high 
field machines can distinguish an mmmm pentad (five 
stereocenters, four pairwise relationships) from an rrrr 
pentad or any other pentad. The 13C NMR spectrum of 
atactic polypropylene shows ten peaks in the methyl 
region, corresponding to the ten possible pentads. You 
are asked in Exercise 4 to Jist the ten. All the peaks have 
been a signed to particular pentads, and so now a simple 
13C MR spectrum provides a thorough analysis of poly­
propylene tacticity. Comparable analyses are available 
for other polymers. 

Polypropylene pentads 

With the advent of metallocene catalysts, polyethylene and polypropylene production 
has reached new heights (Table 13.1). Differing synthesis conditions produce noticeably 
different materials, leading to new classifications. The high temperature, radical polymer­
ization to give polyethylene produces a material with extensive branching due to chain 
transfer. This material cannot pack well as a solid, and so it is not crystalline. It is termed low­
density polyethylene (LOPE). Because of the low crystallinity, the material is highly flexi­
ble, and it is used in packaging film and in plastic grocery bags. 

Since Ziegler-Natta polymerization does not suffer chain transfer, the polyethylene 
made by this route is highly linear (no branching). If desired, a small amount of controlled 
branching can be introduced by copolymerizing ethylene with 1-butene and perhaps small 
quantities of 1-hexene and / or 1-octene. Now the basic backbone is linear, but small alkyl 
side chains emanate from it. This material is also not highly crystalline, and it is termed lin­
ear, low-density polyethylene (LLOPE). Its properties are similar to those of LOPE, but the 
convenience (low temperatures and pressures) and control of Ziegler-Natta polymerization 
have made LLDPE a strong competitor for LOPE. 

When branching and side chains are avoided altogether by polymerizing ethylene alone 
w ith Ziegler-Natta or metallocene catalysts, a highly crystalline, higher density material 
emerges that is called high-density polyethylene (HOPE) . This is a much stronger, more 
rigid rna terial that is u sed in plastic milk bottles, bottle caps, and other tough plastic applica­
tions. Roughly half the polyethylene made is HOPE, with the remainder being evenly split 
between LOPE and LLDPE. 

13.2.8 Ring-Opening Polymerization 

Classical ring-opening polymeriza tions represent a diverse group of reactions and poly­
mer types. Figure 13.18 shows several prototypes. Often a ring-opening strategy simply 
provides an alternative approach to a polymer that can be made by another route. This is cer­
tainly the case for the caprolactam-based synthesis of Nylon-6. The formation of polyfor­
maldehyde (also known as Delrin) by ring-opening polym eriza tion of the cyclic formalde­
hyde trimer also falls into this category. 
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a: Base or acid H 
~N - (CH2)5 - ~ ~ 

0 
E-Caprolactam Nylon-6 

( 0 1 BF3 ~ cH2- o~ 
0 '-../0 

Trioxane Polyformaldehyde (Delrin) 

0 ~CH2- CH2 - 0~ 
D Anionic or 

cationic 
catalysts Poly( ethylene oxide) 

Lb ROMP VA± 
vb ROMP ~ Dicyclopentadiene 

Poly(DCPD) 

Figure 13.18 
Examples of ring-opening polymerization. 

Relief of ring strain is often a driving force for ring-opening polym erizations. The an­
ionic p o lymeriza tion of ethylene oxide [making poly(ethylene oxide)] is certainly an ex­
ample of this. Because of the substantial relief of strain, a wide range of injtiators exists, in­
cluding h ydroxide, alkoxides, organom etallic compounds, Lewis acids, and protic acids. 
Prop y lene oxide can also be indu ced to poly merize, as ca n analogous thiiranes. 

A novel bit of chemistry is involved in the formation of epoxy resins (Figure 13.19). It 
involves ring-opening and other reactions. It also is an example of cross-linkjng being de­
signed into a material to increase toughness. Epoxy resins see commercial use in the surface 
coa tings of electromc circuit boards. The common two-part epoxy adhesive that you can ge t 
at a hard ware store is also a member of this family. 

Most epoxy resins are made by combirung two well know n monomers, epichlorohydrin 
and bisphenol A (so named because it is formed by the reaction of two equivalents of phenol 
with ace tone). The imtiallinear polymer (middle structu re in Figure 13.19), arises from ring 
open ing and then reclosure, to ul tim ately produce bisphenols linked by CHrCH(OH)­
CH2- groups. An excess ofepichlorhydrin is used so that every chain terminates with an ep­
oxide on both ends. Beca use of the reactive termini, cross-linking of the chains is possible. 
While a variety of cross-linkers (also known as curing agents) are used, amines such as di­
ethylenetriamine are common. Nucleophilic ring opening p rovides extensive opportunities 
for cross-linking, ultimately producing a very tough material. The two components in an ep­
oxy adhesive system are the bis-epoxide capped polymer in one tube and the polyamine 
curing agent in the other. When they are mixed, cross-linking occurs, and an adhesive is 
formed . For this application, n in the capped polymer is usually small, perhaps 1-5. In other 
applica tions, such as surface coatings, n is larger. 

A new addition to the array of polymer synthesis methodologies is ring-opening me­
tathesis polymerization (ROMP) . Although the basic reaction had been known for some 
time, it w as not until the development of new transition metal catalysts based on work by 
Schrock and Grubbs (Chapter 12), tha t the methodology became practical (Figure 13.18). 
Typica lly the reaction requires strained olefins such as norbornene so that relief of strain 
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CH3 

HO-D-10-0-CH2 ---<J 
/ CH3 

CH3 ~ CH3 

O o -D-10-0 -CH2 OH o -D-10-o - CH2---<J 
CH3 n CH3 

j H,w"'-J'H~NH, 
~ ~H ~~ OH ~ross-link1 

O~O-CH2 O~O-CH2~NH~ ~~ 
CH3 n CH3 m 

Epoxy resin 

Figure 13.19 
Formation of an epoxy resin. The" cross-links" shown in the last 
structure indicate bonding arising from nucleophi lic opening of 
an epoxide on another bis-epoxide. 

on ring opening can push the reversible metathesis reaction toward polymerization. The 
readily available and inexpensive dimer of cyclopentadiene is an ideal substrate, such 
that poly(dicyclopentadiene) (polyDCPD) is now a common material. Recently developed 
much more reactive Ru-based catalysts can even polymerize essentially unstrained olefins 
such as 1,5-cyclooctadiene, and this could expand the range of usefulness of ROMP. Re­
markably, these transition metal-based catalysts are quite tolerant of he teroatom functional­
ity, allowing polar and even proton-donating functionalities to be p art of the monomers. In 
addition, living polymers are often produced from ROMP, providing new strategies for 
diblock and triblock polymer synthesis. 

13.2.9 Group Transfer Polymerization (GTP) 

Another relatively new addition to polymer synthesis methodology, group transfer po­
lymerization (GTP), uses some fairly sophisticated chemistry and a novel polymeriza tion 
mechanism. The prototype reaction, as introduced by Webster and co-workers at DuPont in 
1983, is shown in Figure 13.20. It involves a vinyl monomer such as methyl methacrylate, a 
sily l ketene acetal as an initiator, and a nucleophilic catalyst such as bifluoride, cyanide, or 
azide. It is proposed that a hypervalent silicon species is involved, and that the silyl group is 
directly transferred from one oxygen to another, hence the name group transfer polymeriza­
tion. The transfer results in the formation of a new silyl ketene acetal at the end of the grow­
ing polymer chain, allowing the process to continue. Consistent with this mechanism is the 
observation that only monomers with a potentially coordinating side chain such as methac­
rylate or acrylonitrile are compatible with GTP. 

GTP produces a living polymer, such that each chain is terminated by a silyl ketene ace­
tal that will be stable once all monomer is exhausted. Thus, all the advantages of living poly-
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Figure 13.20 
Group transfer polymeriza ti on. 

meriza tion discussed above, including simple control of molecular weight, narrow molec­
ular weight distributions, and facile formation of block copolymers, apply to GTP. Because 
of its unique mechanism, GTP offers some new options for polymeriza tion, involving side 
chains that may not be compatible with conventional radical polymerizations. This feature, 
and the fact that it produces living polymers, has generated considerable excitement abou t 
this relatively newer polymerization strategy, and commercial products based on GTP have 
already appeared. 

Summary and Outlook 

In this brief overview of a vast field, we have introduced many of the basic concepts of poly­
mer science. Differing structural types and polymeriza tion strategies have been d escribed, 
and the importance of molecu lar weight analysis emphasized . In this regard, classic poly­
mers such as polyethylene and polypropylene were examined. Furthermore, polymer phase 
behavior was found to rely primarily on the same principles given in Chapter 3 that dictate 
the therm odynamics of solutions. We have also introduced novel types of organic materials, 
such as dendrimers, fullerenes, and liquid crystals. You will no doubt be seeing many stud­
ies on these kinds of structures in the modern chemical litera ture. The polymer chemistry we 
have discussed builds upon many of the types of reaction mechani sms in troduced earliet~ 
and it is clearly an area where mechanistic insight can rapidly lead to practical ramifications 
and applications. 

Some of the most exciting new types of organic polymers have applications in the elec­
tronics industry. In Chapter 17 we will return to polymers again. There, it will be the elec­
tronic structure of the polymers rather than the functionality and topology that will be key. 
However, in order to understand the electronic structure of these polymers, we need a more 
in-depth understanding of molecular orbital theory. Thus, we now turn to Part III of this 
book, where molecular orbi tal theory is the starting point from which several topics are 
launched, including pericyclic reactions, photochemistry, and electronic materials. 
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Exercises 

1. Draw G1 and G2 poly( propylene imine) dendrimers s tarting from a tetraaminoadamantane core. How many exposed 
a mines will be present at G5? 

2. Calculate the y ield for an in tact G5 dendrimer of the P AMAM type if each indiv idual linkage in the sequence occurs with 
a 99.5% yield . 

3. Why does PVC have a higher Tm than polypropylene? 

4. Show that there are 10 an d onl y 10 s tereochemica l pentads for a polypropylen e-type polymer and list them all. 

5. Polymer theory tends to emphasize simple systems, such as polyethylene. Unfortunately, ethylene polymerization, even 
using advanced Ziegler-Na tta methods, is not controlled enough to allow p roduction of, for example, a series of polyethyl­
enes with M , of 10,000, 15,000, 20,000, etc. for comparison with theory. Suggest how olefin metathesis chemistry could pro­
vide a solution to thi s p roblem. 

6. Su ggest a synthesis of the Spandex molecule shown in Section 13.2.3. (Hint: MDI is a commonl y ava il able molecule.) 

OCN-o-CH2-o-NCO 

MDI 

7. Figure 13.20 shows the proposed mecha nism fo r group transfer polymeriza tion, involving a hypervalent silicon interme­
d iate. An al terna ti ve proposal in vokes fu ll displacement of the silyl group from the initiator, forming, for example, fluoro­
tri methylsilane if a fluoride-based ca talyst is used. Suggest an experiment that would distingui sh these two mechanisms. 

8. Methyl methacry late can be polymerized both by free radical addition and GTP methods. Compare and contrast the poly­
mer structure and the ways in whi ch one would manipulate the molecular weight distributions. 

9. A recent addition to the condensa ti on polymeriza tion field has been acyclic diene metathesis polymerization (AD MET). 
When an acyclic d iene is reacted with a modern metathesis ca talyst, a condensation polymeriza ti on occurs with the loss 
of the sma ll molecule ethylene. In AD MET the loss of ethylene pushes the reaction toward the polymer product. Making 
high molecu lar weight polymers through AD MET has only recently become feas ible, and it remains to be seen how useful 
th is approach will be. With AD MET and ring-opening metathesis polymerization (ROMP; see Figure 13.18) it is possible to 
make the "same" polymer by two d ifferent routes. For example, ROMP of 1,5-cyclooctadiene might be expected to give the 
same polymer as AD MET of 1,5-hexadiene. Discuss how the products of these two reactions might be expected to differ, 
both wi th regard to structure and molecular weight distribution. 

10. Consider the four pairs of reactivity ra tios g iven in the Going Deeper highlight on copolymerization on page 792. Does 
each number make sense given what we know of radical reacti vity? Why are both numbers for vinyl acetate so low? 
Briefly discuss the implica tions of each p airing for the composition of the copolymer. 

11. Propose an experimental approach to measure the inversion barrier in corannulene. (Hint: Consider the symmetry of a 
monosubsti tu ted corannulene.) 

12. At least two factors are considered to contribute to the inversion barrier in corannulene, one favoring and one disfavoring 
plana rity. Discuss these and any other fac tors that might contribute to the 10.2 kcal / mol barrier. 

13. How many 6-6 and h ow many 6-5 bonds are there in C60? (Hint: If you have trouble seeing this, get your hands on a soccer 
ball.) 

14. As suggested in the figure in the Connections highlight on p age 778, alkanethiols self-assembled onto gold surfaces 
do not line up perfectly perpendicular to the surface, but rather tilt all in the same direction by about 30°. Suggest why 
th is migh t be so. 
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15. Given the polymer molecular weight distributions A and B shown below, rank order the following four quantities: M11(A), 
Mn(B), M w(A), and Mw(B). Just to be clear, both distributions are symmetrical and peak at the same molecular weight. 

Molecular weight 

16. In one polymerization reaction it was found that termination processes were much slower for longer polymer chains. 
The molecular weight distribution was found to be as shown below. 
a. Explain how the molecular weight distribution is consistent with the termination rate data noted. 
b. Will the smaller peak have a larger effect on M" or Mw? Explain. 

Molecular weight 

17. In one sense, cross-links in a polymer are a type of branching. However, addition of cross-links tends to increase the melt­
ing point of a polymer, while addition of branches tends to decrease the melting point. Explain. 

18. Though its genera l shape is cigar-like, the followin g compound does not form any liquid crystalline phases. Propose both 
an explanation for this observation and structural modifications that might result in liquid crystallinity. 

0 

0 

19. Liquid crystals have been used for many years as solvents in NMR studies. Though tumbling of solute molecu les in iso­
tropic solvents has the great advantage of simplifying NMR spectra, additional information about the structures of solute 
molecules can be ga ined from analysis of the more complica ted spectra obtained for oriented solute molecules in liquid 
crystalline solvents. 
a. Fortunately, liquid crystal domains with random orientations are genera lly not encountered in these experiments. 

Instead, oriented phases are obtained. Explain the reason for this fact. 
b. Some molecules are better aligned than others in an oriented liquid crysta lline phase. What characteristics of a molecule 

should lead to good alignment? 

20. It is often found that for high molecular weight polymers, the melting temperature (T",) and the degree of polymerization 
(0 P) have the following relationship: 1 I Tm- 1 I T m(;nfinity) = 2R I (tlH rus • DP). Here R is the gas constant and flHtus is the 
energy of interaction between each individual monomer unit with a neighboring monomer unit. Explain why this occurs, 
and interpret they intercept. 

1-E -.,... 

1/DP 
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2l.lnterestingly, a variety of polymers become insoluble upon heating and are soluble again upon cooling . This is opposite 
to the behavior commonly found for small molecules. The following polymer is soluble in water below 30 °C, while above 
that temperature it precipita tes. Explain the general phenomenon that leads to this behavior, with a focu s upon entropy 
and enthalpy considera tions of solubility, rather than on the specific structure of this polymer. 

22. Often there is a slight dev iation from Eq. 13.9 a t the begi nning of the polymeriza tion. Why would there be a deviation from 
linearity? 

23. Through the course of a free radical polyme ri za ti on, the termination rate typica ll y varies much more than the propagation 
rate. Give two reasons for thi s phenomenon. 
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CHAPTER 14 

Advanced Concepts in 
Electronic Structure Theory 

Intent and Purpose 

This chapter presents a substantially more advanced analysis of electronic structure theory 
than does Chapter 1. We begin with a brief introduction to quantum mechanics. The goal is 
to make you comfortable with the notion of wavefunctions, the Schrodinger equation, and 
the form of the Hamiltonian for atoms and molecules. We also describe why a chemical bond 
forms. Most chemists think about bonding improperly, even though it is a fundamental con­
cept in chemistry. 

We then present ab initio molecular orbital theory. This is a well-defined approxima­
tion to the full quantum mechanical analysis of a molecular system, and also the basis of an 
array of powerful and popular computational approaches. Molecular orbital theory relies 
upon the linear combination of atomic orbitals, and we introduce the mathematics andre­
sults of such an approach. Then we discuss the implementation of ab initio molecular orbital 
theory in modern computational chemistry. We also describe a number of more approxi­
mate approaches, which derive from ab initio theory, but make numerous simplifications 
that allow larger systems to be addressed. Next, we provide an overview of the theory of or­
ganic 1T systems, primarily at the level of Huckel theory. Despite its dramatic approxima­
tions, Htickel theory provides many useful insights. It lies at the core of our intuition about 
the electronic structure of organic 1T systems, and it will be key to the analysis of peri cyclic re­
actions given in Chapter 15. 

We also present a brief introduction to density functional theory (OFT). This is a newer 
method that is steadily gaining popularity. We do not develop OFT as extensively as conven­
tional ab initio theory, in part because the latter is the rigorous implementation of our qualita­
tive notions of structure and bonding. So, while OFT may in time become the computational 
method of choice, ab initio molecular orbital theory is a pedagogically more useful introduc­
tion to advanced molecular quantum mechanics. 

With a more developed view of MO theory than given in Chapter 1, we can consider sev­
eral advanced topics for which MO theory is especially useful. These include aromaticity, 
the bonding in cyclopropane, planar methane, through-bond coupling, the novel bonding 
possibilities of carbocations and other electron deficient systems, and the spin preferences of 
organic biradicals and carbenes. We conclude the chapter by tying together the MO theory 
of organic molecules and the MO theory of organometallic complexes, an insight into bond­
ing known as the isolobal analogy. 

The concepts developed in this chapter set the stage for the study of several topics for 
which orbital concepts are crucial, including pericyclic reactions, photochemistry, and or­
ganic electronic materials. In addition, computational methods play an increasingly impor­
tant role in all facets of modern chemistry. We firmly believe that knowledge of the basics of 
these approaches is essential for any practicing physical organic chemist, but also for all syn­
thetic, organometallic, and bioorganic chemists. All desktop computers can now routinely 
run electronic structure theory calculations, and all practicing chemists can avail themselves 
of this powerful tool. Yet, the calculations should not be simply a "black box". Developing 
a deep understanding of these methodologies is beyond the scope of this text, but knowing 807 
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Figure 14.1 
A simple wave that is a function 
of x and t. A. The wave at time 
10 , a nd B. The wave at time 10 + 
iit . A physical wave propagates 
as the result of an applied force. 

V \J .. 
Figure 14.2 
Two waves a re additive, 
crea ting a new wave. 

the basic assumptions and methodologies can be very valuable. This familiarity should 
allow you to read and appreciate the modern computational literature, and to perform the 
calculations themselves with a degree of understanding such that you can interpre t the re­
sults in an meaningful manner for your own research needs. 

14.1 Introductory Quantum Mechanics 

The goal of this first section of the chapter is to cover some of the basics of quantum mechan­
ics that are relevant to calculational m ethods. This introduction is likely a review for most of 
you. However, if the only encounter you have had with quantum mechanics is in under­
graduate physical chemistry classes, it is likely that we present the material in a different or­
der. The intent is to present quantum mechanics in a manner that leads step-by-step to the 
modern view of orbitals and bonding. This presentation is rigorous, but is meant to be only 
sufficient for a good understanding of organic molecular structure and reactions, and it is in 
no way as thorough as you would find in an advanced text on quantum mechanics. In sev­
eral places we just give the result, and leave it to the interested reader to delve into a more ad­
vanced text if they desire. 

14.1.1 The Nature of Wavefunctions 

One of the starting points for quantum mechanics was the observation that matter ex­
hibits interference phenomena, as does light. De Broglie showed in the 1920s that electrons 
diffract just as does electromagnetic radiation. Hence, electrons exhibit the same "wave­
particle duality" that is necessary to describe the properties of light. In classical mechanics, 
waves are mathem atically described by an amplitude function, or wavefunction [ IJI(r,t)], 
which has a positional (r) and a time (t) dependence. Recall from trigonometry that the wave 
nature of the simple time independent function is IJI(X) = cos(x). To crea te a time dependent 
wavefunction, imagine any wave that moves along in space, meaning that the wave propa­
gates at a particular rate (Figure 14.1). Waves in swimming pools are time dependent, mov­
ing across the surface of the pool and dying off to zero amplitude with time. 

The wavefunction IJI(r,t) describes the position of a wave in three-dimensional space at 
coordinates ra t timet. For waves, this describes all their observable properties. Due to their 
wave-like nature, it was postulated in the 1920s that matter such as electrons and molecules 
could be described with wavefunctions also. These wavefunctions contain all the observ­
able information about the system. Therefore, producing the wavefunctions for electrons, 
and for atoms and molecules as a whole, is of paramount importance for understanding the 
nature of chemical structure and reactivity. 

Given the importance of wavefunctions, it is worthwhile to consider some of their prop­
erties. First of all, the probability (P) of the amplitude of a wave being a particular value at a 
certain coordinate rand time t is given by the square of the wavefunction evaluated at posi­
tion rand timet [P = 1J!(r,t)2]. With respect to the wave-like nature of an electron, the exact 
same expression holds, giving the probability of finding an electron at a particular position 
at a particular time. 

An important insight into wavefunctions is that they are additive. The superposition of 
two wavefunctions leads to the addition of the individual amplitudes at coordinates rand 
time t, resulting in a new wavefunction (Eq. 14.1). For example, when you jump into one end 
of a pool and your friend jumps in the other end, the waves collide in the center and add to­
gether. The wave that results from collision can be mathematically described by a wavefunc­
tion that is the sum of the wavefunctions for the two individual waves. The addition is either 
constructive or destructive, meaning that the amplitudes either increase or decrease, respec­
tively, at positions rand times t (Figure 14.2) . The exact same properties hold for electron 
wavefunctions. In fact, the ability to add wavefunctions is one of the prime tenets of molecu­
lar orbital theory, and we will use it extensively. 

ll'new = l/11 + l/12 (Eq. 14.1) 
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14.1.2 The SchrOdinger Equation 

Everything that we want to know about electrons can be extracted from their wavefunc­
tions. Hence, we need to solve for these functions. This is done using the Schrodinger equa­
tion (Eq. 14.2). Here H has the dimensions of energy and is called the Hamiltonian oper­
ator, representing all the forces on the system. The forces are a function of the various posi­
tions of the electrons and nuclei. An operator indicates a mathematical operation (such as 
differentiation, multiplication, etc.) that acts on a function. Eq. 14.2 represents a particular 
situation in which an operator (H) acts on a function (1/f) and gives back the same function (1/f) 
multiplied by a constant (E) . This is called an eigenvalue problem, with 1/f being the eigen­
function and E the eigenvalue. 

(Eq. 14.2) 

One of the most confusing aspects of quantum mechanics can be the notation. We will 
do our best here to keep it clear and simple. From this point forward in the chapter, wave­
functions (the eigenfunctions) '1', 1/f, and 1/J will be defined as follows. The symbol 'I' will rep­
resent the total wavefunction for the system under consideration (usually a molecule); 1/f will 
represent molecular orbitals; and 1/J will represent atomic orbitals. In addition, E will repre­
sent the total energy of a system while E will be an individual orbital energy (both are eigen­
values); His a Hamiltonian operator and his Planck's constant. The choice of the Hamilto­
nian and how the wavefunctions are expressed is much of what the next few sections are 
about. 

14.1.3 The Hamiltonian 

The Schrodinger equation tells us that the forces operating on a wavefunction will gen­
erate a wave with energy E. To solve for the wavefunction and the energy we need to know 
the forces operating on the system. In classical mechanics the forces on a system create two 
kinds of energy-kinetic and potential. The Hamiltonian operator His therefore broken into 
two operators (Eq. 14.3), one that represents kinetic energy (T) and one that represents po­
tential energy (V). 

H = T +V (Eq. 14.3) 

The kinetic energy of any particle is generated by the potential field the particle inhabits. 
When the potential field has no dependence upon the velocity of the particle and is simply 
related to the coordinates of the particle, the kinetic energy of the particle is only related to its 
momentum (p) and its mass (m) (Eq. 14.4). The operator that generates the momentum of a 
three-dimensional wave is given by Eq. 14.5, where \7 = (a I ax)i + (a I ay)j + (a I az)k (where 
i, j, and k are orthogonality operators; consult a vector calculus text if you are unfamiliar with 
these). Substituting Eq. 14.5 into Eq. 14.4 gives the kinetic energy operator (Eq. 14.6). The na­
ture of the \72 term (Eq. 14.7) is ex tremely important to understanding the energies of elec­
trons and the nature of bonding, and we will return to it below. For each and every particle, 
whether an electron or nucleus, in an atom or molecule, we will need to write a term such as 
Eq. 14.6 representing its kinetic energy. 

T =( 2~ )P2 

p=(7)v 

(Eq. 14.4) 

(Eq. 14.5) 

(Eq. 14.6) 

(Eq. 14.7) 
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Figure 14.3 
The general form of the Hamiltonian for any molecule, along with the 
meaning of each term. 

Now we need to consider the form of the potential energy-that is, the potential field 
that created the kinetic energy described above. For isolated atoms or molecules not sub­
jected to any external influence, there is no time dependence to the potential field. Further­
more, when dealing with electrons and nuclei, the potential field experienced by the parti­
cles depends solely upon their charge and position, and hence Coulomb's law is all we need. 
The repulsive interaction between two electrons (1 and 2) would be given by Eq. 14.8 A; the 
attraction between an electron (1) and a nucleus (A) would be given by Eq. 14.8 B; and there­
pulsion between two nuclei (A and B) would be given by Eq. 14.8 C. Here e is the charge on 
an electron or proton, Z is the atomic number for the particular nucleus being considered, 
and r is the distance between the particles. Given these equations, we can now write the 
Hamiltonian for any atom or molecule (Figure 14.3). 

A. B. c. (Eq. 14.8) 

We will describe in Section 14.2 several techniques for solving the Schrodinger equation 
for complex systems using Hamiltonians of the form given in Figure 14.3. For now, we sim­
ply want to introduce a simplifying notation. To solve the Schrodinger equation, we first re­
write Eq. 14.2 in the form shown in Eq. 14.9, multiplying both sides by f/1* and integrating 
over all space. Because some wavefunctions contain the imaginary number i (i = )-1), in in­
tegrals such as these we must use the complex conjugate, f/1*, where i is replaced by -i. The 
energy E is simply a number and can be written outside the integral. Since the integral sign is 
cumbersome to keep writing, a simpler notation is adopted known as bracket notation (also 
called bra-ket, Eq. 14.10). Here the"< xi" term is called the "bra" and the " lx > "term is 
called the "ket'' (who ever said quantum chemists and physicists don't have a sense of hu­
mor?). Together they mean the integral over all space, and the complex conjugate of the first 
wavefunction in the bra is implicit in the notation. 
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(Eq. 14.9) 

(Eq. 14.10) 

Once the Hamiltonian has been identified, substitution into Eq. 14.10, and some exten­
sive calculus produce the desired wavefunctions, each with a distinct energy. The expecta­
tion value of the energy (E) can be obtained from Eq. 14.11. An example is given in the fol­
lowing Connections highlight, where we look at a very simple system, the hydrogen atom. 

Connections 

The Hydrogen Atom 

In introducto ry chemistry courses, the solutions to the 
Schrodinger equation for the hydrogen atom are com­
monly presented. Let's review how these solutions arise. 
The Hamiltonian for a hydrogen atom is given below. 
Only two terms are necessary, one reflecting the kinetic 
energy of the electron and the other the attraction between 
electron 1 and the nucleus A. We do not need a kinetic 
energy term for the hydrogen atom nucleus, becau se 
we w ill let it be the point of reference. 

H = (-h2 I 2m)"V2 + e2 I rJA 

When this Hamiltonian is used, the solutions are 
the wave functions for the H atom (¢' s). In this specific 
case, the Hamiltonian can be directly substituted into 
H¢ = E¢, and the Cartesian coordinate system (x, y, and z) 
is converted to spherical coordinates (r, e, and ¢). The solu­
tions to the resulting differential equations can be directly 
obtained and are found to have a radial function R(r) that 
is separate from an angular portion [Y(8,¢)] . The radial 
portions of several of these wavefunctions are given in the 
table shown to the right [the angular portion, Y(8,¢), is not 
shown]. 

There are an infinite number of solutions, each with a 
distinct energy (they are quantized). The solutions contain 
numbers that come in particular sets, which we defined as 
the principle, azimuthal, and magnetic quantum numbers 
in Chapter 1. ate that the solutions are nothing more 
than equations describing standing waves in three­
dimensional space. The equations indicate an amplitude 

14.1.4 The Nature of the 'IP Operator 

(Eq. 14.11) 

of the wave at a particular coordinate in space relative to 
the nucleu s. Some of these wavefunctions h ave different 
algebraic signs in different regions of three-dimensional 
space. The different signs represent different phases, 
shown by the shading or color difference drawn for the 
lobes of certain orbitals. 

l s R10(r) = (Z i ao)3122 exp(-p l 2) 

2s R20(r) = (Z I ao)312 (~)2) (2-p) exp( -pI 2) 
2p R21(r) = (ZI a0 )

312 (~j6) p exp(-p I 2) 
3s R30(r) = (Z I ao)3 12 (~j3) (6 - 6p + p 2) exp(-p l 2) 
3p R31(r) = (Z I a0 )

312 (~j6) (4 -p) p exp(-p 12) 

3d Rdr) = (Z i ao)31 2 (~J30)p2 exp(-p / 2) 

The radial dependence (R,1) of hydrogen wave­
functions take the form ¢Ao = R,(r)Y(e,¢), where 
p = 2Zr I na0 , a0 = 52.92 pm, Z is the atomic num­
ber, n is the principal quantum number, and I is 
the azimuthal quantum number. 

The angular functions Y(8,¢) modulate amplitudes 
in various di rections along the x, y, and z axes. Three­
dimensional pictures of the solutions are the familiar 
shapes we call the l s, 2s, 2p, 3s, 3p, 3d, etc., orbitals. Interest­
ingly, solv ing H¢= E¢ gives the Pz orbital in the manner we 
normally present it, but what we normally d raw asp, and 
py orbitals are actually linear combinations of the I = ::t: l 
solutions, meaning that the pictures we draw are just con­
venient representations of the orbitals. 

We calculate the kinetic energy of a wave by using Eq. 14.6, w hich involves the 'il2 opera­
tor. Because 'il2 is a second derivative, this operator gives the rate of change of the gradient 
(first derivative) of the wavefunction at a particular point r. However, in our calculation of 
the energy E (Eq. 14.11), we take the integral over all space. Hence, the kinetic energy of the 
wave is the average kinetic energy over all space-that is, the average change of the gradient 
of the wavefunction . 
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In the comparison of waves A and B, B has the higher 
kinetic energy due to the larger amplitude. In the comparison 
of waves A and C, C has the higher kinetic energy due to the 
larger frequency. The fact that the change in the slope of the 
waves is larger forB and Cis the mathematica l way of stating 
that they have the higher kinetic energies. 
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We want to apply the \72 operator in a qualitative sense to get a feeling for the relative ki­
netic energies of different waves. In Figure 14.4, wave B has higher kinetic energy than wave 
A even though they have the same frequency. This can be appreciated by visual inspection, 
in that the change in slope of B has to be more rapid than for A because of its higher ampli­
tude. Due to its higher frequency, wave C has higher kinetic energy than wave A. Integrated 
over the entire wave, the rate of change of the slope of B is larger than A, and likewise for C 
relative to A. 

Now apply this reasoning to the wavefunctions for the hydrogen atom shown in the 
margin. These plots represent amplitude as a function of one dimension in space. We find 
that the kinetic energy is lowest for wave A (1s), because it has the least amount of change in 
slope relative to B (2s), C (2p), and D (3p). However, it is harder to determine in a qualitative 
fashion whether B or C has the lower kinetic energy, and a calculation is actually needed. Yet, 
it is a clear call for comparing wavefunctions C (2p) and D (3p); D has the higher kinetic en­
ergy due to the greater change in gradients over all space. This kinetic energy analysis also 
explains the notion that the more nodes an orbital has, the higher is its energy. Recall from 
Chapter 1 that nodes are points of zero electron density, where the wavefunction changes 
sign. Having more nodes in an orbital is analogous to a higher frequency wave in a swim­
mingpool. 

Extending these concepts, the kinetic energy of an orbital drops as it spreads out in space 
(Figure 14.5 A). In the extreme, a wave with a constant amplitude spread out over all space 
has a kinetic energy of zero. Conversely, if the electron collapsed into the nucleus, such as is 
being approximated in Figure 14.5 C, the kinetic energy would be infinite. Therefore, the ki­
netic energy of an electron becomes lower the more diffuse the wavefunction becomes. This 
is the basic reason we are taught that electrons preferentially delocalize, and that the more 
resonance structures a compound has, the lower its energy. 

If the kinetic energy drops as the orbital spreads out in space, why don't all electrons 
spread out to infinity? The answer is that the electrostatic attraction between electrons and 
protons favors a collapse of electrons into the nucleus. There is a balance between the elec­
tron wanting to spread out in space to diminish its kinetic energy versus being attracted to 
the nucleus due to electrostatics (potential energy). A balance between kinetic and potential 
energies also occurs in bonding, as described below. 

14.1.5 Why do Bonds Form? 

It is now time to analyze our first chemical bond. Why does a bond form? A typical 
answer is that the energy decreases because the electrons primarily reside in between the 
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Figure 14.5 
Kinetic energy is lowest for a diffuse wave function. 
A. Lowest energy wavefunction, B. Intermediate 
energy, and C. Highest energy wavefunction. 

nuclei of the two atoms in the bond, shielding the internuclear repulsions and holding the 
atoms together. Actually, such an explanation is simply untrue, because it is based solely 
upon an electrostatic argument. In reality, the total electrostatic repulsions between nuclei 
and electrons increase when a bond forms. Think of it this way. The internuclear repulsion 
has to be higher for a bond relative to an infinite distance between the atoms, even if the elec­
trons shield the nuclear charges. Also, if the electrons concentrate between the nuclei, the 
repulsion between them would increase. Hence, there must be a kinetic energy reason that 
bonds form. 

To understand the changes in kinetic energy and potential energy that occur when a 
bond forms, let's analyze the simplest of bonds, that in H 2 +.The Hamiltonian for H 2+ is given 
in Eq. 14.12, where A and B represent the individual nuclei. Here we leave out the inter­
nuclear repulsion term, drawing on a simplification known as the Born-Oppenheimer ap­
proximation (discussed more in Section 14.2.1). 

(Eq. 14.12) 

The Schrodinger equation for H 2+ can be solved in an alternative coordinate system called 
confocal elliptical coordinates. Just as with the hydrogen atom, certain wavefunctions re­
sult, each of which has a distinct energy. 

In Figure 14.6 we show cross-sections of the two lowest energy solutions, along with a 
cross-section through a single 1s orbital. One solution for H 2 +has no node (g, referred to as 
gerade, symmetric, bonding) and one solution has a node (u, ungerade, antisymmetric, anti­
bonding). Now that we have the result of the V'2 operator upon a wavefunction, it is obvious 
that the u wavefunction is higher in kinetic energy. 
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Figure 14.6 
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Geometrical terms for H2 + 

0.2 Cross-sections along the x axis show ing amplitude 
versus distance for A. l s orbital, and for the two lowest 
energy wavefunctions B. f//g and C. f//u for H 2 + relative 
to the center of the bond. The x axis is internuclear 
distance (Bohr radii) . tl represents H positions. 
Adapted from course notes by W. A. Goddard III, 
" Nature of the Chemical Bond." 
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One important feature of these exactwavefunctions for a simple molecule is that they re­
semble 1s orbitals on the individual hydrogen atoms that were either added (the g state) or 
subtracted (the u state). This observation is one of the justifications for linearly combining 
atomic orbitals on atoms to create molecular orbitals. 

We can use our knowledge of the \72 operator to examine the kinetic energy of the g state 
relative to two 1s orbitals. The average change in the gradient of two isolated 1s wavefunc­
tions is larger than that of the g state because in the region where the 1s AOs overlap, the 
bonding orbital is lower in average kinetic energy. The wavefunction is" flatter" in this area 
with the g state. This is the fundamental reason that a bond forms; the kinetic energy of the 
electrons in the bonding region is lower than the kinetic energy of the electrons in isolated 
atomic orbitals. 

Recall that the potential energy increases due to increasing electrostatic repulsions 
during bonding. Hence, there must be a balance between the increased potential energy and 
the decreased kinetic energy, with a net lower energy overall winning out for certain inter­
nuclear distances. We can see this by examining Figure 14.7, where kinetic and potential 
energy terms are plotted relative to an energy of zero for an infinite separation distance 
between the atoms. For H 2 +, T8 (kinetic energy of the gerade state) has a minimum at a partic­
ular interatomic distance, while V8 (potential energy of the gerade state) is always repulsive 
and increases steeply at small distances. The greater the overlap between the orbitals at the 
point of the minimum in the Tg curve, the lower the kinetic energy. This is why bonds are 
stronger with larger orbital overlap. Figure 14.7 also shows the Tu and Vu (ungerade state) 
values as a function of internuclear distance. Note that T,, is always repulsive due to the 
node, but that Vu is actually attractive for certain internuclear distances. Also note that ki­
netic energy (Tg) is never actually negative, but is just negative relative to two separate 
s-orbitals. 
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Figure 14.7 
The kineti c (T) and potential (V) energies of the g and u sta tes for H 2 +as a fun ction of internuclea r 
di stance. The addition of the Tg and V~ energies leads to the typica l Morse potential curve, while 
the addition of the T,, and V, energies leads to a fun ction th at is always repulsive. Adapted from 
course notes by W. A. Goddard III, "Nature of the Chemical Bond." 

Since the real energy of the system is T plus V, we must add the T and V curves for both 
the g and u states. Upon addition for the g state, you find there are certain internuclear dis­
tances that the T term dominates, causing a bond to form . At shorter distances the V term 
dominates, giving the typical shape found for a Morse potential curve (see Sections 2.1.4 and 
8.1.2). For all internuclear distances, the T term dominates in the u state, and this state is al­
ways repulsive. This is the origin of the repulsion between atoms that arises when populat­
ing an antibonding orbital with electrons. 

In summary, bonds form because the kinetic energies of electrons are lower in bonding 
molecular orbitals than they are in isolated atomic orbitals. The potential energy of the sys­
tem is always higher. Addition of the kinetic and potential energies results in an optimum 
bond distance and the common Morse potential diagrams describing bond lengths and 
strengths. 



14.2 CALCULATIONAL METHODS-SOLVING THE SCHRODINGER EQUATION 815 

14.2 Calculational Methods-Solving the Schrodinger 
Equation for Complex Systems 

Now that we have reviewed some fundamentals of quantum mechanics, and laid a founda­
tion for why bonds form, we want to turn our attention to calculating the electronic struc­
tures of atoms and molecules that are more interesting than Hand H2 +.As always, we have 
to use the Schrbdinger equation, but now the mathematics is much more complicated. In­
stead of describing all the math in detail, we touch on the fundamental math required, and 
we describe several of the modern techniques used in such an analysis. 

Because the Schrbdinger equation cannot be solved for any but the simplest systems, for 
years after its development the equation sat idle, with only heroic efforts on mechanical cal­
culators producing any useful results. However, with the advent of high powered comput­
ers, it became feasible to calculate approximate solutions to the Schrbdinger equation for mo­
lecular systems of moderate complexity. The approximations follow two strategies. In one, 
terms that are computationally intensive are replaced with adjustable parameters, often re­
lated to experimental quantities (empirical parameters); or, they are simply ignored. As we 
will see, these terms are one- and two-electron integrals of various kinds. Alternatively, one 
can reject all recourse to adjustable parameters, and simply make well-defined approxima­
tions and solve all necessary integrals, the so-called ab initio approach. Here we will present 
an overview of both strategies. 

14.2.1 Ab Initio Molecular Orbital Theory 

The term" ab initio" means" from first principles"; it does not mean" exact" or" true". In 
ab initio molecular orbital theory, we develop a series of well-defined approximations that 
allow an approximate solution to the Schrbdinger equation. We calculate a total wavefunc­
tion and individual molecular orbitals and their respective energies, without any empirical 
parameters. Below, we outline the necessary approximations and some of the elements and 
principles of quantum mechanics that we must use in our calculations, and then provide a 
summary of the entire process. Along with defining an important computational protocol, 
this approach will allow us to develop certain concepts that will be useful in later chapters, 
such as spin and the Born-Oppenheimer approximation. 

Born-Oppenheimer Approximation 

The mass of the nucleus (M) is more than a thousand times the mass of an electron (m). 
Therefore, electrons move faster than nuclei and can rapidly adjust to changes in nuclear po­
sition. Thus, one can keep the nuclei fixed and simply consider electron motions, giving an 
electronic Hamiltonian as the following terms from Figure 14.3: He= a> + @) + ~.This is 
an approximation that is almost universally made. Breakdowns of the Born-Oppenheimer 
approximation occur only when nuclei are moving very rapidly, as can happen when two 
surfaces meet at a conical intersection (see Section 16.3.1). 

If we calculate the wavefunction for a molecule using the Born-Oppenheimer approxi­
mation, we must choose the coordinates of each nucleus beforehand. However, using the 
Born-Oppenheimer approximation we can determine molecular geometries in the follow­
ing way. First, evaluate He, then add on 0 from Figure 14.3 (which is just Coulomb's law be­
tween nuclei) to give £,0 ,. Term CD from Figure 14.3 is typically not included because the nu­
clei are not allowed to move, and therefore have no kinetic energy. Next, we pick a new 
geometry (move the nuclei), repeat the calculation, and continue until geometrical changes 
no longer lower the energy. 

The Orbital Approximation 

When we are calculating the total wavefunction for an atom or molecule, the orbital ap­
proximation is used (Eq. 14.13). '¥,the total wavefunction, is considered as a product of one 
electron wavefunctions known as orbitals-that is, 'l'a(l), 'l'b(2), 'l'c(3), etc. We usually think 
of orbitals as holding two electrons, but the proper definition of an orbital is as a one-electron 
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wavefunction. This is a subtle terminology issue that we will address fully below. The num­
ber in parentheses indicates a different electron, simply allowing us to keep track of them, 
and the letter designates a particular orbital. When we are evaluating a molecule, the ij!'s are 
molecular orbitals. When we are evaluating an atom, we use atomic orbitals(¢' s). 

(Eq. 14.13) 

Since both ')f and all the ij!' s can be related to probabilities (refer back to Section 14.1.1), 
the orbital approximation defines a total probability as a product of individual probabilities. 
This is only true in probability theory if the individual events (ij!' s) are independent, such as 
each flipping of a coin to get "heads" or" tails" is an independent event. With respect to elec­
trons, this means that the probability that electron 1 will exist at a certain position in space is 
completely independent of the positions of electrons 2, 3, 4, etc. The electrons' movements 
are therefore not correlated, a severe approximation (see the discussion of electron correla­
tion given later) . This is therefore called an independent electron theory. 

Since the probability of the electron being somewhere in the universe is 1, it must be true 
that the integral over all space of the square of a one-electron wavefunction is 1. Hence, one 
tenet of quantum mechanics is that all orbitals must be normalized, defined as satisfying 
Eq.14.14. 

(Eq. 14.14) 

Another important attribute is that the orbitals are orthogonal, meaning that any pair of or­
bitals have zero overlap. Orthogonality is expresssed by Eq. 14.15. This greatly simplifies the 
calculational process, but with no cost in accuracy, as we will see later in this section. 

(Eq. 14.15) 

Spin 

Our 1Jf and cp provide a complete description of the spatial distribution of a given elec­
tron. However, electrons also have an internal structure that we refer to as spin. Each elec­
tron can have an up or down spin (designated as ex or [3), the important point being that the 
two states are opposite. Mathematically speaking, the two states are orthogonal. The inte­
gral of c:x(1)c:x(1) over all space is 1, but the integral of c:x(1)[3(1) is zero. 

The total wavefunction of a molecule needs to take spin into account. The way to do this 
is to simply split our one-electron wavefunctions (orbitals) into a product of two parts-a 
space part and a spin part: 1Jf (MO) or cp (AO) for the space part, and ex or [3 for the spin. The 
actual orbital is the product of the two and is termed a spin orbital. For example, the func­
tion ij!. (1)c:x(1) means that electron 1 has spatial distribution IJia and is spin ex. 

The Pauli Principle and Determinantal Wavefunctions 

Electrons are fermions-that is, indistinguishable particles. Thus, no observable physi­
cal property of a system can change if we simply rename or renumber the electrons. The 
manner in which this statement manifests itself mathematically is that the total wavefunc­
tion of an atom or molecule (')f) must be antisymmetric with respect to an exchange of the co­
ordinates of any two electrons. This is a rule called the Pauli principle (you must just accept 
this rule, unless you want to delve into a textbook on advanced quantum mechanics). Anti­
symmetric means that the exchange of two electrons creates the negative of the original 
function. Consider an operator P1,2 that permutes the position of any two electrons, arbi­
trarily denoted as electron 1 and 2, in a multi -electron system. ')f is an acceptable wavefunc­
tion if P1,2 operating on ')f produces -']f (Eq. 14.16). 

(Eq. 14.16) 
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Let's start checking for adherence to the Pauli principle by considering the simplest 
wavefunction for a two-electron system (Eq. 14.17), where 'l'a(1) is read as electron 1 in or­
bitalljl •. Here, we use molecular orbitals (If/'s) to analyze molecules, but we could just as 
easily have used atomic orbitals (¢/s) for atoms. 

(Eg. 14.17) 

The exchange of the two electrons creates a new system where P1,2 'I' = lf/. (2)a(2)1j!b(1)r3(1), 
which is not equal to -'I', and hence the Pauli principle is not satisfied. 

Now consider an alternative wavefunction (Eq. 14.18). 'I"' is an acceptable wavefunction 
because exchanging the positions of electrons 1 and 2 does produce -'I' ' (Eq. 14.19). 

'I'' = lfla(l) a(1) lflb(2) ~(2) - lfla(2) a(2) lflb(1) ~(1) 

P1 2 'I''= lfla(2) a(2) lflb(1) ~(1)- lfla(l) a(1) lflb(2) ~(2) = -'¥' 

(Eq. 14.18) 

(Eq. 14.19) 

Why is it that the exchange of two electrons creating the negative of the wavefunction 
does not change any physical observables? Remember that any physical observable relates 
to '1'2, which is completely invariant to electron interchange if'¥ is an tisymmetric, because 
(-'1')2 = ('1')2 . Note that 'I'' is in the form of a determinant: 

,,, = I 1/Ja(l) a(1) 1/fb(l) r3 (1) I 
I I/Ja(2) Cl (2) I/Jb(2) r3 (2) 

A spin- orbit wavefunction of this form is called a Slater determinant, after the pioneer­
ing physicist who developed the concept. Any'¥ can be written as a Slater determinant us­
ing the general form shown, creating a to tal wavefunction that obeys the Pauli principle. 
Note that we have now collapsed the spatial and spin parts into a single symbolism, such 
that ljl, (m) contains both space and spin components. 

1/Ja(l) l/lb(1) l/lc(1) ... 1/1,/1) 

I/Ja(2) l/lb(2) l/lc(2) ... I/Jn(2) 

'~" = 
l/la(3) l/lb(3) l/lc(3) ... 1/1,/3) 

tfia(n) 1/!b(n) 1/!c(n) .. . 1/!n (n ) 

It is a mathematical property of determinants that exchange of any two rows produces 
the negative of the determinant. Thus, with a determinantal wavefunction, you can be sure 
that exchange of any two electrons will produce the negative of the original wavefunction, 
sa tisfying the Pauli principle. When a Slater determinant is formed from a product of indi­
vidual wavefunctions, we say that the wavefunction has been antisymmetrized. An opera­
tor A is designed to refer to this process. Thus, when a total wavefunction is written, we nor­
mally write the A operator out front to simplify the notation (Eg. 14.20), and to signify that 
the function is really a Slater determinant. 

(Eg. 14.20) 

Note also that if any two columns of a determinant are identical, the value of the deter­
minant is zero. Thus, in order to have a non-zero wavefunction, no two electrons can occupy 
the same spin orbital, meaning that they cannot have the same spin when in the same spatial 
orbital- a statement of the Pauli principle in a more familiar form. 

Actually there are two different ways to build our Slater determinant with spin orbitals. 
The most obvious way is to give each electron its own spatial function and a spin of a or r3. 
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Two different electronic 
configurations of ethylene 

This is termed an unrestricted wavefunction, and it would have the form of Eq. 14.21. Here, 
the total number of orbitals-last of which is 'l' n-equals the total number of electrons (n). 

More typically, however, a simplification is made. We can have two electrons share the 
same spatial wavefunction and achieve orthogonality through the spin part. We would have 
'l'a(1)a(1)1j1.(2)~(2) for a two-electron system. Writing out the entire wavefunction for ann 
electron system we obtain Eq. 14.22. This is termed a restricted total wavefunction-elec­
trons are required to line up in pairs in spatial orbitals, with one a and the other~· Now the 
total number of orbitals is half the number of electrons, and the subscript on the last 'I' reflects 
this. This is the orbital theory with which we are all familiar. Molecular and atomic orbitals 
contain two electrons, with the electrons having opposite spins. Often, this is viewed as the 
definition of the Pauli principle. Actually, the Pauli principle is expressed in Eq. 14.16. We 
satisfy it by using a determinantal wavefunction, and if we have a determinantal wavefunc­
tion, two electrons with the same spin cannot occupy the same orbital. 

'l' = A ( [ Vfa(1)a(1)][ Vfa(2) ~(2)][ Vfb(3) a (3)][ Vfb( 4) ~ ( 4)] ... [ V/11 ; 2 (n - 1) a(n - 1)][( 11';1 ; 2(n) ~ (n)]) 

(Eq. 14.22) 

Since we designated the population of only particular m olecular orbitals with electrons, 
the Slater determinant only describes a single electronic configuration. By electronic con­
figuration we refer to the exact placement of the electrons into specific orbitals. For example, 
the molecular orbital diagrams shown to the side represent different electronic configura­
tions for ethylene, using a wavefunction that considers only the a and TI bonds of the C=C 
bond. A different Slater determinant would be used for these two systems, because electrons 
are in different orbitals in each configuration. 

The Hartree-Fock Equation and the Variational Theorem 

The variational theorem states that the energy, E, of any approximate solution to the 
Schrodinger equation will always be higher than the true energy. Thus, we minimize the to­
tal energy of any wavefunction to get as close to the true energy as possible. The manner in 
which the minimization is performed will be touched upon when we discuss secular deter­
minants below. 

When we apply the varia tional theorem to a determinantal wave function, we obtain the 
Hartree-Fock equations (Eq. 14.23). 

[ H;; + f (2J;i - K;i)] 'IIi (m) = t:; VI; (m) 

Fock operator 
(Eq. 14.23) 

There are n such equations, one for each electron in the atom or molecule, where the specific 
electron is designated by its number (1, 2, 3, . .. ), here written as the letter m. The subscript i 
stands for each one-electron wavefunction from the Slater determinant, rwming from val­
ues of a, b, c, ... , where aga in the number of letters equals the number of electrons (n) in the 
system under ana lysis. For notational convenience, we will not always explicitly write out 
the spin terms a and~' but they are always there. The subscript j stands for all the other one­
electron wavefunctions. For example, to evaluate the energy for the orbital with i = b, there 
w ill be a single Hbb term, and n J and K terms (!b., hb, !be . .. ). The reason for the factor of 2 in 
front of the J term will be explained when we examine the terms of this equation and the in­
fluence of spin. 

As noted above there are two ways to build our Slater determinant, depending on 
whether we do not allow or do allow two electrons to share the same spatial orbital. In this 
context, these are termed unrestricted Hartree-Fock (UHF) and restricted Hartree-Fock 
(RHF) theories, respectively. For most systems RHF is adequate, such that the "R" is usually 
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dropped. However, for radicals, polyradicals and other open-shell systems in which there is 
an imbalance in the number of a vs. 13 electrons, it is often better to use separate orbitals for 
separate spins. A UHF calculation is then more appropriate. 

The H, J, and K terms are themselves operators that create specific kinds of integrals 
upon multiplying out Eq. 14.23. It is the sum of all these integrals that produces the energy 
(t:;) for each molecular orbital If/;. In our notation for these integrals given below, we have 
dropped the physical constants h, e, and m normally associated with Hamiltonians for 
simplicity. 

H ;; is referred to as the core integral, and is a one-electron integral (Eq. 14.24)-it de­
pends only on the coordinates of one electron. Here we use a specific number to designate 
the electron, in this case 'T', because we will on ly need to keep track of the specific electrons 
when we consider the J and K integrals. The origin of H;; is terms(}) and ® from Figure 14.3, 
and hence it reflects the kinetic energy of an electron in orbital If/; and its attraction to the vari­
ous nuclei (A, B, C, ... with different charges Z). This term simply gives the energy that an 
electron in the molecular orbita l If/; would have if there were no other electrons in the 
molecule. 

(Eq. 14.24) 

The J and K integrals derive from the electron-electron repulsion term ~ in Figure 14.3. J is 
the called the Coulomb integral and K is the exchange integral. It is because of the deter­
minantal nature of the wave function that these two types of electron-electron interaction 
terms arise. In order to understand this, let's consider a molecule with only two electrons. 
We first introduce some new symbolism to simplify the notation (Eq. 14.25). 

\Jf = lJI;(1) lJ!j(2)- lJf/2) lJ!j(1) = i(l)j(2)- j(1)i(2) = ij- ji (Eq. 14.25) 

Recall that we solve the Schrodinger equation using Eq. 14.11. Substituting Eq.14.25 into 
14.11 gives E = <(ij - j i) IH I (ij- ji)> if the total wavefunction is normalized. After multi­
plying out the terms within the bracket, you get the two-electron integrals shown in the 
margin, all involving a 1 I r term coming from ~ of Figure 14.3. 0 and 0 are Coulomb inte­
grals (such as Eq. 14.26). These are double integrals, one for each electron of the pair over all 
space. These integrals correspond to the classical Coulomb repulsion between two electron 
clouds, one given by If/; and the other by If!;· This term is thus destabilizing, and enters with a 
positive sign. Terms 6 and C) are the exchange integrals (Eq. 14.27). They are non-classical 
terms, meaning that non-quantum mechanical models will not produce exchange integrals. 
They clearly arise from the use of a determinantal wavefunction. That is, exchange integrals 
are a direct consequence of the Pauli principle. 

!;1 =If lfl;(l) lJ!j(2) r1,2
1 1f1;(1) lJ!j(2) drdr 

K;1 =If 1f1;(1) lJ!j(2)r1,2-1 lJ!j(1) lJI;(2) drdr 

(Eq. 14.26) 

(Eq. 14.27) 

It is now useful to con sider the role of the spin functions in Hartree- Fock theory. The spin 
functions a and 13 have no effect on the one-electron core integrals (H;;). They are factored 
outside of the spatial portion of the integral (Eq. 14.28) and their integral equals 1. 

(Eq. 14.28) 

Unlike the core integrals, however, spin affects the two-electron integrals significantly, 
and differently for f and K. To understand this, we return to a two-electron system. In the 
case of the Coulomb integrals, all four possible spin combinations [a(1)a(2), a(1)13(2), 
13(1)a(2), 13(1)13(2)] for electrons 1 and 2 are allowed. Eq. 14.29 shows the kind of integra l we 
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are referring to with the a(1)~(2) state as the example. Such integrals are allowed because 
any given electron has the same spin on both sides of the 1 I r term . This is a quadruple inte­
gral, one integral over each electron's spin and spatial functions. 

l ;j =ffff lf/;(1)a(1) IJ!j(2) ~(2)r1 ,2-1 1f!;(l)a(1)1J!j(2)~(2)dr drdrdr 

=fa (1) a(1) dr f ~(2) ~(2) dr If 1f!i(1) IJ!j(2) r 1,2-
1 1f!i(1) IJ!j(2) drdr 

=If lf/;(1) IJ!j(2) r1,2-
1 lf/;(1) IJ!j(2) drdr 

(Eq. 14.29) 

The situation is more complicated and more interesting with the exchange integraL Both 
the spatia l and spin functions for the electrons are exchanged. Consider again the a(1)~(2) 
spin combination, but now within an exchange integral as given in Eq. 14.30. Here, electron 
1 is a on the left side of the integral, whereas it is~ on right. Similarly, e lectron 2 is~ on the 
left and a on the right. Because a and ~ spin functions are orthogonal (see above), when 
either the a(1)~(1) or the ~(2)a(2) functions are integrated over all space they give zero, caus­
ing this entire integral to go to zero. Such a cancellation will not arise if the two electrons 
have the same spin . 

K;j = ffff 1f!i(1) a(1) IJ!j(2) ~(2) r1,2-
1 IJ!j(l) ~ (1) 1f!i(2)a(2) dr drdrdr 

= f a(1) ~(l)dr J~(2)a(2) dr If 1f!i0)1J!j(2)rl,2- l IJ!j(1)lf/;(2)drdr 

= 0 
(Eq. 14.30) 

Given this discussion, there are two important consequences of the introduction of spin 
into the wavefunction. 

1. All four spin combinations are acceptable for J. 
However, only a(1)a(2) and ~(1)~(2) are viab le forK This produces the factor of two 
with J seen in the Hartree-Fock equation (Eq. 14.23). 

2. K is non-zero only fo r a(l)a(2) and (3(1)(3(2)- that is, only for parallel electron spins. 
Now we can understand the origin ofHund's rule (see Chapter 1). A wavefunction with 
parallel spins will be more s table by a value related to the magnitude of their K integraL 
This will become important in our di scussion of high-spin molecules (see below). 

We can see now that exchange integrals are in a sense correction terms. They correct the 
wavefunction for the fact that electrons of the same spin do not move independently. The 
Pauli principle prevents two electrons of the same sp in from occupying the same region of 
space. 

Given all this, let's remember the goals of this analysis. One goal is to derive the molecu­
lar orbitals and their energies (E/s). To do tl1is we turn to a method ca lled SCF theory, dis­
cussed direc tly below. Once we have these orbitals and energies, we can use them to deter­
mine the to tal energy of the molecule. To calculate the total energy of the molecule, it might 
seem sensible to simply add together the energies of the orbi tal s that are populated with 
electrons to get a total energy, including a factor of two because each orbital has two elec­
trons in a closed-shell molecule. Howevet~ when us ing the Hartree- Fock equation, the total 
energy is not just the sum of the e lectron orbital energies, per Eq. 14.31. Rather, the total en­
ergy is expressed by Eq. 14.32, because each electron-electron repulsion is counted twice if 
we simply sum the orbital energies (that is, ij and ji are both counted). 

(Eq. 14.31) 

(Eq. 14.32) 
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SCFTheory 

In order to find a molecule's MOs, lf/i, we solve Eq. 14.23 m times. However, in order to 
evaluate the two electron integrals J and K, we must already know If/ for each and every filled 
orbital. This is because we must know the orbitals that electrons occupy in order to calculate 
the repulsion each electron feels from all the other electrons. Therefore, we need to perform 
an iterative calculation. We guess the If/'S, evaluate all J and K integrals, solve Eq. 14.23 and 
obtain the £101 value (Eq. 14.32). We then use new lfl's that are generated by this procedure 
and repeat the entire process until the calculation converges to the lowest energy, meaning 
that a new cycle leaves the energy unchanged. The orbitals are then said to be self-consistent 
with the field genera ted by the electrons, hence the term self-consistent field (SCF) calcula­
tions. ln an SCF wavefunction, each electron moves in a potential field that is generated by 
all the other electrons. This fi e ld does not respond to the movement of the individual elec­
tron. We still have an independent electron model. 

Linear Combination of Atomic Orbitals-Molecular Orbitals (LCAO-MO) 

We must represen t the molecular orbi tals in our calculations in a manner such that they 
can be incrementally chan ged in the SCF process. A common approach is to represent a mo­
lecular orbital as a linear combination of a tomic orbitals (Eq. 14.33). Here, the subscript i is 
the same as in the HF equation, where i is a, b, c, etc. The subscript k stands for all different 
atomic orbitals that are included on the atoms in the molecule. H ence, every MO can poten­
tia lly have a contribution from every AO in the molecule. 

(Eq. 14.33) 

This is called the linear combination of atomic orbitals method for crea ting molecular 
orbitals (the LCAO-MO method). As long aseachAO is represented by a single mathemati­
cal function (corresponding to a minimal basis set; see below), the calculations produce the 
same number of If/'s as ¢/s included. This corresponds to the s tatement that one gets as many 
molecular orbitals for a m olecule as there are atomic orbitals on the individual atoms. Note 
that LCAO- MO is just one of many possible ways to computationally develop MOs. It is 
computa tiona lly expedient, and it is consistent with our notion that molecules are buil t up 
from combinations of a tomic orbitals, a conceptual advantage over other possible ways of 
building up MOs. 

Every molecular orbital lf/i starts by including every atomic orbital ¢k on every atom in 
the molecule. The SCF iterative process changes the coefficients (cik) for each lf/i, creating new 
1{1/ s until a minimum energy for the molecule is achieved. 

The a tomic orbitals used in the LCAO-MO procedure are represented by what is known 
as the basis set. Typically, you must distinguish three types of basis sets: 

1. Valence: Only valence orbitals; for example, 2s and 2p on carbon; ls on H. 

2. Minimal: One Junction is used for each orbital; all orbitals up to and inc/ uding the valence shell 
are included; that is, 1s, 2s, and 2p on C; 1s on H. 

3. Extended: Additional Junctions beyond the minimal basis set are added; typically more than one 
mathematical Junction is used to represent each AO, with each individual Junction receiving its 
own coefficient in the wavefunction. 

We do not use hybrid orbitals in these calculations. Hence, as we discussed in Chapter 1, 
MOT does not directly produce the familiar sp3

, sp2
, and sp hybrids. Furthermore, because 

each molecular orbital can potentially be made up from all the atomic orbitals on every atom 
in the molecule, "bonds" can be spread out among many different a toms in a molecule. The 
concept of individual localized bonds between adjacent atoms is gone, although mathemati­
cal transformations of the wavefunctions that produce localized bonding orbitals can be 
developed. 

821 
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Common Basis Sets-Modeling Atomic Orbitals 

Once we have decid ed to let the molecular orbitals be linear combinations of atomic or­
bitals, we need to decide the mathematical form we will use for the atomic orbitals. One 
choice would be to simply use the hydrogenic wavefunctions adapted for other atoms. Such 
a function is called a Slater-type orbital (STO; Figure 14.8 A). These wavefunctions have ra­
di al form s possessing terms such as rn- l e-l;r (~ = Z/ n). Although such functions are used in 
some kinds of semi-empirical calculations (see below), they generally are not used in ab initio 
quantum mechanics. The reason for this is that it is very difficult to evaluate the complex 
two-electron integrals (]and K) with STOs. To address this issue, other types of basis sets 
have been developed. 

A. 

c. 

B. 

Add all three together Resembles STO 

Figure 14.8 
A. Sh ape of STOs. B. Shape o f GTOs. C. Addition of three GTOs 
resembles an STO. 

A popular alternative to STOs is a Gaussian-type orbital (GTO). These orbitals have a 
d ifferent spatial function, X1Y'"Z" e-~; rz . The GTOs are not a good match for atomic orbita ls 
(Figure 14.8 B), but the integrals that must be evaluated are much easier to compute with 
GTOs. The computational advantage is so substantial tha t it is more efficient to represent a 
single AO as a combination of several GTOs rather than as a single STO. 

If we add a few GTOs w ith differing shapes, the result is a function that resembles an 
STO (Figure 14.8 C). Now the basis se t is not just the atomic orbita ls, but is instead all the 
GTOs that are used to make up the atomic orbitals. Hence, the terms that have evolved in the 
litera ture to represent a basis set are acronyms for understanding how the STO mimics are 
crea ted. 

Genera ll y, basis sets are developed by optimizing the appropriate coefficients to mini­
mize the energy or to fit experimental data. The latter approach would constitute a violation 
of our definition of ab initio given at the beginning of Secti on 14.2.1. Nevertheless, there may 
be some empirical param eters hidden in the basis sets used to describe the atomic orbi tals. 

A common basis set used in ea rly ab initio calculations is ST0-3G, an STO mimic created 
by a linea r combination of three GTOs (Eq. 14.34) . Here the a's are coefficients that simply 
re fl ect the ex ten t to which each G is added to create the atomic orbita l </J. These a's are not 
changed during the SCF calculation, but rather they define the basis set. The a's are therefore 
comple tely different than the ci/s used in the LCAO-MOmethod (Eq.14.33), which are opti­
mized during the SCF m ethod. The a's were optimized to fit experimental d ata by computa­
tional chemist Pople, who won the 1998 Nobel Prize in Chemistry for the development of 
many of the essential components of modern ab initio theory. 

(Eq. 14.34) 
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The ST0-3G basis set is a minimal basis set, which lacks the flexibility required for high 
quality calculations. As computer power grows, ST0-3G sees less and less use. 

Another common basis set is 4-31G, an extended basis set. For each core orbital (1s on C; 
1s, 2s, and 2p on Si; ... ), a linear combination of four Gaussians is used instead of the three 
used for ST0-3G. More importantly, each valence AO is split into two functions (0i and 0 /). 
The functions 0 i and 0/ are a linear combination of three Gaussians and a single diffuse 
Gaussian, respectively. This is thus referred to as a split valence basis set, denoted by the 
symbolism 31G. 

0 / = n4G4-usually a more diffuse function 

The two basis functions, 0 i and 0 / for each AO, are treated independently in the SCF proce­
dure, and each has its own coefficient for each atomic orbital in each MO (Eq. 14.35). This 
gives grea ter flexibility to the wavefunction, and this is what makes this basis set "extended" 
beyond a minimal basis set like ST0-3G. 

(Eq. 14.35) 

3-21G is a smaller basis set than 4-31G, but it is still split valence. Its performance riva ls 
that of 4-31G, but at less computational cost, and so 3-21G has largely replaced 4-31G in 
most ab initio calculations. 

A basis set that sees more extensive use than 3-21 G in current ab initio calculations 
is 6-31G*. It is a split valence basis set that uses six Gaussians for the core orbitals and a 
31G split valence shell. In addition, the* indicates that a full set of d orbitals is included on 
all "heavy" atoms (which in this context means all atoms other than H and He). Finally, 
6-31G** is similar to 6-31G*, but includes p orbitals on H as well as d orbitals on heavy 
atoms. 

What is the purpose of the extra functions included in the split valence and further ex­
tended basis sets(* and**)? Their role is to increase the flexibility of the basis set and thereby 
produce more realisticwavefunctions. The split valence approach allows different carbon2p 
orbitals to have different sizes. Consider, for example, the ethyl cation. The 2p: orbital on the 
charged carbon shou ld be contracted relative to the 2p2 orbital on the methyl carbon because 
of the larger effective nuclear charge of the former carbon. Witl1 a minimal basis set this can­
not be done, because all C 2p orbitals are the same. With a split valence basis set, however, the 
SCF calcula ti on can adjust the coefficients of the 0i and 0/ in the 2p, valence orbitals differ­
ently for the two carbons, effectively giving them different sizes. 

The d orbitals added to C and the p orbitals added to H in a basis set such as 6-31G** 
serve a different purpose. Just as the basis AOs need not be all the same size, they need not 
all be centered on a particular atom. Returning to the example of the ethyl cation, you can 
imagine that the 2p: orbital on the methyl carbon might " lean" toward the cationic center, at­
tempting to add some electron density to a very electron deficient site. As shown in the mar­
gin, an appropriate mixing of ad orbital with a p can produce a new orbital that still basically 
looks like a p but is "leaning", or alternatively, is centered off the nucleus. This is called po­
lariza tion of the orbital, and the d orbitals that are mixed in to all ow this are often called 
polarization functions. , 

The value of adding polarization functions is just that; they allow basis AOs to polarize. 
They should not be thought of as literally C 3d orbitals. That is to say, if the quality of a calcu­
lation improves substantially by including polarization functions, that does not mean that 
the actua l molecule recruits C d orbitals in its bonding. Such orbitals are typically much too 
high in energy to be meaningfully involved in bonding. The same is true for elements such as 
Sand Si, and discussions that invoked orbitals in the bonding of sulfoxides or sulfones, for 
example, are controversial at best, and just plain wrong in the opinion of many. The polariza­
tion functions are simply mathematical tools that allow you to give the basis set more flexi­
bility, and thus produce a better calculation. 

Ethyl cation 

Polarization of orbitals 
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Extension Beyond HE-Correlation Energy 

When we first introduced the "orbital approximation" and noted that, at least for elec­
trons of opposite spin, it is an independent electron theory, we mentioned that the electrons 
are therefore not correlated. Hence, in the HF-SCF method each electron moves in a general 
field created by all the other electrons. In reality, however, the motions of electrons are pair­
wise correlated to keep the electrons apart; when one electron "moves left", a nearby elec­
tron will move out of its way, because like charges repel. This correlation of electron motions 
is a stabili zing effect, and thus EscF is always too high, even at the so-called Hartree-Fock 
limit (the result you would get with a basis set of infinite size). The error associated with the 
Hartree-Fock limit is called the correlation energy (Eq. 14.36). 

£correlation = Ereality - EscF (Eq. 14.36) 

This equation ignores relativistic effects, which are very small for typical organic molecul es, 
but can be significant for heavier elements. 

An estimate of the correlation energy can be obtained by considering the total wave 
function, not as a single Slater determinant (configuration), but as a linear combination of 
Slater determinants (Eq. 14.37), each of which represents a different electronic configuration 
of the molecule. Typically, '¥1 is the lowest energy electronic configuration, often referred to 
as the reference configuration, while the other '-V's represent excited configurations. In es­
sence, small fractions of excited states are mixed into the ground state to create '-I'c1, which 
approximates a correlated wavefunction. The c/s are incrementally changed until '-I'c1 has 
the lowest energy. This is termed configuration interaction (CI).It is computationally quite 
expensive, but the results can be quite good. 

(Eq. 14.37) 

Let's consider why mixing an excited configuration into the ground state would ap­
proximate a correlated system. Recall the idea that a Slater determinant represents only one 
electronic configuration. With ethylene, the ground s tate has two electrons in the same 'IT 

bonding orbital, but the excited state has the electrons in two different orbitals. To the extent 
that the 'IT* orbital has a different shape than the 'IT orbital, this helps the two electrons avoid 
each other. Since correlation arises from the tendency of the electrons to avoid each other, the 
admixture of a small fraction of this excited state into the ground state can be stabili zing. 
Configuration interaction calculations offer a significant improvement over Hartree-Fock 
for determining total energies. 

Except for small molecules and small basis sets, complete Cl (all owing all possible ex­
cited configurations) is prohibitively expensive. Usually the size of a CI calculation is re­
stricted by limiting the number of excited configurations that are in volved. For example, 
CISD (configuration interaction, sing les and doubles), a commonly used method, allows 
only configurations that can be derived from the reference configuration by single or double 
excita tion to contribute to the final wavefunction. 

Alternatively, there are perturbation methods to estimate Eco rreiation· Briefly, in these 
methods, you take the HF wavefunction and add a correction-a perturbation-th at be tter 
mimics a multi-body problem. M0ller-Plesset theory is a common perturbative approach. It 
is called MP2 when perturbations up to second order are considered, MP3 for third order, 
MP4, etc. MP2 calculations are commonly used. Like CISD, MP2 allows single and double 
excitations, but the effects of their inclusion are evaluated using second-order perturbation 
theory rather than variationally as in CISD. An even more accurate type of perturbation the­
ory is called coupled-cluster theory. CCSD (coupled-clus ter theory, singles and doubles) 
includes single and double excitations, but their effects are evaluated at a much higher level 
of perturbation theory than in an MP2 calculation. 
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Note that correlation effects present a more physically sensible way to think about the 
van der Waals or dispersion interactions that we discussed in Chapter 3. That is, the induced 
dipole-induced dipole interaction really implies that electrons on one molecule are corre­
lating their motions with electrons on another molecule. Since these weak interactions are 
essentially a result of correlation effects, simple MO theory (HF theory) is unable to address 
them. Indeed, we find that conventional MO theory is unable to model van der Waals com­
plexes and other weak non-covalent interactions that do not have a strong electrostatic com­
ponent. However, van der Waals forces are included in calculations at the CISD, MP2, or 
CCSD levels of theory. 

Solvation 

Thus far, all the calculations we have been discussing are performed on isolated mole­
cules-that is, molecules in the gas phase. While this is appropriate for evaluating funda­
mental molecular properties such as ionization potentials and orbital patterns, most reac­
tion chemistry occurs in solution. In Chapter 3 we noted that computational approaches to 
solvation follow one of two paths: explicit or implicit solvation models. While this is techni­
cally true of quantum mechanical approaches to solvation, explicit solvation models are se­
verely limited. It is simply not possible to evaluate millions of configurations for a solute 
plus 267 water molecules using ab initio methods! Occasionally, you might add a small num­
ber (such as one to ten) of solvent molecules (typically water) to the gas phase calculation to 
get some feeling for the impact of solvation, but this can only provide a hint of the true im­
pact of solvent. As such, for the forseeable future, quantum mechanical solvation models 
will prim.arily involve implicit solvent. We also noted in Chapter 3 that the most promising 
of these is a hybrid method, in which empirically derived parameters related to the solvent 
accessible surface area (SASA) are combined with electrostatic terms derived from an ac­
curate quantum mechanical wavefunction. We can anticipate continued development in 
this area, making the inclusion of solvation effects in ab initio calculations more and more 
common. 

General Considerations 

We note here a few general issues associated with ab initio MO theory. Typically the error 
in £,0 1 for various ab initio methods is < < 1 %, a very impressive feat. However, E101 is a very 
large number, and so chemically significant errors can remain. 

Presently, several program packages are available for performing ab initio calculations. 
Examples include SPARTAN and the GAUSSIAN package developed by Pople and co­
workers, the current version being denoted by a year, such as GAUSSIAN03. These user 
friendly systems include many basis sets, such as ST0-3G, 3-21 G, 6-31 G**, etc.; full geome­
try optimization; and post-HF methods, such asCI, MP2, MP4, etc. Often geometry optimi­
zation is done at a lower level, then single point energies are produced at a higher level. This 
is symbolized as 6-31G** I I 6-31G*-MP2, meaning the geometry optimization was done 
using HF theory (the default) with the 6-31G** basis set, then the energy was evaluated by 
doing a single calculation at the optimized geometry using MP2 theory and the 6-31G* ba­
sis set. 

With current high-level computer workstations, geometry optimization is feasible for 
molecules with 20-30 heavy atoms and an extended basis set. Similar constraints apply to 
very high-level single-point energies. With supercomputers, bigger systems can be consid­
ered, and computers keep getting faster. However, it must be appreciated that for an HF ab 
initio calculation, the computer time goes up as n4 where n is the number of basis functions. 
So, to double the size of the molecule, you need a factor of 24 or 16 in computing power. Thus, 
it will be some time before we are doing ab initio geometry optimizations on proteins! 
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Summary 

What takes place in an ab initio calculation is pretty complicated. However, because all 
the mathematics is done by a computer, ab initio calculations are not difficult to perform. So, 
let's briefly review what is done in ab initio methods. This approach is generally called the 
Roothaan procedure, or Roothaan's formulation of the Hartree-Fock method (minus step 
7, below). 

1. Total wavefunctions for molecules are written as products of one-electron wavefunctions, termed 
orbitals, and the total wavefunction is antisymmetrized so that it obeys the Pauli principle. 

2. Using an antisymmetrized wavefunction, the Hartree-Fock equations are solved self­
consistently, giving an optimal set of MOs for the molecule at the chosen geometry. 

3. When solving the Hartree-Fock equations, a series of integrals over all space must be evaluated. 
The one-electron integrals give the kinetic energy of an electron and the nuclear attrac­
tion it feels in each MO. The Coulomb integrals give the classical electron-electron re­
pulsion between an electron in a given one-electron orbital and an average field created 
by all the other electrons. The exchange integrals are non-classical terms that serve 
as corrections to the Coulomb integrals. They result from the antisymmetrization of 
the wavefunction, which embodies the Pauli principle. Antisymmetrization keeps elec­
trons of the same spin from occupying the same region of space, and thus from occu­
pying the same AO. 

4. Typically a molecular orbital is trea ted as a linear combination of all the atomic orbitals on every 
atom in the molecule (LCAO-MO). 

5. To evaluate the integrals required in the Hartree-Fock equation you need to know the molecular 
orbitals. 

Finding the MOs thus requires an iterative process known as an SCF calculation, where 
the coefficients in the LCAO-MO are optimized to lower the total energy of the 
molecule. 

6. To facilitate integral evaluation, the atomic orbitals themselves are usually expressed as a linear 
combination of Gaussian functions. 

The number and type of Gaussians in the basis set play an important role in the accuracy 
of the calculation. 

7. For energies that are quantitatively reliable, electron correlation must be included, either 
variationally (jar example, CISD) or via perturbation theory (jar example, MP2 or CCSD). 

Remember, ab initio means "derived from first principles", not "without approxima­
tion". All the approximations noted above (Born-Oppenheimer, orbital, SCF, LCAO-MO, 
finite basis set, and GTOs) are in place. However, to implement the calculations, we do draw 
upon rigorously sound quantum mechanical principles (Hamiltonians, the Pauli principle, 
and spin). Coupling these principles with the approximations, especially with large basis 
sets and inclusion of correlation effects, can produce very impressive results. 

We now turn our attention to a method of deriving molecular orbitals that does not re­
quire evaluation of two-electron integrals. This is the method used with the approximate 
techniques known as extended Hucke! and Hucke! theory. It is also used in perturbational 
molecular orbital theory, which we present later in this chapter. This method takes advan­
tage of secular determinants, a way in which to represent the Schrodinger equation as a di­
agonalizable matrix. 
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Connections 

Methane-Molecular Orbitals or Discrete 
Single Bonds with sp3 Hybrids? 

Chemists typically view methane as containing four 
equivalent C-H u bonds, each resulting from the union 

c/40s r---------------------, c/900s 

of an sp3 hybrid at carbon and a hydrogen ls orbital. The 
molecular orbita ls obtained using Hartree-Fock theory 
describe a different picture. Which view is " correct"? Both 
models are valid and each has strengths and weaknesses. 
However, only the MO model just described can explain 
the experimentally observed ioniza tion potentials of meth­
ane measured by photoelectron spectroscopy. Photoelec­
tron spectroscopy uses x-ray and -y-ray irradiation to eject 
electrons from a molecule, and measures the energies of 
the liberated electrons, producing measured ionization 
potentials. Methane shows two valence ioniza tion poten­
tials, at 14.2 and 22.9 eV, not one as the sp3 model would 
predict. Using Koopma n's theorem (see the very next 
Going Deeper highlight), we can assign these ionizations 
based on our knowledge of the energies of a tomic orbitals. 
The 2s AO of C (IP = 21.4 eV) is much lower that the 2p 
AO (IP = 11.4 eV), and this energy gap carries over to 
the MOs built from these AOs (2a1 and lt2 in graph, 
respectively). 

Hamrin, K., Johansson, G., Gelius, U., Fahlman, A., Nordling, C., and 
Siegbahn, K. " Ionization Energies in Methane and Ethane by Means of 
ESCA (Electron Spectroscopy for Chemical Ana lysis). " Chenz . Phys. Lett., 
1, 613 (1968). 

**** Four equal energy C-H bonds 
from sp3 hybrids on C predicts a single 
valence ionization potential 

1000 

500 

0 

1190 

eV 

C1s 
1a 1 

1200 

290 

1460 1470 
Kinetic energy 

30 20 

Binding energy 

*!* ~~® 
MOT gives a low energy MO and three ~ 
degenerate MOs, leading to two valence 0 
ionization potentials 

600 

400 

1480 eV 

10 0 



828 C H APT ER 14: A DVANCED CONCEPTS I N ELECT RON I C ST R UC TUR E THEORY 

Going Deeper 

Koopmans' Theorem- A Connection Between 
Ab Initio Calculations and Experiment 

How can we judge whether the results of ab initio calcu­
lations are "correct"? The u ltimate test of a theoretica l 
model must always be a comparison with experiment. 
One direct link that can be made between the results of a 
calculation and an experimental measurement is a com­
parison of the calculated orbital energies with the m ea­
sured ionization potentials (IP) of a molecule. 

In our discussions of methane above and water 
below, we use patterns in IPs to support the results of an 
ab initio calculation. In fact, the connection can be made 
more quantitatively. Koopmans' theorem states that the 
valence state IPs of a molecule can be directly related to 
the MO energies obtained from a HF calculation on the 
system: 

IP, = -E, 

Although th is agrees with intuition, it actuall y works 
because of a fortuitous cancell ation of errors. Recall that IP 
is the energy requ ired to remove an electron from a mole­
cule. In computational terms, it is the difference between 
the energy of the molecule, M, and the energy of the radi­
ca l ion produced on ioniza tion, M ... In relating the IP to 
an orbital (one electron) energy, we are ignoring the fact 
that the electronic structure of M + • rearranges after ion-

ization, while Koopmans' theorem uses the same orbitals 
for both states. Thus, the true energy of M+ • is lower than 
our model suggests, making IP, < e,. The second error is 
the neglect of correlation energy. The energies of both M 
and M+o will be overestimated in the HF calculation, but 
the error should be greater forM, because there is one 
more electron to correlate than there is forM+ •. Thus, 
this error makes IP, > e,. In practice, the two errors tend 
to cancel. 

Koopmans' theorem is routinely invoked to relate 
IP measurements to computational results. The devel­
opment of photoelectron spectroscopy as a tool to mea­
sure the first few IPs of molecules greatly increased the 
opportunity for such correla tions. Typically, Koopm ans' 
theorem will not get the IPs exactly correct, but a simple 
correlation between IPs and e, will be linear and quite 
frequently reli able. 

Just as an aside, it is interesting to note that Koop­
mans won the Nobe l Prize in 1975, not for chemistry, 
but for economics for a " theory of optimal allocation of 
resources". He used the same kind of procedures that 
minimize the solutions of multiple simultaneous func­
tions in a tomi c and molecular electroni c structure theory 
to anal yze functions that lead to a minimiza tion of costs 
in economics. You just never know where insights from 
chemical ana lyses will be applicable! 

14.2.2 Secular Determinants-A Bridge Between Ab Initio, Semi-Empirical/ 
Approximate, and Perturbational Molecular Orbital Theory Methods 

The HF-SCF methods that have been discussed to this point are very intensive compu­
tationally, primarily because of the huge number of integrals that are required to treat elec­
tron- electron repulsion. However, there is an alternative approach to the problem of calcu­
lating molecular orbitals. We can set up the problem in terms of an undefined Hamiltonian, 
H. We can then solve for MOs and their energies in terms of H. While exact energy values are 
not obtained, trends and patterns are evident that provide very useful insights into bond­
ing. In addition, we can substitute in empirical parameters for H that provide useful semi­
quantitative results. 

The key concept here is the secular determinant. Secular determinants are central to 
Hiickel theory. Hiickel theory is the simplest electronic structure theory tool that organic 
chemists use, and we will use it later to explore many different facets of organic chemis­
try. Moreover, secular determinants are central to perturbational molecular orbital theory, 
which we also cover later in this chapter. In fact, what we are showing here can be described 
as first-order perturbational molecular orbital theory. 

To see what a secular determinant is and how it arises, we present the mathem atics of the 
simplest orbital mixing problem, the mixing of two orbitals of equal energy. We can visualize 
these two orbitals any way we like, because the forms of the resulting MOs are going to be 
very general. For example, they could be the two l s orbitals for the formation of H 2, or two 
sp3 hybrids for the formation of the central(]' bond in ethane, or two p orbitals for the forma­
tion of the 'IT bond in ethylene. We will see that the concepts introduced previou sly concern­
ing the g and u states of H 2 + in Section 14.1.2, as well as the general shapes of molecular or­
bital diagrams that organic chemists routinely draw, follow naturally from this analysis. 
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The "Two-Orbita l Mixing Problem" 

Let's mix two atomic orbitals on different atoms to form an MO, as in Eq. 14.38. This is 
the LCAO method of forming molecular orbitals. We let cA and c6 represent coefficients that 
tell us the proper proportion of the starting orbitals (1/JA and ¢13 ) that should be present in 
the resulting MO. The 1/J's are known quantities (possibly from the solution of the h ydro­
gen atom, or are basis functions). We do not know what the c' s should be (they are the un­
knowns). We will solve for the c's that crea te the lowest energy wavefunctions, just as with 
HF-SCF methods. 

(Eq. 14.38) 

Besides finding the c's that g ive the lowest energy wavefunctions, we also would like to 
know the energy of any new wavefunctions. In fact, solving for the energy is our starting 
point. We use Eq. 14.11, with Eq. 14.38 as the wavefunction, thus giving Eq. 14.39. 

(Eq . 14.39) 

After mu I tip lying out the numerator and denominator ofEq. 14.39, the following substi ­
tutions are made as a means of further simplifying our notation: 

Let < <f>AI HI <f>A > HAA' 

< <Ps I HI <P B > H BB' 

< <f>AIHI <f>B > < <f>BIHI<f>A > = HBA = HAB' 

< <P A I <P A> < <P B I <P B > = 1 because the atomic orbitals are normalized, and 

< <f>AI<f>g > < <f>BI<f>A > = 5 

The terms represented by these integrals have physical meaning. The HAA and H66 terms are 
called the core integrals. They are simply the energy of an electron in the starting atomic or­
bitals, 1/JA and ¢6, respective ly, including both the kinetic and potential energy. They are not 
the same as the Hartree- Fock core integrals. HAA equals H66 when the atomic orbitals A and 
B (or basis sets) are the same, but we will not make this substitution until later. The H AB and 
HnA terms are called the resonance integrals. These integrals are stabilizing, and reflect the 
energy gained by the fact that the electrons can be in the regions where the orbitals overlap . 
Recall from Section 14.1.5 that thi s is particularly favorable, because in this region the elec­
tron has lower kinetic energy. Also, recall that 1/JA and 1/Js are not orthogonal because they are 
on different atoms, and therefore the 5 term is called the overlap integral. It measures the ex­
tent to which the 1/J's overlap in space. It is typically given subscripts also, 5;1, but we drop 
these here because only two orbi tals are overlapping. Using all these substitutions gives Eq. 
14.40, where we let the numera tor be referred to as Nand the denominator as D. 

N 
D 

(Eq. 14.40) 

We are now ready to solve for the c' s that give the lowest energy r;/ s. We differentiate Eq. 
14.40 with respect to the c's, setting the result equal to zero, as a m eans of finding the mini­
mum energy for the wavefunction. Th is is our best possible wavefunction according to the 
var iational theorem. However, Eq . 14.40 has two unknown c's, and hence the "quotient 
rule" from calculus must be used (Eq. 14.41). Eq. 14.41 can only be sa tisfi ed if the partial de­
rivatives are both equal to zero (aE / acA and aE / ac6 = 0). These derivati ves are of the quo­
tient N / 0 from Eq. 14.41 and can be written as the set given in Eq. 14.42. These two equa­
tions can only be satisfied when the numerators are equal to zero. Therefore the set in Eq. 
14.43 results. Lastly, rearranging Eqs. 14.43 A and 14.43 B results in the set of Eqs. 14.44, 
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called the secular equations. 

A. =0 B. 

A. 

B. 

(Eq. 14.41) 

=0 

(Eq. 14.42) 

(Eq. 14.43) 

A. B. cA (HAs - SE)+ c8 (H88 - E)= 0 

(Eq. 14.44) 

The secular equations play a pivotal role in this analysis. They allow us to solve fo rE, cA, 
and c6 . We will learn how to write the secular equations simply by looking at the molecule 
that we want to analyze, and without going through all the steps that brought us to this 
point. 

When mixing two orbitals, the secular equations are two equations in three unknowns: 
cA, c6 and E. The resonance, core, and overlap integrals are all numbers that we could cal­
culate by identifying the Hamiltonian and solving the respective integrals, as is done in 
HF theory. However, as mentioned above, for qualitative results, we can simply carry them 
through as parameters and solve for cA, c6, and E using linear algebra, in particular by calling 
on Kramer's rule. This rule states that the determinant of the coefficients of the unknowns 
(the c's) must be equal to zero. This is a bit confusing, because we call the c's the coefficients 
for the orbitals, but now "coefficient" refers to the terms in the parentheses multiplied by the 
c's. Kramer's rule leads to the determinant shown below, called the secular determinant, 
which gives the polynomial in E lis ted in Eq. 14.45. To solve for the roots, we use the substitu­
tion specific for degenerate identical orbitals that HAA = H6 13. The roots of this polynomial 
(Eqs. 14.46 A and 14.46 B) are the energies of the If/'S resulting from our initial linear combi­
nation (Eq. 14.38). Hence, the roots are the energies of indi vidual molecular orbitals, and as 
such, we change our notation (£ tot:) to remain consistent with the rest of the chapter. Just as 
with the secular equations, one of our ultimate goals is to write the secular determinant for 
any system simply by inspection, rather than by deriving all the math we have given here. 

A. 

The secular determinant 
for two-orbital mixing 

= 0 

(HAA- E)(H88 - £) - (HAB - 5£? = 0 

B. 

(Eq . 14.45) 

(Eq. 14.46) 

Let's examine t:1 and t:2. First of all, because H AB is a stabilizing term, it is a negative num­
ber. Second, since there is some overlap between ¢A and ¢6 when the bond is formed, 5 is a 
positive number. Th erefore t: 1 (bonding) is lower in energy than t:2 (antibonding). Third, 
since HAA is the energy of the starting orbitals, t:1 is lower than HAA by the magnitude of the 
resonance integral (HA6) but attenuated by 1 plus the amount of overlap (S) in the denomi-
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nator. Similarly, £ 2 is higher in energy than HAA by an amount proportional to the exchange 
integral, but the energy increase is accentuated by 1- 5 in the denominator. Therefore, the 
antibonding MO is destabilized more than the bonding MO is stabilized. In other words, 
antibonding orbitals are more antibonding than bonding orbitals are bonding. This is one of the 
most important lessons of the analysis. All this leads to the typical molecular orbital dia­
gram, shown in Figure 14.9 and referred to earlier when we discussed perturbational molec­
ular orbital theory in Chapter 1 (see Figure 1.11 also). 

Figure 14.9 
A typical MO diagram for mixing two degenerate 
orbitals, in this case p orbitals. 

Lastly, the coefficients (c's) for the molecular orbitals need to be derived. To accomplish 
this task, £ 1 and £ 2 are separately substituted into the secular equations. For both £ 1 and £ 2 , 

this results in two equations in two unknowns, and relative relationships between the c' scan 
be found . For £ 1, we find that cA = c6 , and for £ 2 we find that cA = -c6 . Therefore, we find two 
molecular orbitals, lf/1 and lf/2 , corresponding to energies £ 1 and £ 2 , respectively. Note that 
the lower energy orbital is the positive mixture of the starting atomic orbitals (bonding), 
whereas the higher energy orbital is the negative mixture (anti bonding). If the starting orbit­
als were 1s orbitals on H, then Eq. 14.47 would correspond to Figure 14.6 B for H 2 +,whereas 
Eq. 14.48 would correspond to Figure 14.6 C for H 2+. The notion of adding and subtracting 
atomic orbitals to achieve the bonding and antibonding molecular orbitals is exactly the les­
son taught in introductory organic chemistry, but now we see that it is a simple ramification 
of arbitrarily mixing two orbitals and solving the linear algebra associated with the Schro­
dinger equation. 

(Eq. 14.47) 

(Eq. 14.48) 

We are still not quite done. The orbitals given in Eqs. 14.47 and 14.48 are not normalized, 
and we do not have an exact value for cA. To solve for cA we need to set the brackets< lf/1 llf/1 > 
and< 1f12 l lf/2 > both to equal1. We substitute Eqs. 14.47 and 14.48 into these brackets, multiply 
out the terms, and find that cA equals the square root of 1 I (2 + 25) for lf/1 and 1 I (2- 25) for lf/2 . 

Hence, the final form of the molecular orbitals are as given in Eqs. 14.49 and 14.50. 

(Eq. 14.49) 

(Eq. 14.50) 

Note that we have "solved" the Schrodinger equation and produced valuable insights 
into bonding without ever actually evaluating H AA, HA6, or 5! To get quantitative data these 
terms could be evaluated, but useful qualitative insights come from just considering the 
form of the mathematics involved. The method given here for two-orbital mixing can be 
generalized to larger molecules, and the secular equations can be written by inspection of 
the molecule of interest. We do this just below and later in the context of Hucke! theory. 
Howeve1~ the next Going Deeper highlight shows that matrix algebra can be used to set 
up and solve the Schrodinger equation. This approach can also be generalized to larger 
molecules. 
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Going Deeper 

A Matrix Approach to Setting Up 
the LCAO Method 

There is another way to solve the two-orbital mixing prob­
lem, which does not involve all the calculus shown above. 
It is a general approach that results from the variational 
theorem, and can be applied to ab initio, semi-empirical, or 
Hucke\ theory. 

Egs. 14.44 A and 14.44 B can be rewritten as follows: 

cAHAA + cBHAB = E(cA + cBS) 

cAHAB + cBHBB = E(cAS + cB) 

These equations can be expressed as the product of 
the matrices shown below. The matrix of H;; and H ;i values 
is called the Hamiltonian matrix. Although the matrix ele­
ments H;;, Hii' H ;i, S;i, etc., will be different depending on 
whether we do a Hi.ickel, semi-empirical, or ab initio calcu­
lation, the Hamiltonian matrix and other matrices will 
have this generalizable form. This series of matrices is sim­
ply another way of writing Hlf/ = Elf/when the If/'S are 
formed by the LCAO method. 

HAA H As CA E 0 1 s 
HAs Hss cs 0 E S 1 

This series of matrices tells us what happens when 
the Hamiltonian matrix is multiplied by a m atrix of coeffi­
cients from the LCAO-MO wavefunction. The Hamilto­
nian matrix is transformed into a matrix whose diagonal 
elements are the orbital energies and whose off-diagonal 
elem ents are all zero, times a matrix that represents the 
overlap between the atomic orbitals- namely, S;i va lues, 
where S;; = 1 (here SAB = S6 A and is simply called S). The 
matrix of LCAO coefficients is thus said to diagonalize 
the Hamiltonian matri x. Moreover, the elements of the 
Hamiltonian matrix always have the same physical mean­
ing. The diagonal terms are the energies of the electrons in 
the individual a tomic orbitals, while the off-diagonal ele­
ments represent the energies due to overlap. When two 
atomic orbitals do not overlap because they are orthogo­
nal, they are of different symmetries, or are on atoms far 
from each othe1~ both the H ;i and S;i terms can be ignored 
when qualitative results are desired. 

Linear al gebra on this series of matrices will lead to 
the follow ing: 

= 0 

In order for this product of matrices not to have 
the trivi al solution (that cA = c6 = 0), the first matrix must 
equa l zero . This directly gives the secular determinant 
discussed above, and the logic from there fl ows as we 
have already di scussed. 

Writing the Secular Equations and Determinant for Any Molecule 

In the two-orbital mixing problem, we showed that when molecular orbitals are defined 
as linear combinations of atomic orbitals and are put into the Schrodinger equation, fol­
lowed by differentiation to minimize E, a series of simultaneous equations in the c's andEre­
sults. When mixing two orbitals, only two energies result along with two molecular orbitals. 
It is not much of a stretch to realize that there will be as m any molecular orbitals with distinct 
energies as the number of atomic orbitals (or basis functions) we use to create the molecular 
orbitals. Moreover, there will be the sam e number of secular equations as the number of 
starting atomic orbitals or basis function s (n), and hence the secular determinant will ben 
by n. 

It is actually easier to write the secular determinant first, and then create the secular 
equations (although we saw in the "Two-Orbital Mixing Problem" that they are derived in 
the opposite order). All secular determinants have the following form: 

H AA - E 

HsA- SsAE 

HcA- ScAE 

HAB- SASE 

Hss- E 

H cs - SesE 

HAc- SAcE 

Hsc- Sse E 

Hcc- E 

HAll- SAllE 

H s,1- S sn E 
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The di agonal elements represent the energies of the atomic orbitals in the molecule minus E. 
The off-diagonal elements consist of the resonance integrals between the various atomic or­
bitals minus their respective overlaps times E. 

The secular equations can be written by inspection of the secular determinant. Each row 
in the determinant corresponds to a separate secular equation. To generate all the secular 
equations, we take the first term in each row and multiply it by c1, the second term is multi­
plied by c2, the third term by c3, a nd so on. Equation 14.51 shows a generalized form of the 
equations that result from the first row of the secular determinant. The result is n equations 
in 11 c,, ' sand a single Ei· 

cil(HAA- t::;) + ci2(HAB-5AB£i) + ci3 (HAc -5Ac£i ) + ... ciii (HAII -5An£i) = 0 

(Eg. 14.51) 

To ca lculate the wavefunctions using this method, we have to evaluate each H11 , 11 J-1 111111 

and 511 11 , integra l (or carry them through as parameters), substitute them into the secular de­
tenninant, and solve for the roots (E/s) of the resulting polynomial. Just as with the mixing of 
two orbitals, each root Ei is substituted back into the secular equations, and the series of si­
multaneous equations in the cik's are solved to find the relative relationships between the c/s 
for each Ei· Exact values for the ci/s are obtained after normalizing. This whole procedure is 
probably best understood by looking at some examples, and we will do so by setting up spe­
cific secul ar equations and determinants in our analysis of Hl.ickel molecular orbital theory 
below. 

Now that we have examined ab initio methods and secular determinants, let's turn our 
attention to semi-empirical and approximate methods. Here, many of the integrals that are 
evaluated in the nb initio approach are parameterized, or in some cases simply ignored. 

14.2.3 Semi-Empirical and Approximate Methods 

Neglect of Differential Overlap (NDO) Methods 

The computationally expensive part of an SCF-HF calculation is the evaluation of the 
two-electron J and K integrals. Therefore, approximate methods tend to emphasize ways to 
shorten the time it takes to evaluate these integrals. To understand these simplifications, let's 
examine a J integral such as Eq. 14.26, but now include the fact that our MOs are modeled as 
linear combinations of atomic orbita ls, giving integrals with the form ofEq. 14.52. 

(Eq. 14.52) 

If we write out the summations in this integral, and then multiply out the terms, we 
will genera te a sum of many integrals, such as <cia¢>. (1)c,b¢>b(2) 11 / r12 1cict<f>ct(1ke¢>e(2)>, where 
the subscr ipts a, b, d, and e stand for particular atomic orbitals on potentially different 
atoms in the molecule. There are as many of these subscripts as the number of atomic orbit­
als in the basis set, and so there are a grea t number of such integrals. The same situation 
holds for the K integrals. We abbreviate the notation for these J and K integrals as follows: 
<¢la¢>b lrl,z- ' l¢>ct<f>e> · 

<Po ¢>bdT is ca li ed differential overlap. <¢la¢>bl r1,2- ' l<f>ct<Pc> is therefore referred to as a differ­
ential overlap integral. For neglect of differential overlap (NDO) methods, these integrals 
are assumed to be zero unless a = band d =e. This greatly reduces the number of integrals. 
The remaining integrals are not directly evaluated, but instead are parameterized-that is, fit 
to experimental data. 

Generall y, such methods incorporate the following features from ab initio methods: 
LCAO-MO, SCF, single Slater determinant, STO, and a valence basis se t. The reason we can 
use STOs in this method instead of GTOs, is that the difficult two-electron integrals are 
either neglected or parameterized. In addition, overlap is neglected when normalizing the 
orbitals. This latter point is a subtle issue to which we will return below. 
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i. CNDO, INDO, PNDO (C = Complete, I= Intermediate, P = Partial) 
These methods are parameterized to reproduce ab initio results. As such, they are ap­

proximate molecular orbital theories-they approximate a well-defined theoretical model. 
They were very important in the early d evelopment of computational MO theory, but they 
are no t extensively used now, except for certain specialized versions for particular applica­
tions, such as CNDO IS for spectroscopy. 

ii. The Semi-Empirical Methods: MNDO, AMl, and PM3 
An alternative stra tegy was to d evelop methods wherein the two-electron integrals 

are p arameterized to reproduce experimental heats of formation. As such, these are semi­
empirical molecular orbital methods-they make use of experimental data. Beginning first 
with modified INDO (MIND0 / 1, MIND0 / 2, and MIND0 / 3, early methods that are now 
little used), the methodological development moved on to modified neglect of diatomic 
differential overlap (MNDO). A second MNDO parameteriza tion was created by Dewar 
and termed Austin method 1 (AMI), and finally, an "optimized" parametriza tion termed 
PM3 (for MNDO, parametric me thod 3) was formulated. These methods include very effi­
cient and fairly accurate geometry optimization. The results they produce are in many re­
spects comparable to low-level ab initio calculations (such as HF and ST0-3G), but the calcu­
lations are much less expensive. 

It is an area of ongoing debate as to the merits ofMNDO / AM1/PM3 vs. ab in itio meth­
ods. Proponents of semi-empiri cal methods claim that including experimental resu lts in the 
parameterization increases accuracy, even to the point of including some correlation energy, 
even though a single Slater determinant calculation is made. Others dispute this view. As 
with a ll parameterized methods, the parameterizations are based on a set of standard struc­
tures, in a way similar to the mam1er in which a molecular mechanics parameteriza tion is 
establi shed. This means that some caution is required in applying the method to unusua l 
structures not represented in the param eteriza tion . Nevertheless, there will always be sys­
tems that are simply too large for nb initio theory. In su ch cases, only the semi-empirica l 
methods wi ll be compu tationally feasible. When applied to appropri ate systems, and con­
sidered with a skeptical eye, these me thods can be quite useful. 

ExtendedHiickel Theory (EHT) 

This method completely ignores electron-electron repulsion (term C3:> in Figure 14.3). As 
such, there are no f and K integrals to evaluate, and so this is not an SCF method. The Schro­
dinger equa tion is just set up as a secu lar determinant as we have a lready discussed . The di­
agona l elements, Hii, are set equa l to the valence state ionization energies for the AOs. The 
off-di agonal element's Hi/s are given by Eg.l4.53, in which the param eter k is a constant that 
is usuall y set equal to 1.75. 

(Eq. 14.53) 

This me thod is very fast, though ignoring electron-electron repulsion is a serious di sadvan­
tage. However, unlike NDO methods, overlap is not neglected in norma lizing and evaluating 
the wavefunction. Furthermore, since the complex two electron integrals are not present, the 
meth od uses STOs as the basis set. 

As the name implies, EHT is pretty much Hucke! theory but with 'TT and cr electrons both 
included, whereas Hiickel theory only includes 'TT e lectrons (see below). EHT is quite good 
for visualizing the shapes of orbita ls, and for constructing orbital correlation diagrams and 
Walsh diagrams. However, the geom etr ies and absolute energies obtained from EHT are 
unreli able. It may seem like an unacceptably crude method, but it was the primary method 
used by Hoffmann (Nobel Prize in Chemistry, 1981) in the earliest efforts to visualize molec­
ular orbitals, leading to many of the basic ideas about orbital interactions that are now stan­
dard tools for chemists. In addition, the fact that it is not a neglect of overlap method has 
some advantages, as we wi ll show below. 
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Hiickel Molecular Orbital Theory (HMOT) 

Hucke] theory is the electronic structure method that most chemists have as the basis of 
their understanding of molecular orbitals. It is the simplest of all the methods, but can be 
amazingly insightful. In the present context, Hucke! theory can be summari zed as follows: 
only valence 1T electrons are considered; only nearest neighbor interactions are included; the 
orbital overlapS is set equal to zero; and electron-electron repulsion is neglected. Basically 
HMOT analyzes connectivity (topology) of a 1T system in a planar molecule. 

Despite its monumental approximations, HMOT produces qualitatively correct orbitals 
and orbital energy patterns. The proof that HMOT has been a very useful theory is the fact 
that it has inspired a great deal of beautiful experimental physical organic chemistry. As 
Pauling noted in the in traduction to The Nntu re of the Chemica/ Bond, "The principal con tribu­
tion of quantum mechanics to chemis try has been the suggestion of new ideas." Thus, even 
a very crude level of theory can be extremely useful when it is applied in an intelligent way 
and it is not pushed into areas that are beyond its capabilities. Likewise, very high-leve l the­
ory can be misused and misinterpreted. Even with all the computer power in the world, you 
still have to think about what is being calculated! 

We will examine the implementation ofHMOT in more detail below, learning how the 
method is used, the kinds of results it g ives, and some of the insights obtained, all of which 
will be of paramount importance in understanding the followin g three chapters . 

14.2.4 Some General Comments on Computational Quantum Mechanics 

We have introduced an array of computational methods that spans the range from 
highly sophisticated to quite simple, and we have spent considerable time analyzing each 
method. This is because these methods are now routinely available to organic chemists for 
everyday implementation in their research via" canned programs" such as GAUSSIAN and 
SPARTAN. Solving for the energies and orbitals of organic compounds al lows us to predict 
reactivity. For example, we can predict reactivity by solving for the molecule's frontier orbit­
als-those orbitals that act electrophili c and nucleophilic. Solving for the orbitals and ener­
gies also allows us to anticipate relative reactivities. 

Given the power of these methods, organic chemists should avai l themselves of them 
for a more complete approach to their research interests, and we encourage you to use these 
whenever they seem appropriate. There are challenges. For exa mple, how do we know what 
is the right level of the theory to use? One possible answer is to use the highest level that our 
computational resources will allow. However, even the highest levels are often insufficient 
and frequently they are unnecessary. How do we decide when and how to use theory? 

Knowledge of the underlying theory for a given method-such as that provided here­
is a good starting point. We wouldn't use HMO for a nonplanar system, and it's well estab­
lished that EHT is poor for optimizing bond lengths. When considering a particular applica­
tion, another important step is to consult the chemical literature to see if a similar system has 
been addressed, and what levels of theory performed well. 

An important, but often neglected strategy, is to perform a "control experiment". For 
example, suppose we want to calculate the first ionization potential (IP) of a new structure 
with novel bonding properties. A useful control would be to find a known molecule that is 
as close as possible in structure to our new molecule and whose IP has been experimentally 
determined. We then determine which level of theory correctly reproduces the experimenta I 
IP. The more experimental data we have to test our calculations on the better. The key is to 
make sure that the experimental data we are reproducing are as close as possible to the quan­
tity we want to calculate. If we can find a level of theory that successfully models a range of 
relevant experimental data, we can proceed wi th some confidence to our new system. Often 
it is true that extremely high levels of theory are unnecessary-a more modest model will 
suffice. This is especially tru e if we are looking for trends across a series of related molecules, 
rather than quantitative accuracy. For all levels of theory we are more likely to get trends 
right than we are to a priori predict some effect quantitatively, but often trends are what most 
interest the experimentalist. 

The computational methods are extremely usefut but we are not often armed with a 
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computer when making quick judgments about reactivity at the bench, or when discussing 
reactions in a group meeting. Under these circumstances, qualitati ve insights and acq uired 
intuition concerning electronic stru cture are essential. We will build such intuition in this 
chapter by presenting the results of Hucke! theory in more de tail, and by developing pertur­
bational molecular orbital theory as a simple way to analyze complex systems. 

14.2.5 An Alternative: Density Functional Theory (OFT) 

In recent years, an alternative approach to implementing the Schrodinger equation for 
quantitative electronic structure calculations has appeared. Instead of calcula ting wave­
function s of the sort we have described, these methods focus on the electron density (p) 
across the entire molecule. It has been shown that ifp is known precisely, one can in principle 
determine the total energy (and all other properties of the system) precisely. In additi on, pis 
certainly simpler than the complicated total wavefunction used in the orbital approximation 
(Eq. 14.13). 

Unfortunately, we do not know the mathematical function that relates p to the energy. 
Therefore, the function must be guessed at rather than derived. In fact, because pis a func­
tion of the coordinates of the system, the function we need to rei a te p to energy is actual! y not 
a function, but rather a functional. A functional is a mathematica l fu nction that has a mathe­
matical function (in this case p) as its argument. For example, if g(x) = p, then f(g(x)) is the 
functional that gives the energy. Thus, this theoretica l approach is called density functional 
theory (OFT). 

The basics of OFT are embodied in Eq. 14.54. The total energy is partitioned into several 
terms. Each term is itself a functional of the electron density. £Tis the electron kinetic en­
ergy term (the Born-Oppenheimer approximation is in place, so nuclear kinetic energy 
is neglected) . The Ev potential energy term includes both nuclear-electron attraction and 
nuclear-nuclear repulsion. The £1 term is sometimes called the Coulomb self-interaction 
term, and it evaluates electron-electron repulsions. It has the form of Cou lomb's law. The 
sum of the first three terms (fT + £V + E') corresponds to the classical energy of the charge 
distributi on. 

(Eq . 14.54) 

The key term in OFT is e c, the exchange-correlation term. As the name implies, this 
functional is intended to account for both the exchange interaction arising from the Pauli 
principle and electron-electron correlation. To the ex tent that this term is successful in ac­
counting for correlation and exchange, OFT has an advantage over wavefunction-based 
method s in that the correlation energy is included from the start. Since Exc is not signifi­
cantly more difficult to calculate than the other terms of Eq. 14.54, the potential for a consid ­
erable savings in computation time exists. 

It is not obvious what the optimal form for the £XC functional is. Usually, it is broken into 
two parts, the exchange fun ctional and the correlation functional (Eq. 14.55). A number of 
different forms have been suggested for each. A currently popular form for the exchange 
functional is one developed by Becke in 1988. While the exact form of this functional is not 
given here, it is important to realize that it contains a parameter (-y) that is chosen to fit ex­
perimental data related to a tomi c exchange energies. As such, OFT methods have a semi­
empirical flavor, in that there is a fit to experimental data (see Section 14.2.3). OFT as typi­
cally implemented is therefore not an ab initio method. 

(Eq. 14.55) 

Popular forms for the correlation functional have been developed by Perdew and Wang 
and by Lee, Yang, and Parr. In recent yea rs a method known as Becke3L YP (or equivalently, 
B3L YP) is emerging as a favorite of OFT practitioners. This is actually a hybrid HF / OFT 
method, in which ec is composed of both HF and OFT exchange terms (recall HF does in­
clude exchange interactions) and OFT electron correlation functionals. These various terms 
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have weighting coeffi cients, and Becke developed an optimal three parameter fit to a body 
of experimental data, hence the "3" in the acronym. 

One other fea ture of OFT calculations worth mentioning concerns the manner in which 
the p c term is calculated. While all the other terms are evaluated in a way simil ar to HF the­
ory, Exc cannot be eva luated analytically. Instead, a numerical i.ntegration is performed to 
evaluate p c_ Basically, a grid of points is pl aced around the molecule, and p c is eva luated 
a t each point. A key issue is how fine this grid is. More points w ill produce better results, but 
at a cost of more computing time. A balance must be struck, therefore, and this is something 
the user needs to keep in mind. 

An advantage of OFT is th at electron correlation is intrinsically part of the basic method 
via the p c term, as we noted above. The interesting feature, though, is that the time it takes 
to execute a OFT calcula ti on is not very di ffe rent from that required for an HF ca lculation . 
This is especially true fo r larger molecu les, because OFT computer time scales formally as 
the third power of the molecul ar size, vs. for mal fourth power sca ling for HF methods. In 
many cases, OFT gives results that are comparable to MP2, bu t in times tha t are closer to HF. 

One disadvantage is tha t OFT is not varia ti onally correct. One cannot assume that any 
energy obtained is always too high, and so it cannot be assumed that anything that lowers 
the total energy constitutes an im provement in the wavefunction. HF and CI methods are 
varia tionally correct, but MP2 and related methods are not. In addition, unli ke the case with 
ab initio calculations, OFT cannot be systematically improved (for example, by expanding 
the basis set or incl uding more configura ti ons in a CI calcula tion). Using a different func­
tional may give a different result, but there is no way to know if it is a better one. 

As typica lly implemen ted, OFT calcul ations are similar to H F calculati ons. A se t of 
MOs ca lled the Kohn-Sham orbitals are iteratively improved until they con verge on self­
consisten cy. The number, sha pe, and symmetry properties of the Kohn-Sham orbitals are 
similar to the HF orbita ls. However, the orbital energies are generally not in good agreement 
with those from either HF theory or experiment, and so there is no analogue to Koopmans' 
theorem in OFT. 

OFT is still an evolving method, but it is seeing more and m ore use in the m odern litera­
tu re. At present a somewhat bewildering array of functionals is in use, w ith B3L YP emerg­
ing as the consensus method of choice, at least for orga nic molecules. OFT is definitely more 
applicable to larger sys tem s than conventiona l ab initio methods, and it has seen many con­
siderable successes. However, like most semi-empiri cal methods, OFT ca n, unexpectedl y, 
fail to give good results in cer tain cases. Thus, some caution is still in order when applying 
even a well-developed OFT functional such as B3L YP to new kinds of system s. Ma ny theo­
reti cal chemists are working to further improve OFT functionals, and it seem s cer tain that 
their efforts will continue to m ake OFT methods an even more attractive alternative to 
wavefunction-based methods in the coming years. 

14.3 A Brief Overview of the Implementation 
and Results of HMOT 

We now turn our attention to qualitative applications of MO theory. Our goal is to develop 
general guidelines for predi cting and understanding the electronic structures of organic 
molecules in ways th at are most useful to experimentali sts. To star t thi s off, we analyze 
Hucke! molecular orbital theory (HMOT), because it is very useful in giving quick insights 
into electronic structures and qualitative insights into pericyclic reactions (Chapter 15) . In 
the 1950s and 1960s, prior to the advent of powerful computers, a large amount of work was 
done on Hucke! theory. Many s trategies were developed for simplifying the calculations (a 
useful exe rcise because they were done by hand). In addition, many extended analyses of 
the results were developed, evaluating spin densities, bond orders, and the like. With the 
ready access to powerful computers, however, it is now a simple matter to obtain the Hucke! 
results for almost any system . As such, there really is no need to d well on the tricks of the 
trade for doing HMO ca lcula tions by hand; one sim ply uses a desktop computer. In addi-
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Figure 14.10 
A molecular orbital d iagram 
for e thylene at the Hucke! level. 
An isolated p orbital has an 
energy of a, and the interaction 
energy for an adjacent carbon p 
orbita l is j3. 

tion, the d etailed analysis of Huckel wavefunctions is much less common , because much 
more accu ra te wavefun ctions can now be obtained. 

Why worry about HMOT at all then ? There are at least two good reason s. A great deal of 
organ ic chemistry involves molecules w ith 'TT systems, and essentially all of our intuition 
about the electronic structure theory of 'TT systems is based on notions grou nded in HMOT. 
While it m ay be less commonly used n ow, its historica l reach is long. Second, the ease w ith 
which we can relate the results to simple notions of bonding engenders a level of insight an d 
unders tanding that is sometimes d ifficult to obtain looking at the complex ou tput of a 
higher level calcula tion. We will develop several rules or p atterns of MO theory that lead to 
a good qu alitative feel for how orbitals are formed. These rules hold strictly only at the level 
of HMOT, but the rem arkable reality is, the qualitative con clu sions we reach from HMOT are 
almost universally su p ported by more adv anced levels of theory. The facts are, the most im­
portant thing about a 'TT system is how a toms are connected to each other, and HMOT treats 
this issu e well. From ou r discussion in Ch ap ter 6, you sh ould apprecia te tha t fundamentally 
HMO T treats the topology of a molecule. For this reason, the results of HMOT can be under­
stood u s ing the mathem atics of graph theory and other topology-rela ted fields. 

Although the results of HMOT are easy to obtain, and many excellent treatments of the 
quantita tive methodology are available, computer programs should no t be treated as "black 
boxes". Hence, it is useful to unders tand h ow HMOT is implemented. Here we will provide 
a brief overview of the m anner in w hich Hucke! theory is applied, the resu lts obtained from 
HMOT, and some examples of how it provides useful and general qualita tive insights into 
the electronic structures of organic molecules. 

14.3.1 Implementing Hiickel Theory 

Recall the basic assump tions of HMOT (Section 14.2.3). The method is restricted to p la­
nar m olecules and evalua tes only the 'TT electrons-the a framework is ign ored . This is not as 
drastic an assumption as it may seem, because a system s and 'TT systems are of opposite sym­
metry in a planar molecule, and so a and 'TT orbitals do not m ix. The a electrons can be viewed 
as simply providing p ar t of the potential field experien ced by the 'TT electrons. 

Our s tarting point for understanding h ow HMOT is practiced is the analysis of the gen­
eralized secular determinant given in Section 14.2.2. ln HMOT, the energy of an electron in 
an isola ted C 2p orbital is designated as a (a negative number). The en ergy of any carbon p 
orbital anywhere in the molecule is the same value, a. Hence, all H;; values in the secular de­
terminant of a hydrocarbon are now a . The energy of interaction between any two adjacent 
C 2p orbi tals (that is, those on atom s linked by a a bon d) is called the resonance integral, [3. 
This is a stabilizing in teraction, and h en ce [3 is nega tive. All H ;i in tegra ls are now [3 w hen 
atoms i and j are adjacent. O therwise, H ;i is 0. Since overlap is totally ignored, all S;i integrals 
are assigned a value of 0. For heteroa toms such as N and 0 , a is replaced by a + a constant, 
and f3 may or may not be changed . 

Putting this all in the context of only two adjacent carbon p orbitals g ives the Hucke! sec­
ular d e terminant for e thylene show n below. Compare th is to the secular determinant for the 
"Two-Orbital Mixing Problem" given in Section 14.2.2. 

a-£ ~ 
= 0 

~ a- E 

Since we h ave a tread y examined the rna thematics of mixing two orbita ls, we can simply take 
the en ergies (Egs. 14.46 A and B) and substitu te in a for H AA and [3 for H AB' letting S = 0, 
thereby giving the Hucke! energy diagram for ethylene sh own in Figure 14.10. Since overlap 
is ign ored in Hucke! theory, the antibonding MO is not d estabilized m ore th an the bonding 
MO is s tabilized. Beca use HMOT is so ingrained in many chemist's minds, the more rea lis tic 
way to w rite such diagrams (Figure 14.9) is often forgotten. Always remember that w hen 
two filled orbitals interact, the result is actually net destabilization, because the out-of-ph ase 
combination is really raised more than the in-phase combination is lowered. 
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Figure 14.11 
All the parts of the HMOT analysis of fu lvene. A. The secular de terminant with numbering as g iven in the picture 
offulvene. B. The secular determinant after dividing by 13 and substituting (a - E) I 13 = - x. C. The energy diagrams 
derived from solving the sixth-order polynomial from the secular determinant. D. The secular equations for fuJvene. 
E. The wavefunctions for the molecular orbitals. F. Pictures of a ll the Hucke! MOs. 

Now let' s consider a substan tially more complicated system than ethylene, the mole­
cule fulvene. The Hiickel secular determinant for fulvene is given in Figure 14.11 A. Note 
that all the off-diagonal terms that do not correspond to adjacent atoms are zero. After divid­
ing the entire determinant by 13, we let (a- E) / 13 = - x, giving the associated determinant 
(Figure 14.11 B) . This determinant gives a sixth-order polynomial that has the following 
roots (x/s) : 2.115, 1.00, 0.618, -0.254, -1.618, and -1.861 . Since E ; = a + X;l3, the energy dia­
gram for the molecular orbitals shown in Figure 14.11 C arises. To generate the molecular or­
bitals, each energy E ; is substituted into the secular equations (see Figure 14.11 D), and for 
each, the six simultaneous equations in the six unknowns (c;k) are solved. The wavefunctions 
are given in Figure 14.11 E, and pictures of all the orbitals for the TI system of fulvene are 
given in Figure 14.11 F. These pictures simply show the tops of the p orbitals on each carbon 
with the planar molecule placed in the page. They nicely indicate the nodal patterns. 

Using Hiickel theory it was relatively easy to arrive at the energies and the wavefunc­
tions of the TI MOs of fulvene. Even with all the assumptions of HMOT, the energy splitting 
pattern and the contributions from the p orbitals on each carbon in the molecular orbitals are 
similar to those obtained with higher level calculations. In the Exercises at the end of the 
chapter you will be asked to solve for the energies and molecular orbitals of allyl and bu­
tadiene (we give the answers in Figure 14.15) using the associated secular determinants 
and equations. However, the molecular orbitals for these simple structures can also be de­
rived from some trends that Hiickel theory produces. These trends are the next items to be 
considered. 
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Figure 14.12 
The circle mnemonic for 
d etermining the 'IT system 
mol ecular orbital diagram 
for cyclic hydrocarbons at 
the H i.ickel level. 

14.3.2 HMOT of Cyclic TI Systems 

For simple, monocyclic hydrocarbon TI systems, the results of HMOT can be readily pre­
dicted. The HMO energy of orbital i, E;, is given by Eq. 14.56, where N =number of vertices 
(atoms in the cyclic structure). The i is the orbital numbering and runs from i = 0, :±:: 1, :±::2, ... , 
up to ±N I 2 for even Nor :±:: (N- 1) I 2 for odd N. This equation leads to the observation that 
the orbital splitting patterns for cyclic TI systems can be predicted by the circle mnemonic 
shown in Figure 14.12. One inscribes the appropriate polygon into a circle of radius 213, and 
the orbital energies are a + xl3, where xis the point of intersection along the vertical axis of 
the circle. This produces a number of degenerate orbitals for the cyclic hydrocarbons. The 
lowest MO is always E = a + 213 for these systems. 

( 
2in ) 

£; = a + 2 ~ cos N (Eq. 14.56) 

The nodal properties of the MOs follow the familiar patterns with the orbital of lowest 
kinetic energy at the bottom (no nodes) and highes t kinetic energy at the top (greatest num­
ber of nodes). 

The coefficients of the MOs can be easily obtained from four simple rules (these rules are 
for any molecule, although we are presenting them in the context of cyclic hydrocarbons). 
Our symbolism will continue to be 

Rule 1. For each If!;: 

MO = t/J;, AO = cpk, and t/J; = L C;k cf>;k 
k 

LC~ = 1 
k 

This is the normaliza tion criterion. The sum of the squares of the coefficients for any 
MO must be 1, when no overlap integral 5 is considered. 

Rule 2. For each ¢h : 

That is, the sum of the squares of the coefficients for any AO over all MOs must be 1. 
This means that the p orbital on each carbon must be used up completely over all the 
different molecular orbitals. 

Rule 3. For a degenerate pair of molecular orbitals, each atom must contribute 
equally to the pair. Each atom's contribution is just the sum of the squares of its coef­
ficients for the pair. 

Rule 4. The coefficients of the AOs must yield MOs that are either symmetric or 
antisymmetric with respect to any symmetry opera tion of the molecule. 

Consider, for example, the MOs of benzene (Figure 14.13). For MO number 1 (counting 
from lowest to highest energy), all coefficients are 1 I, 6 (Rules 1 and 4). Similarly, for MO 
number 6, all coefficients are :±:: 1 I )6. For the first degenerate pair we can say that the c's must 
all be the same by symmetry, and that c = Yz by Rule 1 because 4(/1)2 = 1. For coefficients a 
and b, we set up two equations. 

First, a2 = b2 + c2 = b2 + (;.Jz)2 (Rule 3). The square of coefficient a is set equal to the sum of 
the squares of band c because coefficient a only contributes to one of the orbitals in the de­
generate set. 
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Figure 14.13 
A. The nodal patterns for the 'IT MOs of benzene. B. Pictures of the 'IT 

MOs. Letters a, b, c, d, e, f, and the* refer to discussions given in Sections 
14.3.2 and 14.3.4. 

Second, 2a2 + 4b2 = 1 (Rule 1). 
Solving these gives b = 1 I , 12 and a= 2 I J12. Note that the atom that is on the node in one 

member of the degenerate pair has a larger coefficient in the other orbital. This is a general 
result. The coefficients for the other degenerate pair can be obtained equivalently or by the 
pairing theorem (see below). 

14.3.3 HMOT of Linear 1T Systems 

For linear polyenes the HMO energy of orbital i, Ei, can be obtained from Eq. 14.57, 
where N =the number of vertices (atoms in the chain) and i is the orbital numbering starting 
with 1 for the lowest energy orbital and proceeding uptoN. 

(Eq. 14.57) 

The nodal pattern follows a familiar form (Figure 14.14 A). We start with no nodes, and 
then progressively add nodes as the energy increases. For chains with an odd number of 
atoms, there is anMO that resides at the energy level of a p orbital (a). Before noting some ob­
vious patterns to these orbitals, this is a convenient place to review some definitions. The or­
bital at the a level, that just below the a level, and that just above the a level, are known as the 
frontier orbitals for the individual hydrocarbons. When adding electrons to these 1T systems 
to create neutral structures, the hydrocarbons with even numbers of electrons have only the 
orbitals below the a level populated. The highest-occupied molecular orbital for each struc­
ture is referred to as the HOMO. The lowest-unoccupied molecular orbital is the LUMO. 
For chains with an odd number of carbons, neutral structures have one electron in the MOat 
the a level. This orbital is therefore referred to as a SOMO, a singly-occupied molecular or­
bital. Furthermore, in these specific cases, because the SOMO is at the a level, it is not bond­
ing or antibonding. Hence it is referred to as an NBMO, a nonbonding molecular orbital. 

There are several patterns to the MOs of Figure 14.14 A that are important. First, the 
HOMO of even-electron systems is always a collection of what appears to be isolated 1T 

bonding pairs. Second, there is a pattern to the symmetry of the HOMOs and LUMOs. The 
HOMO of ethylene is symmetric (S) with respect to a C2 axis in the molecule. The HOMO of 
butadiene is antisymmetric (A); the HOMO of hexatriene is S; the HOMO of octatetraene 



842 CHAPTER 14: ADVA N CED CONCEPTS IN ELECTRONIC STRUCTURE THEORY 

a 

A. B. c. 
~- aO-cP-~ C> (\ (\ 

+ + + vvv 
~ 

+ + + 

. cP-?w !\ A f\ 
~ ~+ v v LUMO LUMO + + LUMO + + --

+ ~ ~ 
+ + LUMO + LUMO 

~cf>--./J ' ~ ~+ " c::::,. 

NBMO + NBMO + v v 
/"'--.. ~ a 

+ HOMO + + HOMO 

if'~JJ ~ ~+ ~ ,---....._ 

HOMO + HOMO + + v 
HOMO ~ ~ -- + + + + + 

~ ~- cP?-r:fJ ' ~ + + + + ""---./ 
~ 

+ + + 

aO-cP~ ~ ~+ 
+ + + 

Ethylene Allyl Butadiene Pentadienyl Hexatriene Hexatriene 

Figure 14.14 
A. The nodal pattern for the linear polyenes. B. Relative contributions of 
the p orbitals to each MO of hexatriene. C. Analogous two-dimensional 
waves showing increasing kinetic energy. 

would therefore be A; etc. The LUMOs follow a similar alternating pattern, starting from the 
A LUMO of ethylene. Furthermore, the NBMOs of linear hydrocarbons with odd numbers 
of carbons have coefficients on every other atom, consistently changing phase on every 
other atom. 

We focus upon hexatriene to note two other trends. First, the nodal patterns of Figure 
14.14 A do not give insight into the relative contribution of each p orbital to the MOs, and as 
seen in Figure 14.14 B, the relative contributions of the p orbitals are quite different for each 
MO. Second, you can take the nodal patterns along with the relative contributions of the p 
orbitals in each MO and sketch a picture of an analogous two-dimensional wave for each 
MO wavefunction (Figure 14.14 C). These pictures nice! y highlight the increasing kinetic en­
ergies of the wavefunctions, from the bottom to the top of the figure. 

Two important structures in HMOT are allyl and butadiene, because we will use these in 
Chapter 15. As such, Figure 14.15 shows pictures of the 1T MOs for these structures, their 
Hucke! energies, and the coefficients of the atomic orbitals for each MO. 

An analysis of the NBMO of allyl nicely ties together the valence bond concept of reso­
nance (see Chapter 1) with the MO concepts presented in this chapter. The NBMO only has 
coefficients on the end carbons, meaning that allyl radical does not have radical character on 
the central carbon at this level of theory. (See, however, the discussion of negative spin den­
sity in Section 17.3.2.) This is exactly what the resonance structures for allyl radical tell us. 

14.3.4 Alternant Hydrocarbons 

For moderately complex polyenes, the nodal patterns of the higher molecular orbitals 
can be difficult to decipher. Fortunately, things are greatly simplified because many systems 
of interest are members of a class called alternant hydrocarbons (AH). An AH is a system for 
which all the atoms can be divided into two classes, termed* and non-* (starred and non­
starred), such that no two members of the same class are adjacent. Further, AH are termed 
"even" or" odd" depending on whether the number of carbon atoms is even or odd, respec­
tively. Figure 14.16 gives examples. Neutral odd AH are radicals. A necessary and sufficient 
criterion for a non-AH is the presence of an odd-membered ring. 
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The Hucke! molecular orbitals of A. Allyl, and B. Butadiene. 

The usefulness of AH is in the following two pairing theorems, which apply only to 
AHs: 

Rule 1. All MOs come in pairs, If/;+ and If/;-, with energies a + X;(3 and a - X;(3 . 

Rule 2. For all atoms, the coefficients in lf/t and If/;- are the same in m agnitude and 
differ solely by changing the signs of the starred atoms only. 

With these two rules it is a simple matter to determine the nodal patterns of the higher 
MOs of the polyenes. Let's use these rules to work out the coefficients of the higher energy 
degenerate pair of orbitals for benzene (Figure 14.13). We start by placing a star on every 
other carbon in benzene; it does not matter where the first star is placed (refer to Figure 

1 I , 14.13). We showed above that c = /2, b = 1 I , 12, and a = 21 ~ 12 . To create the partner to the 
MO with c coefficients, we simply change the sign at the starred carbons, giving d as /2 also. 
For the partner to the MO with coefficients a and b, we again just switch the sign on the 
starred carbons. Hence, f = 1 I }12 and e = 1 I J12. Therefore, it is a simple procedure to derive 
the 1T MOs for benzene, but also for any other alternant polyene. 

:l 
'l)* 

Even AH 

Odd AH 

Violation 

·~· 
* "" * 

Non-AH 

Figure 14.16 
Examples of alternant and 
non-alternant hydrocarbons. 
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The rules above apply strictly to even AH. For odd AH the two rules still apply, but there 
is one additional MO. It has E = a, and it has coefficients only on the starred atoms. Here, we 
write the stars to create the largest number of starred atoms possible, and this NBMO repre­
sents the radical orbital for a neutral molecule. To write the coefficients for this orbital, we 
simply find a set of coefficients for which the coefficients for atoms around each non-starred 
position sum to zero. See the examples in Figure 14.17. Note that this NBMO does, ina sense, 
still satisfy the pairing theorem, in that it is "self-paired". Since it only has coefficien ts on the 
*atoms, changing the signs of all the* atoms gives the same MO. Since its energy is a , it can 
be viewed as paired with itself energetically, withE= a ± 0[3. 

A. Pentadienyl 

2 4 
* ~::: 
1 3 5 

B. Benzyl 

Figure 14.17 
Examples of the NBMOs of two odd alterna nt hydrocarbons. The 
sum of the coefficients around each non-starred cen ter must be zero. 

An interesting example given in Figure 14.17 is that of benzyl. Once again, valence bond 
theory concepts agree nicely with MOT. Resonance structures for benzyl radical place the 
radical on the benzylic carbon and also on the ortho and para carbons. Note that the NBMO 
for benzyl covers only these carbons (the * atoms). Additionally, the resonance structure that 
does not disrupt the aromatici ty of the ring is most stable, and hence contributes the most to 
the overall structure of the molecule. We find that the coefficien t on the benzylic carbon is 
twice that of the coefficient on the ring carbons, supporting our VBT analysis. 

6- 6- 6- 6 
Benzyl resonance 

14.4 Perturbation Theory-Orbital Mixing Rules 

The basic concept of perturbation theory is to begin with a Hamiltonian for a system, and 
then consider any new interactions as a perturbation to that Hamiltonian. Precise solutions 
to problems of this type are available, but our goal is to summarize the salient results of these 
treatments. The important point is that you need not actually know the correct wave­
functions for the unperturbed Hamiltonian in order to appreciate the effects of a perturba­
tion on the wave functions and their energies. 

We w ill be concerned with combining the orbitals of two fragments or molecules. When 
mixing orbitals, three factors must be considered: 

1. Symmetry: Only orbitals of like symmetry can interact. 

2. Overlap: Orbitals must overlap in order to interact; the greater the overlap, the stronger the 
interaction. The symmetry restriction is a special case of the overlap rule. 
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3. Relative energy: The closer in energy the interacting fragment orbitals, the stronger the 
interaction. 

These general ideas can be put on a quantitative basis by examining the results of first­
order and second-order perturbations. 

14.4.1 Mixing of Degenerate Orbitals-First-Order Perturbations 

When a pair of degenerate orbitals (AOs or MOs of molecular fragments) interact, we 
obtain the mixing diagram in Figure 14.9, identical to the results from the "Two-Orbital Mix­
ing Problem" . The initial orbital energies are HAA and the interaction matrix element is HAs· 
The lower orbital is the bonding orbital and is comprised of the in-phase combination of the 
original orbitals, while the higher lying, antibonding orbital is the out-of-phase combina­
tion. The changes in energy from the HAA level are given by Eqs. 14.58 and 14.59. 

(Eq. 14.58) 

(Eq. 14.59) 

This is termed a first-order perturbation because H As is only raised to the first power. A 
two-center, two-electron interaction is stabilizing, and the stabi li zation energy is 26-E (the 
"2" is present because there are two electrons). It is always favorable to mix a filled orbital with an 
empty orbital or to mix two singly occupied orbitals. Importantly, because Sis a positive number, 
it is always true that 16-E'I > 16-E l. That is, as already discussed, the antibonding orbital is 
destabilized more than the bonding orbital is stabilized. As such, the mixing of two filled 
orbitals, a two-center, four-electron interaction, is inherently destabilizing. This is called 
closed-shell repulsion, and it is an important result of orbital mixing. 

Now, if we assume that S = 0, then 16-E'I = 16-E I and closed-shell repulsion is undone. 
This may seem an unreasonable situation, but in fact many levels of theory make this ap­
proximation. As noted earlier in this chapter, most semi-empirical methods, such as AM1 
and MNDO, neglect overlap. As such, there is no closed-shell repulsion at these levels of 
theory, a serious deficiency in some situations. In contrast, for all its limitations, extended 
Hucke! theory (EHT) does not neglect overlap, and so closed-shell repulsion survives. As 
discussed, classical Hucke! theory does neglect overlap. In fact, as previously noted, HMOT 
can be viewed as perturbation theory with S = 0, HAA = Hss = cx, and H As = f3. 

14.4.2 Mixing of Non-Degenerate Orbitals-Second-Order Perturbations 

When rigorous perturbational methods are applied to the mixing of non-degenerate or­
bitals, the results shown in Figure 14.18 are obtained. Again, the lower orbital is the in-phase 
combination and the higher orbital the out-of-phase. A key observation is that the mixing co­
efficient, A., is always less than 1. Thus, the lower orbital is primarily ¢A with some fraction of 
¢8 mixed in. Likewise, the higher orbital is primarily ¢8 with some fraction of ¢A mixed in (re­
call that we already examined this briefly in Chapter 1). The greater the initial energy sepa­
ration between ¢A and ¢8, the smaller A. is-that is, the more the lower combination orbital 
looks like the original lower orbital and the higher combination orbital looks like the original 
higher orbital. 

As always, the two-center, two-electron interaction is stabilizing. Assuming the two 
electrons began in the lower energy starting orbital, the stabilization is as given in Eq. 14.60. 

(Eq. 14.60) 

Figure 14.18 
The non-degenerate, two-orbital 
mixing diagram. We show the 
fragments asp orbitals, but they 
could be any type of AO or MO. 
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This is a second-order perturbation because of the square in the numerator, and typically 
second-order orbital interactions are smaller than those between degenerate orbitals. In the 
situation where overlap is neglected, we have Equation 14.61. 

(Eq. 14.61) 

In either case, the stabilization scales as the square of the interaction matrix element HA6 , 

which is roughly proportional to overlap. In addition, stabilization scales inversely with 
the initial energy separation of the interacting orbitals. The larger the initial energy gap, the 
weaker the interaction. This is why we state that mixing orbitals of equal energy gives the 
most stabilization. 

As in the first-order perturbation, the two-center, four-electron interaction is destabiliz­
ing, because 1 ~£' 1 > I ~E I (Figure 14.18). Eq.14.62 gives the destabilization that results when 
Figure 14.18 is populated with four electrons, 

(Eq. 14.62) 

where Eo is the average energy of the original interacting orbitals. Again, if SA 6 = 0, then 
~£4 = 0, and closed-shell repulsion is neglected. 

14.5 Some Topics in Organic Chemistry for Which Molecular 
Orbital Theory Lends Important Insights 

There are several phenomena that have been discussed throughout this book that can be bet­
ter understood now that we have a stronger background in MOT. These include the unusual 
stability and instability imparted by aromaticity and antiaromaticity, respectively, and the 
unusual bonding and high donor ability of cyclopropane. We now reexamine these and 
other phenomena using molecular orbitals, and we introduce a new concept called through­
bond coupling. 

14.5.1 Arenes: Aromaticity and Antiaromaticity 

Aromaticity is extensively discussed in every introductory organic text, and aspects of it 
were given in Chapter 2, such as the 4n +2 rule. Key features that are diagnostic of an aro­
matic system include the following: 

• Special stabili ty, 

• Equalization of bond lengths, 

• Ring current effects in the NMR, and other special magnetic properties, and 

• Reactivity that is different from that of olefins and polyenes, such as electrophilic 
substitution rather than addition. 

For all of these, benzene is the prototype. We discu ssed the special thermodynamic sta­
bility of benzene in Chapter 2, and it is well accepted that all C-Cbonds in benzene are equal 
in length, and that length is intermediate between a single and double bond (Table 1.1). A 
diamagnetic ring current associated with the TI electrons deshields nuclei on the edge of the 
system, and shields nuclei over the TI face. As such, the NMR chemical shifts of protons 
around the periphery of aromatic rings are downfield from analogous alkene protons, while 
those above the ring are shifted upfield. Antiaromaticity-the destabilization associated 
with 4n systems- was introduced much later than aromaticity and was considered contro-
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versial at first. The low thermodynamic stablity of cyclobutadiene discussed in Chapter 2, 
however, gives strong support to the notion. 

It is commonplace to state that MO theory, including HMOT, "explains" aromaticity 
and antiaromaticity. Certainly, the results of Hiickel theory, as summarized by the circle 
mnemonic of Figure 14.12, make it possible to distinguish between systems with 4n + 2 elec­
trons and those with 4n electrons. The antiaromatic systems are predicted by this level of the­
ory to be biradicals (put four electrons into the energy diagram for square cyclobutadiene in 
Figure 14.12). The aromatic systems are more stable relative to analogous linear conjugated 
systems because their !3 values are larger for the bonding orbitals. In other words, relative to 
an analogous acyclic '1T system, the HMOT energy-which is just the sum of the one electron 
energies-is always lower for an aromatic cycle, again suggesting stability for the aromatic 
system. However, we've discussed above how the energy of a system does not equal the sum 
of the one-electron energies, and this might be especially so for such a crude theoretical 
model as HMOT. As a result, some caution is in order in interpreting HMOT energies, but 
the trends are sensible. Apart from the stability of benzene and the instability of cyclobu­
tadiene, notable successes of this approach include the stability of cyclopropenyl cation and 
cyclopentadienide, and the nonplanarity plus relatively large inversion barrier of cycloocta­
tetraene because it would be 4n when planar (Figure 14.19, A, B, and C respectively). 

Further insights into the 4n+2 rule can be gained from the 10-electron systems (Figure 
14.19). For example, the planarity and relative stability of the dianion of cyclooctatetraene 
(Figure 14.19 B) is generally considered a major success of the 4n +2 rule. However, it is not 
obvious that Hiickel theory predicts this dianion to be especially stable. Referring to Figure 
14.12, we see that in making this dianion we must put four electrons into two degenerate, 
nonbonding molecular orbitals. This hardly seems like a stable situation, but the dianion is 
aromatic because it fits the features listed above. Again, the qualitative arguments that arise 
from HMOT are sound, but caution is appropriate for quantitative analyses. 

For neutral10-electron systems, the story is more complex. Naphthalene is often viewed 
as a 10-electron system, but really it is better viewed as two six-electron cycles that share an 
edge. Note that six-electron cycles are especially stable even within the context of aromatic 
systems. For more complex ring systems, it is generally observed that the larger the number 
of benzene-like rings, the more stable the structure. 

A. 

B. o-~0 

c. co .-9 0 # 

D. 

E. 

Figure 14.19 
A. The aromatic ions cyclopropenyl cation and 
cyclopentadienyl anion. B. Cyclooctatetraene is 
nonplanar, but the dianion is planar and aromatic. 
C. 10 1r electron systems: naphthalene, all-cis 
[lO]annulene, and a possibly planar [lO]annulene 
with severe transannu Jar interactions. D. A bridged 
[lO]annulene. E. Dimethyldihydrophenanthrene. 
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The monocyclic 10-TI electron system, cyclodecapentaene, also known as [10]annulene, 
has long been an experimental challenge. The all-cis cyclodecapentaene cannot be planar; if 
it were, the C-C-C angles would be 144°. Introducing trans bonds would allow the system 
to be planar, but severe transannular repulsions ensue (see Section 2.2.2). This can be seen by 
imagining breaking the central bond of naphthalene to make [lO]annulene-the hydrogens 
we would have to add will point right at each other. The system will have to become non­
planar. The issue of the preferred conformation of [10]annulene is still open. The molecule 
has been observed at low temperatures by Masamune, and its NMR suggested a highly 
nonplanar structure with primarily olefinic character. Actually, two separate conformers of 
[10]annulene were observed, and it is an issue of ongoing debate as to the nature of these 
conformations. 

A recent computational study finds five low energy conformations for [10]annulene, 
with the most stable form being a twisted structure that has a C2 axis. Interestingly, only a 
very high level of theory, involving extensive configuration interaction, produced this re­
sult. Both DFT and MP2 theories predict different, and presumably incorrect structures, em­
phasizing the challenging nature of this system. 

A clever strategy of introducing a bridging saturated carbon relieves the transannular 
strain, and produces a more nearly planar and much more stable system. Vogel was the first 
to synthesize this structure, and despite the considerably reduced 1T overlap at the bridge­
head carbons (Figure 14.19 D) this 10-TI system is aromatic by the conventional criteria. 

Higher annulenes have also been prepared, including [14]- and [18]annulene. One of the 
best ch aracterized of this type of molecule is the [14]annulene derivative dimethyldihydro­
pyrene (Figure 14.19 E). The outer periphery is essentially planar, and a high quality x-ray 
structure shows extensive bond equalization, with an average C-C bond length of 1.393 A. 
This is clearly a bond length associated with an aromatic system. In a remarkable display of 
a ring current effect, the two methyl groups of dimethyldihydropyrene appear at 8-4.25 
ppm in the 1H NMR, placing them clearly in the shielding region of the ring current associ­
ated w ith the peripheralTI system. The reactivity patterns of this system are also benzene­
like. Therefore, the 4n+2 rule holds up for larger n. 

Finally, recent calculations have called into question one of the most sacred tenets of aro­
maticity theory. Hiberty and Shaik have come to the conclusion that the reason benzene has 
all equal bond lengths in not due to the TI system. Rather, they propose that it is the CJ frame­
work that enforces six equivalent bond lengths in benzene! We will see in Chapter 17 that benzene 
is indeed an exception when it comes to extended 1T systems, in that bond alternation is gen­
erally the rule. By separating full nb initio wavefunctions for benzene into cr and 1T compo­
nents and analyzing them separately, it appears that the benzene 1T system also prefers bond 
alternation. However, a cyclic array of six cr bonds (that is, the cr framework underlying the 1T 

system) prefers equal lengths, and it wins out in benzene. This is a controversial notion, and 
references for further reading are given at the end of this chapter. We mention this here sim­
ply to highlight the fact that even after more than a century of work, aromaticity remains a 
topic of discussion and research. 

14.5.2 Cyclopropane and Cyclopropylcarbinyl-Walsh Orbitals 

One of the most challenging molecules for organic electronic structure theory is cy­
clopropane. It is difficult to understand C-C-C angles of 60° with conventional bonding 
models. Also, in Section 11.5.14 we examined the unusual reactivity of the cyclopropy lcarbi­
nyl cation. Much of the rearrangement chemistry of this cation, as well as its special thermo­
dynamic stabili ty (Chapter 2), can be understood to arise from the uniquely strong donor 
character of the cr bonds in cyclopropane. Here we provide a more detailed description of the 
bonding in cyclopropane that nicely rationalizes these observations. 

Cyclopropane is very well treated by a combination of group orbitals and the perturba­
tion theory analysis described in this chapter and Chapter 1. First, however, we must con­
sider a new aspect of orbital mixing, the general problem of combining three, equivalent or­
bitals in a cyclic array. We now have two choices on how to proceed in solving this problem. 
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We can perform all the analysis in a manner similar to how the two-orbital mixing problem 
was addressed (Section 14.2.2). Alternatively, we can use some of the logic we have devel­
oped to this point in the chapter, and some of the rules of HMOT, to derive the answer. We 
choose the latter method here. 

The Cyclic Three-Orbital Mixing Problem 

We begin with the simplest possible three-orbital mixing, that of three 1s atomic orbitals 
located at the vertices of an equilateral triangle. We will operate at the zero overlap level, and 
we will use the perhtrbation rules derived in previous sections. The basic approach is out­
lined in Figure 14.20. First, we mix two of the atomic orbitals. This is a degenerate, first-order 
mixing, and so the in-phase combination drops in energy by HAs, and the out-of-phase rises 
by H A6, just as with the two-orbital mixing described in Section 14.4.1 with S = 0. 

A. 

00 

Figure 14.20 

0 
00 

B. 

0 0 
C~) 

The mixing of threes orbital in a cyclic array. A. The mixing pattern and 
orbital energies. B. Coefficients for the degenerate pair of orbitals. 

o C~) 
00 
( ~ ~ ) 

Next, we add the third of the original orbitals, allowing it to mix with the newly formed 
MOs from the two-orbital mixing. The third orbital cannot mix with the upper combination, 
because it lies on the node of that molecular orbital. So, the upper orbital of the original two­
orbital mixing comes across unchanged in the final molecular system. The third AO and the 
lower MO from the two-orbital mixing can interact. This is now a non-degenerate, second­
order mixing. For such a situation, we use Eq. 14.61. The factor of two given in Eq. 14.61, 
which simply accounted for the fact that there are two electrons, has been dropped, because 
here we wish to discuss only the drop of the orbital energy, not the total stabilization energy. 
The denominator ofEq. 14.61 is precisely HAs· Concerning the numerator, the interaction of 
the new AO with the MO can be treated as a sum of AO-AO interactions (because the MO is 
an LCAO-MO). The interaction energy for each AO-AO interaction is HA 8, because these 
are still interactions between 1s AOs, except now the interaction energy has to be scaled by 
the coefficient (1 / /2) of the AOs in the MO. That is, because the AO contributed by the MO 
is not a" full" AO, we have to scale the interaction energy. Thus, each AO-AO interaction is 
worth [(1/ ,2)HA8 )2. There are two such interactions, and so the total interaction is given in 
Eq.14.63. 

(Eq. 14.63) 
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That is, the fully in-phase MO is lowered by H As from the position of the original lower or­
bital, placing the completely in-phase orbital at an energy of 2HAB· The out-of-phase combi­
nation of the AO and the MO is raised from the initial AO position (E = 0) by HAs, makin g it 
degenerate with the higher orbital from the original two-orbital mixing. 

We can derive the orbital coefficients from the rules outlined in Section 14.3.2. In the low­
est MO all coefficients are 1 I ,13, by symmetry. For the degenerate pair, the MO with a nod e 
through one atom has coefficients of :±:: 1 I ,1

2. For the other MO there will be tw o different co­
efficients. The two AOs corresponding to the AOs involved in the other member of the de­
generate pair will have one coefficient, a, while the third AO w ill have a differen t coeffi cient, 
b. It is a simple matter to set up two equations using the rules of Section 14.4.2. 

2a2 + b2 = 1 

a2 + (11 ,12)2 = 02 + b2 

(Rule 1) 

(Rule 3) 

Solving gives a= 1 I , '6 and b = 21\6. As before, the AO th at lies on the node in one member 
of a degenerate pair has a larger coefficient in the other member. 

The results of the three-orbital mixing problem can be summarized as follows: 

• There is one, low-lying bonding MO and a degenerate pair of higher-lying, 
antibonding MOs; 

• The bonding MO is stabilized twice as much as the antibonding pair is destabilized; 

• The lowest MO is fully symmetrical; and 

• In the degenerate pair, oneMO has a node through one atom; in the other MO, this 
unique atom has a larger coefficient and is out-of-ph ase with the other tw o. 

These ru les are general for the mixing of three degenerate orbitals in a cyclic arrangement a t 
the level of Hucke! theory. 

The MOs of Cyclopropane 

We can now build the MOs of cyclopropane by combining three CH 2 groups positioned 
at the corners of an equilateral triangle, with the H-C-H plane perpendicular to the C-C-C 
plane. The patterns of one down and two up found above will be evident in all the orbital 
mixing given here. We use the CH2 group orbitals developed in Section 1.2.4, and the basic 
scheme is shown in Figure 14.21. We emphasize only mixings between originally degenerate 
group orbitals. Beginning with the predominantly C-H bonding orbitals, both u(CH 2) and 
TI(CH2) group orbitals combine in the usual three-orbi tal mixing way (one down, two up, as 
described above) to produce a total of six C-H bonding cyclopropane MOs (convenient, be­
cause there are six C-H bonds, Parts A, B, C, and E in Figures 14.21 and 14.22). The splittings 
are not large, because these group orbitals are more focused toward the hydrogens. 

In contrast, the mixing of the three u(out) group orbitals is quite large. These group or­
bitals have a major component that points directly toward the center of the cyclopropane 
ring, and they overlap substantially (Figure 14.21 D and G). The in-phase combination p ro­
duces a unique cyclopropane MO with a large density in the center of the ring (Figure 14.22 
D) . Since in this MO a great dea l of electron density lies in a region that does not correspond 
to where one usually thinks there are C-H or C-C bonds, it would be quite difficult to ex­
plain this orbital using conventional u bonding models usin g sp3 hybridized carbons. How­
ever, this MO, which is obtained from any type of calculation, is easily ra tionalized by the 
group orbital concept. 

Considering the remaining CH2 group orbital, pin character, introduces a new con cept. 
Note that thisp orbital lies, not along any C-Cbond, but rather is " tangent" to the ring. In the 
conventional three-orbital mixing problem, the lowest-lying MO is the completely in-phase 
combination of the basis orbitals. However, for a cyclic array of p orbitals of the type in­
volved here, completely "in-phase" is difficult to define. There is no way to arrange three p 
orbitals in a circle so that all interactions are bonding (try it). 
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Figure 14,21 
The orbital mixing diagram for cyclopropane 
formed from three CH2 groups. 

n (CH3) degenerate pair (E) "The Walsh orbitals" formed from 
C p orbitals; degenerate HOMO (F) 

o (CH2) degenerate pair (B) In-phase combination 
of n (CH2) (C) 

C-C bonding from o(out) (D) 

Figure 14.22 
The molecular orbita ls of cyclopropane 
from an ab initio calcu lation. The letters 
correspond to the lettering from Figure 
14.21. 
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A. 

B. 

Figure 14.23 
A. The Mobius interaction of p 
orbitals placed around a cyclo­
propane. B. Ca rtoo ns of Walsh 
orbitals of cyclopropa ne. 

To understand the MOs derived from the CH2 p-like orbital, we need to define some new 
conventions. We adopt a convention that a p orbital has a "positive" coefficient if, moving 
around the ring in a clockwise direction, we go from negative to positive in the p orbital. 
Now, we can examine the +I+ I+ MO-the " in-phase" combination of p orbitals. It is 
com pletely antibonding (Figure 14.23). The MOs of the degenerate pair(+ / node / - and 
+ / 2- / +) are more bonding than the+ I+ I + MO. The energy ordering in the three-orbital mix­
ing has been reversed; it is now two down and one up. This is because of the unusual nodal 
properties of the basis orbitals. For simples orbitals (as in the discussion above) or for p orbit­
als oriented perpendicular to the plane [as in the TI(CH2) orbitals of cyclopropane], the usual 
mixing results. For p orbitals in the plane of the ring, howevet~ a different pattern is seen. 
This unique arrangem ent is termed a Mobius topology. It has been s tudied extensively, and 
we will consider it more completely in Chapter 15, w here we consider peri cyclic reactions. In 
the present context, the important issue is that the mixing pattern is reversed for the p 
group orbitals. 

Given this analysis, the HOMO of cyclopropane is the degene rate pair arising from the p 
orbitals of the CH2 groups (Figures 14.21 F and 14.22 F). These F orbi tals are ca lled the Walsh 
orbitals of cyclopropane. Their electron density does not lie along the direct lines connecting 
carbon atoms. These C- C bonding orbitals can be considered to define bent bonds, or to 
have considerable '1T ch aracter. Either way, they are relatively high-lying in energy for C-C 
bonding orbitals in a sa turated hydrocarbon. 

The p-character of the F orbitals is responsible for the unique reactivity of cyclopropane. 
These Walsh orbitals are excellen t "donors", interacting well with low-lying empty orbitals 
of other systems (see Section 11.5.14). The prototype example is the cyclopropylcarbinyl cat­
ion (Figure 14.24). The empty p orbital of the cationic center can interact very well with the 
Walsh orbitals of the cyclopropane. The mixing is sh own in Figure 14.24 A. It splits the de­
generacy of the Walsh orbitals, as only the orbital with s ignificant dens ity on the subs tituted 
carbon interacts. This mixing of a filled orbital with an empty orbita l is clearly stabilizing, 
and this accounts for the unusual thermodynamic s tabili ty of the cyclopropylcarbinyl cat-

A. 

B. 

,' 

Figu re 14.24 
A. O rbita l mixi ng diagram for cyclopropylcarbinyl. Also shown is 
a filled MO of cyclopropylca rbinyl cation, showing the mixing of a 
cyclopropyl Walsh orbital with the empty p orbital of the ca tio nic center. 
B. The pre ferred geometry of a cyclopropylcarbinyl cation. 
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ion . It also explains a unique geometrical preference of the system. In order to mix with the 
Walsh orbital, the cationic center must adopt a specific geometry, illustrated for the dimethyl 
derivative in Figure 14.24 B. Using NMR spectroscopy under stable ion conditions, Olah 
was ab le to es tablish that there are indeed two inequiva lent methyl groups in the cation, 
with one methyl over the cyclopropane ring and one pointing away. Rotation around the 
CH-CMe2 bond makes the two methyls equivalent, allowing NMR to determine the activa­
tion energy for the process as 13.7 kcal / mol. This is a reasonable estimate of the stabiliza tion 
in the cyclopropylcarbiny l cation, establishing it to be a very significant effect. 

It is important to remember that the major electron density is on the edges of the cyclo­
propane rings, not in the middle of the ring. The cyclopropane MO w ith large density in the 
middle of the ring formed from the cr(out) group orbita ls is too low-lying to be important in 
cyclopropane reactivity. 

While the HOMO of cycl op ropane is relatively high-lying and has " -rr" character, the 
LUMO (orbital G of Figure 14.21) is not especially low-lying and is not of -rr character. The de­
generate LUMO arises from the cr(out) group orbitals. Thus, cyclopropane is a good -rr donor, 
but not a good -rr acceptor. 

14.5.3 Planar Methane 

A severe angle distortion that has long been a goal of physical organic chemistry has 
been planar, tetracoordinate carbon. Two strategies have been applied. The first is "brute 
force" distortion, using ring constraints to twist the normally tetrahedral carbon into a pla­
nar array. Molecules such as the fenestranes are examples of this approach . The [4.4.4.4]fe­
nestrane shown has yet to be prepared . 

The second strategy is more subtle, and it takes advantage of the unique electronic struc­
ture of a plana1~ te tracoordinate carbon . We begin by considering the MOs shown in Figure 
14.25. This analysis is very similar to that of developing the group orbita ls for a CH3 group 
from Chapter 1. We can understand the lowest energy orbital as arising from the in-phase 
combination of the carbon 2s orbital and the hydrogens. Nex t, we have a degenerate pair of 
MOs arising from the interactions of the carbon Px and py orbitals and the hydrogen atomic 
orbitals. What remains, then, is the carbon Pz orbital, and this orbital cannot interact with the 
hydrogens. We now add eight valence electrons, four from carbon and one from each hydro­
gen, and we see a very distinctive feature of planar methane. The p orbital is doubly occu­
pied. In effect, planar methane contains a lone pair of electrons occupying a carbon p orbital. Thus, 
only six valence electrons are used to make the four C-H bonds, not unlike the sih1ation with 
three center-two electron bonding. This nicely explains why tetrahedra l methane is more 

* 
~~ ** 

0 

oQo * 
0 

Figure 14.25 
The MOs of planar methane. Shown are quaLitati ve descr iptions of the 
MOs along with the actual MOs from an ab initio calculation . 

[4.4.4.4]Fenestrane = "windowpane" 

~··''''Li ? C><Li 
v~u u 

Dilithiocyclopropane 
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stable than planar methane. The tetrahedral structure involves all eight valence electrons in 
C-H bonding, while the planar form u ses only six. 

Along with providing an MO explanation of why tetracoordinate carbon is tetrahedral 
ra ther than planar, the orbitals of Figure 14.25 suggest a novel way to s tabilize a planar car­
bon. We can anticipate that any factors that stabilize the lone pair orbital will stabilize p lanar 
carbon. We want substituents that can act as 1T acceptors, with low-lying, empty pI 1T orbit­
als. Another factor is the smaller C-C-C angles in the planar form vs. the tetrahedral (90° vs. 
109.5°). Considering these factors led Schleyer and co-workers to propose candidate s truc­
tures such as 1,1-dilithiocyclopropane. The small ring favors small angles and the empty or­
bitals on Li can stabilize the lone pair. Indeed, ab initio computational s tudies predict tha t 1,1-
dilithiocyclopropane and related molecules should prefer a planar geometry. Poly-lithiated 
molecules have been prepared in the gas phase, but to date no structural information that 
could provide support for such structures has been forthcoming. 

14.5.4 Through-Bond Coupling 

We next consider an "effect" that w hen first observed seemed quite anomalous, but with 
modern perspectives on bonding is now seen to be quite reasonable. The problem can be set 
up (Figure 14.26) by considering 1,4-cyclohexadiene (1,4-dihydrobenzene). For the pur­
poses of discussion we will consider the molecule to have a planar carbon framework. 

The question is the nature of the 1T orbitals associated with the two double bonds. A mo­
lecular orbital analysis would begin with linear combinations of the 1T orbitals: an in-phase 
(symmetric, S) and an out-of-phase (antisymmetric, A). To the extent that there is any direct 
interaction between the double bonds, one would expectS to lie below A Such a direct mix­
ing is termed through space. The problem is tha t a number of observations lead to the con­
clusion that the actual orbita l ordering in 1,4-cyclohexadiene is A < S. What has gone 
wrong? This is a planar molecule, so there is a 1T system that can be confidently treated as 
separate from the cr framework. Isn ' t it a lways better to mix orbitals in-phase? 

Through-bond 

Through-space 

Figure 14.26 
Through-bond coupling in planar cyclohexadiene. 
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The problem is that we have not considered all the 1r orbitals! A central theme of Chapter 
1 was that CH2 groups also have MOs of 1T symmetry, and cyclohexadiene is a perfect sys­
tem for them to be involved. As shown in Figure 14.26, the 1r(CH2) orbitals lie on the nod al 
plane of the A combination of conventional TI orbitals, and so they cannot mix. However, 
the 1r(CH2) orbitals can mix with the S combination. This mixing lowers the energy of the 
1r(CH 2) orbitals, but it raises the energy of the S combination of TI orbitals. The interaction is 
strong enough that the fina l ordering is A < S. The actual molecular orbitals of cyclohexa­
diene confirm expectations (Figure 14.27). 

As originally described, this mixing of con ventional 1T molecular orbitals with TI(CH2) 

orbitals was termed through-bond coupling, to distinguish it from the direct, through­
space interaction. The 1T orbitals were described as mixing via the C-H bonding orbitals of 
the CH 2 groups. This is simply different terminology for what we now call a mixing of con­
ventionalTI bonding orbita ls w ith 1r(CH2) orbitals. 

In analyzing cyclohexadiene, we emphasized the mixing of filled orbitals. We have 
noted frequently that the orbital that goes up in energy always goes up more than the other 
orbital drops in energy. Hence, if all the orbitals in Figure 14.26 are fill ed as shown, this mix­
ing should be net destabilizing. Why, then, does it occur? A sim ple rationaliza tion is tore­
member that the energy of a system is not influenced only by the orbitals we are examirung . 
Overall s tability or instability is related to a ll the interactions within the molecule. If filled or­
bitals are aligned, of the correct symmetry, and within the proper distance to overlap, they 
will mix. The only way to avoid the mixture is to introduce a distortion into the structure to 
remove the overlap. In this case the distortion must be more destabi lizing than the closed­
shell mixing. We confronted a similar analysis in Chapter 1 when exa mining w hy alkyl 
groups raise the energy of alkene bonding TI orbitals (Section 1.3.5). 

14.5.5 Unique Bonding Capabilities of Carbocations­
N on-Classical Ions and Hypervalent Carbon 

The structural diversity of carbocations is unparalleled in organic chemistry. Along with 
a large collection of conventional carbenium ions, a vast array of unusual and exotic bridged 
species, carbonium ions, have been observed or proposed . In Chapter 1 we discussed some 
aspects of the novel bonding possibilities for carbocations, emphasizing the role of three 
center-two electron bonding in producing bridged structures. We also discussed a simple 
prototype system, ethyl cation, which exists in two forms: a carbenium ion thatis fairly con­
ventional but experiences a strong hyperconjugative interaction, and a fully bridged carbo­
nium ion. In Chapter 2, we noted how the bridging nature of some carbocations gives rise to 
extra stabili ty, as evidenced by lower hydride affinity va lues. In Chapter 11 we examined 
subs titution chemistry that proceeds via non-classical carbocations, and the interesting 
scrambling tha t occurs in the C-C skeletons of such structu res. Here we expand the discus­
sion of these ca tions, considering the electronic structures of a wide range of carbocations 
and some of the methodologies used to investigate them. As we will see, carboca tions pro­
vide a number of excellent examples of the bonding principles and orbital mixing ap­
proaches we have developed in this chapter. 

Inevitably, such discussions lead to the non-classical ion problem. Few subjects have 
generated as much experimental and computational effort-as well as debate, controversy, 
and animosity-as the non-classical ion problem . At one time it appeared that a lmost all of 
physical organic chemistry was focused on this single issue, and many have argued that this 
intensity, bordering on obsession, was ultimately detrimental to physical organic chemistry. 
With the benefit of hindsight, we can put this era into perspective and emphasize the posi­
tive outcomes of the d iverse efforts to address the p roblem. 

The non-classical ion problem focussed attention on a general issue in mechanistic / re­
active intermediates chemis try: how do we distinguish an intermediate in a very shallow 
energy well from a transition state? In addition, the non-classical ion problem inspired the 
development of a number of new experimental and computational a pproaches that con­
tinue to serve physical organic chemistry well. We cannot hope to cover all the nuances and 
complexities of this issue in this text, especially when entire volumes have been written on 

HOMO 

HOM0-1 

Figure 14.27 
The HOMO and next lowest 
MO (HOM0-1) of p lanar 
cyclohexadiene from a n ab initio 
calculation. Note there is no 
contribution from TI(CH2) 

orbi tals in the HOM0-1, but 
that they mix out-of-phase in 
the HOMO. 
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Figure 14.28 
A-D. Potential energy surfaces 
for hypothetica l ca rbocation 
rearrangements, highli ghting 
the continuum of possibilities. 
E. Definitions of stationary 
points on a potential energy 
surface. 

the subject. Here, we only consider structural issues-predictions about the structures of 
various ions based on theory and on experimental methods. A key to addressing this prob­
lem computationally was a method to address transiti on states. Hence, we must first take a 
sojourn into the methods u sed to calculate transition state structures . 

Transition State Structure Calculations 

It is convenient to phrase the key issues in terms of p otential energy surfaces, as in Fig­
ure 14.28. We are dealing w ith a continuum of possibilities (a common theme in physical or­
ga llic chemistry). We could have the "conventional" situa tion (Figure 14.28 A), in which 
there are two carbenium ions that interconvert via a single transition state that is a bridged 
structure (a carbonium ion). In prototype systems, thi s carbonium ion is a symmetrical 
structure relating two less symmetrical forms. Alternatively, the carbo11ium ion may itself be 
a stable s tructure also, and it could lie higher than (Figure 14.28 B) or lower than (Figure 
14.28 C) the carbenium ion. Finally, we could have the situation in which the only stable 
structure on the surface is the symmetrical carbonium ion (Figure 14.28 D). The "non­
classical ion problem" boils down to a question of whether the potential energy surfaces of 
Figures 14.28 B, 14.28 C, and, most especially, 14.28 D a re viable. 

Two m ajor advances in theoretical organic chemistry have proven especially useful in 
addressin g problems in carbocation chemis try. The first breakthrough occurred when ana­
lytical express ions for the first and second de rivatives of the ab initio energy expressions with 
respect to normal coordinates of the molecule beca me available. As we noted in our discus­
sion of geometry optimization using the molecula r mechanics method (Section 2.6), having 
analyti cal first and second deriva tives of the energy expression allows efficient, complete 
geometry optimization of molecules. While such expressions are straightforward to derive 
for molecular mechani cs, it took some effort to develop them for nb initio wavefunctions. 
Prior to this advance, only approximate/ partial geometry optimiza tions were possible. 
Given the subtle ty of the non-classical ion issue, this was unsatisfactory. We discuss the ap­
plication of nb initio geometry optimizations here in the context of carbocations, but they are 
applicable to all molecules. 

An important aspect of nb initio geometry optimiza tions is the ana lysis of the derivatives 
of energy with respect to a tom positions. It allows us to distinguish a true minimum from a 
transition state. As shown in Figure 14.28 E, when all the internal forces on a molecule are 
zero-that is, when all the first derivatives dE / dx (where x is a geometrical coordinate) are 
zero-we h ave a structure that is called a stationary point. By internal forces, we mean the 
driving forces to change bond length, bond angles, torsion angles, e tc. Figure 14.28 E illus­
trates thi s for a single geometri cal coordinate. In a calculation, the geometrical coordinates 
are the normal coordinates of the molecule (discussed in Chapters 2 and 7). The normal co­
ordinates are all the vibrational modes ava il able to the molecule. There are 3N- 6 normal 
coordinates to most organic molecules, w here N is the number of atoms. The first derivatives 
of energy with respect to each normal coordinate, ca lled components of the gradient, are 
slopes, and so a stationary point corresp ond s to a point where are all the slopes are zero. The 
sign of the second de rivati ve of the energy express ion, d2£ I dx2

, tells us whether a stationary 
point is a minimum or a maximum, the former corresponding to a positive second deriva­
ti ve, the la tter a negative. 

A s tab le molecule is a s tructure wi th a ll first derivatives of the energy express ion with 
respect to the normal coordinates equal to zero, and w ith all second derivatives positive. The 
molecule is a t a minimum in energy with respect to a ll normal modes. Now, recall the defi­
nition of a transi tion state as the highest energy point on the lowest energy path between re­
actan ts and products (Section 7.1.2). A transition sta te is a t a maximum along one and only 
one normal coordinate, the reaction coordina te. The second derivatives, also known as ei­
genvalues, thus provide a n unambiguous way to dis tinguish a stable molecule from a tran­
sition state (these are not the same eigenvalues that represent energy discussed in Section 
14.1.2). A s table molecule has all positive eigenva lues, whereas a transition state has one and 
only one n egative eigenvalue. Theory is thus able to unambigu ously determine which of the 
potential energy surfaces of Figure 14.28 fits a particular system. One seeks a single negative 
eigenvalue in an ab initio geometry optimization to find a transition state. 
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The second important theoretical advance for the study of carbocations was the devel­
opment of reliable ab initio methods to calculate NMR shifts of organic molecules. The most 
popular of these is IGLO (individual gauge for localized orbitals), developed by Kutzelnigg 
and Schindler. The theory and mathematics behind IGLO are beyond the scope of this text, 
but lead references are given at the end of the chapter. Extensive studies have shown that 
with ex tended basis sets and geometries optimized at fairly high levels of theory (such as 
MP2), excellent agreement between calculated and observed NMR chemical shifts can be 
obtained. 

Application of These Methods to Carbocations 

The interaction between theory and experiment has been especially fruitful for carbo­
cation chemistry for several reasons. First, a large quantity of gas phase thermodynamic 
data on carbocation stabilities is avai.lable (Table 2.8), allowing direct comparisons with 
computed values, which typically refer to the gas phase. Second, a large amount of struc­
tural data, mostly by NMR, is available under conditions of stable ion media. Importantly, as 
we noted in Chapter 2, compelli11g thermodynamic data establish that direct comparisons 
between gas phase and stable ion media results are possible, allowing theory to address sta­
ble ion media results. In addition, the carbocations of interest are fairly small molecules, and 
so very high levels of theory are appl icable. Finally, compared to other reactive intermedi­
ates, carbocations benefit from their electron deficiency. That is, carbocations put one fewer 
electron into the given basis set. This leads to less of a contribution from correlation energy. 
This may seem like a small effect, but it does make cations much easier to treat than anions. 
The open-shell nature of radicals, carbenes, and biradicals adds additional problems, such 
that carbocations are the easiest of the reactive intermediates to treat theoretically. For all 
these reasons, in more recent years theory has played an increasingly important role in re­
solving questions concerning non-classical ions. 

NMR Effects in Carbocations 

The presence of a cationic center has a profound effect on chemical shifts . Shown in the 
margin are the 13C NMR shifts for two typical ions. The cationic carbon is shifted very far 
down field, while adjacent carbons are also shifted downfield, but not to such a large extent. 
This downfield shifting has been found to be fairly general, and it can be quantified ac­
cording to Eq. 14.64, where 8 is the 13C chemical shift of a carbon. Thus,~~ is the sum of the 
downfield shifts of all carbons of the cation, compared to the ana logous hydrocarbon (ad­
dition of hydride to the ion). Study of a number of typical carbenium ions shows that~~ is 
fairly constant, generally in the range of 350-390 ppm. In some instances even larger values 
have been observed. 

(Eq. 14.64) 

We might an ticipate, however, that the three center- two electron bonding of carbonium 
ions might lead to atypical values of ~~. ln particular, we might expect the chemical shifts of 
h yperva lent carbons to be unusual, and indeed they are shifted far up field from what is seen 
for carbenium centers. This leads to greatly reduced values of~:£ . 

There are cations that aLl workers agree have unconventional struchtres. Figure 14.29 
shows a simple example, the 7-norbornenyl cation. The value of ~1 is clearly outside the 
standard range, indicating that the interaction between C7, which carries the formal cationic 
center, and the C2-C3 double bond is so strong that a new bonding situation arises. In effect, 
these three carbons are linked together by two" 1r" electrons, a typica I three center-two elec­
tron bonding situation. We also show a calculated structure for this ion, along wi th the 
HOMO and the LUMO. Note how C7 " leans" very strongly toward the olefinic carbons. The 
HOMO and LUMO are exactly as we would expect from orbita l mixing arguments. We have 
the in-phase and out-of-phase combinations of the olefin 1T bond and the empty p orbital at 
C7. As expected, the C2-C3 double bond is longer than a typical double bond, because 1T 

electron density has been removed from the C2-C3 bonding region and delivered to C7. 

8= 4.5 
'- H C 8= 321 

3 ~H-8=13 
HC 0 

3"' 
8 = 51.5 

1 
H and 13C NMR of carbocations 
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Figure 14.29 
The norbornenyl ca tion. Shown in schematic form are the limiting 
structures. Also show n is a ca lculated geometry a long with the HOMO 
andLUMO. 

If an appropriately positioned olefin can interact with a cationic center to m ake a carbo­
nium ion, we might ex pect that the edge of a cyclopropane ring could do the same. An exam­
ple of this i.s the ion derived from pentacyclo[4.3.0.02A.03•8.05•

70]nonane, which is known as 
Coates' ion (shown in the m argin). Even the most ardent opponents of the non-classical ion 
concept accept that this is a bridged, symmetrical carbonium ion. The value of Ll ~ fully sup­
ports this interpretation . 

The unusua l chemical shifts associa ted with carbonium ions carry over to 1H NMR as 
well. Eq. 14.65 shows the novel bridged s tructure obtained when cyclodecanol is exposed to 
the highly acid ic environment associated with stable ion media. The remarkable upfield 
sh ift seen for one proton confirms its bridging nature. This sys tem is a beautiful example of 
the types of transannular effects discussed in Section 2.3.2. 

The Norbornyl Cation 

Stable 
OH ion H 
~ medium ~ 
vv-~ 

H ) 
8-6.85 

(Eq. 14.65) 

Both the conven ti ona l (carbenium ion) and non-classical (carbonium ion) representa­
tions of the 2-norbornyl cation are shown in Figure 14.30. If, for the m om ent, we assume a 
traditional structure for the ion, the sys tem is very well set up for rearrangements during 
su bs tituti on reactions. Yet, the non-classical bridged structure also explains the myriad of 
products found in substitution reaction s (see Section 11.5.14). The stru ctures of Figure 14.30 
(obtained from quantum mechani cal calculations) illus trate how subtle this distinction is. It 
is just a matter of whether a CH2 group leans a bit to the right or not. Such a subtle difference 
is what constitut es the core of the non-classical ion problem, especially with regard to nor­
bornyl cation . 

The NMR data support the bridged structure. Under stable ion conditions, the va lue of 
Ll'i (Eq. 14.64) is 175 ppm. This is far below the usual range seen for conventional carbenium 
ions, a lthough the deviation is not as dramatic as that seen for the Coates' ion . The isotopic 
perturbation of equilibrium technique (Chapter 8) has also been applied. At very low tem­
peratures, the C1 and C2 of norbornyl cation show a single, merged line in the 13C NMR 
spectrum. When a 2-deuterio precursor is used in an effort to break this degeneracy, a single, 
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A. 

~ 
LUMO 

H 

B. 

LUMO HOMO 

Figure 14.30 
Structures for the norbornyl cation. A. The classical carbenium ion form. Two views of the computed 
structure are given along with the LUMO. ote the extensive conh·ibution of the Cl- C6 bond to the LUMO. 
B. The bridged non-classical structure. A structure is given, along with the LUMO and HOMO. Note the 
similarity of these MOs to those of the bridged ethyl cation (Figure 1.25). 

broad line is still seen, indicating a value of 8 ::S 2.3 ppm. Again, this is much smaller than is 
seen for conventional cations, supporting the bridged structure. It seems undeniable that, 
under stable ion conditions, the 2-norbornyl cation has the symmetrical, bridged, carbo­
nium ion structure. This proves that such a structure can be stable, and so it must be con­
sidered as a plausible reactive intermediate under conventional conditions. The remaining 
issue, then, is whether the symmetrical, bridged norbornyl cation is indeed involved in sol­
volysis reactions discussed in Chapter 11. While it is ultimately very difficult to prove that 
the symmetrical ion plays a key role in these reactions, all the data are consistent with its 
involvement. 

14.5.6 Spin Preferences 

In Chapter 1 we briefly mentioned the issue of differing spin states in carbenes. Chapters 
10 and 15 also highlight differing reactivities of singlet vs. triplet states. Here we consider the 
electronic structure factors that control spin states in organic molecLtles. Not surprisingly, a 
thorough understanding of spin states requires consideration of electron- electron repulsion 
at a bare minimum, and often electron correlation effects are important. We are now armed 
with the necessary theoretical background to attack this intriguing problem. We also note 
that because electron spin is at the heart of magnetism, an understanding of molecular spin 
preferences is crucial in efforts to design organic magnetic materials, as discussed in Chap­
ter17. 

Two Weakly Interacting Electrons: H2 vs. Atomic C 

In essence, we are talking about systems that h ave two weakly interacting electrons and 
asking w hatis the preferred spin s tate. Carbenes and nitre.nes are examples of reactive inter­
mediates that contain two weakly interacting electrons, as are biradicals. Figure 14.31 re­
views the basics of spin states and shows two prototypes for the two-electron system: H 2 at 
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c. Spins s Multiplicity 

tt -f + -f = 1 2(1) + 1 = 3; triplet 

H -f - -f = 0 2(0) + 1 = 1; singlet 

Figure 14.31 
Pro totypica l spin preferences. A. At aU separations, r, molecular 
hydrogen shows a singlet ground state. B. Atomi c ca rbon shows a triplet 
ground sta te because of a cancellation of reg ions of positive a nd nega ti ve 
overlap of the 2p atomic orbita ls. C. Possible spin states for the two­
electron system. 

long bond lengths and atomic carbon. Both have two weakly interacting electrons, but their 
spin preferences are quite different. 

At bonding distances H 2 is, of course, a singlet, with the triple t as a very high-lying ex­
cited state. In order to make the bond in Hv we must put two electrons into the bondingMO, 
and to do this and satisfy the Pauli principle, these electrons must be spin paired . In the trip­
let state, one electron is in the bonding MO and one is in the antibonding MO, and there is no 
H-H bonding. As we s tretch the H-H bond, the energy gap between the bonding and an ti­
bonding MOs collapses, and the singlet and triplet states converge. However, high-level cal­
culations consis tently establish that a t no point does the triplet drop below the single t. Ab­
sent any special effects, two weakly interacting electrons will form a singlet, because a little 
bit of bonding is better than no bonding at all. This is an important and general result. It tells 
us that if we bring two radicals together whose orbi ta ls ca n overlap, whether they are part of 
the same molecule (a biradical) or two monoradicals near each other in solution or in a crys­
tal, the most common result is a singlet (low-spin) state. 

Atomic carbon has four valence electrons, two paired in a carbon 2s orbital and two that 
occupy the degenera te trio of 2p orbitals. The two electrons in the p orbitals are high-spin 
paired, and atomic carbon has a triplet ground state. Why is it that these two weakly inter­
acting elec trons produce a triplet ground state, in contrast to the situation in stretched H 2? It 
turns out that exchange integrals play a key role here. The two p orbitals that contain the elec­
trons on carbon are orthogonal due to their nodal properties. However, this does no t mean 
that the electrons do not interact. Orthogonal means that the overlap integral between the or­
bitals is zero. Overlap favors bonding, and bonding requires a low-spin state, so one require­
ment for a high-spin state is zero or near zero overlap. As the H 2 result shows, even very 
weak overlap can produce a preference for a singlet state. The reason the AOs in H 2 have 
minimal overlap is that they are very far apart. However, as shown in Figure 14.31, the rea­
son the AOs in atomic carbon have zero overlap is that regions of positive overlap are can­
celed by regions of nega tive overlap. The two orbitals interact substantially by partially oc­
cupying the same space, defined as co-extensive, but the net interaction is zero. This is an 
underappreciated feature of AOs on the same atomic center-they are very much co-exten­
sive in space. The reason this is important is that the exchange integral, K, does not follow the 
same kinds of nodal properties as the overlap integral. To a good approximation, the values 
of exchange integrals track with the overlap of the squares of the orbitals. There are no sign 
differences once we square the orbitals, and so regions of positive and negative overlap do 
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not cancel. As such, in atomic carbon the overlap integralts zero, but the exchange integral is 
not. Recall our discussion in Section 14.2.1 that the exchange integrals are stabilizing, but 
only for parallel spins. If there is no bonding opportunity, and thus no strong driving force 
for spin pairing, the high-spin state is preferentially stabilized. This is the origin of Hund's 
rule. The situation with carbon is a perfect recipe for a high-spin state, and atomic carbon has 
a triplet ground sta te. When we stretch H2, we diminish both overlap and exchange inte­
grals, and overlap wins out to produce a single t at all distances. 

The results of the discussion of H 2 and a tomic carbon can be generalized. Typically, 
weakly interacting radicals will produce a weak preference for the singlet state. However, 
when the nodal properties of the system are such that the orbitals that contain the single elec­
trons are orthogonal but co-extensive in space, s ignificant exchange interactions result, and 
this can produce a triplet ground state. 

With this analysis in hand, we can now look at two prototype birad ical systems: cyclo­
butadiene (CBD) and trimetl1ylenemethanc (TMM). As shown in Figure 14.32, CBD and 
TMM have qualitatively equivalent MO diagrams. Both have a degenerate pair of non bond­
ing molecular orbitals (NBMO) occupied by two electrons. Howeve1~ the spin preferences of 
the two systems are completely opposite: CBD is a singlet and TMM is a triplet. The mag­
nitudes of these preferences are comparable: ~ 10 kcal / mol favoring the singlet in square 
CBD, and ~ 14 kcal I mol favoring the triplet in TMM. 

Closer consideration of the NBMOs of these systems explains the differing spin prefer­
ences. For a degenerate pair, any linear combination of the MOs is acceptable. For CBD, we 
can make a linear combination of the NBMOs such that they have no atoms in common (Fig­
ure 14.32 A). One NBMO is confined to atoms 1 and 3, while the other is confined to atoms 2 
and 4. Such orbitals are said to be disjoint; they occupy different sets of atoms. In contrast, it 
is not possible to find a linear combination of the NBMOs of TMM that are disjoint (Figure 
14.32 B). No matter what you do, there w ill always be a toms in common, and the NBMOsare 
termed non-disjoint. 

In light of our discussion of exchange and overlap, we can see that whether the NBMOs 
are disjoint or not should be important. In both CBD and TMM the NBMOs are orthogo­
nal. However, for disjoint NBMOs such as seen in CBD, the exchange integral is a lso very 
nearly zero. The two nonbonding elech·ons are not co-extensive in space. It is as if one elec­
tron is on atoms 1 and 3 and the o ther is on atom s 2 and 4. Now, both to firs t order (one­
electron theory) and to second order (including electron-electron repulsion), the singlet and 
triplet are degenerate. Technically this is all we can say at this stage (the Going Deeper high­
light on the next page looks at a higher level of theory). However, experience has shown that 
when electron correlation effects are included in the analysis of a disjoint system, the singlet 
s ta te is preferentially stabilized and becomes the ground state. 

Going Deeper 

++ 

++ 
* 

Figure 14.32 
The s imilarities and differences 
between CB 0 and TMM. 
A. CBD. Note that taking plus 
and minus combinations of the 
familiar NBMOs produces a pair 
of disjoint NBMOs. B. TMM. 

o mixture of the NBMOs can 
produce a disjoint pair. 
C. Another prototype bi radical, 
m-xylylene, which has an excess 
of* atoms and thus nondisjoint 
NBMO and a triplet ground 
state. 

Through-Bond Coupling and Spin Preferences 

A subtle e ffect of through-bond coupling is an influence 
on the spin preferences of certain s imple biradicals. Both 
1,3-cyclobutanediy l and 1,3-cyclopentanediyl have triplet 
ground sta tes. A simple analysis of such systems would 
model them as two p orbita ls that are only weakly inter­
acting, each containing one electron. The two radical 
centers a re roughly 2.10 A and 2.37 A apart in 1,3-cyclo­
butanediyl and 1,3-cyclopentanediyl, respectively. This 
looks li ke just a "'IT" version of stretched H2, and so we 
should expect a s inglet grou nd state.lndeed, calcula­
tional studies of two s ingly occupied p orbita ls at these 
distance do produce single t ground states. However, 

involved, and they have a profound effect. Briefly, in both 
systems the direct, through-space interaction produces an 
S < A ordering (analogous to the Sand A orbital symmet­
ries of 1,4- hexad iene discussed in Section 14.5.4), and the 
gap is larger in the cyclobutanediyl because of the shorter 
d istance. However, mixing in the TI(CH2) orbitals (the 
CH2CH2 bridge of the five-ring can be ignored) raises the 
S orbital, and in each case this produces a near degeneracy 
of the Sand A BMO. Thus, these simple loca lized biradi­
cals have triplet ground states. 

() 0 
we now should suspect that the TI(CH2) orbita ls will be 

Cyclobutanediyl Cyclopentanediyl 
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Going Deeper 

For the non-disjoint NBMOs of TMM the situation is quite different. Now the exchange 
interactions are significant, because the degenerate but orthogonal orbitals have character 
on the same atoms (co-extensive). A triplet ground state results. We can generalize these ob­
servations as follows. When the NBMOs of a biradical are disjoint, we expect the singlet and 
triplet to be close in energy, and often higher order effects will produce a singlet ground 
state. When the NBMOs are non-disjoint, exchange interactions are significant, and we ex­
pect a triplet ground state. 

Earlier in this chapter we introduced the concept of alternate hydrocarbons (AH). TMM 
and CBD are both even AHs, but there is a significant difference. While CBD has two* and 
two non-* atoms, TMM has three* and one non-*. It is not a coincidence that these two 
systems with differing spin preferences also appear different in the * I non-* analysis. The 
*I non-* rule is basically a topology rule-it reflects the cormectivity of the system. The topol­
ogy of the system also influences the nature of theN BMOs. In fact, it can be shown that a sys­
tem with an excess of * over non-* atoms will in general have non-disjoint NBMOs, while a 
system with equal numbers of* and non-* atoms will have disjoint NBMOs. 

Figure 14.32 C shows the NBMOs of m-xylylene, another prototype high-spin system. 
This structure also has two more * than non-* atoms. As such, its NBMO are non-disjoint, 
and a triplet state for the biradical is preferred. In our discussion of organic magnetic ma­
terials in Section 17.3 we will see that this* / non-* approach to predicting spin s tates can 
be extended to a remarkable degree, allowing the rational design of very high-spin organic 
molecules. 

Cyclobutadiene at the Two-Electron 
Level of Theory 

the transition state for the interconversion of equivalent 
rectangular forms, and it lies 5-10 kcal / mol above the 
ground s tate. Such a change from a high symmetry form 
to a lower symmetry form is cal led a pseudo Jahn-Teller 
distortion. It is an effect that is only seen at higher levels 
of theory, and it has a significant impact on the molecular 
and electronic structures of many systems. 

As we just discussed, the HMO triplet s tate for cyclobuta­
diene is modified significantly once we include exchange 
interac tions. Now cyclobutad ienc has a singlet g round 
state. Here we consider one additiona l feature of the sin­
glet sta te. It is not square (look back a t Eq. 2.34). Rather, it 
is rectangular, with alternating long (1 .54 A) and short 
(1.37 A) bonds.lt rea ll y is more like a diene than a reso­
nance hybrid of two equal forms . Why does this distortion 
occur? Consider the MOs of cyclobutadiene, and the con­
sequences of a distortion from square to rectangular (now 
it is more convenient to use the linear combination of 
NBMOs shown) . On going to the rectangular form, one 
MO will be significantl y stabili zed, and one will be desta­
bilized, opening up a s ignificant HOMO-LUMO ga p. At 
higher levels of theory, this is definitely s tabili zing. The 
square form of cyclobutadiene is actually 

14.6 Organometallic Complexes 

D=D 
[Q] - D 

- -w 
-w 

Jahn-Teller distortion 

We now introduce simple concepts in organometallic and inorganic bonding. This continues 
our theme of treating organometallic complexes alongside organic complexes. Fortunately, 
once one is knowledgeable of organic structure and bonding, there is a very simple exten­
sion that can be applied to organometallic and inorganic s tructure and bonding called the 
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isolobal analogy. This notion of bonding is essentially a continuation of our group orbital 
and molecular fragment concepts of Chapter 1, except in the setting of organometallic and 
inorganic complexes. Before looking at this, we examine a simple molecular orbital diagram 
for octahedral complexes, because this is a launching point for examining bonding in other 
structures. 

14.6.1 Group Orbitals for Metals 

Organic structures can be viewed as being constructed from groups of methyls, methyl­
enes, carbonyls, alcohols, etc. The group orbital concepts from Chapter 1 form a good theo­
retical vantage point for this notion, because to achieve a qualitative feeling for the bonding 
in organic molecules, all we need to know is the bonding within the fragments. 

Now let's consider organometallic structures. We once again find distinctive groups 
that are incorporated repeatedly in the structures-carbonyls, cyclopentadienyls, dienes, 
a lkylidenes, etc., and metals. Just as with organic molecules, we can consider these groups to 
contribute a specific set of orbitals in the construction of their respective metal complexes. In 
other words, once again, for a simple qualitative understanding of the bonding in these com­
plexes, all we need to know is the electronic structures of the fragments and the metal. 

~ 
Sc-CI 

~ 

PPh3 
' 0 

Ph3P- R,h -CO 

PPh3 

Representative organometallics 

Let's start by examining the electronic structures of metals. We begin by recalling the d 
orbitals given in Figure 1.26. These atomic orbitals can be used to make bonds, house lone 
pair electrons, or remain empty, depending upon the particular organometallic complex. In 
the LCAO-MO method, the basis sets for metals contain functions that represent the shape 
and energies of the atomic d orbitals. Hence, ab initio, semi-empirical, or approximate meth­
ods can all be used to calculate the electronic structures of metal-containing complexes. The 
results of the calculations show specific patterns of orbitals, much as with organic stru ctures. 
Many of these pa tterns can be understood by considering metals as adopting, at least ini­
tially, octahedral-like coordination geometries. 

As discussed in Chapter 1 with regard to octahedral complexes, the s, all three p orbitals, 
and the d2 2 and dxL y2 orbitals can all mix to create six identical d2sp3 hybrid orbitals (Figure 
14.33 A). On the left-hand side of this diagram are shown lobes representing these hybrids, 
along with what is known as the t2g set. The t2g set contains the d xy , d xv and d y: orbitals. They 
are lower in energy than the hybrid orbitals because the hybrids contain character from s and 
p orbitals of a principle quantum number one higher than the d orbitals. (Recall that the 3d 
orbitals are in the same row of the period table as the 4s and 4p orbitals.) On the right-hand 
side of Figure 14.33 A are six orbitals representing six identical ligands. Mixture of these li­
ga nd orbitals w ith the d2sp3 hybrids gives a very simple molecular orbital dia gram with six 
degenerate bonding orbitals and six degenerate antibonding orbitals. One can envision each 
of the degenerate orbitals as a discrete and localized a bond between the metal and each li­
gand; a valence bond model. 

As with organic structures, molecular orbital theory calculations do not give hybrid 
orbitals and discrete localized bonds. Figure 14.33 B shows a molecular orbital trea tment of 
the bonding in an octahedral complex. Instead of six equivalent hybrid orbitals plus the t2~ 
set, we now have symmetry adapted orbitals, according to octahedral symmetry. To crea te 
the mixing diagram, prior to mixing the ligand orbitals with the m etal orbitals, the li gand 
orbitals are mixed with themselves. This is done with an eye toward s creating mixtures of 
proper symmetry to mix with the d orbitals. The resulting molecular orbitals are now more 
complex than shown in part A, but they better mimic what is found in ab initio calculations. 
One of the essential features of inorganic and organometallic octahedral complexes is the 
same in the two diagrams-namely, the t28 set is unperturbed. However, with the MO ap-



864 C HA PTE R 14: ADVANCED CONCEPTS I ELECTRON I C STRUCTURE T HEORY 

A. 

B. 

Figure 14.33 

-------,----------
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Metai(M) 
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0 \ 

: 

6L 

: 6D 

Molecular orbita l diagrams for octahedra l complexes. A. The mixing diagram fo r six equiva lent ligands 
that bond to a trans ition metal possessing d2sp" hybrid orbitals. B. The MO diagra m for six equivalent 
ligands that bond to an unhybrid ized metal. 

proach, another set of orbitals, called 2e11 , is found near in energy to the t2g set. These molecu­
lar orbitals have signficant d,, and dx,_,,, character. 

We can use either model given in Figure 14.33 to predict d orbital population. An octahe­
dral molecule w ith six identical ligands is Cr(C0)6, w hich is known for its stability. Each CO 
ligand contributes two electrons while the metal contributes six e lectrons (see the d iscussion 
of electron counting for metals given in Section 12.1.1). After placing 18 electrons into the di­
agram, a completely closed-shell arrangement is found in either model. The t28 set contains 
six electrons. You can use the diagrams in Figure 14.33 for various electron counts to predict 
the orbital population for octahedral complexes. 

The molecular orbital diagrams for square planar, tetrahedral, and trigonal bipyramidal 
complexes becom e quite complicated. However, our goal here is to develop a model that 
yields a qualitative "feeling" for the bonding. In this regard, it is actually the hybridization 
picture of bonding that serves as a u seful starting point. To see this, we continue to analyze 
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The group orbitals for ML5, ML4, and ML3 complexes avai lable for 
making bonds to other fragments. A. Hybrid ization view of the group 
orbitals. B. Some of the possibilities for combining atomic orb itals to 
construct the g roup orbita ls. Alternatively, these orbitals ca n also be 
considered the group orbitals of the fragments. 

octahedral geometries, with various ligands removed as a means of creating molecular frag­
ments that can be used to make new complexes. 

Let's consider a basic octahedral core for systems that contain only five, foUl~ and three 
ligands (Figure 14.34 A), with each ligand contributing two electrons. The bonding MOs be­
tween the metal and these ligands drop in energy and are completely filled with electrons. 
We do not need to consider these. The interesting orbitals are those that are left over. Using 
the d2sp3 hybrid orbitals, we have one, two, or three unused lobe orbitals in the five-, four-, 
and three-coordinate systems, respectively. These left over orbitals, along with the t2g set, are 
a representation of the "group orbitals" that can be used to construct bonds to other frag­
ments. The t2g set is often not used in bonding, but it is available to donate or accept electrons 
depending upon the electron count of the complex. 

The orbitals shown in Figure 14.34 A are just lobes. However, the atomic orbitals that are 
the origin of these lobe orbitals can be very useful in creating molecular orbital diagrams. As 
shown in Figure 14.34 B, there are different possibilities for viewing the origin of the lobes in 
part A of the figure. Only a few of the possibilities are shown. As an example, let' s consider 
the four-ligand case shown in the middle of the figure. The two lobes can be considered as 
arising from the mixture of ad orbital with 1T symmetry with either a cr(out) hybrid or ad or­
bital possessing cr symmetry. The or igin of the other lobe orbitals can likewise be viewed in 
various ways (see the figure). These lobe orbitals constitute a set of"group orbitals" that can 
make bonds to other molecular fragments. We consider the orbitals in both Figures 14.34 A 
and 14.34 Bas the frontier orbitals for the metal fragmen ts. 
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14.6.2 The Isolobal Analogy 

Now that we have a picture of the frontier orbitals for several metal fragments, we can 
consider combining these fragments with other fragments, and making correlations with or­
ganic structures. One way to do this is known as the isolobal analogy. It is a thought process 
whereby we make comparisons between the group orbitals of organic fragments and metal 
fragments, correlating their structures, the s tructures of the molecules created from them, 
and their reactivities. Two fragments are known as isolobal if the number, symmetry prop­
erties, approximate energies, and shapes of the frontier orbitals are similar, and the number 
of electrons in these orbitals is the same. Importantly, before deciding what groups are isolo­
bal, we need to know the electron count on the organometallic group. 

Consider the Mn(C0)5 fragment and the methyl group. Methyl radical has a lone radical 
electron. Similarly, Mn(CO)s has a radical electron, because the metal has seven electrons 
from the meta l, and the CO ligands contribute a total of 10 electrons, m aking a 17-electron 
complex. Both have a single electron in an orbital protruding away from the other atoms in 
the molecule. The orbital on methyl is the u(ou t) group orbital (see Chapter 1), while the rad­
ical orbital for Mn(CO), can be viewed as shown in Figure 14.33 A. The Mn(C0)5 and methyl 
£ragmen ts are considered isolobal, because their frontier orbita Is are similar. In fact, they be­
have s imilarly. Mn(C0)5 dimerizes to form an Mn-Mn bond, and similarly me thyl dimer­
izes to make ethane. Furthermore, they can react with each o ther to make CH3Mn(C0)5. 

Using the isolobal analogy, we can understand a number of different organometallic 
complexes. Any species with a single electron should be isolobal with methyl. This not only 
includes d7 ML5 species, but also d9 ML4 species (17-electron complexes). As an example of a 
d9 ML4 species, Co(C0)4 is isolobal with methyL It combines with alkyl groups and itself. 
Furthermore, CpFe(C0)2 is isolobal (17-electron species). Indeed, CpFe(CO)z dimerizes and 
makes sin gle bonds to alkyl fragments. 

As another example, let's examine Fe(C0)4, a d8 ML4 fragment. This is a 16-electron com­
plex, and therefore has two radica l electrons. The frontier orbi tals are those shown in Figure 
14.34 for the four ligand case. Both Fe(C0 )4 and CH2 have two electrons in their frontier or­
bitals. Hence, Fe(C0)4 is isolobal with CH2. If we consider the middle of Figure 14.34 B, the 
group orbi tals resemble the a( out) and p orbitals of CH2 given in Chapter 1. Indeed, the fol­
lowing s tructures are known to fo rm, although the last one has only been isolated in a fro­
zen m a trix. 

co co co 
I oc,,, .... Fe= CH 

oc~ I 2 

I I oc,,,, __ Fe= Fe ...•• ,,co 
oc~ I I ~co 

co co co 
Organometallic analogues of ethylene 

In summary, the isolobal concept makes meaningful connections between inorganic 
fragments and the common organic groups. The lobe orbitals of Figu re 14.34 give the fastest 
insight into which metal fragments are isolobal with methyl, methylene, and methine. Table 
14.1 shows the isolobal relationships, where each ligand (L) contributes two electrons. This 
table makes a convenient reference point when considering the kinds of s tructures possible 
when combining organometallic fragments with organic fragments. 

Table14.1 
Isolobal Relationships* 

Organic groups Metal fragments 
---

Methyl ___L d 9 ML4 

t Methylene ..:=__J. dB ML4_ 

Methine d 9 ML3 I d 7 ML4 

i d 7 ML5 d5 ML6 d 3 ML7 I d B CpML2 

d 6 ML5 d 4 ML6 d 2 ML7 I d 9 CpML 

l d 5 ML j d 3 ML ~7~pM 5 6 ·--· -

*Each neutral ligand (L) contribu tes two electrons. Thed count refers to the meta l 
atom w ithout ligands. 
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As examined above, the isolobal analogy not only leads to ties between inorganic or or­
ganometallic complexes and organic structures, but it also gives a convenient manner to vi­
sualize the group orbitals for metal fragments. We can use these group orbitals to build up 
the bonding in complex molecules. Let's do this for one case. We examine how the group or­
bitals that derive from the isolobal analogy can be used to predict the bonding in a compli­
cated organometallic complex that has no organic analogy. 

Consider the MO diagram given in Figure 14.35. Here, Fe(COh is coordinated to tri­
methylenemethane (TMM), which at first glance seems like a difficult s truchtre to analyze. 
Yet, using the group orbitals for an ML3 comp lex from Figure 14.34 B immediately reveals 
how the MOs are constructed. Note how linear combination of the three Fe(COh lobes pro­
duces the familiar "one down, two up" pattern of three-orbital mixing. The phasing and 
symmetry of the two degenerate MOs ofTMM match the phasing and shape of the two ML3 

TI symmetry orbitals, while the low-lying TMM MO properly matches the ML3 a symmetry 
orbital. 

Without great experience or a calculation, it would be difficult to predict bonding for 
(TMM)Fe(COh. Yet, the combina tion of the metal group orbitals and the TI orbitals ofTMM 
naturally leads to the appropriate molecular orbitals. The important point is that the orbi tals 
for the three-ligand case of Figure 14.34 match the symmetry of the TMM orbitals, allowing 
one to clearly predict that such a complex should be stable. 

In summary, the isolobal analogy ties the group orbital concepts from organic chemistry 
to organometallic and inorganic chemistry. Fragm ents with similar frontier orbitals create 
similar structures. The method is particularly insightful for organic chemists, who are natu­
rally adept at considering the kinds of structures that combinations of organic fragments can 
create. By making the isolobal connection to an inorganic fragment, w e can have similar in­
sights into the vast possibi lities for s tructures created from metal-containing fragments . 
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Figure 14.35 
The MO diagram for the formation of (TMM)Fe(COh 
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Exercises 

Summary and Outlook 

Many of the methods for electron ic stru cture theory calculations were described in this 
chapter. We found that for small molecules, ab initio calculations can give great insight into 
bonding and common effects tha t we routinely use to rationalize chemica I reactivity, such as 
hyperconjuga tion. We highly advise students of organic chemistry to learn how to use the 
common programs for ab initio, semi-empirical, and approximate methods and employ the 
results in your research. Hopefully, this chapter has given a foundation for these theories, 
such that the programs can be approached with less trepidation. However, these more so­
phisticated methods are not always necessary. Even methods as simple as Hi.ickel theory can 
be ex tremely useful, explaining the bond ing p roperties of 1T systems quite nicely. 

Up to this point in the tex tbook, the valence bond concept of discrete and locali zed 
bonds between adjacent atoms and the use of group orbitals and QMOT were sufficient to 
understand reactivity and mechanism. Hence, we left the deta iled ana lysis of full MOT until 
this la te point in the book. The next few chapters, h owever, greatly benefit from an under­
standing of MOT. In Chapter 15-pericyclic reactions and theory-MOT is the launching 
point. The methods of predicting the regiochemistry and stereochemistry of peri cyclic reac­
tions begin with correlation diagrams and frontier orbitals- purely MOT concepts. Follow­
ing this chapter is an analysis of photochemistry. Again, to understand electronic transitions 
in molecules, the m olecul ar orbi tals need to be understood. Finally, materials chemistry is 
s trongly dependent upon the results of MOT. In the last chapter of this book, band structure, 
electrical conductivity, and magneti sm, wi ll all be explained using MOT. Hence, although 
our model of bonds between atoms using sp3, sp2

, and sp hybri dization states has taken us a 
lon g way, now tha t we have a fou nd ation in molecular orbitals, we are ready to launch into 
new and exciting territory. 

1. Show al l the math used to derive Eq . 14.49 and 14.50, a long w ith the energies of these wavefunctions, starting with 
Eq. 14.38. 

2. a. Look at the following wavefunctions fo r molecular orbitals of methanol, all of which are filled. Considering the V2 

function, rank them from lowest energy to highest energy. What orbital(s) do you find as the HOMO? Does thi s lead 
you to any prediction as far as reactivity? Some orbitals wi ll be very close in energy, and hence s imply conside r them 
as degenera te. 

A. B. c. D. E. F. G. 
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b. Shown below is the LUMO of methanol. Does this suggest anything about the reactivity of methanol? 

3. Using Figure 14.3 as a guide, write the full Hamiltonian for methane. Assume completely tetrahedral symmetry with 
all C-H bond lengths identical. 

4. Using T
8 

and V
8 

plots (Figure 14.7), along with the resulting Morse potentials, show in a schematic fashion that bond 
strengths can be increased with lower electrostatic repulsions (between electrons or between nuclei), and w ith lower 
kinetic energies in the molecular orbitals rela tive to the a tomic orbitals. 

5. Explain in detail why a bond between two He atoms cannot form. 

6. Read the fo llowing experimental descriptions and briefly discuss a ll the underlined terms. 

Electronic structure calcu la tions were ca rried ou t with the Gaussian 94 suite of programs at the levels of second­
order M0ller-Plesset (MP2) and h ybrid density functional theory (B3L YP) w ith basis sets developed by Pople, McLean, 
and co-workers. Geometry optimizations with the 6-31G* basis set were followed by single-point calculations w ith the 
6- 311G* basis set. 

Krog h-Jespersen, K., Ya n, 5., and Moss, R. A." Ab Initio Electronic Structure Calculations on Chlorocarbene-Ethy lene and Chlorocarbene­
Benzene Complexes." f. Am. Chem. Soc., 121,6269-6274 (1999). 

A ll molecular orbita l calculations were carried out using Spartan 4.1. Geometries and conformer studies were carried 
out w ith the AM1 and PM3 H amiltonians using the default geometry optimizer and convergence criteria. Single-point 
SCF ab initio calculations were then done on those structu res us ing one of several standard Gaussian basis sets. 

Lipkowitz, K. B., Gao, D., a nd Katzenelson, 0 . "Computa tion of Physical Chirality: An A sessment of Orbital Desymmetrization Induced by 
Common Ch iral Auxiliaries." ] . Am. Cltem. Soc., 121, 5559- 5564 (1999). 

7. Using Eq. 14.57, show tha t the energies in Figure 14.15 for allyl and butadiene are correct. 

8. Usin g full Hucke! theory with a secular determinant, derive the wavefwKtions and molecular o rbital energies for allyl and 
butadiene given in Figure 14.15. For ally l, you wi ll derive a cubic equation whose roots x are , 2, 0, and-, 2. For butadiene, 
you will have to solve a fourth-order polynomial, the roots of which are x = 0.618, - 0.618, 1.618, and -1.618. 

9, Use the rules of Section 14.3.4 to draw the MOs of the 1T system for pentadienyl. 

10. Provide coefficients for the NBMO of the odd alternate hyd rocarbons given below. 

~ 00 co # # 

# 

CCV # co # 

11. Derive the HMOs for the 1T system of cyclobutad iene. 



870 CHAPTER 14: ADVANCE D C O NC EPTS I N EL ECTRO N I C STRUCT U RE THEOR Y 

12. Below is the photoelectron spectrum for e thane. Does this spectrum better agree wi th the MO diagram given in Figure 
1.13, or does it best agree with six equivalen t C-H bonds and a single C-C bond? Explain your answer. 

c/40s .----- --------- --- -. c/1 OOOs 

1000 
C1s 

600 

500 400 

200 
0 

1190 1200 1460 1470 1480 eV 
Kinetic energy 

eV 290 30 20 10 0 

Binding energy 

13. Show that HFe(PR3)4 and CpFe(COh are isolobal with methyl. 

14. Use the methods of secu lar de te rminants to derive the MOs and energies for th e cyclic th ree-orbital mixing problem. Let 
the three orbitals be simples orbitals. As with Hucke! theory, le t the overlap integrals equal zero. The answer shou ld be the 
same as given in Figure 14.20. 

15. For dienes 1 and 4, there is an issue as to the sequence of the two MOs associated with the olefin ic TI bonds. The " natural" 
order would have the in-phase, symmetric (S) combination lower in energy than the ou t-of-phase, antisymmetric (A) com­
bination. Using the PES d ata below, bu ild orbita l mixing diagrams (1 + 3 to make 2; 4 + 6 to make 5) to determine whether 
the orbi tal ordering is the "natural" one (S < A) or is reversed. For each system, d raw an orbita l mixing diagram and 
sketch all relevant orbita ls. 

1 
8.87 
9.45 

4 
9.2 
9.4 

2 
8.23 
9.65 
10.02 

5 
8.72 
9.24 
9.74 

3 
9.05 

6 
8.84 

16. Why does it not matter w hether 1,4-cyclohexadiene is planar for the through-bond analysis to hold? 

17. Write the Hucke! secular determinants for the follow ing two polyenes. 
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18. Examine the mixing of the NBMOs of allyl and benzyl fragments to predict which of the foJlowing polyenes have the most 
stable 7r systems. Draw pictures of the bonding molecular orbitals that result for linear combination of the N BMOs. Rank 
the stability of the 7r systems based upon your analysis. 

co _.-9 

19. Using Eq. 14.56, confirm the 'IT MO energies of cyclopentadienyl as given in Figure 14.12. 

20. Use the cyclic HMOT rules to write the MOs for the high-energy degenerate pair of benzene. The answer should be the 
same as in Figure 14.13. 

21. Treat tetramethyleneethane with qualitative first-order perturbational MOT using the 7r MOs of allyl to derive the entire 7r 

MO diagram of this molecule. 

22. Using the energies for the orbitals of butad iene and allyl given in Figure 14.15, calculate in terms of a and~ the activation 
energy for the bond rotation sh own below. Assume that the transition state for the reaction is biradical-like in which the 
plane of the terminal CHD group and the allyl group are perpendicular. 

o~- ~ 
D 

23. Explain the following statement: "The reason we can only put two e lectrons into an MO is that electrons are fermions." 

24. Semi-empirical methods such as AMI are much faster than ab initio methods for standard organic molecules involving C, 
H, N, and 0. The difference in speed is even more pronounced when heavier elements such as Si and Pare involved. Why? 

25. Show that if k is set equal to 1 in Eq. 14.53, mixing two orbitals produces no bonding (refer to Eq. 14.46). Discuss how this 
result emphasizes the fact that bonding results from the lowering of energies in the overlap region relative to that of the 
isolated orbitals. 

26. The C-C bond length in ethane is 1.531 A, while that of the ethyl cation is 1.438 A. Rationalize this di fference, citing two 
reasons. 

27. According to ab initio HF calculations (3-21G* basis set), the C-C bond of cyclopropane is 1.513 A long, in good agreemen t 
with experiment. A comparable calculation on cyclopropylcarbinyl cation gives the bond lengths shown. Ra tionalize the 
differences. 

1.415 A 
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28. Shown be low are the absolute va lues of the Hi.ickel coeffi cie nts for selected atom s in the Hucke! MOs for vi nyl alcohol 
(CH 2=CH - OH). The MOs are in order of increasing energy, with oxygen as the atom on the right. Determine magnitudes 
of th e remaining coeffi cients using the rules p resented in Section1 4.3.2. To determine the s igns, build up the Hi.ickel orb it­
a ls of v iny l alcohol by mixing ethy lene and hydroxy l (OH). The end result should be a complete Hucke I MO diag ram for 
vi nyl alcohol, with coeffi cients and signs clearly indica ted (orb ita l e nergies not required). 

/"--.._ 
0.15 

0.61 
/"--.._ 

0.72 

/"--.._ 
0.14 

29. Shown below is the s tructure of no rca radiene. The C1-C6 bond is unusua lly long (cyclopropane itse lf ha s a C-C bond 
leng th of 1.51 A) . Use a n orbital mi xing di ag ra m to ra ti onali ze this result. Sketch the orbi tal th at is m ost respo nsib le fo r 
the e ffect. 

1.5o A 

~ 
~1 .57A 

C1 

30. While me thylene (CH2) is a g round state triple t (T), substitu ents ca n have a large effect on the spin prefe re nce. Aminometh­
ylene CHNH2, for example, prefers the s ing le t (S) ground s ta te by 42 kca l / mol! 
a. Use an orbital mi xing diagram to ra tiona li ze this result. (Note: CHNH2 is a planar molecule.) Sketch the mol ecul a r orbit­

als that are most cru cia l for this argument. 
b. Based o n the results for part a, explai n the followin g tre nd in S-T gaps for CHX molecules: 

ET - £ 5 (negative value 
X implies T ground state) 

H -9.2 
F 12.2 
OH 27 

NH2 42 

(A whole new mixing diagram is not necessary-just relate comme nts to part a.) 

31. The ca tion C H5- is a well known gas phase s pecies . We w ill consider here two possible geometries for thi s in teres ting 
structure. 
a. Build th e molecular orbital s for trigonal bipyramidal CH,' (sh own on th e le ft) by combining th e o rbitals of pla11ar CH3 + 

with those of two hydrogens that a re far a part (the apica l hydrogens). 
b. The alte rnative stru cture for CH5 +is less symmetri ca l (shown on the rig ht), and is best tho ught of as a complex between 

pyramidal CH3+ with molecul ar H2. Build the m o lecu lar orbita ls o f this species fro m those two fra g ments . 
c. Based on your two diagrams, rationalize the fact that the ex perimental s tructure corresponds to the s tru cture on the 

ri ght. 

[ 
H)c-- --1 

H'''j H 
H 

H 
'\. _.- f;i 

C' : 

H'~' ·-.. H j
e 
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32. The photoelectron spectrum of tetraene 1 gives only the three 'TT ioniza tions shown. Rationalize thi s result based on the 
data given. Draw an orbital mixing diagram and sketch all relevant orbitals. 

PES data: 8.35 
9.67 

13.10 

\_)' 
9.09 

11 .55 

33. Derive the va lence MOs for fully planar ethane (all eight atoms lie in one plane) by firs t constructing planar CH3 in the nor­
mal geometry, distorting to aT-shaped structure, and then combining two such fragments to give plana r ethane. Show an 
orbital mixing diagram and sketch all re levant orbitals. Discuss brie fl y the n ature of the C- C bond and the overa ll C-H 
bonding situa ti on in planar ethane. 

H H 
I I 

H- C-C - H 
I I 

H H 

34. The first two ionizations in bicyclo[2.l.O]pentane (1) are beli eved to ari se from the Walsh-type orbitals of the three­
membered ring, the degeneracy of which has been split by substituti on. Using the PES d ata shown, assign the firs t 
two ionizations of 1. Sketch the MOs responsible for the three ioniza ti ons of 2. 

dd D 
1 2 

10.4 8.6 9.6 
11 .2 10.8 

11.2 

35. Ethylene (C2H 4) is planar, but B2H 4 is perpendicu lar. Using the orbitals of CH2 and BH2 groups, build up the molecular 
orbitals of both molecules, and rationali ze the structural difference. Sketch all relevant orbita ls. 

H 
's-s -··''''H 

H' "H 

36. Your goal in thi s problem is to rationali ze the photoelectron spectrum of [l.l]paracyclophane (1). The first four ionizations 
are found at 7.03, 7.77, 8.63, and 9.82 eV, a ll of which can be traced to the HOMOs of benzene (IP = 8.9 eV*). Proceed as 
follows: 
a. Start with p-xylene (p-dimethylbenzene) and rati onalize its IPs (8.33 and 8.86 eV). Sketch the relevant orbitals. 
b . Dis tort p-xylene to the boa t-like structure contained in 1. Rationali ze the calculated IPs of thi s hypothetical structure 

(7.64 and 8.82 eV). 
c. Combine two such boat s tructures to make 1 and ex plain the ioniza tions of 1. Sketch the relevant orbitals. 

You need consider only contributions from the aromatic rings. 

*For consistency, a ll IPs are the results o f ab initio calculations, and so may differ s lightly from known expe rimenta l data. 

0 1 

37. Shown below are two 'TT MOs of benzene. At HMO, a= b = 1 I )6 = 0.41. In an EHT ca lculatio n, a= 0.33 and 
b = 0.54. Explain the difference between the HMO and EHT results and between the values of a and b in EHT. 

a aoa 
lf/1 = a a 

a 
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38. The structure of spiro[2.4]heptadiene (1) has been accurately determined by microwave spectroscopy. Use an orbital 
mixing diagra m to rationalize the structural differences between 1 and the m odel compounds cyclopropane and cyclo­
pentadiene.lnclude sketches o f all relevant orbitals. (Numbers shown are bo nd lengths in A.) 

1.462 

1 467*1.494 

1.361 1.546 

L:-. 
1.510 

d .506 

1.344 
1.468 

39. Rationalize the va riation in the MP values seen in the photoelectron spectra of the two isomeric s tructures shown below. 

~·"H H~·.,,,, H H H 
H.,..... H.,..... ....._ H 

IPs (eV) IPs (eV) 

8.96 9.08 
9.93 9.44 
!liP = 0.97 MP = 0.36 

40. Considering the Going Deeper highlight on 1,3-cyclobutanediyl and 1,3-cyclopentanediyl (Section 14.5.6), draw an orbi tal 
mixing diagram for each show ing how through-bond coupling can produce nearly degenerate NBMOs. Also show that 
the fina l NBMOs are non-disjoint. 

41. Make an orbital interaction diag ram between a cyclopropane and a methyl cation that mimics the bonding in "Coates' 
ion" (Section 14.5.5). Sketch al l relevant orbitals. 

42. Show an orbital mixing diagram that combines CH+ with square cyclobutadiene to make (CH)s". Use this to explain why 
C H· is stabilized by this interaction. 

H 
'0 

/<t> ' 
' 

43. While CH+ is stabilized by coordination to cyclobutadiene (see Exercise 42), the analogous structure in wh ich a CH+ is 
complexed to benzene, (CHh +, is not stabi lized. Explain why this would be so. 

44. What do the 2ex orbita ls look like in Figure 14.33? Does popula tion of these orbitals with electrons stabilize or destabilize 
octahedral complexes? 

45. By inspection of the bonding and an tibonding 1T orbitals of benzene and the s, p, and d orbitals of a metal, draw the genera l 
molecular orb ita l d iagra m for the sandw ich complex M(ary l)v where M = Ct~ Mo, and W, and aryl = benzene. (Hin t: Mix 
the orbi tals on the two ecl ipsed benzenes firs t to de rive linear combinations of the benzene orbita ls. Because the benzenes 
are so fa r from one anothe1~ the energies of the mixtures on ly change slightly from the energies of the starting benzene 
molecu lar orbita ls. Then exam ine the symmeh·ie and energies of these mixtures, and match them w ith the appropriate s, 
p, and d orbita ls on the metals to write the entire orbital di agram .) Which d orbital(s) is (are) not used signi ficantly in the 
bonding? 

46. Using Table 14.1, design organometallic compounds that you su spect should make stable complexes with triple bonds to 
m ethine (CH). 

47. Write a similar table to that of Table 14.1 where one ligand, X, is a covalent ligand (contributing only one electron to the 
M- X bond), while the other ligands, L, are neutral, da tive ligands (contributing two electrons each). 

48. Why can' t a stationary point with two nega tive eigenva lues be a transition sta te? 
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49. When you have three, four, five, or n electrons in a molecule, the Slater d e terminant gives a total wavefunction that is very 
compli ca ted. It consists of n terms, each of which is a product of n orbita l wavefunctions. Yet, all the integrals we consid­
ered in the Hartree-Fock eq uation are only one- and two-electron integrals. What happened to then electron integrals you 
should get if such a determinantal wavefunction is used in the Schrodinger equation? In additi on, why do the one-electron 
integrals only in vo lve the same orbital; in other words, wh y don' t H;i terms a rise? Furthermore, why do the two-electron 
terms always involve the sa me two orbitals (i and j in our notation)-why not a <ijl1 I rl kl> type integral? An swer these 
three questions with a mathematical analysis. 

Further Reading 

Textbooks on Molecular Orbital Theory 

Albright, T. A., Burdett, J. K., and Whangbo, M. -H. (1985). Orbital Interactions in Chemistry, John Wiley 
& Sons, New York. 

Borden, W. T. (1975). Modern Molecular Orbital Theory for Organic Chemists, Prentice-Hall, Englewood 
Cliffs, NJ. 

Gimarc, B. M. (1979). Molecular Structure and Bonding: The Qualitative Molecular Orbital Approach, 
Academic Press, New York. 

Hehre, W. J., Radom, L., Schleyet~ P. V., and Pople, J. A. (1986). Ab Initio Molecular Orbital Theory, 
John Wi ley & Sons, New York. 

Pople, J. A., and Beve ridge, D. L. (1970). Approximate Molecu lar Orbital Theory, McGraw- Hill Series 
in Ad va nced Chemistry, McGraw-Hill, New York. 

Salem, L. (1982). Electrons in Chemical Reactions: First Principles, John Wiley & Sons, New York. 
Zimmerm an, H. E. (1975) . Quantum Mechanics for Organ ic Chemists, Academic Press, New York. 
Roberts, J.D. (1961). Notes on Molecular Orbital Calculations, W. A. Benjamin, New York. 

Molecular Orbital Pictures 

Jorgensen, W. L., and Sa lem, L. (1973) . The Organic Chemis t's Book of Orbitals, Academic Press, New 
York. 

Early Pictures of Bonding 

Pauling, L. (1960). The Na ture of the Chemical Bond and the Stru cture of Molecules and Crystals: An Intro­
duction to Modern Structural Chemistry, 3d ed., George Fisher Baker Non-Resident Lectureship in 
Chemistry at Cornell Un iversity (v. 18), Cornell Uni versity Press, Ithaca, NY 

Annulenes 

For a recent overview of the [10]annulene problem see: King, R. A., Crawford, D., Stanton, J. F., an d 
Schaefer fll, H . F. "Conformations of [10]Annulene: More Bad News for Density Fu nctiona l Theory 
and Second-Order Perturbation Theory." f. Am. Chem. Soc., 121, 10788 (1999), and references therein. 

Aromaticity and a Recent Re-Examination 

Ju g, K. , H iberty, P. C., and Sha ik, S. "Sigma-Pi Energy Separation in Mode rn Electronic Theory for 
Ground States of Conjugated Systems." Chern. Rev., 101, 1477 (2001). 

The Isolobal Analogy 

Hoffmann, R. "Building Bridges Between Inorganic and Organic Chemistry." Angew. Chern. In t. Ed. 
Eng., 21, 711 (1982) . 
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Thermal Peri cyclic Reactions 

Intent and Purpose 

In this chapter we discuss a special subset of organic reactions that h ave trans iti on sta tes 
that are characterized by a cyclic array of interacting orbitals, ca lled p ericyclic reactions. 
Throughout the first half of the 20th century, several interesting reaction s were found to be 
quite reliable and synthe ti cally importan t, but they involved no reactive intermedi ates, an d 
were generally insensitive to solven t effects. These useful but mysteriou s transformations 
were sometimes described as" no-mechanism" reacti ons. As we will see, there are ind eed no 
intermediates, but there is of course a mechanism. A unify ing feature of these reactions is 
that an ana lysis of the electronic stru ctures of starting m ateri als and p roducts is crucial to de­
veloping an understanding of the mech anisms. 

Tl1e announcement of theore tical models emphasizing molecul ar orb itals to explain 
these reactions inspired experimentali sts to tes t and expand upon the theorists' work Som e 
of the most elegant and insightful mechanisti c studies ever executed were designed to probe 
pericyclic reactions. As su ch, this chapter will also give us the opportunity to apply many of 
the mechanisti c tools we h ave learned in earli er chapters. 

A number of distingu ished workers developed d iffering analyses of these " no-mech­
anism" reactions. Seminal papers in 1965 by R. B. Wood w ard and R. H offmann described 
the "conservation of orbital symmetry" as th e controlling feature. The orbital correlation 
diagrams associated with orbital symmetry arguments can be rela ted to sta te correla ti on 
diagrams developed earlier by Longuet-Higgins and Abramson. K. Fukui es tablished the 
importance of the HOMO and LUMO, the fro ntier orbitals, in controlling such reacti ons. 
Zimmerman developed a novel approach based on aroma tic transi tion sta tes, and similarly 
important contributions were made by Dewar, Salem, Oosterhoff, and va n der Lugt. H off­
mann and Fukui were awarded the 1981 Nobel P rize in Chemistry for this work. Woodward 
would almost certainly have shared the 1981 p rize (his second), but h e died several years 
earlier. 

One goal of this ch apter is to familiarize you with the several models d eveloped to trea t 
peri cyclic reactions. No one model is "right"; which you use depends upon the parti cul ar re­
action under consideration and your own parti cular p references. Som etimes orbital sym­
metry is most usefu l; sometimes frontier orb itals are easier to analyze. Another goal is to 
analyze these reactions at a level beyond tha t typi ca lly g iven in introductory organi c chem­
istry texts. In particu lar, state correla tion diagrams will be introdu ced , as these p rovide a 
compelling analysis of the reactions, and they also introduce severa l terms and concepts that 
will be useful in subsequent chapters. Actually, only the state corre lation d iagram model 
needs the rigor of the previous chapter, w here the notion of "electronic s ta tes" as single 
determinant wavefunctions was introduced . It is the elegant simplicity of the Woodward­
Hoffmann model, and the other m odels, that makes them so powerful. In fac t, as you ' ll see, 
all the models can be quickly analyzed without compu ta tional approaches. O ur approach 
will not be to present a separate section on each model. Ra ther, we will analyze in detail two 
prototype reactions, the [2+2] and [4+2] cycl oadditi ons, and we w ill sh ow how all the 
models treat these two. We then compare all the models toge ther when examining other 
pericycl ic reaction classes. 877 
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Concerted 

Reaction coordinate 

Stepwise 

Reaction coordinate 

In addition, we present a brief survey of the types of reactions that adhere to the various 
models developed. In reality, the reactions considered here constitute a relatively small sub­
set of organic chemistry, with the Diels-Alder reaction, the Claisen rearrangement, and the 
oxy-Cope rearrangement providing the majority of reactions that are used "day-to-day" in 
the chemistry lab. However, the importance of the development of the m olecular orbital 
models described here is not so much that they rationalize a huge body of literature. Rather, 
the work described in this chapter profoundly influenced the interaction between molecular 
orbital theory and organic chemistry, forever changing the education and mind-set of or­
ganic chemists with regard to electronic struch1re theory. 

15.1 Background 

Apart from stereochemistry, perhaps no field has spawned more terminology than pericy­
clic reactions, some of which can be confusing. We will do our best to make sure you have a 
clear understanding of the various terms in this field. We begin with "pericyclic", the defin­
ing term for this chapter. A pericyclic reaction is one that involves a transition state with a 
cyclic array of atom s and an associated cyclic array of interacting orbitals. A reorganiza tion 
of c:r and 7T bonds occurs w ithin this cyclic array. The meaning will become more clear as we 
present examples. 

The reactions we are studying are also concerted. A concerted reaction is one that occurs 
in a single step without any intermediate, while a stepwise process has one or more interme­
diates. Most of the reactions discussed in Chapters 10 and 11 are stepwise with intermediates 
(carbocations, radicals, carbenes, or carbanions), and are thus distinct from pericyclic reac­
tions. Peri cyclic and concerted, however, are not inextricably linked . Not all concerted reac­
tions are pericyclic. For example, the SN2 reaction is concerted, but it is not pericyclic. Pericy­
clic and concerted really pertain to two very d iffe rent aspects of a reaction. Pericyclic refers 
to the geometry of the transition state; a cyclic array is required. Concerted refers to a partic­
ular kind of reaction coordinate diagram-one without intermediates. The reactions of this 
chapter are indeed both concerted and pericycl ic, but keep clear in your mind the differing 
implications of these two terms. 

A more recent addition to the lexicon of peri cyclic chemistry is the term synchronous. In 
most pericyclic reactions, two (or more) bonds a re being formed or broken . Even if the reac­
tion is concerted, that does no t necessarily mean that all bond making and bond breaking 
have occurred to the same extent at the transition state. For example, one bond might be 
nearly completely formed and one only barely formed at the transition state. Alternatively, 
the bond s may form and break in synchrony, producing a truly symmetrical transition state. 
Although this is a fa ir ly subtle distinction, the debate over whether specific pericyclic reac­
tions are synchronous or not has at times been contentious, and elegant experiments have 
been developed to evaluate synchronicity, some of which will be presented below. 

15.2 A Detailed Analysis of Two Simple Cycloadditions 

To develop the concepts rela ted to understanding all peri cyclic reactions, we will study two 
prototype reactions, shown in Eqs. 15.1 and 15.2. Both are cycloadditions, reactions in which 
two (or more) molecules combine to make a new ring system. We w ill develop the nomencla­
ture more fully below, but for now it is convenient to refer to the dimerization of ethylene to 
give cyclobutane as a [2 + 2] cycloaddition, and the combination of butadiene and ethylene 
to give cyclohexene as a [4+2] cycloadd ition. We assume a pericyclic transition state, and 
that the two partners approach each other in a symmetrical fashion, forming a symmetrical 
cyclic transition state, and then go on to product. "Symmetrical" means that the trajectory 
for approach of the reactants and the geometry of the transition state have a particular sym­
metry element, such as a c:r plane, C" axis, S" axis, etc. We will refer to this symmetry element 
in m any of the theoretical models used to analyze pericyclic reactions. 
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II · II - [17] t - D (Eq. 15.1) 

~ · ) - [ e>-r- o (Eq. 15.2) 

The starting point for analyzing all pericyclic reactions is to predict a geometry for the 
reactants during the collision that leads to products. In other words, we assume a geometry for 
the transition state and analyze its bonding properties. In this chapter we are examining thermal 
pericyclic reactions, which means that the activation barrier is surmounted by energy that 
comes from collisions. The theoretical models we develop in this section will lead us to a con­
clusion as to whether the reaction under analysis can occur readily with the geometry pre­
dicted . All pericyclic reactions are allowed for a particular geometric arrangement of there­
actants. It is a matter of deciding what is the correct geometry. 

Ju st because we analyze a given reaction as involving a cyclic, symmetrical transition 
state does not mean that the reaction actually goes that way. Alternative paths are usually 
availab le, and frequently a stepwise reaction that does not involve a pericyclic transition 
state will be preferred. In this section especially, we are performing a theore tical analysis of 
hypothetical reactions. In the lab, neither of the reactions in Eqs. 15.1 and 15.2 are especiall y 
efficient. However, they are prototypes for reactions that are important. This is a recurrent 
theme of this chapter. We will usually do our theoretical analyses on simplified systems 
where the symmetry is obvious, and then assume that the conclusions appl y to the more 
complicated reactions employed routinely in the laboratory. 

15.2.1 Orbital Symmetry Diagrams 

The bonding changes in Eqs. 15.1 and 15.2 are straightforward. In the [2 + 2] reaction, 
two 1T bonds are breaking and two (J bonds are forming. In the [4 + 2] reaction, three 1T bonds 
are breaking and a new 1r bond and two (J bonds are forming in the product. We want to ana­
lyze these bonding changes in some detail, and a key principle will be to consider orbitals 
and bonding changes in the context of the symmetry of the system. The prototype reactions 
given in Eqs. 15.1 and 15.2 can proceed along high symmetry paths, facilitating such analy­
sis. The essence of an orbital symmetry analysis is to draw the MOs of the starting material 
and the product. One then determines whether the MOs are symmetric or antisymmetric 
with respect to the symmetry assumed for the reaction, and then one checks to see how the 
symmetries of the orbitals relate to each other in the reactants and products. This is done in 
Figure 15.1 for the [2 + 2] reaction ofEq. 15.1. 

[2 + 2] 

In the method given here, we are creating what are called orbital symmetry diagrams, 
also known as orbital correlation diagrams. The starting point for the [2 + 2] cycloaddition is 
a pair of ethylene molecules interacting only weakly. The symmetry leads to in-phase and 
out-of-phase combinations of the HOMOs and LUMOs. The two se ts of orbitals in boxes on 
the bottom left of Figure 15.1 Bare the combinations of ethylene HOMOs, while the top left 
are combinations ofLUMOs. The weak interaction breaks the inherent degeneracy of the en­
ergy levels of the HOMOs and LUMOs that would exist for non-interacting ethylenes. Tak­
ing the combinations of the HOMOs and LUMOs also facilitates the analysis of the symme­
tries of these orbitals during their approach to each other. Although the interaction is small, 
the in-phase combination of 1T MOs is placed lower in energy than the out-of-phase. Simi­
larly with the 1r* orbitals, the in-phase is below the out-of-phase combination. 

The product is cyclobutane. We only draw the MOs relevant to the bonds being formed . 
These bonds are drawn as C-C (J bond group orbitals of the sort we have seen before in 
Chapter 1. Each individual bond is created from combinations of hybrid orbitals on the car­
bons where bonding changes have occurred. The molecular orbitals are created by combin­
ing the (J bond group orbitals. In-phase combinations of the (J bonds are lower in energy than 
out-of-phase combinations. 
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The orbital correlation diagram for the prototype [2 + 2] cycloaddition. 

After reading Chapter 14, you might be wondering why we can represent the a bonds 
in such a simple m anner, because fully delocalized MOs without carbon hybridization are 
the results obtained from sophisticated electronic s tructu re theory. Experience has shown 
that in per.icyclic reactions there is no need to include "spectator bonds", bonds that remain 
intact throughout the reaction, in the analysis. Remember that orbitals and our notions of 
bonding are just models. Any model that explains experimental results and can predict them 
is useful, and the simplest is always the best. Here we show the simplest model that works. 
We could complicate our model by including the spectator bonds, but the results would be 
the same. 

Crucial to the analysis is the two mirror planes of symmetry, a 1 and a2 , which are main­
tained throughout the entire reaction (Figure 15.1 A). Symmetry is crucial here, but only sym­
metry elements that are present in reactants, products, and transition state are useful. In 
addition, only symmetry elements that relate regions of the molecule that are undergoing 
bonding changes are relevant. We designate each molecular orbital as symmetric (S) or anti-
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symmetric (A) with respect to each mirror plane. The designation SS means symmetric with 
respect to both planes, whileSA m eanssymmetricwith respectto<Y1 and antisymmetricwith 
respect to <Y2, and so on. 

We are now ready for the centra l tenet, which is that during a pericyclic process there is 
a conservation of orbital symmetry, a notion introduced by Woodward and Hoffmann. 
That is, an o rbital of a given symmetry (for exa mple, SA) in the starting material is smoothly 
converted to an orbital of the snme symmetry in the product. The two orbitals are said to cor­
relate to one another. In the particular example of Figure 15.1, this means that the SS orbital 
(TI1) of the two e thylenes correlates (is transformed into) the SS orbital (<Y1) of cyclobutane; 
the SA to SA; the AS to AS; and the AA to AA. This transformation of one molecular orbital 
to another can actua lly be fo!Jowed if the MOs are calculated for several geometries along 
the reaction coordinate using the techniques given in Chapter 14. The intermediate geome­
tries will have molecular orbitals that are combinations of the reactant and product orbitals 
that correlate in symmetry in these diagrams. The orbital symmetry diagram gives a simple 
way to predict how the reactant orbitals mix and finall y result in the product molecular or­
bitals without such a calculation . 

Having drawn all ou r orbital correlations, w e can now follow the electrons from starting 
material to product. We have a problem, though. The gro1111d state of two ethylenes correlates to 
a doubly excited state of cyc!obu ta11e. That is, if orbital sym metry is conserved, and filled orbit­
als stay fil led whi le empty orbitals stay empty, two ethylenes will combine to make cyclobu­
tane w ith two electrons in a bonding, SS orbital (<Y 1), and two electrons in an antibonding SA 
orbital (cr1*). This is an undesirable outcome in that it creates a very high energy excited state 
of cyclobutane. Such a reaction is termed forbidden in orbi tal symmetry parlance, and in­
deed the concerted pericycl ic dimerization of ethylene to give cyclobutane is an ine fficient 
reaction (we will have more to say about the meaningof"forbidden" below). More precisely, 
we should conclude that the trajecto ry of reaction where the two ethylenes approach each 
other face-to-face as shown in Figure 15.1 A is forbidden. Another approach may allow the 
reaction to occur, and later we will show this is true. 

[4 + 2] 

Now let's consider the [4+ 2] cycloaddition of Eq. 15.2. The relevant orbital correlation 
diagram is in Figure 15.2. We again start by predicting a trajectory for collision of butadiene 
and ethylene, and the face-to-face one shown is most logical. Because the orbitals of butadi­
ene and ethylene are not degenerate, we do not need to s tart with a weak mixing as was done 
fo r the [2+ 2] reaction. Furthermore, wi th the [4 + 2] we have only one persistent symmetry 
element, a mirror plane, so a ll molecular orbitals are either just SorA. The molecular orbitals 
of the starting ma terials are straightforward: the 1T MOs of butadiene and ethylene (see Fig­
ure 14.14). Those of the product again involve C-C cr bond group orbitals, as well as a con­
ventional 'IT / TI* pair. The conserva tion of orbital symmetry is required as with the [2 + 2] re­
action, but now the outcome is qualitatively different. All filled molecular orbitals of the 
reactants correlate with fi !led molecular orbitals of the products, while empty orbita ls corre­
late with empty orbitals. We do not form an excited state of the product, but instead the 
ground sta te of the reactant correlates with the ground state of the product. The unfavorable 
nature of the [2+2] reaction is gone, and the [4+ 2] reaction is termed allowed in an orbital 
symmetry sense. It is "allowed" w ith the geometry shown in the figure. This is the prototype 
of the Diets-Alder reaction, which is a common and efficient reaction. As we noted above, 
the exact reaction s tudied here, e thylene plus butadiene, is an inefficient reaction in the lab. 
We use the simple prototype to perform the orbital analyses that are applicable to the real 
world examples. 

The two examples just discussed illustrate the conservation of orbital symmetry ap­
proach . Orbitals of reactan ts correlate witl1 product orbitals of like symmetry. Whether a 
reaction is allowed or forb idden in the geometry assumed is determined by w hether the 
ground state of the s tarting material correlates to the ground state or an excited state of the 
products. The key to the method is to recognize symmetry elements that persist throughout 
the reaction and to correlate molecular orbitals of like symmetry. In subsequent sections we 
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The orbital correlation diagram for the prototype [4 + 2] cycloaddition. 
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will present other, more descriptive ways to analyze pericyclic reactions. While these other 
approaches are always reliable, in some rare instances their application may not be totally 
straightforward. When in doubt, construct an orbital correlation diagram; this wi ll always 
give a clear result. 

Why does symmetry m atter? Why must there be a conservation of orbital symme try? 
Recall from Chapter 14 that molecular orbitals are just convenient creations of an approxi­
mation to the Schrodinger equation. Yet, orbital wavefunctions do have inherent symme­
tries. Wavefunctions of different symmetry cannot mix, or stated more accurately, their mix­
ture does not give any net interaction. As we will explain further below, it is fruitless to mix 
them. To see this bette1~ we now turn to an analysis of the mixture of total wavefunctions, 
where symmetry again is of paramount importance. Here, the theoretical basis for why sym­
metry m atters is more clear. 

15.2.2 State Correlation Diagrams 

The conservation of orbital symmetry, as developed by Woodward and Hoffmann, 
launched a flurry of experimental and theoretica l organic chemistry. In its time, it was much 
more " theoretical" than was typical for organic chemis try, as most practicing organic chem­
ists usually did not worry too much about the molecular orbi tals of their starting materials 
and products. The approach has a rigor to it, and its predictions are powerful. However, as 
stated above, it is natural to wonder what the fundamental, theoreti cal justifica ti on of the 
method might be. 

There is a more fundamental principle at work, underlying the conservation of orbital 
symmetry, and it is embodied in state correlation diagrams. Before looking at these dia­
grams, we must define a sta te. Quantum mechanical states are well-defined solutions to the 
Schrodinger equation. Unbke orbitals, which result from approximations we must make in 
order to calculate a wavefunction, states are true solutions to the Schrodinger equation, and 
they have a definite correspondence to rea lity. A state is not the same as an electron configu­
ration, which we defined in Chapters 1 and 14 as corresponding to a particular placement of 
electrons into a collection of orbitals. A state can be made up of a linear combination of con­
figurations, as in configuration interaction, defined in Section 14.2.1. Often, howeve1~ a si n­
gle electron configura tion dominates a parti cular state, and it is convenient to write a single 
configuration to describe a state. Importantly, only configurations of like symmetry can 
combine to make a given state. Thus, by considering only the dominant configura tion of a 
sta te, we capture the essential symmetry properti es of that state. Here we will be writing 
states as single configuration wavefunctions, but you should remember that the true wave­
function of the state is m ore complicated. Reca ll also from Ch apter 14 that when the dom­
inant electron configura tion of a sta te has all the electrons in the lowest possible orbitals, 
we speak of the ground state, while excited states are formed by promotion of electrons to 
higher-lying orbitals. 

A state correlation diagram is really no different from the reaction coordinate diagrams 
we have seen throughout this text. However, instead of just following the progressive con­
version of reactant to product for one electronic state, the ground state, we also follow many 
excited states along with the ground s tate. They axis is an energy scale as usual, and the x 
axis is the reaction coordinate. 

State correlation diagrams provide an extension of orbital correlation and a more rigor­
ous analysis for evaluating peri cyclic reactions. After all, it makes sense tha t the state of the 
molecule, not just its individual molecular orbitals, should dictate its reactivity. In add iti on, 
state correlation diagram s introduce severa l usefu l concepts that will be of value for the 
study of photochemistry in Chapter 16. Conveniently, the starting point for a state correla­
tion diagram is an orbital correlation diagra m of the sort we constructed in Figures 15.1 and 
15.2. 

[2 + 2] 

We begin our analysis of state symmetry by examining the [2 + 2] cycloaddition of two 
ethylenes. To start a state correlation diagram, we must know how to assign symmetries to 
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with respect to a 1 

Symmetry of electrons S X S X A X A=S S x S x A X S=A S X A X A X S=S S X S X S X S=S 
with respect to a 2 

State symmetry ss AA AS ss 

Figure15.3 
Examples of how to calculate s tate symmetries based on electron configurations. 
The diagram uses the [2+ 2] cycloaddition as a representative example. 

electronic states. We use the symmetries of the molecular orbitals when two ethylenes areal­
lowed to slightly interact. These are shown on the reactant side o f Figure 15.1. Recall that the 
symmetries of the reactant orbitals were assigned with respect to the two mirror planes in­
herent in the face-to-face approach of two ethylenes. Therefore, we are correlating sta tes for 
this single approach trajectory, and no other. There are severa l ways to popula te these four 
orbitals with electrons, and four different electronic states are shown in Figure 15.3 (more are 
certainly possible). To determine the symmetry of each of these states, one first wri tes the 
electron configuration for each state. For example, the ground s tate with all electron paired 
and in the two lowest energy orbitals (firs t state in Figure 15.3) has the e lectron configura­
tion (7T I)2(7T2)2. 

The tota l symmetry of each state is determined by the symmetries of the populated mo­
lecular orbitals in that state. We need not concern ourselves with molecular orbitals that are 
not populated with electrons. In the analysis of the [2 + 2] cycloaddition, there were two mir­
ror planes defined as cr1 and cr2• We need to define a symmetry for each state with respect to 
each of these mirror planes. To do this, one creates a mul tiplication product of the symme­
tries of the electrons with respect to each symmetry operation. Let's s tart with the ground 
state of the mixture of ethylene orbitals. With respect to cr1, we have four electrons in orbitals 
that areS, so the state symmetry isS X S X S X S. With respect to cr2 , two electrons are in an 
orbital that isS, and two electrons are in an orbital that is A. Therefore the product isS X S X 
A X A. 

Next we need to know how to determine the product of sym metries. The "mul tiplica­
tion" rules are given in Eq. 15.3. 

S X S = A X A = S 
S X A = A X S = A (Eq. 15.3) 

Hence, the result ofS X S X S X Sis S, whileS X S X A X A = S also. So, the ground state sym­
metry is SS. It will always be true that any closed shell state will be completely symmetri c. As 
we promote electrons to make excited states, new symmetries are possibl , as illustrated fur­
ther in Figure 15.3. Check for yourse lf that the symmetries for the states are as listed in this 
figure. 

The symmetries of the states of the product also have to be assigned. Once again refer­
ence to Figure 15.1 starts the process. The symmetries of the m olecular orbitals with respect 
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Reactants Products 

Electron 
configurations 

(rr1)1(1!2)2(rr/)1 

(rr1) 1 (rr2)2(rr3 •) 1 

(rrl(rr2)1(rr/)1 

(rr1 )2(rr2) 1 (rr3 •) 1 

Figure 15.4 

State 
symmetry 

State Electron 
symmetry configurations 

,-- ss 

ss --,_ ,' 

AA -- -- AA 

T 
AS -- Energy -- SA \: 
AS -- / gap -- SA 

_ I_ 
AA --------,.:-/ :........o"""' _ ___ __ AA 

: 
ss - ' 

·-ss 

(cr1) 1 (cr2)2(cr4 •) 1 

(cr1) \cr2)2(cr3 •) 1 

(cr l(cr2) 1 ( cr4•) 1 

(crl(cr2) 1 (cr3•) 1 

The state correlation diagram for the [2 + 2] cycloadd ition ofEq. 15.1. The intended crossing 
of sta tes with like symmetry is shown with dotted lines, while the <:~voided crossing is shown 
as a solid colored line. 

to the two mirror planes are again used to define the symmetries of the electrons, and mul­
tiplication of the symmetries of the electrons in each state gives the symmetry of that 
state with respect to each symmetry element. The result is given on the right-hand side of 
Figure 15.4. 

We can now construct the state correlation diagram for the [2+2] cycloaddition, as 
shown in Figure 15.4. On the left are six electronic states of the starting materials. We gener­
ated the symmetries of four of these in Figure 15.3. The ground state is lowest in energy, and 
then there is a significant energy gap to the first excited state, which we characterize as an ex­
citation from the HOMO to the LUMO. Other states formed by excitation of a single electron 
from a filled to an empty molecular orbital, termed single excitations, will be nearby in en­
ergy. The precise energy ordering of these singly excited states is not crucial to the analysis. 
Then there will be another energy gap to reach doubly excited states, formed by promotion 
of two electrons from fi lled to empty orbitals. We only show one doubly excited s ta te of the 
reactant, because it will be especially relevant to our ana lysis. For the products, the excita­
tions are necessarily cr to cr*, and therefore the energy gaps should be larger. However, such 
quantitative issues are not essential here. We need only get the basic, gualitative layout of the 
diagram correct. What is most important is to have the proper symmetries. 

Now we are ready to correlate states, rather than orbitals. The state correlation is 
achieved by connecting states of the reactant and product tha t have the sam e orbital occu­
pancies. Hence, we have to refer back to the orbital correla tion d iagrams. For example, the 
electron configura tion of the reactants in Figure 15.1 is ( '1T1) 2( 'TT2)2, and if we follow those four 
electrons to the orbitals in the reactants, we get the (cr 1)2(cr3*)2 configuration . Of necessity, 
the two correlated states will have the same symmetry with respect to each symmetry ele­
ment. As shown in Figure 15.4, the ('TT 1)2('TT2)2 state of the reactant correlates to a doubly ex­
cited state of the products (the dashed line). Just as we saw in the orbital correlation diagram, 
the ground state of the reactants correlates to an excited state of the product. The reverse is 
also true. That is, the ground sta te of the product correlates to a doubly excited state of the 
reactants. 

The only other state correlation of interest here is the first excited state of reactants to the 
first excited s tate of products, the importance of which we will return to later. However, let's 
look here a t how the states are correlated. In this first excited state, the electron configuration 
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of the reactants is (TI 1)2(TI2)1(TI/) 1, as deduced from Figure 15.1. If we follow those electrons to 
the orbitals in the products, we get (cr1)2(CT3*)1(CT2)1 as the orbital occupancy. The state sym­
metries are the same because the orbitals have the same symmetries. However, one always 
writes an electron configuration with the orbitals listed in order of increasing energy, so the 
electron configura tion of the product is (CT 1)

2(CT2)
1(cr/ )1

. We find in Figure 15.4 that the AA 
state of the reactant correlates to an AA state of the product without having a signifi ca nt in­
crease or decrease in energy. 

Thus far, not much in the state correlation diagram is different from the orbital corre­
lation diagram. Howeve1~ now we introduce a very important concept, termed the non­
crossing rule . Simply put, states of the same symmetry may not cross in a state correlation 
diagram. Instead, as they approach each other in energy, they mix and diverge; the lower en­
ergy s ta te drops in energy and the higher state rises. This mixing of states is precisely analo­
gous to the kinds of orbital mixings we have seen throughout this book. Orbitals of the same 
symmetry ca n mix, and the closer they are in energy the more they can mix (see perturba­
tional molecular orbital theory in Section 14.4.2). The SS states in Figure 15.4 have the same 
symm etry, and when they are close in energy we expect linear combinations to develop . 

Thus, when two s ta tes of the same symmetry approach each other in a state correlation 
diagram, they do not cross, but instead there is an intended but avoided crossing, shown by 
the solid colored lines in Figure 15.4. The size of the gap that form s in the region of the 
avoided crossing is determined by the extent of interaction between the states. Just as with 
orbital mixing, the degree to which the two states overlap will be an important factor in de­
termining the size of the gap. The more the two states overlap, tl1 e larger the gap. 

With Figure 15.4 in hand, let' s consider the thermal cycloaddition reaction of two ethyl­
enes to produce cyclobutane. When we take into account the avoided crossing, the ground 
state of reactants correlates via the solid colored line with the ground state of product. How­
evel~ because the s tate correlation diagram represents a reaction coordinate diag ram, we 
find a s ignifican t electronic barrier to the reaction. This is defined as a symmetry imposed 
barrier to the reaction. We can go from the reactants to the products, but there is a subs tantial 
barrier to overcome. This electronic barrier is in addition to any barrier that might arise from 
steric effects or from the introduction of s train in the products, as we would expect from are­
action that forms a small ring product such as cyclobutane. 

[4 + 2] 

We can now make a comparable s tate correlation for the [ 4+2] cycloaddition, and there­
sults are shown in Figure 15.5. A series of states (described as single configura tions) for the 
reactants and products are shown in Figure 15.5, placed at approximate en ergy levels . Our 
star ting point is Figure 15.2, where the molecular orbitals of the reactants and products are 
given descriptors su ch as TI, CT, and X· We need to correlate states with the same orbital occu­
pancies. Let's do both the ground state and the first excited state as examples. The ground 
state electron configuration, as deduced from Figure 15.2, is (x1)2( TI)2(x2)2. The electrons flow 
into orbitals CT 1

, cr2, and TI in the products, giving the electron configuration (CT 1)2(CT2)2( TI )2 and 
a direct co rrelation in Figure 15.5 for the groundS states. In contrast, the electron configura­
tion of the first excited sta te of the reactants is (x1)

2
( TI )2(x2) 

1(x3)
1

. As seen in Figure 15.5, these 
electrons flow into the CT 1, TI, CT2, and CT3 orbitals of the products. This results in a very highly 
excited state of the products: (CT 1)

2(CT2)1(TI)2(CT\)1. 
As we would an ticipate from the orbital correlation diagram, the ground states corre­

late. The first excited s tates do not, and we see several avoided crossings among the various 
excited sta tes. Focusing on the ground state, howeve r, we conclude tha t, unlike the [2+2] 
cycloadd i tion, the [ 4+2] cycloaddition does not experience a symmetry imposed barrier. All 
other things being equal, we expect the [4+ 2] cycloaddition to be more favorable than the 
[2 + 2] cycloaddi tion, consistent with observation. 

It can be seen tha t s tate correlations provide, in a sense, a justifica tion for the simpler or­
bital symmetry analys is. Clearly, the origin of the avoided crossing seen in the state correla­
tion of the [2 + 2] cycloaddition can be traced back to the original orbital correlation diagram. 
It will genera lly be true that the predictions from an orbital correlation will carry over to the 
sta te correlation diagram. Thus, it is rare that practicing chemists construct a sta te correla-
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Reactants Products 

State State Electron 
configurations symmetry symmetry 

Electron 
configurations 
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', 

Figure 15.5 
The state correlation diagram for the [4+ 2] cycloaddi ti on of Eq. 15.2. The intended crossing of states with 
lt ke symmetry tS shown with dotted lines, while the avoided crossing is shown as a solid colored line. 

tion diagram, excep t, as we wi ll see in Chapter 16, w hen considering photochemis try. For 
thermal peri cyclic reactions the main value of s tate correlation d iagrams is tha t they provide 
a reassuring theoretical und erpinning to the more descriptive method s. 

Interestingly, both the orbital and s tate correlation diagrams usc symmetry as their 
underpim1ing. Sym metry is perceived by chemists; the molecules do not "know" about 
symmetry. Yet, there is a mathematical reason that chemists can qualita ti vely use symmetry 
in their analysis. The followin g Going Deeper highli ght discusses the fundamental reason 
behind this. 

Going Deeper 

Symmetry Does Matter 

In our di scussions of state and orbital correla ti ons we 
have noted that: 1. orbita ls w ith different symmetri es do 
not mix, 2. on ly s ta tes w ith the sa me symmetry mi x in con­
figuration interacti on, and 3. sta tes of the sa me symme try 
do not cross. Therefore, sym metry plays a m ajor role. Sym­
metry matters beca use the Hamilton ian for a molecul e is a 
totally symmetric operator. This means that when it oper­
ates on a wavefunction, the resulting wavefuncti on has 
the same symmetry. Hence, the result of the opera tion 
I H I\(!> has the same symmetry as\(!. Furthet~ the Hamil­
toni an does mix electronic states of like symmetry, whi le 
states of different symmetry lead to " no mixing" . In othe r 
words, integrals of the sort <\]1 0 IH I\(!b> and < \]1 "1 '-l'b> must 
equal zero when\(! a and \{/b have different symmetries. 
This implies that the energy of interaction is zero, and that 

the total wavefunctions have n o ove rlap. If the ir symmet­
ri es are the same, they have overl ap and a net interaction 
energy does resu i t. This is the bas is of why we can use 
symmetry e lements to examine interactions and corre­
lat ions between quantum mechanical states . 

In reacti ons of more rea li stic substrates, typically 
there will be no symmetry e lements because subs tituents 
have been attached to the e thylene or butadiene struc­
tures. Now we cannot say that <\(!"JHI Wb> must be zero, 
because \{/,, and Wb cannot have different symmetries iJ 
they have no symmetry. H owever, substituents usually do 
not complete ly alter the wavefunction for a system. Thus, 
if <\JI ,,IHI\]fb> is exactl y zero in the high symmetry, proto­
type case, it w ill likely be small in the substituted case, 
and the same conclusions wil l arise. 
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15.2.3 Frontier Molecular Orbital (FMO) Theory 

Throughout this book we h ave often referred to the importance of the HOMO and 
L UMO in understanding a molecule's properties. Fukui reasoned that these frontier molec­
ular orbitals might play an especially important role in concerted, pericyclic reactions. We 
have also noted before that it is always favorable to mix fill ed molecular orbitals with empty 
molecular orbitals. Combining these ideas led to frontier molecula r orbital (FMO) theory, an 
elegant analysis of the types of reactions of importance here. Quite simply, frontier molecu­
lar orbital theory states that if we can achieve a favorable mixing be tween the HOMO of one 
reactant and the LUMO of another reactant, a reaction is allowed . If we cannot, the reaction 
is forbidden. 

Contrasting the [2 +2] and [4 +2] 

FMO theory is quite easy to implement. For the [2 + 2] cycloaddition we simply examine 
the HOMO and LUMO of ethylene (Figure 15.6 A). We can see that the HOMO of one ethyl­
ene cannot mix with the LUMO of another during a face-to-face approach because the phas­
ing does not ma tch. Because they are of opposite symmetry, there can be no constructive 
interaction. On the other hand, for the [4 + 2] cycloaddition the HOMO of ethylene is of the 
same symmetry as the LUMO of butadiene and vice versa (Figure 15.6 B). In this case the 
phasing of each matches on the carbons that are beginning to bond together. The same con­
clusion will be drawn regardless of which reactant's HOMO is considered, as long as the 
other reactant's LUMO is paired with it. 

In summary, all pericyclic reactions can be examined simply by writing the HOMO of 
one component, the LUMO of the other component (where "component" is defined as "sep­
arate interacting orbitals"; see below), and determining whether, at the geometry be ing as­
sumed, the orbitals can produce a mixing that is in-phase. Often, as we' ll explore below, 
the HOMO and LUMO to be analyzed are within the same molecule, and maybe even in 
conjugation. 

FMO theory makes good sense. As two molecules approach each other, mixing between 
filled and empty molecular orbitals has to be stabilizing. We know that HOMO-LUMOmix­
ings will be especially favorable because these o rbitals wil l have the smallest energy gap. If 
such stabilizing interactions can occur as the reactants approach each other, they will cer-

A. 

B . 

. ~--.m, 
' ' 

Figurel5.6 

- LUMO of one ethylene 

HOMO of one ethylene 

LUMO of ethylene * HOMO of butadiene 

The interaction of a HOMO and 
LUMO on separate ethylenes 
cannot occur because 
the phasing does not match 

or 
.~. * HOMO of othylooo 

Either way, interaction of a HOMO 
and LUMO of ethylene and butadiene can 

occur because the phasing matches 

• ~ - LUMO ol bo,dlooo 

Frontier molecular orbital theory. A. Analysis of a [2 + 2] cycloadd ition, showing unfavorable mixing 
between the HOMO and LUMOof the two ethylene fragments. B. Analysis of a [4+ 2] cycloaddi tion, 
showing the favorable HOMO-LUMO mixings. 
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tainly persistin the transition sta te, lowering its energy and favoring the reaction. Unlike an 
orbital or sta te correlation diagram, we don't need to know all the molecul ar orbitals of the 
reactants and products-only the HOMO and LUMO of the reactants are required. We have 
already discussed the properties of these orbitals in simple TI systems (Chapters 1 and 14), 
and so the analys is is fairl y straightforward. 

15.2.4 Aromatic Transition State Theory/Topology 

Another approach to analyzing concerted pericyclic reactions is based on the observa­
tion that the forbidden [2 + 2] cycloaddition involves a cyclic array of four electrons in the 
transition sta te, w hile the allowed [4 + 2] cycloaddition involves a cycl ic array of six elec­
trons. This is a familiar pattern that immediately calls to mind aromaticity, in which the 
ground s tates of molecules with four TI electrons in a cycle are destabilized and termed anti­
aromatic, w hile molecules with six TI e lectrons are stabili zed and aromatic. Building off an 
earlier analysis by Evans, Zimmerman developed aromatic transition state theory. Simply 
put, reactions wi th a simple cyclic array of 411 + 2 electrons (commonly six) in a pericyclic 
transi tion state wi ll be stabilized by aromaticity, making the reactions favorable. Note that 
the relevant electrons need not be exclusively inTI orbi tals; a mixture of a and TI bonds in a 
cyclic array is accep table. 

In order to expand the range of reactions that can be ana lyzed using aromatic transi tion 
state theory, we need to expand our defi niti on of aromaticity. Figure 15.7 shows how to do 
thi s. In a conventional cycl ic array, we ca n always arrange for all the constituent orbitals to 
be in-phase, in w hich case all neighboring interactions are favorable. This is evident in the 
lowest-lying TI molecular orbi tal of any p lanar, cycl ic TI sys tem, and in the first orbital array 
of Figure 15.7 A. 

A. 

B. 

Flipping this one p orbital 
introduces two nodes 

\ r 
( 

No nodes 

Flipping this one p orbital 
introduces two more nodes 

\ r 
( 

One node 

Figure 15.7 

Fl ipping this 
Two nodes one p orbital 

introduces 
two more 
nodes 

Flipping this 

An even number of 
nodes is a Hucke! 
topology 

~ 

Four nodes 

An odd number of 
nodes is a Mobius 
topology 

\ 

Three nodes one P orbital Three nodes 
does not 
change the 
number of 
nodes 

A. A H i.ickel topology w ith no nodes, or an even number of nodes. B. A Mobius topology. The twist in the 
system al ters the topology, such that the "top" of one p orbital must interact wi th the "bottom" of the other. 
Such a system must have at least one node (dotted line), and will always have an odd number of nod es. 
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4-electron 
Huckel system: 

forbidden 

Figure 15.8 

6-electron 
Huckel system: 

allowed 

The .1pplication of aromatic 
tran~itiun state theory to 
cyclo<1d d i tions. 

However, some arrays of orbitals cannot achieve such a perfect phase matching. These 
are necessari ly nonplanar systems, such as the twisted array of Figure 15.7 B. Here we have 
moved one end of the array down, so that the "top" lobe of its p orbital overlaps wi th the 
"bottom" lobe of the orbital a t the other end of the array. When this happens, a node has to 
be introduced into the system, as shown by the dotted line. There is no way to color the orbit­
als of the cyclic array in Figure 15.7 B without having at least one node. More generally, a sys­
tem such as this must have an odd number of nodes (also referred to in the li terature as sign 
inversions). We can see from the fi gure that reversing any p orbital introduces two new sign 
inversions, bringing the total to three (still an odd number). With this analysis, it is impor­
tant to note that we do not count the nodes within the p orbitals themselves, only nodes be­
tween orbitals. It is also important to no te that the alignment of p orbitals used does not have 
to correspond to any conventional molecular orbital. The signs of the p orbitals are chosen 
arbitrari ly. The conventional system of Figure 15.7 A has zero nodes. More generally, a sys­
tem like this will always have an even number of nodes, as seen when any p orbital is flipped . 

Because of the twisted ribbon nature of the system in Figure 15.7 B, these systems are de­
scribed as having a Mobius topology. Systems with an odd number of nodes w ill always 
have a Mobius topology. The conventional topology, w hich must have an even number of 
nodes, is described as having a Hiickel topology. For Hiickel system s the rule for aromatic­
ity is familia r. Systems with 4n + 2 electrons in a cyclic array are aromatic; systems with 4n 
electrons are antiaroma tic. These rules are exactly reversed for a Mobius topology; tha t is, 4n 
is aromatic and 4n + 2 is antiaromatic. Therefore, there are two pieces of information that 
must be obtained to use this method to analyze pericycl ic reactions: the topology (Hucke! or 
Mobius) and electron count (4n + 2 or 4n). 

The applica tion of aromatic transition sta te theory proceeds as follows. We sketch the 
cyclic array of orbita ls that is necessarily associated wi th the assumed transition state of any 
peri cyclic reaction. Although not necessary, it is convenient to shade the orbitals to produce 
the minimum number of nodes. We then assign the system as having either Hucke! or Mo­
bius topology, depending on whether the number of nodes is even o r odd, respectively. Once 
the topology is assigned, we follow the appropriate aromaticity ru le to determine whether 
the reaction transi tion state is aromatic or antiaromatic, with the former corresponding to an 
allowed reaction, and the latter corresponding to a forbidden reaction. This method is easily 
applied to the [2 + 2] and [4 + 2] cycloadditions, as seen in Figure 15.8. 

Once you get used to analyzing cyclic arrays of orbita ls, aromatic transition state theory 
can be a simple and rapid way to analyze pericyclic reactions . As with the other approaches, 
it is well suited to some types of reactions, but less well suited to o thers. With practice, you 
will develop some instincts as to which model to apply to a given reaction. 

15.2.5 The Generalized Orbital Symmetry Rule 

The field of pericycl ic chemistry has spawned a large amount of terminology. We've al­
ready introduced " pe ricycl ic", "concerted", "stepwise", "allowed", and "forbidden". We 
need to introduce a few more terms here to further facilita te our analysis of pericyclic reac­
tions, and then give a rule tha t can be used to analyze all peri cyclic reactions. 

An important pair of te rms is suprafacial and antarafacial. These describe the topology 
of interaction of a given system in a peri cyclic transition state, and they are best defined with 
reference to Figure 15.9. Here, lines which appear as " loops" or "arcs" show where inter­
actions occu r on the orbitals. These lines define a geometry for interaction of the orbitals 
shown with other orbitals. This should become clearer below with examples. 

For 7T systems and lone pairs the distinction is simple: suprafacial interactions involve 
the same face of the system, while an tara facial interactions are on opposite faces. Although 
we have only exa mined 7T systems thus far, we will examine pericyclic reactions below that 
involve a bonds. Therefore, we need a similar definition for these kinds of bonds. For cr 
bonds, the distinction is less obvious, but is consistent with the other systems. With suprafa­
cial interactions, the two loops are draw n to either the inner lobes o r outer lobes, while with 
an antarafacial interaction one loop is to an inner and one is to an outer lobe (see Figure 15.9 
for this to make sense). Note that a supra facial interaction at a (T bond involving two sp3 hy-
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A. rr Systems 

1Hf 1Ml 
Suprafacial Antarafacial 

B. o Systems 

~ ~ ~ 
Suprafacial Suprafacial Antarafacial Suprafacial Antarafacial 

c. Lone pairs (w) 

1f l 
Suprafacial Antarafacial 

Figure 15.9 
Defin itions of su prafacial and antarafacial for various types of orbitals. 

bridized carbons can either lead to double inversion or double retention of stereochemistry. 
An antarafacial process will always lead to inversion at one center and retention at the other. 

With these definitions, a symbolism to describe peri cyclic processes can be developed. 
The components for a reaction are the parts of a molecule (separate bonds or conjugated 
bonds) that undergo a change during a pericyclic reaction. We then assign an electron count 
to the component, a suprafacial or antarafacia l descriptor, and identify if the component in­
volves 1r or <r bonds. For example, if a component of the transition state (or the entire transi­
tion state) contributes four electrons to the peri cyclic array, the electrons are contained in a 1T 

sys tem, and the interaction of the 1T system is suprafacial, the designation is .,4, . Alterna­
tively, a two-electron, sigma sys tem with an antarafacial interaction is des ignated .,20 • Lone 
pairs are designated by the Greek letter w. In this symbolism, the reactions of Eqs. 15.1 and 
15.2 would be , 2, + "2s and , 45 + .,25, respectively. With this symbolism, and in all analyses of 
peri cyclic reactions, keep in mind that the crucial, distinguishing feature is the number of elec­
trons involved in the process, not the number of orbitals. An allyl anion is a , 4 system, while anal­
lyl cation is a , 2 sys tem, even though both contain three orbitals (see margin). 

With these descriptors in hand, we can look at the generalized orbital symmetry rule. 
There is a definite binary nature to the theory of pericyclic reactions. For cycloadditions, 
[2 + 2] is forbidden (all suprafacial), whereas [4 +2] is allowed (all suprafacial). Continuing 
with the series, [6 + 2] is forbidden, and [8 + 2] is allowed. We will also encounter patterns in 
the other kinds of pericyclic reactions presented: electrocyclic reactions, sigma tropic shifts, 
etc. Based on patterns such as these, Woodward and Hoffmann proposed the followin g rule 
for all peri cyclic reactions: 

A peri cyclic reaction is allowed if the number of 4q + 2 suprafacial plus 4r antarafacial 
com ponents is odd. 

Here q and rare integers. This means that any 2-, 6-, 10-, 14-electron, etc., suprafacial 
component is considered, and any 0-, 4-, 8-, 12-electron, etc., antarafacial component is con­
sidered when determining if there are an odd number of components for the reaction under 
consideration. If the number is even, the reaction is forbidden. 

~0 , 2 

Electron counts for allyl groups 
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Let's once again look at the cycloaddi tion reactions to implement this method of analyz­
ing pericyclic reactions. The 7T2s + ,.25 components given in Eq. 15.1 are both supra facial, and 
they both fit the formula 4q + 2, and hence there are two components to this reaction that 
conform to the generalized orbital symmetry rule. This is an even number, and therefore the 
reaction is forbidden. Howeve1~ with the 7T4s + 7T2s reaction, only the 7T2s component fits the 
4q + 2 pattern. One is an odd number, and the reaction is allowed. 

This is a very powerful rule, and it is especially useful when there are several compo­
nents to a peri cyclic reaction. With several components it is often difficult to identify the ap­
propriate HOMOs and LUMOsfor anFMO analysis, and difficult to quickly write an orbital 
or state correlation diagram. In such cases, aromatic transition sta te theory, or the general­
ized orbital symmetry rule, are the easiest approaches for analyzing the reaction. It is your 
decision as to which works best for you. 

15.2.6 Some Comments on "Forbidden" and" Allowed" Reactions 

When Woodward and Hoffmann developed the conservation of orbital sym metry, they 
introduced the terms "allowed" and "forbidden" to describe reactions such as the [4+ 2] and 
[2 + 2] cycloadditions, respectively. This terminology caught on, and has become fairly stan­
dard in the field. With the benefit of a his torical perspective, though, we can now see that 
these terms are too definitive. 

When we say a reaction is forbidden, what we really m ean is tha t tl1ere is expected to be 
a barrier on the reaction path that results from the unfavorable orbital properties of the sys­
tem, what we call an electronic barrier. We can arrive at this conclusion based on orbital cor­
relations or state correlations or other models, but the basic concept is the same. The elec­
tronic structure of the system is not especia lly favorable for the reaction to proceed in the 
geometry considered. The reaction isn ' t real ly Jorbidden.lt is just that if the reaction is going 
to occur, it has to overcome an electronic barrier in addition to any other "barriers" tha t are 
intrinsic to the system, such as steric effects. Alternatively, the reaction has to proceed along 
a different geometry (through a transition s tate with a significantly different structure) from 
the one we used in the orbita l analysis, or the reaction occurs stepwise. In reality, all fo rbid­
den pericyclic reactions are allowed in some alternative geometry, though the allowed path 
might be unfavorable due to strain or poor orbital overlap. 

Similarly, a reaction that is allowed is simply one that does not have such an electronic 
barrier. This does not automatically mean, however, that the reaction will be favorable . Ste­
ric interactions or other factors could make the reaction quite slow. All we know is that no 
additional barrier due to electronic factors contributes to the overa ll activation energy. 

The two cycloaddi tion reactions we have discussed so far illustrate som e of these points. 
The [2 + 2] cycloaddition is forb idden. However, olefins can dimerize to make cyclobu tanes. 
It is jus t that the reaction is not concerted, but rather involves a biradical in termediate. The 
[4 + 2] cycloaddition is allowed, but in fact the concerted cycloadd ition of ethylene and bu­
tadiene requires high temperature and pressure. It does occur by a concerted allowed path, 
but the activation barrier is high. 

Witb this perspective the terms "forbidden" and " allowed" seem overly sweeping. 
Something like "disfavored" and "not disfavored" would be less dramatic (and less gram­
matical) but closer to the reality of the science. However, "forbidden" and "allowed" are 
firmly entrenched in the pericyclic lite rature, and we will u se them here. We hope this dis­
cussion, however, will provide you with the proper perspective and will discourage any ten­
dency to interpret the terminology too li terally. 

15.2.7 Photochemical Pericyclic Reactions 

An oft-cited dich otomy is that if a reaction is therma lly forbidden, it is photochemically 
allowed and vice versa . In fact, photochemical [2 + 2] cycloadditions are well known (see 
Chapter 16), and other examples of thermally forbidden processes that proceed photo­
chemically can be found. A justification for this binary aspect of pericyclic reactions can be 
gleaned from the orbital or state correlation diagrams. Figure 15.4 shows a direct correlation 
between the first excited states of reactants, produced by photolysis, and products for the 
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thermally forbidden [2+2] cycloaddition. In contrast, the first excited state ofthe [4 + 2] reac­
tion correlates to an even higher excited state of the products (Figure 15.5). This seems con­
sistent with the idea of the [2+2] reaction being photochemically "allowed" and the [4+2] 
being photochemically "forbidd en". However, as discussed in detail in Chapter 16, photo­
chemical processes are intrinsically more complicated than thermal reactions, and a large 
number of factors determine whether a given photochemical process is or is not favorable. 
Also, both singlet and triplet excited states must be considered in a discussion of photo­
chemish·y, and none of the tools developed in this chapter are appropriate for su ch distinc­
tions. A detailed analysis of photochemical mechanisms indicates that in some ins tances the 
barrier on the ground state surface associated with a thermally forbidden process can facili­
tate a photochemical process by forming a funnel (see Section 16.3.1). However, this is not al­
ways the case, and even when it is, it is not clear that orbital symmetry issue are controlling 
the photochemical process. 

As such, we wi ll not consider photochemical processes in this chapter, deferring such 
topics to Chapter 16, w hich is devoted entirely to photochemistry. When we make tables to 
present rules for various types of reactions, describing them as allowed or forbidden, we 
will only be addressing thermal conversions. The photochemical part of such tables has al­
ways been redundant; you just reverse the thermal predictions. However, on a more basic 
level we feel that predictions about photochemical reactions based on the level of analysis 
presented in this chapter are risky and fail to take into account the many subtleties of photo­
chemistry. If you want to consider a photochemical peri cyclic reaction, it is best to consider 
it in the context of the entire field of photochemistry, rather than as the opposite of a ther­
mal process. 

15.2.8 Summary of the Various Methods 

The discussion above has given five approaches to analyzing pericyclic reactions: or­
bital correlation diagrams, state correlation diagrams, frontier molecular orbital analysis, ar­
omatic transition s tate theory, and the generalized orbital symmetry ru le. Each approach 
gave the same answer, and this must always be true. When working out a problem in your 
research, if you find different answers from the different approaches, you have done some­
thing wrong. Keep in mind that all the approaches are only models that lead to predictions 
that explain and predict the experimental observations. One is not necessarily any better 
than the other. 

With this introduction to the theories and terminology of pericyclic reactions, we are 
now ready to begin our survey of the various types of reactions involved and the manners in 
which the differing theories are used to analyze them. Traditionally, pericyclic reactions are 
categorized as cycloadditions, electrocyclic reactions, sigmatropic rearrangements, or chele­
tropic reactions. While each class is analyzed in slightly different ways, the fundamental is­
sues are the same for all thermal peri cyclic reactions. Transition s ta tes that experience stabi­
lizing electronic interactions in a cyclic array of orbitals will be favored. 

In anticipa tion of considering a variety of reactions, you may wish to re-examine Figure 
14.14, which shows the nodal patterns of basic linear systems. These are the building blocks 
for much of what we will be studying in the following sections. 

15.3 Cycloadditions 

The discussion given above for the analysis of pericyclic reactions has set the stage for using 
these predictive methods for all pericyclic reactions. The following sections analyze each 
reaction type in detail, referring back to these methods for each case. We start with cycload­
ditions, where our analysis of the theory will not be as in-depth as with the other reaction 
types, since we have already d iscussed the theory above. 

Two examples of efficient cycloadditions are given in Eqs. 15.4 and 15.5, along with the 
appropriate electron pushing. Both reactions are examples of dienes that are locked into an 
s-cis conformation (see below) with electron poor 27T components and electron rich dienes. 



894 CHAPTER 15: THERMAL PERICYCLIC REA TIONS 

The 2TI component is called the dienophile, because it is seeking the diene. 

Q~CN ,..k 
~tLCN - V-.{~N 

CN 

(Eq. 15.4) 

(Eq. 15.5) 

As with many of the examples given in Chapters 10 and 11, the electron pushing does 
not reflect how the reaction actually occurs. lt is simply a bookkeeping method that allows 
chemists to keep track of bonds and lone pairs. The mechanisms are bes t described by the or­
bital and state correlation diagrams given above. The lack of insight from the electron push­
ing into the real mechanisms will hold for all the examples of the pericyclic reaction classes 
given throughout this chapter. Yet, the electron pushing shows how to distinguish between 
the bonding in the reactants and products, and is a common procedure for organic chemists, 
even with peri cyclic reactions. 

In cycloaddition reactions, two 'IT systems come together to make a new ring. The peri­
cyclic nature of the reaction is easy to see, as we clearly have a cyclic array of atoms (orbitals) 
in the transition state. These are among the most useful of pericyclic reactions, with Diets­
Alder reactions such as those ofEqs. 15.4 and 15.5 being especially common. Cycloadditions 
are, as we noted above, denoted by an [m + n] symbolism, where m and n are the number 
of electrons contributed by each reacting partner. In the overwhelming majori ty of cases, 
the cycloaddition transition states are as we depicted in Figures 15.1 and 15.2- that is, su­
pra facial on both partners. In this geom e try, the [,.4, + ,.2sl cycloaddi tion is allowed, and the 
[,.2, + ,.2,] cycloaddition is forb idden. Yet, peri cyclic reactions are always allowed with some 
geometry. Let's see what geometry for a [2+ 2] cycloaddition would be allowed by theoreti­
cal approaches. 

15.3.1 An Allowed Geometry for [2 + 2] Cycloadditions 

We have already m entioned the binary na ture of the pericyclic reaction ru les. If we 
change the mode of interaction of one of the reactants, we will reverse the allowed / forbid­
den natu re of the reaction. For exa mple, if we change the interaction mode of one of the reac­
tion partners in the cycloaddition from su prafacial to antarafacial, now the [4 + 2] cycloaddi­
tion is fo rbidden, and the [2+2] cycloaddi tion is actually allowed. The [2 + 2] cycloaddition 
is now designated as [, 2, + ,.2. ]. In Figure 15.10 A we d efine the ["2, + "2"] reaction, and in 
Figure 15.10 B we show a rea listi c geometry tha t could achieve the necessary orbi tal in terac­
tions. The two 'IT systems approach in a perpendicular orientation, and the lines d efine the 
supra facial and antara fac ial interactions. 

H ow do the various models rationalize this geometry of the [2+2] reaction as allowed? 
O rbital and state correlation diagrams are left as an Exercise at the end of the chapter. In day-

A. 

:.~ ~~MO~~ D.~ 
~Ja On~ 

node 

Figure 15.10 
The [n2, +,) ,,I cycloaddition reach on . A. A schematic of the reaction. B. A representation of a 
rea listic transition s tate geometry for the reaction. C. Illus tration of the favorable HOMO-LUMO 
mixing for the reaction. D. The Mobius topology of the transition state. 
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to-day practice, chemists rarely have to construct a correlation diagram to unders tand are­
action. The simpler rules typically provide a clear prediction. 

The FMO analysis is as shown in Figure 15.10 C. The HOMO-LUMO interac tion is now 
favorab le and leads naturally to the formation of the two new bonds. Figure 15.10 D shows 
the aroma ti c transition state analysis . Using the looped lines, we have designated the fu ll cy­
clic array of interactions. As shown, there is one node in the system, so this is a Mobius sys­
tem. Since there are four electrons in the cyclic array, the reaction is allowed. By the general­
ized orbital symmetry rule, this approach trajectory ([.,.25 + .,.2a]) is thermally allowed [only 
the .,.2s component fits the (4q + 2)s and (4r)a formulas]. In summary, it is incorrect to say that 
a [2 + 2] cycloaddition is forbidden. It is a suprafacial I suprafacia l approach that is forbid­
den. A supra facia l I antarafacia l approach is allowed. Similarly, the forbidden natu re of a 
[2 +2] ca nnot be uniformly applied to systems where the symmetry of orbitals are different 
than wi th ethylene plus ethylene, as noted in the following Going Deeper highli ght that ex­
amines an organometallic [2 + 2] cycloaddition . 

Going Deeper 

Allowed Organometallic [2 + 2] Cycloadditions 

The [2+ 2] cycloadd ition of a lkenes with metal alkylidene 
species is very fac ile in many cases. With ea rl y transition 
me ta l complexes, evidence points to the reaction being 
peri cyc li c. The stereochemistry of the a! kene is prese rved, 
and the steri cs of the organometa lli c species are usuall y 
such that onl y an aligned approach (not twisted as in Fig­
ure 15.10) seems viable. Hence, these systems would be 
class ifi ed as allowed [.,.2, + .,.25 ] reacti ons. Therefore, the 
gene rali zed orbita l symmetry rule given in this chapter 
must 011ly relate to organic systems, but the other methods 
su ch as correlati on diagrams, FMO ana lyses, and aro­
mati c transiti on state ana lysis should be applicable to all 
mo lecular sys tems, i ncl ud i ng organometallic species. 

How do we rationalize this al lowed reaction? Both 
FMO and aromatic transition sta te theory are easy to 
apply. As shown below, the extra node in the d orbita l 
used in the alkylidene 'IT bond allows the HOMO of the 
M = C bond to inte ract w ith the LUMO of the C= C bond 
constructively. Similarly, the ex tra node in the rl orb ital 
makes the four-e lectron system Mobius (remember we 
do not count nodes in the atom ic o rbitals themselves), 
and therefore a ll owed. 

M=CR2 + R'2C =CR'2 - ­

[2+2] for metallacycle 
formation 

:x:R' 
>("R' 

R' R' 

15.3.2 Summarizing Cycloadditions 

HOMO 

LUMO 

~ 
0 't-i a-6 

Mobius 4-electron 
system: allowed 

Upton, T. l-f. , and Ra ppe, A. K. "A Theo re ti ca l Ba,;, for the Low Ba rrier' 
in Trans itio n-Meta l Complex 2, + 2 71 Reactions : The 1:-.omeri z;!tion of 
Cp,Ti C,H, to Cp2TiC H,(CH,CH,). " /. A 111 . Chc111 . Soc., 107, 1206 ( 19HS). 

Table 15.1 We are now ready to summarize the trends expected for cycloadditions. This is done in 
Table 15.1. The key is the sum of m + n, where once again we emphasize that 111 and 11 repre­
sent a number of electrons, not atoms. The rules are rem iniscent of aromaticity, in that for the 
conventional s + s geometry, a total o£4q + 2 elec trons is allowed, while a total of4q is forbid­
den. The less common s+ a geometry is Mobius, so 4q is preferred in that case. 

Rules forThermallm + n] 
Cycloaddition Reactions 

15.3.3 General Experimental Observations 

We can also an ticipa te how cycloadditions will be characteri zed by the various " tools" 
of physical organic chemistry. The reactions are bimolecula r, and one sees second-order ki­
netics. The transition state is highly organized and brings two molecules together. As such, 
high ly negative entropies of activation are found. Since ionjc species are not involved, tbere 
is not a very strong dependence of reaction rates on solvent polarity in organic solvents. 

m+n 

4q 

; 4q+ 2 

Allowed Forbidden 
s+a S+S 
a+s a+a 
S+S s+a 
a+a a + s 
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f or ( 0 
s-trans s-cis 

However, water dramatically enhances Diels-Alder rates because the hydrophobic effect 
brings the two reactants together (for a further discussion see the Going Deeper highlight on 
page 923). Since four sp2 centers are being converted to sp3 centers, inverse kinetic isotope ef­
fects are the norm. Lastly, because two reactants combine to create a product that is smaller 
in volume than the separate reactants, high pressure will facilitate cycloadditions. 

There are substantial substi tuent effects on cycloaddition reaction rates. We noted ear­
lier that the prototype Diels-Alder reaction of Eq. 15.2, with butadiene as the diene and eth­
ylene as the dienophile, does not actually proceed efficiently. In reality, some substituents 
are always necessary. The most common pattern is to have one or more electron withdraw­
ing groups (EWG) on the dienophile, and electron donating groups (EDG) on the diene. 
Hence, the diene is made electron rich (i.e., add alkyl groups, amino groups, ethers), and the 
dienophile is made electron poor (i.e., add cyano, esters, nitro). We saw this with the exam­
ples given in Eqs. 15.4 and 15.5. While both HOMO-LUMO interactions between the diene 
and dienophile are favorable (Figure 15.6), one of these interactions can be accentuated by 
substitution. The EWG(s) on the dienophile lower its LUMO and the EDG(s) on the diene 
raise its HOMO. The reason for the effect on the dienophile LUMO is that EWGs have elec­
tronegative elements, and as we noted in Chapters 1 and 14, electronegative elements lower 
the energies of all orbitals in which they are involved. The reason for the effect on the diene 
HOMO was discussed in Chapter 1, where we showed that the mixing of a TI(CH3) group or­
bital with the "IT bond of ethylene raises the HOMO. In a Diels-Alder reaction, therefore, the 
diene HOMO and dienophile LUMO are brought closer in energy, lowering the energy gap 
and thus making this interaction more fa vorable. In support of this analysis, the log(k) for 
Diels-Alder reactions correlate quite well with the inverse of the difference in energy be­
tween the ionization potential of the diene (related to the energy of the HOMO) and the elec­
tron affinity of the dienophile (related to the energy of the LUMO). The more electron rich 
the diene and the more electron poor the dienophile, the faster the cycloaddition. To further 
enl1ance the electrophilicity of the dienophile, it is common to add Lewis acids that can com­
plex the electron withdrawing groups on the dienophile, further lowering the LUMO. 

Another common s trategy to facilitate the reaction is to incorporate the diene into a ring, 
thereby favoring the s-cis geometry required for reaction. The s-cis geometry is required in 
the cycloaddition for the dienophile to reach both ends of the diene (see margin). 

15.3.4 Stereochemistry and Regiochemistry of the Diels- Alder Reaction 

Synthetically, the Diels-Alder reaction is the most importan t cycloaddition and argu­
ably the most important pericyclic reaction. Because of this, we wi ll consider several addi­
tional features of this reaction here.lt is a [TI4, + TI2J cycloadd ition, and it best illustrates a key 
feature of pericyclic reactions that we have yet to touch on. Since, by definition, pericyclic re­
actions involve a well controlled array of atoms / orbitals in the transition state, well-defined 
stereochemistry is a hallmark of peri cyclic reactions. In general, a high degree of control of ste­
reochemistry is associated with pericyclic reactions, and this is one of their n10st valuable featu res. Eq. 
15.6 illustrates this aspect of the Diels-Alder reaction. As many as four new stereocenters are 
created, and the control is often complete. 

a 

¢b 

b 
+ (Eq. 15.6) 

a 

An Orbital Approach to Predicting Regiochemistry 

When multiple substituents are involved, a new issue arises, that of the regiochemistry 
of the Diels- Alder reaction. When both the diene and dienophile have a substituent, we can 
speak in terms of pseudo-ortho, meta, and para patterns for the product, as shown in Figure 
15.11. The nomenclature is imperfect, as two different pseudo-meta forms are shown, but 
usually it is clear in context which isomers are being discussed. Houk and co-workers have 
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a 

( c 

+ 1 -
Pseudo·ortho Pseudo·meta 

Pseudo-meta Pseudo-para 

Figure 15.11 
Regiochemical issues that arise in the Die Is- Alder 
reaction when substituted d ienes and dienophiles 
are involved. 

developed a model for such sys tems that provides a nice example of the kinds of qualitative 
molecular orbita l arguments we have developed throughout this tex t. Figure 15.12 describes 
the mode l. 

Our starting point is the mixing of twop orbitals to make the 1T and 1r* molecular orbitals 
of ethylene, originally given as Figure 1.14, and recapitulated here as Figure 15.12 A. Now 
we will consider the effects of subs tituents on this scheme. As before, we will consider two 
kinds of subs tituents, donor (D ) and acceptor (A). In this scheme, a donor is characterized as 
having a high-lying, doubly-occupied orbital, whereas an acceptor has a low-lying empty 
orbital. Our goal is to construct orbitals for CH2 = CHD and CH2 =CHA that are analogous 
to the 1T and 1r* molecular orbitals of CH2 = CH2. 

We consider the donor first, and begin at the left of Figure 15.12 B, where we mix the 
high-lying filled orbital of D (a) with a carbon p orbital (b). Note the polarizations in there­
sulting orbitals: the lower doubly-occupied orbital (c) is polarized toward D, w hile the 
highe r s ingly-occupied orbita l (d) is polarized toward carbon. This is exactly as we would 
expect from our earlier discussions of perturbation theory in Chapter 14. Now, the newly 
formed s ingly-occupied orbital (d) mixes with another singly-occupied p orbital (e) of the 
unsubstituted carbon to make the 1T orbitals (f) and (g). Note that the addition of the D atom 
m akes both the HOMO and LUMO higher in energy than in ethylene. 

B. DCH =CH2 

~ 
~ LUMO 

(d) 

~ --

CH28+:::, ::~+ 8 CH2 

\ tt'' HOMO 

~ 
(c) 

Figure 15.12 

(g) 

LUMO ® 

C. ACH=CH2 

(k) 

8-B 
ACH ,~. 

Ul 

Analysis of olefin substituent effects relevant to the Die Is-Alder reaction. A. The famiJ iar mixing diagram 
for the formation of the 'IT and 'TT* orbita ls of e thy lene, which serves as a reference for the rest of the figw-e. 
B. Mixing diagram to develop the molecular o rbitals of an olefin substi tuted with a donor substituent (D). 
C. Mixing diagram to develop the molecular o rbitals of an olefin substituted with an acceptor subs tituent 
(A). See text for a discussion of parts Band C. 

(n) 

~LUMO 

(I) 

~HOMO 
(m) 
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The new HOMO is different from the ethylene HOMO in two ways. First, as stated 
above, it is higher in energy. This is because the first-order (degenerate) mixing seen with 
ethylene is now a second-order mixing, resulting in a smaller energy lowering. Second, the 
HOMO is polarized toward the unsubstituted carbon (CH2). This is because the carbon p or­
bital (e) starts lower in energy than the CHD orbital (d). The LUMO is raised in energy and 
polarized toward the substituted carbon (CH). However, because the coefficient on the 
substituted carbon was reduced by mixing with the D orbital, the polarization seen in the 
LUMOis less than in the HOMO. A secondary interaction, not shown in Figure5.12 B, is also 
part of the analysis. The newly formed HOMO (f) can interact with the lower-lying CHD or­
bital (c). This will further raise the energy of the HOMO, accentuating the primary effect of 
the orbital mixing. 

The polarizations shown for the HOMO and LUMO of a CH2 =CHD system can be 
anticipated using resonance theory. As shown in Eq. 15.7 with an enamine as the example, 
the unsubstituted carbon is nucleophilic. This leads one to predict that the HOMO w ill be 
polarized toward this carbon, and this is what we found with orbital (f) in Figure 15.12 B. 
Furthermore, it is generally true that the polarization in the HOMO is opposite to that in the 
LUMO, and therefore the LUMOw ill be polarized toward the substituted carbon [orbita l (g) 
in Figure 5.12 B]. 

- e 
e~N/ 

I 
(Eq. 15.7) 

A similar analysis of the CH2 =CHA system is given in Figure 15.12 C. The acceptor or­
bital (h) is higher in energy than the CH orbital (i). Mixing these orbi tals and populating w ith 
only one electron (from the CH group) gives a low-lying ACH orbital (j) for mixing with the 
other carbon orbital (1). Now, the resulting HOMO (m) and LUMO (n) are both lower in en­
ergy than the ethylene reference HOMO and LUMO. We conclude that the important effect 
is the lowering of the energy of the LUMO, along with a polariza tion toward the unsubsti­
tuted carbon. Effects on the HOMO wi ll be less. Again, a secondary interaction between the 
LUMO and the higher-lying CHA orbital (k) further lowers the LUMO energy. 

Once again these perturbations of coefficients and energies of the ethylene orbitals can 
be anticipated using resonance. Eq. 15.8 shows the expectations fo r substitution of an elec­
tron withdrawing group on an ethylene. The r3-carbon is electrophilic. Therefore, the LUMO 
should be polarized to the unsubstituted carbon as seen in orbital (n). The reverse polariza­
tion is predicted for the HOMO, and this is seen in orbital (m). 

(Eg. 15.8) 

The basic conclusions of this analysis are that a donor substituent, D, raises the energy of 
the HOMO and polarizes it toward the unsubstituted carbon. Furthermore, an acceptor sub­
stituent, A, lowers the energy of the LUMO and also polarizes it toward the unsubstituted 
carbon. A third kind of substituent is an unsah1rated group (U), such as a phenyl or vinyl 
group. From our previous ana lysis of 'iT systems, we know that extended conjugation will 
raise the HOMO and lower the LUMO (Section 14.3.3, Figure 14.14). We find polarization of 
the HOMO and LUMO toward the unsubstituted carbon, but the effect is much less dra­
matic than with aD or A substituent. 

To predict regiochemistry, we emphasize two fea h1res of the Die Is-Alder reaction. First, 
as noted above, the key interaction is usually the HOMO of the diene with the LUMO of the 
dienophile. Second, we line up the reacting partners so that the larger coefficient at a termi­
nus of the diene reacts with the larger coefficient of the dienophile. The reason that we align 
the larger coefficients of the HOMO and LUMO is that this has been shown to give the 
largest overlap (< lf/HoMollf/LuMo> ) in the transition state, leading to the most facile reaction 
pathway. 

In Figure 15.13 A we show an example of such an analysis, with the reaction of isoprene 
and acrylonitrile. The coefficient values and orbital energies are obtained from a HF-SCF 
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Substituent effects in the Diels-Alder reaction. A. Reaction of acrylonitril e with isoprene. Molecular orbital 
coefficients for the HOMO and LUMO of each reactant are shown, along with the major mixing (solid 
arrow) and the minor mixing (dashed arrow). B. Further examples of regioselecti vity in the Diels-Alder 
reaction. 

calculation of the sort described in Chapter 14. In this case, both the HOMO and the LUMO 
of acrylonitrile are polarized toward the unsubstituted carbon, but the effect is more pro­
nounced in the LUMO, as predicted above. The methyl group of isoprene acts as a weak do­
nor. As anticipated from Figure 15.12, the larger polarization in the diene is in the HOMO 
while the larger polarization of the dienophile is in the LUMO. To rationa lize the regia­
chemistry, we line up the la rgest coefficient of the diene HOMO with the larger coefficient of 
the dienophile LUMO. Doing so produces the pseudo-para product, as is indeed observed. 
Other examples of regioselective Diels-Aider reactions are given in Figure 15.13, all of 
which are consistent with the analysis we have presented. 

The Diels-Alder reactions we have considered thus far are typical and are described as 
having normal electron demand. Acceptor substituents on the dienophile accelerate there­
action, as do donor substituents on the diene. The primary interaction is diene HOMO and 
dienophile LUMO. However, in cases where there is a donor group on the dienophile and an 
acceptor on the diene, the result is an inverse electron demand Diels-Aider reaction. Now 
the key interaction is dienophile HOMO and diene LUMO. These reactions are less com­
mon, but are sometimes useful. 

The Endo Effect 

Another common feature of Diels- Alder stereochemistry is the so-called endo effect. 
Phenomenologically, this is a stereochemical effect whereby an acceptor substituent on the 
dienophile ends up in the endo position of the product, as shown in Eqs. 15.9 and 15.10. This 
is a useful and fairly general feature of the Diels-Alder reaction. 
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0 + l - ~ + 
b C02Me C02Me (Eg. 15.9) 

C02Me 

Endo 74% Exo 26% 

0 

0 + ~0 - ~o·~: 
0 0 

(Eq. 15.10) 

0 

Endo 99% Exo 1% 

" \) \) / Secondary 
~ interaction 

) _ Primary 

The longest standing model to rationalize this effect emphasizes so-called secondary or­
bital interactions. These are molecular orbital interactions other than those primarily used 
to defi ne whether the reaction is allowed or forbidden, and that are frequentl y invoked to 
describe additional features of pericyclic reactions. Consider the LUMO of the CH2 = CHA 
fragmen t in Figure 15.12 C (orbital n). The p orbital associated with A is in-phase with the ad­
jacentcarbon. Now consider the HOMO of a diene. C2and C3 are similarly in-phase with C1 
and C4, respectively. Thus, if we tuck the substituent A unde r the diene in the transition 
state, an additional interaction between the HOMO and LUMO can occm~ and this must be 
stabilizing (see margin). 

'r 
Primary 
interaction 

This model has provided a sensible rationalization of the endo-effect. However, recent 
studies suggest that addi tiona! factors such as steric and electrostatic effects also p lay an im­
portant role. This has led some to conclude that secondary orbital interactions d o not play a 
determining role in the Diets-A lder reaction nor in other peri cyclic reactions. 

Going Deeper 

Semi-Empirical vs.Ab Initio Treatments 
of Peri cyclic Transition States 

A recurring conflict during the development of computa­
tional quantum mechanics was the differing conclusions 
about pericyclic transition state geometries reached by 
semi-empirica l vs. ab initio m e thods. Consistently, semi­
empirical methods such as MINDO, MNDO, and AMJ 
fa vored highly unsym metrica l transition states, often 
involving biradical intermediates. In contras t, ab initio 
methods always favored more symmetrical transition 
states and concerted proces es. It is now clear from very 
high-level ab i11itio studies and extensive experimenta l 
work that the earlier semi-empirica l work was fla wed. 
What was the cause of this error? An interesting ana lysis 
by Houk provides an explana tion. 

We noted in Chapter 14 that the semi-empirical meth­
ods neg lect overlap in normalizing the wavefunction. One 
consequence of this is that closed-shell repulsion is absent 
in these methods (recall Section 14.4). It is not destabiliz­
ing to mix filled orbitals in a se mi-empirical waveftmc­
tion. Consider a simple Diels-Alder reaction. ln the 
symmetrical approach favored by ab initio methods (and 
by the molecules themselves!), the HOMO of the diene 
and the HOMO of the dienophile are necessarily of oppo­
site symmetry. As such, they cannot mix, and there is no 

closed-shell repulsion. Howeve r, in a highly unsymme­
trical (i.e., low symmetry) approach, this res tri ction is 
re laxed, and a significant HOMO- HOMO closed shell 
repulsion develops. This should destabilize the unsym­
metrical approach relative to the symmetrica l approach. 
However, because the semi-em pirical methods do not 
include closed-shell repuls ion, they miss this effect. 
As such, the semi-empi rical methods predict that the 
unsymmetrical transition states are more stable than 
they really are. 

In support of this ana lysis, it was dem onstrated 
that extended Hucke! theory (EHT) correctly predicts 
a symmetrical transition s tate. Despite the substantial 
approx imations of EHT, it does include overl ap and thus 
closed -shell repulsion. In a clever "control experiment", 
a modified EHT code that does not include overlap p ro­
duced an unsym metrical transition state. It appea rs that 
the case of pericyclic trans ition sta tes is one in which 
the a pproximations necessary to develop a rapid, semi­
empirical computational model a re too severe, and the 
semi-empirical methods are not applicable to such 
reactio ns. 

Caramella, P., Houk, K. ., and Domelsmith, L. N. "On the Dichotomy 
be tween Cycloaddition Transition States Calculated by Semiempirica l 
and Ab Initio Techniques." f. A 111. C!Ie111. Soc., 99, 4511- 4514 (1977). 
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15.3.5 Experimental Observations for [2+2] Cycloadditions 

According to the various theories of pericyclic reactions, thermal [2+2] cycloadditions 
must occur in an [s + a] fashion. When both partners are alkenes, this geometry is unfavor­
able, suffering adverse steric interactions. As such, all [2 + 2] cycloadditions of ole fins to pro­
duce cyclobutanes occur by a stepwise, biradical pathway. 

Howeve1~ when one of the reacting partners is a ketene or an allene, the steric problems 
are less severe, and a concerted [2 +2] cycloaddition does occur, with the ketene reaction be­
ing much more common (Eq. 15.11). Evidence for the concerted nature of the reaction in­
cludes retention of stereochemistry in the olefin component, large negative entropies of acti­
vation, and small solvent effects on the rate. Ketene cycloadditions are favored by electron 
donating groups on the alkene; vinyl ethers are especially favorable. The reaction works 
with stable ketenes such as diphenyl ketene and with transiently generated ketenes, dichlo­
roketene being a common, easily produced substrate (Eq. 15.12). 

Ph u Phtt pro + 
_.-:? 

(Eg. 15.11) 

Ph 

0 [}-=o] OJ:' ;t~ Cl J Cl 

0 
Cl 

H ~ 0 

(Eq. 15.12) 

:B 

A novel feature of these reactions is that they tend to give the sterically most crowded 
product (Eq. 15.13). This result is nicely rationalized by the required ["2s + ,20 ] interaction 
geometry (Eq. 15.14). Bringing the reactants together so as to put the larger substituent of the 
ketene away from the olefin ultimately produces the more crowded product. 

EtO 
)==-=o 

H 

0 

L = Large substituent 
S = Small substituent 

15.3.6 Experimental Observations for 1,3-Dipolar Cycloadditions 

(Eq. 15.13) 

(Eg. 15.14) 

An important and interesting class of cycloadditions is the broad group of [4+2] cy­
cloadditions in which the four-electron component is a three-atom system. The resulting 
product is thus a five-membered ring. Remember, though, these are six-electron systems, 
and so the favorable [s + s] pathway is allowed. 

Pioneering work by Huisgen established that a huge range of three-atom, four-electron 
systems are viable in this reaction, with the unifying themes being the presence of hetero­
atoms and the existence of at least one dipolar resonance form. The latter gives rise to the 1,3-
dipolar cycloaddition terminology. Figure 15.14lists some dipolar molecules, though many 
other variants exist. Retention of stereochemistry on the olefinic component and relative 
insensitivity to solvent polarity support the assignment of these as concerted, pericyclic 
reactions. 

Regiochemistry is an issue in these reactions. With the advent of the orbital symmetry 
rules (Huisgen' s definitive overview of the field was published two years before Woodward 
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Figure 15.14 
Representative 1,3-dipoles and their 
cycloadducts with ethylene. 
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and Hoffmann's first papers), a rational analysis of this issue became feasible. Despite the 
great diversity of the reactions, analyses along the lines presented above for the Diels-Alder 
reaction are generally successful. That is, we examine the coefficients of the frontier orbitals 
and match the larger coefficient values. Nowadays, any desktop ab initio software package 
can provide this information with an advanced level of theory. As an example, Eq. 15.15 
shows the addition of a nitrile oxide to a dipolarophile (an alkene seeking a dipolar mole­
cule) with a substituent that can be viewed as either a donor or a unit of unsaturation (D or 
U). In this situation, the LUMO of the dipole is the controlling orbital, although this issue 
must be addressed on a case-by-case basis. The dipoles are isoelectronic with allyl anion, 
and so the phase properties of the 1T systems follow the familiar allyl pattern. Eq. 15.15 also 
shows the LUMO of the parent nitrile oxide, with the largest coefficient being on the car­
bon. We predict a large coefficient on the carbon by analysis of a resonance structure, which 
places positive charge on the carbon. As described in Figure 15.12, the HOMO of the dipolar­
ophile with a D or U substituent will be polarized toward the unsubstituted carbon. Match­
ing the largest coefficients produces the 5-substituted heterocycle. Indeed, the benzonitrile 
oxide with styrene gives 100% of the 5-substituted product. 

ee 
Ph - C=N-0 + 

l e .. e 
Ph-C=N-0 

PhyN,~ 
Ph - CH=CH2 - yo 

Ph 

15.3.7 Retrocycloadditions 

- 0.67 

LUMO H- - -@ 

0.68 0.30 (Eq. 15.15) 

If a reaction is deemed allowed, its reverse is also allowed. In principle, any allowed 
cycloaddition we have discussed can also be run in the reverse direction, producing two 
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fragments. Since retrocycloadditions (also called cycloreversions) are en tropically favored 
rela tive to cycloadditions, we can imagine that at high enough temperatures cycloreversion 
would be common. Indeed, retro Diels-Alder reactions are common, as are reversals of 
o ther reactions we have discussed. A common example is the cracking of dicyclopentadiene 
(Eq. 15.16). Note also that there is no need to do another orbita l or state correlation diagram 
to analyze the retrocycloaddition. The principle of microscopic reversibility ensures that the 
analysis of the reverse direction uses the same diagram as the forward reaction. An impor­
tant message is that when encountering a new reaction, sometimes it might be easier to ana­
lyze it in the reverse direction; the results are just as applicable. 

(Eq. 15.16) 

15.4 Electrocyclic Reactions 

An electrocyclic reaction involves the conversion of a 1T system with n electrons to a cyclic 
system with n - 21T electrons and a cr bond, or the reverse. Eqs. 15.17 and 15.18 show two pro­
totype reactions, the butadiene-cyclobutene interconversion and the hexatriene-cyclohex­
adiene interconversion. Once again, the arrow pushing does not reflect the mechanism of 
the reaction. 

( ; - D (Eq. 15.17) 

c - o "-=../ 

(Eq. 15.18) 

In each case the ring closu re involves the rotation of the terminal carbons so that the p 
orbitals of the 1T system, which are necessarily parallel to each other in the polyene, point 
toward each other and make a new bond. lt is the direction of rotation (clockwise or counter­
clockwise) that changes depending upon electron count and orbital interactions. This direc­
tion of rotation influences the s tereochemical outcome of the reactions, and therefore our 
analysis really focuses on rationalizing and predicting stereochemistry. Before examining 
which rotations are allowed or forbidden, we must introduce some new terminology. 

15.4.1 Terminology 

The nomenclature we need to examine electrocyclic reactions (and cheletropic reac­
tions, see below) is one that describes how p orbitals at the termini of a 1T system rotate. As 
can be seen in Figure 15.15, if the two p orbitals rotate in the same direction (both clockwise 
or both counterclockwise) the process is termed conrotatory. If they rotate in opposite di­
rections (one clockwise and one counterclockwise), the process is termed disrotatory. The 
same terms are used to describe the direction of rotation of atoms involved in cr bonds. Fig­
ure 15.15 also shows their use in this context. 

Con rotatory 

-
Con rotatory 

Disrotatory 

Disrotatory 

Figure 15.15 
Definitions for conrotatory 
and disrotatory processes. 
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15.4.2 Theoretical Analyses 

Let's start our theoretica l analysis with an orbital correlation diagram for the four­
electron case. These diagrams are very s traightforward to apply to electrocyclic reactions. If 
the two ends of the -rr system rotate in the same direction- a conrota tory motion-a C2 sym­
metry axis is maintained throughout the process (Figure 15.16 A). If the two termini rotate in 
opposite directions-that is, disrotatory- a mirror plane (cr) is maintained. Figure 15.16 B 
shows the orbital symmetry correlation diagrams for the butadiene-cyclobutene intercon­
version based on the conserved symmetry elements. The butadiene molecular orbita ls are 
the familiar ones from Figure 14.14. The cyclobutene molecular orbitals are simple -rr I -rr* and 
cr I cr* pairs. As with the analyses given in Figures 15.1 and 15.2, we onJy need to consider mo­
lecular orbita ls for the bonds undergoing changes. For the two different processes (conrota­
tory or disrotatory), the molecular orbita ls are the same; it is just the symmetry designations 
that change. The black labeling shows the symmetry of the orbitals for the conrotatory pro­
cess, while the colored labels give the orbital symmetries for the d isrotatory process. 

If we place four electrons in the lowest energy orbitals of the butadiene, it is clear from 
Figure 15.16 B that the conservation of orbital symmetry predicts that the comotatory pro­
cess (black lines) is preferred. The disrota tory (colored d ashed lines) process leads from bu­
tadiene to an excited state of cyclobutene. The same cone! us ions a re reached by considering 
the reaction in the reverse direction. 

A. 

= 

In the conrotatory path a C2 axis is maintained 

B. 

S A 

Figure 15.16 

~]= l~~ 
~" 
C=_j 

In the disrotatory path a cr plane is maintained 

A. Orbital symmetry analysis of the butadiene- cyclobutene interconversion. B. The lines connecting the 
reactant and product orbitals for the conrotatory process are g iven in black, w hile the correlation for the 
dis rotatory process is given in dashed colo r. 
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By now you should anticipate that exactly the opposite conclusions are reached for the 
hexatriene-cyclohexadiene interconversion. Indeed, a full orbital symmetry analysis, given 
as an Exercise at the end of the chapter, leads to the conclusion that the disrotatory process 
is orbital sy mmetry allowed, whereas the conrotatory process is forbidden. Furthermore, a 
state correlation analysis constructed along the lines of Figures 15.4 and 15.5 supports the 
conclusions of the orbital symmetry analysis. Again, we lea ve this as an Exercise at the end 
of the chapter. 

The FMO analysis of the electrocyclic reactions in Egs. 15.17 and 15.18 is quite straight­
forward also, and is given in Figure 15.17 A. One typically looks at the ring-opening not the 
closure, although there are FMO approaches to the closure (covered in the Exercises at the 
end of the chapter). With the opening, the HOMO of the a bond is analyzed with regard to 
how it would correlate with the LUMO of the 1T system. The black loops given in Figure 
15.17 A show that con rotatory rotation of the a bond gives in-phase interactions for cyclobu­
tene, while disrotatory rotation would give out-of-phase interactions. The exact opposite 
FMO conclusions are reached for 1,3-cyclohexadiene. 

Figure 15.17 B shows the aromatic transition state analysis of these reactions. We draw a 
pichlfe of an opening pathway with the minimum number of phase changes and examine 
the number of nodes. The four-el ectron butadiene-cyclobutene system should follow the 
Mobius/ conrotatory path, and the six-electron hexatriene-cyclohexadiene system should 
follow the Hi.ickel / disro tatory path. As such, aromatic transi ti on state theory provides a 
simple analysis of electrocyclic reactions. The dis rotatory motion is always of Hi.ickel topol­
ogy, and the conrotatory motion is a !ways of Mobius topology. 

A. 

HOMO / / HOMO 

LUM~ LUM~ 

Conrotatory gives Disrotatory gives 
in-phase interactions: out-of-phase interactions: 

allowed forbidden 

B. One node Zero nodes 

~ ~ 
Conrotatory gives Disrotatory gives 

a 4-electron Mobius a 4-electron Huckel 
system : allowed system: forbidden 

c. 

~ ~ 
Conrotatory Disrotatory 

, 25 + " 2": allowed , 2s + " 25 : forbidden 

Figure 15.17 

LUMO of butadiene LUMO of butadiene 

~~OMO ~HOMO 
Conrotatory gives 

out-of-phase interactions: 
forbidden 

One node 

Conrotatory gives 
a 6-electron Mobius 
system: forbidden 

Conrotatory 
, 45 + cr 2a: forbidden 

Disrotatory gives 
in-phase interactions: 

allowed 

Zero nodes 

Disrotatory gives 
a 6-electron Huckel 

system: allowed 

Disrotatory 
, 45 + 0 25 : allowed 

Analysis of e lectrocycl ic reactions using a variety of methods and the var ious concl us ions that are drawn. 
A. FMO theory for ring-opening. The LUMOs of the TI systems are compa red to the HOMO of the C-C a 
bond in cyclobutene and 1,3-cyclohexadiene. B. The Hi.ickel / Mobius approach. C. Using the genera li zed 
orbital sy mmetry rule. Note, as a lways, that a ll the m ethods predi ct the sa me outcome. 
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Table 15.2 
Rules for Thermal 
Electrocyclic Reactions-
n 1t Electrons Going to n- 2 1t 

Electrons Plus a CJ Bond 

n Allow;d J Forb~~-~~ 
4q conrotatory I disrotatory 

4q+ 2 disrotatory j conrotatory 

The analysis of the generalized orbital symmetry rule nicely follows from the above dis­
cussion (Figure 15.17 C). The conrotatory opening of cyclobutene is a [7T2s + "2al reaction and 
therefore allowed, w hile the disrotatory reaction is [7T2s + "2sl and forbidden. The conrota­
tory opening of 1,3-cyclohexadiene is a [7T4s + a2al path that is forbidden, w hile the disrota­
tory [7T4s + "25] reaction is allowed. Summarizing all these analyses, we come up with the se­
lection rules listed in Table 15.2. 

15.4.3 Experimental Observations: Stereochemistry 

Figure 15.18 shows several examples of electrocyclic processes. Since the reactions are 
always allowed in either a conrotatory or disrotatory manner, the key issue is the contro l of 
stereochemistry. Electrocyclic reactions provide a good example of the power of pericyclic 
reactions in this regard. In all cases, the reaction proceeds as predicted from the various the­
oretical approaches. The restrictions placed by the orbital analysis on the reaction pathway 
are nicely demonstrated by examples D and E in Figure 15.18; only the stereochemistry 
given is found. An instructive example of the fact that it is the number of electrons that con­
trols the process, not the number of atoms or orbitals, is the conrotatory ring closure of the 
four-electron pentadienyl cation prepared by protonation of a divinyl ketone (example G ). 

Just how selective are pericyclic reactions? That is, how large is the preference for the 
allowed path over the forbidden path? Brauman and Archie found that the electrocyclic 
ring-opening of cis-3,4-dimethylcyclobutene was 99.995% stereospecific, corresponding to 
an energy difference of 11 kcal / mol between the activation energies of allowed and forbid­
den paths (Figure 15.18, example A). Another indication of the magnitude of the preference 
is given in the tetraphenyldimethylbutadiene reaction shown as example H. This system 
was kept at 124 oc for 51 days, during w hich time each m olecule underwent almost 3 mil­
lion ring-openings and closings. However, no products other than those shown were seen, 
indicating that in this system the preference for conrotatory motions is on the order of 15 
kcal / mol. 

An intriguing and famous application of the orbital symmetry rules concerns Dewar 
benzene (Eq. 15.19). This valence isomer of benzene is highly strained and much less stable 
than ben zene. It would appear that a very simple process of just cleaving the central bond 
would relieve a great d eal of strain and produce a highly stable, aromatic product. Neverthe­
less, Dewar benzene is a relatively persistent molecule. 

rn ~- 0 
Dewar benzene 

(Eq. 15.19) 

The standard analysis ascribes the surprising persistence of Dewar benzene to the fact 
that the ring-opening to give benzene is a forbidden process. Conversion of Dewar ben zene 
to benzene must be disrotatory, but because the reaction is essentially a cyclobutene ring­
opening, it prefers the conrotatory p ath. Conrotatory opening creates a trans double bond 
(Eq. 15.20), which is far too highly s trained to occur. The Dewar benzene isomer is trapped in 
a kinetic prison whose origin is orbital symmetry. You might ask wh y this is a four-electron, 
and not a six-electron p rocess. This illus trates a general fea ture of such an alyses. If a bond or 
'TT system is really just a spectator (meaning it does not change position) in the reaction, then 
we do not consider it in the analysis. One of the 'TT bonds of Dewar benzene really just goes 
along for the ride, and so we consider this a four-electron process. An orbital correlation dia­
gram m akes this clear, and an Exercise at the end of the chapter gives you the opportunity to 
show this. 

rn Con rotatory 
(Eq. 15.20) 

The selection rules for electrocyclic ring-openings can also explain rate differences in 
the solvolysis of cyclopropyl halides as a function of stereochemistry. For example, shown in 
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Figure 15.18 
Examples of electrocy c!ic reactions. 
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the margin are the relative rates for solvolysis of the reactants 
given. Although the all-cis arrangement of groups is the least 
stable, the other isomer reacts over 1000 times faster at 150 oc 
in acetic acid. The reason is that the solvolysis involves ring­
opening to form an allylic ca tion. The ring-opening occurs in a 
disrotatory fashion because of the FMO analysis shown in the 
margin. For this motion to occur in the all-cis isomer, the methyl 
groups necessarily will collide during the bond rotations, dra­
matically impeding the reaction. 
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15.4.4 Torquoselectivity 

We have shown that we can easily choose whether the conrota tory or disrotatory path is 
preferred for a given system. However, this is not the w hole story. Both paths can occur in 
two different " directions", and in many systems, the two give different products. This is il­
lustrated in Figure 15.19. The conrotatory openings of cyclobutenes have been extensively 
investigated in this regard, leading to a novel theory that nicely illu strates some qualitative 
molecular orbital reasoning. 

A. o..- ~ + 
(cH3 

CH3 CH3 

100% Not observed 

B. o..- ~ + ( cF3 
CF3 CF3 

95% 5% 

c. o..- ~ + 
( cHO 

CHO 
CHO 

Not observed 100% 

D. ~~x- ~I·Bu ~X 
I·Bu 

X I·Bu 

X= CH3 30% 70% 
X= OCH3 >99% <1% 

Figure 15.19 
Torquosel ectivity in electrocyclic openings. 

Early observations were interpreted in terms of s teric interactions. For example, 3-meth­
ylcyclobutene opens exclusively to the less crowded trans-pentadiene (example A, Figure 
15.19). However, further study revealed some intriguing non-steric effects. For example, the 
trifluoromethyl group, generally considered larger than a methyl (recall, for example, Table 
2.14), gives measurable amounts of the cis product (example B). Remarkably, 3-formylcyclo­
butene gives 100% of the cis product (example C). In another stunning example, 3-methoxy-
3-tert-buty!cyclobutene rota tes the bulky tert-butyl group inward (example D). All these 
observations suggested that electronic, rather than steric, effects were controlling these re­
actions. 

At the same time that these s tereochemical results were being studied, some interesting 
substituent effects on the reaction rates were no ticed. For example, 3-formylcyclobutene 
has an activation energy that is over 5 kcal I mol sm aller than the parent hydrocarbon. The ef­
fects are substantial, and they have been the topic of considerable investigation. Dolbier, 
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Orbita l interactions explaining inward or outwa rd rotation in e lectrocyclic ring-opening. 

Houk, and co-workers have developed a model for these systems that explains the reacti vity 
trends and also rationalizes the stereochemical issues discussed. The term torquoselectivity 
was coined to describe these rotational preferences. 

The essence of the analysis is given in Figure 15.20. Ab initio calculations on the conrota­
tory r ing-opening of cyclobutene revealed that in the transition state the HOMO is the cleav­
ing u bond, and the LUMO is the corresponding u* orbital. We now consider the effects of a 
substituent on the cleaving bond. In Figure 15.20 we show the subs tituent as contributing a 
p-type orbital to the HOMO and the LUMO. For a donor substituent, this will be a filled or­
bital. On inward rotation, this filled orbital interacts strongly with the HOMO of the u bond. 
This is a mixing of filled orbitals (a), and so it is destabilizing. Now let's examine the effect of 
inward rotation of a donor on the u* LUMO. Because the substituent orbital is directed to­
ward the middle of the cleaving bond, near the node of u*, the mixing of the fi lled orbita l 
with the transition sta te LUMO is minimal (b) . As such, a donor substituent should cause 
outward rotation. In the outward rotation, the mixing of the filled donor orbital w ith the 
transition sta te LUMO (u*) is favorable (c), and so a donor substituent should accelerate the 
outward rotation reaction relative to the parent. Donors such as methyl therefore rotate 
outward. 

For an acceptor substituent, the substituent o rbital is empty, and so now the mixing of 
this orbital with the transi tion state HOMO is quite favorable (a). We predict a subs tantial 
preference for inward rotation. The inward rotation reaction should be accelerated, consis­
tent with the above observations w ith the formyl acceptor placed on cyclobutene (Figure 
15.19, example C). For substituents that are somewhat in between in 1r donor and accep­
tor ability (CF3, example B) or when two donors compete (methyl vs. tert-butyl, example D), 
mixed results are observed. However, the observa tion that donor substituents rotate out­
ward and acceptor substituents rotate inward is quite general. In fact, an excellent linear cor­
relation is seen between calculated differences in activa tion energies for inward vs. outward 
rotation and a Hammett-type para meter (u1,

0
) that measures the 1T d onating / accepting abil­

ity of a substituent. 
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Connections 

Pericyclics in Cancer Therapeutics 

One fa scinating example of a peri cyclic ring closure 
involves a 1,4-biradica l intermediate. Bergman first 
studied this reaction in detail, and it is now generall y 
termed the Bergman rearrangement. The enediyne 
shown undergoes a thermall y induced, cycloaromati­
zation reaction. The product is 1,4-dehydrobenzene, an 
isomer ofbenzyne. The deute rium labeling experiment 
shown, along with quantita ti ve forma ti on of benzene 
when h ydrogen-atom donors are present, provided com­
pelling evidence for the viabi li ty of such a 1,4-biradical 
as a reactive intermed iate . 

H(#D 

H ~ 
D 

= 

Enediyne 

HY'rD ] 

H~D = 

1 ,4-dehydrobenzene 

H) D 

D 
H 

Interest in this reaction ex ploded when, in 1987, 
severa l novel antitumor antibiotics containing enediynes 
or related structures were reported. Ultimately many such 
compounds were found , and representative s tructures 

HO 

Calicheamicin 

Neocarzinostatin 

inclu de cal icheamici n, dynemycin, and neocarzinostatin 
("enediyne" unit sh own in color) . Extensive work has 
sh own that these a ntibiotics target DNA and undergo 
a Bergman rearrangement. When the rearrangement 
occurs, the biradical intermediate forms, and this reacts 
with the DNA leading to scission of the double helix and 
cell death. These enediyne-based antibiotics are very effi­
cient cell killers, and they have been the targets of exten­
s ive synthetic and pharmaceutical research. 

The parent Bergman rea rrangement occurs around 
200 °C, but nature h as tuned the antibiotics such that they 
ca n cycloaromatize under physiological conditions. The 
enediyne group is s trained in the antibiotics, facilitating 
e lectrocyclization . Also, in each case a " triggering" event 
is required. For example, conjugate add ition of a thiolate 
to ca li cheami ci n and neocarzinostatin (at the position 
marked w ith a*), or red uction followed by epoxide ring­
opening ford ynemicin induce the Bergman rea rrange­
ment. The trigger launches the biradical form ation when 
the antibioti c is in the vicinity of DNA, enhancing the 
e fficiency of scission. 

Bergman, R. G. " Reactive 1,4-Dehydroa romatics", Accts. Chem. Res. 6, 
25- 31 (1973).Smith, A. L., and Nicolaou, K. C. "The Enediyne Antibiotics", 
f. Med. Chc111., 39, 2103-2 117 (1996). 

OH 0 OH 

Dynemicin 

15.5 Sigmatropic Rearrangements 

A sigmatropic shift is defined as a reaction wherein a cr bond migrates over one or more 'TT 

systems. Numbers in brackets are used to define the movement of the cr bond. An [i,j) sigma­
tropic rearrangement is the migration of a cr bond flanked by one or more 'TT systems to a new 
location i-1 and j-1 atoms away. Like many concepts in this chapter, sigmatropic shifts are 
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easier to explain graphically than with words, and Eqs. 15.21 and 15.22 do just that. We show 
a [3,3] sigmatropic shift and a [1,5] sigma tropic shift, the most important members of this re­
action class. As with electrocyclic reactions, all sigmatropic shifts are allowed with some 
geometry. It is the stereochemistry of products that is dictated by the orbital analysis and 
that changes with the number of electrons. 

15.5.1 Theory 

2 
R~3 R~3 

1'(U;-3. I3.3J V3· 
2' Sigmatropic shift 

3 
4~ 2 

/ ) 0 1 )1,5) 
~ Sigmatropic shift 

0 5 H 
1' 

(Eq. 15.21) 

(Eq. 15.22) 

The FMO analysis gives quick insight into these reactions. We show the analysis in Fig­
ure 15.21 A for a [1,3] and [1,5] shift of a pyramidal group. Although the r:J bond can be 
viewed as the HOMO orLUMO, it is common to draw it as the HOMO. The LUMO of the1r 

A. LUMO of 

HOMO of 
a bond 

LUMO of 

B. Zero nodes 
I 

I 
, In-phase 

I 

One node 

b 

Migrates with inversion Migrates with retention 

4-electron Hucke! 
system : forbidden 

4-electron Mobius 
system: allowed 

c. 

D. 

6-electron system 
no inversions 
Hucke! allowed 

Figure 15.21 

6-electron system 
two inversions 
Hucke! allowed 

6-electron system 
no inversions 
Hucke! allowed 

Theoretica l predictions for sigm a tropic rearrangements. A. FMO analyses of [1,3] and [1,5] ca rbon shifts. 
B. Aroma ti c transition state theory analysis of [1,3] hydrogen shifts . C. Aromati c transition sta te theory 
analysis of a [3,3] shift. This is a Cope Rea rrangement-see Section15.5.3, Figure 15.23. Note the left image 
correspond s to the boat transition sta te and is doubly disrotatory, w hile the right two images correspond to 
the chair transition sta te and are doubly con ro ta tory. D. Using the generalized orbi ta l symmetry rule for 
var ious exa mples showing the allowed possibilities. 
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system is then draw n such that at the point at which the HOMO and LUMO interact, the or­
bitals are in-phase. In order for the group to perform a [1,3] shi ft, it does so by using the rear 
end of the CT bond in order to keep the in teractions in-phase (Figure 15.21 A). This leads to 
inversion of stereochemistry for the migrating group (Eq. 15.23). An odd-looking transition 
state is obtained where the migra ting group is planar and bonding to both ends of the 'IT 

sys tem (Eq. 15.23). In contras t, the [1,5] shift proceeds by di rectly moving the mi grating 
group to the end of the 'IT system (Figure 15.21 A). This leads to re tention of stereochemistry 
of the group that is migrating, because at the transition state thi s group is still pyramida l (Eq. 
15.24). It is important to note that the orbitals drawn at the transiti on states of Eqs. 15.23 and 
15.24 are not the real MOs of these s tructures, but are simply constructs that show the orbital 
phas ing leading to the observed stereochemistry. This analysis highlights one of the impor­
tant issues with sigma tropic shifts-whether th e mi gra tion occurs with retention or inver­
sion of stereochemistry. 

gfg 
+ 

- - (Eq. 15.23) 
-. a : 

b b 

+ 

- -
a 

(Eq. 15.24) 

Another important issue wi th s igmatropi c shi fts is w hether the group tha t migra tes 
d oes so to the same face or opposi te face of the 'IT system fro m w here it started . FMO analysis 
can be used to predict thi s, but for demonstra tion purposes we look here at aroma tic tran­
sition state theory. This theory prov ides a simple analys is of sigm atropic rea rrangements. 
Consider a [1,3] sigma tropi c shi ft of a hydrogen (Figure 15.21 B). Two pa thways are feasible. 
In one, the hydrogen simply migra tes across one face of the 'IT sys tem. In the alterna ti ve path­
way, the hydrogen migra tes to the opposite face of the 'IT system from where it started . Mi­
gra tion across the same face gives a Hucke! topology, and so is un favo rable for this four­
electron p rocess . In contrast, mi gra ti on to the opposite face has a Mobius topology, making 
that migra tion allowed (although di fficult because the hydrogen mu st bridge bo th faces of 
the 'IT sys tem in the transiti on sta te). Following now familiar reasoning, the [1,5] sigma tropi c 
shift should be allowed via mi gra tion across the same face, and fo rb id den with migra tion to 
the other face. 

We also show the aromati c transition state analys is of a [3,3] sigmatrop ic shift (Figure 
15.21 C). There are no nodes. This is a six-electron, H i.ickel system, and so is allowed . A more 
rea li sti c representa tion of the [3,3] sigma tropic sh ift is given in Eq 15.25, showing a chair-like 
transition state with all orbita ls in-phase. 

(Eq. 15.25) 
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Lastly, we can examine all these different shifts u sing the generalized orbital sy mmetry 
rule. Various examples of allowed combinations are shown in Figure 15.21 D. The [3,3] shift 
is best viewed as a three-component reaction, where all three act in a supra facial manner in 
order to be allowed . Genera li z ing all these approaches for two-component reactions yields 
Table 15.3, which summarizes sigma tropic shifts. 

Table 15.3 
Rules for Thermal [i,j] 
Sigmatropic Rearrangements 

r· i + Allowed Forbidden 
I 

~ 4q 

1 4q+ 2 
S+S S+a 
a+a a+s 

S+a S+S 
a+s a+a - -·-- ... 

As we have noted several times in this ch ap ter, just because a pericyclic reaction is al­
lowed does not necessarily mean that it is facile. However, one particularly facil e reac tion is 
a [3,3] shift involving a G' bond that migrates from and to a cyclopropane ring. A proto typical 
example is the rearrangement of homotropylidene (shown in the margin). Even more com­
p lex examples of this kind of are known, and the most fam ou s involves bullvalene, which is 
described in the next Going Deeper highlight. 

Going Deeper 

Homotropylidene 

Fluxional Molecules 

A novel class of structures tha t a ttracted considerable 
attention in the yea rs following the announcement of the 
orbital symmetry rul es are the so-called fluxional mole­
cules. These are structures that can undergo faci le, uni­
molecu lar, peri cycl ic rearrangements that are degener­
a te, producing the same molecul e, but with the atoms 
rearranged. The prototype is certa inl y bullva lene, the 
three-fold symmetric structure (point group, ( 3.,) shown 
to the ri ght. This (CH) 10 structure undergoes a seri es of 
especially fac ile [3,3] sigma tropic shifts; L'l.H* for the pro­
cess is - 11 kcal I mo l. Remarkably, at room temperature 
both the 1H and 13

( NMR spectra of bullvalene show a 
si ngle line! Al l the carbons (and all the hydrogens) are 
made equivalent by the sigma tropic shifts. If every carbon 
were uniquely labeled, there would be 10! I 3 = 1,209,600 
different isomers, all of whi ch are interconvertin g. 

These are interconversions of (CH), molecu les, in which 
no h yd rogens move, only skeletal rearrangements occur. 
This may seem a fa irly narrow class, but it is re markably 
rich. For example, cyclooctate traene is a (CH)8 molecule. 
However, there are a t least 21 such structures, cubane 
being another example. Typica ll y, a large number of peri­
cycl ic reactions can be en visioned that would interconvert 
all the (CH)8 valence isom ers. For an example of such an 
analysis, see the article by L. R. Smith. 

b c 

a8d 

0 
h 

A fluxional molecule 

Degenerate interconversions can be considered a 
special case of another class of rearrangements termed 
valence isomerizations or valence tautomerizations. 

Smith, L. R. "Schemes and Transformations in the (C H). Series."]. Chem. 

Ed., 55,569 (1978) . 

15.5.2 Experimental Observations: A Focus on Stereochemistry 

As we have alread y mentioned, two of the important factors in sigma tropic shifts are the 
stereochemistry of the migrating group and whether migration occurs to the same or oppo­
s ite faces of the 'IT system. Here, we look at som e examples that verify the predictions given 
above. 

One of the most common shifts is the [1,5] h ydrogen shift. The reaction typically shows 
a large kinetic isotope effect of ~5 at 200 oc for the migra ting hydrogen, indicating consider-
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able bond breaking in the transition state. That the reaction does indeed occur in a suprafa­
cial manner across the 'IT system was shown with elegant stereochemical studies by Roth. As 
shown in Eqs. 15.26 and 15.27, the 5/E stereoisomer (5 stereo descriptor for the tetrahedral 
carbon, E descriptor for the double bond) can produce two products via the allowed supra­
facia I migration of the hydrogen shown, giving 5/Z and R/E stereochemistry. This predicted 
stereospecificity was seen, confirming the suprafacial nature of the rearrangement. You 
should convince yourself that the forbidden reaction (antarafacial on the 'IT system) would 
produce the 5/E and the R/Z products. 

a{ Me 

vo-
s~,·.,_ 

Me>' ""Et 

(Eq. 15.26) 

(Eq. 15.27) 

The [1,5] hydrogen shift is ex tremely facile in 1,3-cyclopentadiene, where the ring locks 
the 'IT system into the perfect geometry for the hydrogen migration (Eq. 15.28). The shift is so 
rapid that it is not possible to isola te single isomers of simple substituted cyclopentadienes, 
such as the methylcyclopentad iene sh own, because the isomers equilibrate via the [1,5] hy­
drogen shi ft. The reaction looks like a [1,2] shift (as implied by the arrow pushing), but it is a 
six-electron process, and so is better described as a [1,5] shift. The p reference for the allowed 
path is strong enough that the apparent [1,3] sigmatropic shift of indene has been estab­
lished to be a pair of [1,5] shifts (Eq. 15.29). This occurs even though the first step involves the 
formation of the highly unstable isoindene, where the aromaticity of the benzene ring has 
been broken. 

====" CH3'0 - - CH3D etc. 

~ [1s,3s] ~ 

v---,1' Forbidden 0--.J 
l nd~~:.s~ ~s,Ss] 

( co~ ~ 
~ "'-

lsoindene 

(Eq. 15.28) 

(Eq. 15.29) 

We noted above that a [1,3] hydrogen shi ft must be antarafacial on the 'IT system, and that 
this is a d ifficul t geom etry to achieve. However, when the migrating group is a carbon, it can 
act as the required antarafacial component. An elega nt series of experiments by Berson set 
out to test this concept. As shown in Figure 15.22, a b icyclo[3.2.0]heptene system can ther­
mally rearrange to a norbornene system. The clean inversion of s tereochemistry at the mi­
grating group suggests an antarafacial in teraction, consistent with expectation. Interest­
ingly, when methyl groups are placed in the reactant, only the reactant that can migrate 
where the methyl swings away from the carbon skeleton does so w ith clean inversion (Fig­
ure 15.22 B). With the opposite stereochemistry in the reactant, the m e thyl group must swing 
u p toward the carbon skeleton during an antarafacial migration. This cannot occur due to 
s teric reasons, and therefore the reaction is much slower, giving both inversion and retention 
of stereochemistry. Theoretical studies indicate tha t dynamic effects of the sort discussed in 
Section 7.2.7 likely have a strong influence on reaction stereochemistry in this system. 
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A. 

L ./OAc 
,£l.___£o 

B. 

£., -
~' -
Too difficult 

~Ac 

~Ac + ~-OAc 

Major Minor 

4-electron Products formed via a 
Mobius 

Figure 15.22 
A. Demonstration of the [a2a + ~2J reaction. B. Differences when methyl groups are used. 

Another very common sigmatropic shift is the [1,2] hydride shift associated with car­
bocations (Eq. 15.30). Although not usually analyzed this way, these migrations involve 
a cyclic, two-electron system and are Hucke! aromatic (see margin). Viewing these reactions 
this way nicely rationalizes why comparable [1,2] shifts are not seen in carbanions; that is, 
they would involve a four-elec tron Huckel anti aroma tic transition state. 

[ 
e lt X= A - H 

K (Eq. 15.30) 

Nevertheless, formal [1,2] shifts involving anions can be observed in sys tems involving 
heteroatoms, the prototype being the Wittig and Stevens rearrangements given in Eqs. 15.31 
and 15.32, respectively. These appear to be pericyclic reactions, but are they? The Wittig 
and Stevens rearrangements are formally four-electron systems and so should proceed with 
inversion of configuration at the migrating carbon. H owever, using the deuterium-labeled 
ylide shown in Eq . 15.33, Baldwin showed that migration occurs with retention of configura­
tion. When the reaction was run in an EPR spectrometer, evidence was obtained that radical 
pairs are involved in the reaction, at leas t to some extent. Although it is diffi cult to quantify 
the EPR effect, the observa tions suggest that the Stevens rearrangement, and by extension 
the Wittig, might not be concerted peri cyclic processes. 

(Eq. 15.31) 

R,s: 
I 

R-9-CH2Ph 
(Eq . 15.32) 

R 

- (Eq. 15.33) 

Another interesting and useful reaction is the [2,3] sigma tropic shift (Eq. 15.34). It is a 
six-electron process, where two of the electrons are contributed by a lone pair, and thus only 
five atoms are involved. Sulfoxides and various types of allylic ylides are common sub-

stepwise process 

2 Electrons 
allowed 
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stra tes (Eq. 15.35). Note that the [2,3] shift of allyl sulfonium ylides is a pericyclic, concerted 
process, unlike the [1,2] Stevens shift of simple sulfonium ylides. The [2,3] sigma tropic shift 
has proven to be synthetically useful, as su ggested in the examples given in Eqs. 15.36 and 
15.37. 

~ Base ~ [2,3) 

R ~sl R"'sle 
Ph Ph 

Sulfonium Sulfonium 
ylide 

Q [2,31 0
o,8~R PR3 

R"'£'o8 

15.5.3 The Mechanism of the Cope Rearrangement 

(Eq. 15.34) 

(Eg. 15.35) 

(Eq. 15.36) 

[2,31 ~ 
- t..._N~ 

) C02Me 
Ph 

(Eq. 15.37) 

To this point in the chapter, we have provided theoretical analyses, presented rules, and 
given examples of successful applications of the rules. You might have the impression, 
therefore, that the field of peri cyclic reactions has been devoid of controversy, with everyone 
agreeing that all can be understood by just analyzing orbital symmetry. In fact, there have 
been times when the situation was very different. Many of the basic approaches and as­
sumptions of this chapter have been called into question and subjected to substantial ex­
perimental and theoretical challenges. We illustrate this by considering the mechan is tic 
investiga tions of the Cope rearrangement in grea ter detail. As you will see, many of the 
mechanistic tools and concepts developed throughout this book have been brought to bea r 
on this important reaction. 

In 1940 Arthur Cope discovered what is now considered the prototypical [3,3] sigma­
tropic rearrangement that bears his name (Eq. 15.38). The first papers on the conserva tion of 
orbital symmetry did not appear until1965, and so, like the Diels-Aider reaction, the Cope 
rearrangement was known experimentally long before the theory of these reactions was 
developed. 

(Eq. 15.38) 

One of the most elegant and telling mechanistic investigations of the Cope rearrange­
ment was reported in 1962 by Doering and Roth. The experiment involves the conversion of 
the two stereoisomers of 3,4-dimethyl-1,5-hexadiene to 2,6-octadiene (Figure 15.23). This ex­
periment was designed to probe the geometry of the Cope transition state. Already in 1962 
it was assumed that a cyclic array of six carbons was involved in the transition state. As such 
it seemed reasonable to analyze the reaction in terms of two limiting transition state struc­
tures, one resembling chair cyclohexane and one resembling boat cyclohexane. As summa­
rized in Figure 15.23, both diastereomers of the reactants can react via either a chair-like tran­
sition state (one possibility for the meso, two for the d,l) or a boat-like transition state (two for 
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CH3 f CH3 ] :t CH3 

/
CH3~H~ - CH3~-ti :t- CH3 .._t-~ 

Cis-trans product 
99.7% 

c~:~ -l c~:~- - c~:~ 
~ Trans-trans product 

~ 0.3% 

cH3R -l CH3R ]:t- H3c~ 
c~ c~ ~c 

Cis-cis product 
0% 

_lcH,~~ l'_ 
l CH3 J Trans- trans product 

90% 

CH3 

CH:c 3 -l CH3 
~·1:-"­
r-- -~ ]:t- CH3 

t;~ 
3 

d, I 

]:t-
Figure 15.23 

Cis-cis product 
10% 

CH3;:::; 

CH3 

Cis-trans product 
<1% 

The Doering-Roth ex periment, which established th cha ir-like nature 
of the transition state for the reaction. 

the meso, one for the d,l). Different products are seen from the chair and boat transi tion 
states. Nothing in the orbital symmetry analyses would predict that one is preferred over the 
other. However, based on the product ratios shown in Figure 15.23, the chair transition state 
is substantially preferred. Presumably this is due to the more stable chair conformation rela­
tive to a boat conformation. A later study that utilized deuterium instead of CH3 as the ste­
reochemical marker reached the same conclusion and estimated LlLlG* (boat-chair) as 5.8 
kcal / mol. 

A recurring controversy concerning the Cope rearrangement is whether the reaction 
really is a concerted, peri cyclic process. Especially in heavi ly substituted systems, one can 
imagine stepwise processes involving biradical intermediates. In addition, whether the 
reaction is synchronous or not has been a topic of discussion. We can imagine three limit­
ing reaction paths (Figure 15.24). First is the synchronous, concerted path that produces a 
symmetrical transi tion state (as we have assumed throughout our discussion). Second is a 
stepwise mechanism in which u bond making precedes CJ bond breaking, involving a 1,4-
cyclohexanediyl biradical as a true intermediate. The third mechanism has complete CJ bond 
breaking preceding CJ bond making, yielding a pair of allyl radicals as intermediates in the 
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Ph Ph 

cC¢ 
Ph 

k (relative) 69 4900 

B. C~~- o. - ~ _,_,. 0 Bond making first 

() 

c. ~c --
~ 

~ - ~ Bond breaking first 

Figure 15.24 
Limiting transition sta te models for the Cope rearrangement. 

process. If biradical intermediates are involved, they must be short li ved and must have 
properties consistent w ith the high stereospecificity of these reactions, but this is not incon­
sistent with singlet biradical chemistry. 

An excellent starting point in the analysis of the three mechanisms in Figure 15.24 is an 
evaluation of the therm ochemistry of the various paths. That is, are the proposed biradical 
intermed iates viable species along the reaction path? This issue can be addressed by using 
the thermochemical arguments developed in Chapter 2. Using group increments, the heat 
of formation of 1,5-hexadiene is found to be 20.2 kcal l m ol. Also, the activation energy of 
the parent Cope rearrangement is 34.3 kcal l mol. Thus, the highest energy point along the 
reaction pathway of the Cope rearrangement has a hea t of formation of approxim ately 
20.2 + 34.3 = 54.5 kca l I mol (approximate because we have not considered Ea vs. 6.1-I* dif­
ferences). If the hea t of formation of the proposed biradical intermediates is substantially 
higher than that number, we can rule out the biradical pa thway. Using the radical group in­
crements of Chapter 2, we can estimate that the heat of formation of two allyl radicals is - 76 
kcal I mol. As such, this bi radical intermediate is not v iable in the parent Cope rearrange­
ment. Perhaps w ith highly radical s tabilizing substituents at appropriate sites, such a s truc­
ture could become important, but not in the parent system. 

The situation is much different w ith the cyclohexanediyl. Group increments es timate 
:ll-Ir0 to be - 55 kcal l mol. Given the uncertainties in group increments for radicals, let alone 
their applica tion to b iradicals, we must conclude that this biradical is a viable possibility 
in the Cope rearrangem ent. Substituent effects on the rate of the Cope rearrangement also 
seem consistent with the biradical m ech anism. As shown in the margin, phenyl groups at 
the 2 and 5 positions substantially accelerate the reaction in a way that is essentially additive 
(4900 = 692

). These are fa irly substan tial effects, especially when we consider that the sub­
stituen ts are on carbons that are not undergoing bond making or bond breaking during the 
rearrangement. It is not obvious why the concerted pericyclic reaction would show such 
large effects (another large substituent effect is discussed in the Connections highlight on 
page 921). However, once again, the large substituent effects surely rule out the involvemen t 
of two a llylic radicals, as the pheny ls are located on what would be nodes in allyl rad icals. 
Therefore, cyclohexanediyl is definitely a possible intermediate. 

Gajewski and co-workers have conducted an elegant series of experiments designed to 
probe the nature of the transition state of the Cope rearrangement. The key tool has been sec­
ondary kinetic isotope e ffects. With appropriate deuterium substitution, Gajewski defined a 
bond breaking kinetic isotope effect (BBKIE, Eq.15.39) and a bond m aking kinetic isotope ef­
fect (BMKlE, Eq. 15.40). The ratio of these two, R as defined in Eq. 15.41, was considered to 
be a good indicator of the relative degree to which bond making and bond breaking have oc­
curred a t the transition state. When R is m easured for a series ofhexadienes (see below), con­
siderable variation is seen. For the parent system (with a methyl subs tituent), R is 1.8, sug­
gesting a bit more bond making than bond breaking at the transition sta te. Bu t this small 
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value certainly does not support a cyclohexanediyl-like transition state. Phenyl substituents 
at carbons 2 and 5 have the expected effect of increasing R. They lead to substantially more 
bond making than bond breaking at the transition state. Thus, we are increasing cyclohex­
anediyl character at the transition state because phenyls at this p osition stabilize such an in­
termediate (option B, Figure 15.24). Interestingly, with two strongly radical stabilizing cy­
ano groups on C3, we see R < 1. This indicates that now bond breaking has progressed 
further than bond making in the transition sta te, and the transition state has increased bis(al­
lyl) biradical character (option C, Figure 15.24) relative to the parent system. 

D~-D~ 
D~ D~ 

D D 

Gives bond breaking kinetic 
isotope effect (BBKIE) 

D 

-~D 
~D 

D 

Gives bond making kinetic isotope effect (BMKIE). 
For this case only, defined as kD/kH. 

R = BMKIE - 1.0 
BBKIE - 1.0 

(Eq.15.39) 

(Eg. 15.40) 

(Eq. 15.41) 

Clearly, the nature of tl1e transition state is varying as we introduce substih1ents. This 
should remind you of our discussion of such effects in Chapters 7, 10, and 11, and in particu­
lar this would appear to be an excellent system for a More O'Ferrall-Jencks p lo t. Indeed, 
such a plot has been used to analyze this reaction, and one is given in Figure 15.25. 

Ph Ph 

'C c ¢ NCC NC 
# 

Ph 

R 1.8 3.3 8.1 0.3 

The two axes for the More O'Ferrall- Jencks plot were developed as follows. Along with 
the kinetic isotope effect, the equilibrium isotope effect was measured for each system. We 
wish to have one axis gauge the extent of bond making in the transition state, and the other 
to gauge the extent of bond breaking. We can choose the ratio of the appropriate kinetic iso­
tope effect to the equilibrium isotope effect to serve this purpose. For example, the bond 
making axis represents the ratio of the BMKIE to the thermodynamic isotope effect for the 
whole reaction. This is taken to be a fair indicator of the extent of bond making in the transi­
tion state. Similar reasoning holds for the bond breaking axis. 

The More O'Ferrall-Jencks plot iilustrates the variation in transition state structure as a 
function of substituents. The lower left to upper right diagonal represents a perfectly syn­
chronous reference case. The transition state would be the dot in the center where the per­
cent bond making equals the percent bond breaking. Interestingly, the structures probed do 
not lie along this line. For all the structures ana lyzed, bond making and bond breaking have 
occurred to differing degrees in the transition state. Howevet~ the transition state structures 
all lie along the diagonal from the upper left to the lower right. The fact that they all lie along 
this line shows that the extents of bond making and bond breaking at the transition state are 
tightly coupled, such that % bond making+ % bond breaking ~ 100%. This tightcouplingof 
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Figure 15.25 

Synchronous line 
% BM = % BBat 
the transition state 

0 
More 0' Ferra ll - Jencks p lot for the Cope rearrangement. The diagona I 
from the lower left to the uppe r right is the synchronous pathway, with 
a transition state right in the cen ter that is an eq ual mixture of bond 
making and bond breaking. The diagonal from the upper left to the lower 
right contains a series of possible transition states that vary from full 
bond breaking with no bond formation to full bond formation w ith no 
bond breaking. Note that bo th axes run from no bond present (0.0) to a 
full bond present (1.0). 

bond making and bond breaking is consistent with a pericyclic concerted process that is 
varying its structure in response to substituents. It also seems consistent with the expecta­
tion that, for the parent thermoneutral reaction, we have a symmetrical transition state with 
extensive bond making and bond breaking. This is very much in line w ith the model as­
sumed for a pericyclic concerted reaction presented numerous times in this chapter. 

Ultimately, these experimental s tudies cannot completely rule out biradical intermedi­
ates in the Cope rearrangement, especially for the heavi ly substituted systems. In the end, 
only theory can make a definitive statement about the stru cture of a transition state. The in­
terplay between theory and experiment in the Cope rearrangement and other peri cyclic pro­
cesses has at times been contentious. In addition, differing theoretical models have often 
made diametrically opposed predictions (see the Going Deeper highli ght on page 900) . This 
further fueled the debate over the true nature of pericyclic transiti on s tates. 

In recent years, however, theory and experiment have arrived at the same conclu sions. 
It is now possible to probe pericyclic reaction pathways with very high levels of ab initio 
quanh11n mechanics. These studies consistently and unambiguously favor a concerted 
mechanism, with a single aromatic transition state for the Cope rearrangement and other 
prototype pericyclic reactions such as the Diels-Alder. Most impress ively, theory can now 
completely rationalize the ex tensive kine tic isotope effect data that have been collected on 
these systems. For example, the measured bond making and bond breaking kinetic isotope 
effects for the tetradeuterio systems of Eqs. 15.39 and 15.40 are 1.07 ± 0.025 and 0.89 ± 0.018, 
respectively. Ab initio, OFT-calculated values, based on a concerted, aromatic transition 
state, are 1.07 and 0.88, respectively. Similar results have been reported for Diels-Alder reac­
tions. The stunning agreement between a subtle experimental measurement and the a priori 
calculation of precisely the same quantity provides compelling evid ence that the reactions 
are concerted peri cyclic processes. 



Connections 

A Remarkable Substituent Effect: 
The Oxy-Cope Rearrangement 

A potenti a lly quite useful va riation of the Cope 
rearrangement wou ld be to have an OH substituent on 
C3. The rearrangement product would be an enol that 
would qu ickly tautomerize to the O,E-unsaturated car­
bonyl. However, like most Cope rearrangements of sim ple 
systems, this reacti on requires considerable h ea ting, mak­
ing it not ve ry usefu l synthetica lly. For this reason, the di s­
covery by Eva ns that simply deprotonating the a lcohol 
a ll owed the reaction to proceed under much milder con­
ditions genera ted considerable interest. Further s tudy 
showed that, depend ing on the exact system, the rate 
enhancement associated with deprotonation ranged from 
a fa ctor of 10 111 to 1017! This va ri a tion, now know n as the 
oxy-Cope rearrangement, has provided a useful new 
way to make o,E-unsa tura ted ca rbonyls. 

Slow -
Fast -

Oxy-Cope rearrangement 

The origin of this rate enhancement has been investi­
ga ted theoreti ca lly. In this case there is signifi ca nt bond 

15.5.4 The Claisen Rearrangement 

Uses in Synthesis 
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cleavage in the transition s tate, with option C of Figure 
15.24 playi ng a dominant ro le. Given that there is sign ifi­
ca nt bond cleavage in the transition sta te, the substituent 
effec t on the radical that wou ld be produced by comple te 
cleavage was studied using a/J initio theory, calcul ating 
appropriate bond dissociation energies (BDEs). The effect 
of an HO on an adjacent C-H BDE is not large. However, 
deprotonation resu lted in a 17 kcal / mol drop in BDE of 
a neighboring C-H. 

BDE (calculated, kcal/mol) 

HO - CH2-H - HO -CH2 • + H· 91 

8 o - CH2 - H - 8 o - CH 2• + H· 74 

Bond dissociation energies as a function of protonation state 

If a significan t fraction of thi s kind of stabilization 
of a radi ca l is fe lt in the transition sta te of the oxy-Cope 
rearrangement, the rate acceleration is unders tandable. 
It is simply attributed to the fact th a t a radical is stab il ized 
adjacent to an oxy-anion more than when adjacent to an 
OH. We can view this as a resonance effect. 

e o: 
A --

Ketyl anion resonance structures 

Ste igerwa ld, M. L., Goddard III, W. A., and Eva ns, D. A. "Theoretical 
Stud ies of the Oxy Ani onic Substituent Effect." f. Am. Cltem. Soc., 101, 199-l 
( 1979). 

The most synthetically usefu l sigma tropic shift is the Claisen rearra ngement, show n in 
Eg. 15.42. The reaction involves the conversion of an allyl vinyl ether to a -y,o-unsaturated 
carbonyl, and it is a [3,3] sigma tropic shi ft closely related to the Cope rearrangement. Unlike 
the Cope, however, the Claisen is essenti a ll y irreversible. This is because of the substanti all y 
greater s tability of a carbonyl double bond vs. an olefinic double bond (Table 2.2) . An inter­
esting variant is the conversion of an 0-a lly lphenol to an ortho allylphenol by way of a car­
bonyl intermediate that quickly tautomerizes to restore aromaticity (Eq.l5.43). For a biolog­
ica l exampl e of thi s reaction, see the Connections highlight below. 

(Eg . 15.42) 

(Eq. 15.43) 
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Connections 

A Biological Claisen Rearrangement­
The Chorismate Mutase Reaction 

This then does a Claisen rearrangement to produce pre­
phenate, which is taken on to both Phe and Tyr. The 
Claisen rearrangement is catalyzed by the enzyme cho­
rismate mutase. The enzyme cata lyzes the reaction by 

It appears that nature rarely uses concerted, peri cyclic 
reactions in biosynthesis or metabolism. However, in at 
least one instance a Claisen rearrangement is key to a bio­
synthetic pathway. It is, in fact, a crucial pathway, the one 
that b iosynthesizes the amino acids phenylalanine (Phe) 
and ty rosine (Tyr). The pathway only exists in plants­
our bodies cannot synthesize Phe and Tyr, making Phe 
and Tyr so-ca lied essential amino acids. 

Beginning with erythrose, shikimic acid is prepared, 
and it is converted to chorismic acid (a.k.a., chorismate). 

OH 

Shikimate Chorismate 

as much as a factor of 106
. Extensive mechanistic studies 

have established that the enzyme-mediated reaction has 
all the hallmarks of a Claisen rearrangement, including 
appropriate isotope effects. A major role of the enzyme 
is to p re-organize chorismate into the proper conforma­
tion for rearrangement. However, the enzyme also uses 
substantial electrostatic interactions to s tabilize partial 
ch arges in what is a fai rly polar pericyclic transi tion state. 

Phe, Tyr 

OH 

Prephenate 

An important variant of the Claisen rearrangement is the ester enolate Claisen devel­
oped by Ireland (Eq. 15.44). Starting with a simple allyl ester, the ester enolate is prepared 
and trapped as, for example, a trimethylsilyl ether. Mild heating then produces the Claisen 
rearrangement. The beauty of the sequence is that allyl esters are easy to make, much more 
so than a lly l vinyl e thers. The reaction produces a new carbon-carbon bond, and because of 
the highly structured nature of this (and other pericyclic) transition states, excellent control 
of stereochemistry is seen, as shown in Eq. 15.45. A surprise is that the reaction proceeds u n­
der very mild conditions. The trimethylsiloxy substituent at C2 that is naturally part of the 
ester enola te Claisenlowers the activation free energy by approximately 9 kcal / mol, making 
the reaction proceed at much lower temperatures than m ost Claisen reactions. The mild con­
ditions and stereospecific fo rmation of a new C-C bond have made the Ireland-Claisen re­
arrangement one of the most powerful of the pericyclic reactions. The reaction can a lso be 
preformed on the in situ generated enolate, without the silyl trapping s tep. 

0
/ TMS O/ TMS 

OH 
0 1. Base ~0 6 - 6 )lo~ 2. TMSCI v - (Eq. 15.44) 

OTMS 0
/ TMS 

R 1~0 R1:6 "'O 

R~ -0 / R,,,, .. # 
2 2 

R1J0 
(Eq. 15.45) 

R~ 
~ 

OTMS 0
/ TMS 

2 

~0 R1 6 ''''·· -...;::: 0 
R~ -R ~ R,,,,,. # 
2 2 
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Mechanist ic Studies 

Just as w ith the Cope rearrangement, m echanistic studies of the Claisen rearrangemen t 
have been extensive. Again, kinetic isotope effects play a central role, with typica l k1_, I k0 data 
shown in Figure 15.26 A (for H 2 to 0 2 substitution). The sum of the evidence points to a con­
certed, pericycli c mechanism for the Claisen rearrangement, but no t surprisingly the reac­
tion is no t perfectly synchronous. The kinetic isotope effects suggest there is significantly 
more bond breaking than bond m aking in the transition state [1.09 > (1 / 0.976)]. For the ester 
enolate Claisen, both isotope effects are more significant (l arger normal and smaller inverse 
effects), indi ca ting that while bond breaking s till proceeds further than bond m aking, the 
transi tion s tate is much further along in the process with the siloxy substituent. As with the 
oxy-Cope, this substituent effect is rationalized in terms of the s tabilization of the oxyallyl 
radica l afforded by the siloxy substituent. 

0~ 
A. 

1.09 Vo.976 

B. 

0.9 

OTMS 

0~ 
1.48 Vo.917 

CN 

0~ v 
11 1 

0~ 

NC~ 

270 

0~ 

y 
CN 

16 

0~ 

~CN 

0 .11 

Figu re 15.26 
A. Kinetic isotope effects and 
B. Substituent effects in the 
Claisen rea rrangement. 

Other substituent effects can also be significant. For example, Carpenter has eva luated 
the effect of a cya no group at every position around the parent system (Figure 15.26 B). That 
the larges t effec t is seen at C4 (four th entry in Figure 15.26 B) is consistent with the idea that 
there is more bond breaking than bond m aking in the transition state, as are the relatively 
smaller values for Cl and C6 (second and sixth entries), although the effects here are surpris­
ingly small. The origin of the substantial substituent effects at C2 and C5 has been debated 
(third and fi fth entries), with models emphasizing the electron withdraw ing ab ili ty or the 
radica l stabilizing ability of the substituent being proposed . 

Going Deeper 

Hydrophobic Effects in Pericyclic Reactions 

A characteristic of pericycl ic reactions that contributed 
to them being described as" no-mechanism" reactions is 
their relative insensitivity to solvent effec ts. These are typi­
ca lly not highly polar reactions, and so the usual solvent 
effects of the sort d iscussed in Chapter 3 are sm alL Given 
thi s, it was surp rising when it was observed that both the 
Diels-A lder reacti on and the Claisen rea rrangement pro­
ceed significantly fas ter in aqu eous media than in organic 
solvents. Efforts to describe this as a solvent polarity effect 
or a hydrogen bonding effect were unsuccessful. Ulti ­
mately, it was concl uded that, w hile polarity and hyd ro­
gen bondi ng effects may contr ibute, a substantial and 
often do minant contributor to the ra te accelera tions was 
the hydrophobic effect Recall from Section 3.2.6 that the 
prim ary feature of the hydrophobic effect is the minimiza­
tion of solvent exposed surface area of the hyd rocarbon 
portions of molecules. Now consider a peri cyclic transi­
tion s tate. It will genera lly be tru e that a peri cyclic transi-

ti on s tate is more compact than the s tarting material (s) . 
Certai nl y, in the Die is-Alder we can see that two mo le­
cul es that were free in solut ion and fu ll y exposed to sol­
vent come together in a transition state th at will have 
some bu ried hydrocarbon surface area. Simila rl y, the 
Claisen transition state wi ll be "coiled" and more compact 
than the ex tended conformations avai lab le to the ground 
sta te. Thus, on going from start ing mate rial(s) to the tran­
sition sta te, there will be less solven t exposure. In wa ter, 
then, this will se lectively des tabilize the ground state rel­
ative to the transition state, lowering the activation free 
ene rgy. The hydrophobic ra te accelera tion seen in such 
systems can be quite subs tantial and is synthetical ly 
useful inmanycon texts. 

Breslow, R " Hydrophobic Effects on Simple O rganic Reactions 
in Wate r. " Ace. Cltem. Res., 24, 159 (1991 ). Gajewski, j. j . "The Clai,cn 
Rearrangement. Response to Solvents and Subs titu ents: The Case 
for Both Hydrophobi c and Hydrogen Bond Acceleration in Water 
and for a Variable Transition State." Ace. C/t<•nt. /~e>., 30, 21 9 (1997). 
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15.5.5 The Ene Reaction 

The ene reaction is an important pericyclic reaction that is in some ways difficult to clas­
sify (Eq. 15.46). The reaction involves the migration of an allylic C-H bond to one end of an 
olefin, while the other end of the olefin forms a C-C bond to the opposite end of the allylic 
system. There are several different ways to think about the ene reaction. It resembles a sig­
matropic shift, where the hydrogen shifts through space to the enophile (the hydrogen ac­
ceptor). If we draw "virtual" bonds between the partners (shown as dotted lines in the two 
reactions of Eq. 15.47), then we can view the reaction as either a [1,5] or a [3,3] shift. Alterna­
tively, the reaction can be viewed as a cycloaddition, in which the allylic C-H bond plays the 
role of the second double bond in the diene. Either way, it is a six-electron cyclic process that 
can be drawn to conform to any of the theories given in this chapter. 

~11 -
H 

() 
H 

(Eq. 15.46) 

(··---~~ ~:( J 
H II H), w · 

"[3,3]" - () 
H 

(Eq. 15.47) 

An especially important type of ene reaction uses singlet oxygen in place of the olefin 
parh1er (see Section 16.5 for a detailed discussion of singlet oxygen). The product is an ally lic 
hydroperoxide (Eq. 15.48). We have looked at some of the details of the chain reactions that 
ensue from a hydroperoxide when au tooxidation using triplet oxygen was discussed in Sec­
tion 11.7.4. This method of oxygenating a hydrocarbon can be synthetically useful, and is 
also seen in a biological context, where the reactions of singlet oxygen play deleter.ious roles. 

~6-r6 ~ H/ 
(Eq. 15.48) 

15.6 Cheletropic Reactions 

Although cheletropic reactions are viewed as a separate class of pericydic reactions, they 
are simply cycloaddi tions in which one partner interacts through a single atom, making two 
new bonds to one center. Examples of tl1e formation and breaking of bonds are shown in Eqs. 
15.49-15.52. In the bonding brea king direction, in which a small molecule is eliminated, 
these reactions are often referred to as extrusions. Frequently the reaction involves the addi­
tion, or even more likely, the expulsion of a small stable fragment such as CO, N2 , orS02 . Ste­
reospecificity is seen, as with all pericyclic reactions (Eqs. 15.51 and 15.52). 

~ - 0 +%,g 
(Eq. 15.49) 

(~~~N~ - ( + :N =N: (Eq. 15.50) 

cs2 so, - Qso, (Eq. 15.51) 

c(::;.so, _ Cso, (Eq. 15.52) 

~ 



Going Deeper 

Pericyclic Reactions of Radical Cations 

For some time it has been known that many peri cyclic 
reactions can be greatl y accelerated if they are run under 
single electron transfer (SET) conditions (a lso known 
as electron transfer catalysis, ETC). Examples include 
Die Is-Alder reactions, e lectrocyclic open ings of cyclobu­
tenes, and retro [2 + 2] cycload ditions. From the beginning 
it has been debated whether these SET reactions really are 
concerted processes with aromatic transition states, or 
whether they are better thought of as stepw ise processes 
invo lving radical cation intermediates. 

As always, s tereochemis try has proven to be a cru­
cial indicator of mechanism . Many example of highly 
stereospecifi c SET reacti ons have been found. An exam­
ple is the Diels-Aider reaction of the 1,2-di(aryloxy)­
ethy lenes shown below. M ixing the dienophil e with 
cyclopentadiene and the very convenient SET reagent 
tris(p-bromophenyl)aminium (1 .. ) gives the cycloaddi­
ti on ad ducts with high stereospecificity (first two exam­
ples below). The observation of several cases like this led 
many to conclude that the SET reactions really were con­
certed, pericycli c processes. However, more recent work 
has found clea r exceptions. The deuterated 4-methoxy­
styrene shown adds to cyclopentad iene under the same 
conditions with ex tensive loss of stereochemistry (third 
exa mple). These systems a re more compli ca ted than 
conventional pericycl ic reactions. 

Once again, theory m ay provide the best way to 
understand these observa ti ons. As we ha ve discussed else­
where, com putational studies of open she ll systems such 

HX OAr 
I + 

ArO H 

"" #~OAr 
o~ V--{ 

OAr 

L_ pAr 
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as the radi ca l ions involved here are challenging, but in 
recent years the computational powe r and theoretical 
methods have developed to the point where very informa­
tive computational studi es of SET reactions can be per­
formed. Summariz ing a number of such calculations, 
severa l trends emerge. First, the potential energy surfaces 
for these reactions a re very fl at; that is, small barriers sepa­
rate a number of species with similar energies. This is remi­
niscent of what is seen with biradicals, excited states, and 
ca rbocations. As such, these reactions are also much more 
sensiti ve to solvent and substituent effects than conven­
ti onal pericycl ic reactions. It is therefore not surprising 
that one system might be s tereospecific and the other not. 
Stepwise pathways are definitely viable for these systems, 
and they often resemble analogous biradical paths that are 
considered for the neutral systems. Finally, the unpaired 
e lectron can often lead to ad is favoring of symmetrical 
pathways throu gh a Jahn-Teller type of distortion. 

The overall conclusion is tha t, while these reactions 
superficially resemble the pericycl ic processes we have 
been considering in thi s chapter, they are mechanistically 
guite different. Each system has to be considered indi­
vidually as to whether stereospecific reactions can be 
expected or not. 

Bauld, N. L., and Yang, ). "Stereospecificity and Mechanism in Cation 
Rad ica l Diels-Alder and Cyclobutanation Reactions." Org. Lett., l , 773-774 
(1999). Gao, D., and Bauld, N. L "Mechanistic Implications of the Stereo­
chemistry of the Ca tion Radical Diels---A ider Cycloaddition of 4-(cis-2-
Deuteriovinyl)anisole to 1,3-Cyclopentadiene." f. Org. Chem., 65,6276-
6277 (2000). Saettel, N. )., Oxsgaard, )., and Wiest, 0. " Peri cycli c Reactions 
o f Radical Cations." Eur. f. Che111., 1429-1439 (2001). 

0 · ( /\\ 0· 
1 = Br~N 

3 

0 £lJoAr + ~OAr Ar=CH3-o-
OAr 

+ An=CH30-o-
Radial cation Diels- Aider reactions 
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Linear approach 

Non-linear approach 

Figure 15.27 
Defin itions o f linea r and non­
linear approaches in chelotropi c 
reactions . 

15.6.1 Theoretical Analyses 

The analysis of cheletropic reactions is typically done in the addition direction. The 
small fragment, designated X in Figure 15.27, is considered to contribute two electrons to the 
pericyclic transition state. As always, the reaction is allowed with some specifi c geometry. 
The key issues with these reactions are whether the approach of the small fragment is linear 
or non-linear, and if the 1T system rotates conrota tory or disrotatory. Figure 15.27 defines the 
linear or non-linear approaches. In the linear approach, the occupied orbital of X points di­
rectly a t the 1T system it is adding to. In a non-linear approach, this orbital approaches at a 
skew angle. 

The 1T sys tem must rotate to form the new bonds. The direction of rotation is different for 
different electron counts. Figure 15.28 shows the various theoretica l approaches to under­
standing the linear or non-linear approaches. For approach of the two-electron single frag­
ment to a four-electron 1T system, the rotation is disrotatory for linear, and conrotatory for 
non-linear. This can be seen using anFMO analysis (Figure 15.28 A). Furthermore, the linear 
approach makes a six-electron Hiickel aromatic transition state with a disrotatory motion 
(Figure 15.28 B), whereas the non-linear path requires a conrotatory motion to create a six­
electron array with no nodes. Lastly, the generalized orbital symmetry rule is in agreemen t 
(Figure 15.28 C). These directions of rotation are the pattern for 4n + 2 systems: linear ap­
proach requires disrotatory motion of the 1T system, whereas non-linear approach requires 

A. Disrotatory 

LUMO 

Linear approach 

B. Dis rotatory 

Linear approach 

c. Dis rotatory 

Linear approach 

Figure 15.28 

LUMO 

Conrotatory 

Non-linear approach 

Conrotatory 

6 Electrons 
No nodes 

Non- linear approach 

Conrotatory 

Non-linear approach 

Theoretica l approaches to chclo tro pic reactions, showi11g only a ll owed 
reaction paths. A. An FMO a n a lysis. B. Hi.ickel vs. Mobius transition 
sta tes. C. Use o f the genera lized orbita l symmeu·y rule. 
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conrotatory. As always, the rules are reversed for4n systems. The sulfur dioxide additions to 
the two hexadienes shown in Eqs. 15.51 and 15.52 illustrate how the selection rules control 
the stereochemistry, both being disro tatory, suggesting that the approach o£502 is linear. 

15.6.2 Carbene Additions 

The most important cheletropic reaction is the addition of singlet carbenes to olefins to 
make cyclopropanes. Only singlet carbenes will be considered here; the pericyclic selection 
rules cannot be applied to triplet states. The electronic structure of a singlet carbene involves 
an empty p orbital and a roughly sp2 hybrid that has two electrons (see, for example, the 
two lone pair orbitals of the water molecule in Appendix 3). We know from Chapter 10 that 
singlet carbenes add stereospecifically to olefins, and that the olefin stereochemistry is re­
tained in the cyclopropane product. As such, in the present context, the reaction would be 
described as suprafacial on the olefin. 

The conventional analysis of carbene additions emphasizes the interaction of the filled 
carbene orbital with the olefin 1T system. This makes the system a four-electron system, and 
so a non-linear approach should be preferred. The drawings in Figure 15.29 show why thi s 
should be so. A linear approach creates a four-electron Hucke! system that is antiaromatic. A 
non-linear approach creates a four-electron Mobius system, and so it is allowed. 

Empty p orbital 

A. ~ Fill•d 'P'hybrid 

Linear approach 

4-electron, Hucke! 
forbidden 

Figure 15.29 

2-electron, Mobius 
forbidden 

Non-linear approach 

4-electron , Mobius 
allowed 

2-electron , Hucke! 
allowed 

Using a Hucke! I Mobius analysis to understand the addition of singlet 
carbenes to alkenes. A. The orbitals for singlet carbenes. B. Linea r vs. 
non-linear approaches. 

This analysis, like those for many other cheletropic processes, is complicated by the fact 
that there is a second low-lying orbital on the carbene center, the empty p orbital. It would be 
favorable to mix this empty orbital with the filled olefin 1T orbital. The linear approach aligns 
the empty p orbital in a manner that it is symmetry forbidden to mix with the olefin filled 1T 

orbital, and Figure 15.29 B shows that this is also forbidden because it is a two-electron Mo­
bius system. Tilting the car bene on approach-that is, making a non-linear approach (Figure 
29 B)-would allow a favorable mixing of filled and empty orbitals. We can alternatively 
view the right-hand drawings of each approach in Figure 15.29B asFMOanalyses where the 
olefin HOMO mixes with the carbene empty p-orbital LUMO (see Exercise 20 at the end of 
the chapter). 

Regardless of our analysis, the carbene should approach the olefin in a non-linear man­
ner. Frankly, the experimental significance of this is not completely clear. There are no obvi­
ous experimental implications for a linear vs. a non-linear approach. Theory clearly favors 
the non-linear path, but in this instance that prediction does not s trongly influence experi­
mental observations. 
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15.7 In Summary-Applying the Rules 

We have introduced several different ways to analyze thermal pericyclic reactions. The 
highly formalized orbital symmetry analyses produce explicit rules, the conclusions of 
which are summarized in several tables. Other methods, such as FMO and aromatic transi­
tion state theories can be applied on a case-by-case basis, although they can be generalized 
in the same way. The realities are, in day-to-day chemistry, most peri cyclic reactions will be 
familiar types or straightforward extensions of reactions we have covered here. 

Occasionally, though, you will run across a more exotic pericyclic process, and will want 
to decide if it is allowed. In a complex case, a reaction that is not a simple electrocyclic ring­
opening or cycloaddition, often the basic orbital symmetry rules or FMO analyses are not 
easily applied. In conh·ast, aromatic transition state theory and the generalized orbital sym­
me try rule are easy to apply to any reaction. With aromatic transition state theory, we simply 
draw the cyclic array of orbitals, establish whether we have a Mobius or Hucke! topology, 
and then count electrons. Also, the generalized orbital symmetry rule is easy to apply. We 
simply break the reaction into two or more components and analyze the number of electrons 
and the ability of the components to react in a suprafacial or antarafacial manner. 

The best way to develop a feel for which model is best suited to any given reaction is 
practice. The Exercises give you several opportunities to do so. Also, extensive books andre­
views, cited at the end of the chapter, provide many examples of both simple and complex 
pericyclic reactions to analyze. 

Summary and Outlook 

In this chapter we have introduced the essential theories used to analyze thermal peri cyclic 
reactions. We have also provided a number of examples. The conservation of orbital sym­
metry generated a great deal of experimental and theoretical work, with hundreds of often 
exotic tests and examples of the theory. We cite several excellent monographs below that 
provide many further examples of the concepts developed here. 

Perhaps most importantly, though, the analysis of thermal pericyclic reactions intro­
duced to organic chemists the power of orbital-based arguments in analyzing reaction path­
ways. Prior to this work, many experi mentalists were justifiably skeptical that full molecu­
lar orbital theory could seriously impact their research. Those days are now long gone. 

The remaining two chapters in this book build further on the knowledge of electronic 
structure that we have developed thus far. Chapter 16 discusses p hotochemistry. As we will 
see, photochemis try is complex, and requires detailed consideration of molecular orbitals 
and states. In several instances we will be able to make direct connections to reactions o r con­
cepts developed in this chapter. Chapter 17 extends our knowledge of molecular electronic 
structure to infinite systems, allow ing us to consider conducting polymers and many other 
novel systems. 



Exercises 

1. Draw both an orbital correlation and a state co rrelation diagram for the [, 2s + , 2al reaction of Figure 15.10. 
(Hint: The only conserved symmetry element is a C2 axis.) 
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2. Use FMO and aromatic transition state theories to show that the [, 4, + , 2al and [, 4a + , 2sl cycloaddition reactions are 
forbidden. 

3. When a Diels-Alder reaction such as that in Eq. 15.10 is run in wa ter rather than the conventional organic solvents, 
the preference for the endo product increases. Explain this observation. 

4. Draw an orb ital correlati on diagram for the suprafacial-suprafacial reaction of an allyl species w ith an olefi n to give the 
co rrespond ing cyclopentyl species, and establish whether the reaction is a ll owed or forbidden for the cation, anion, and 
rad ica l. 

~ +=- 0 
* = 08 · 

5. Draw the orbital correlation di agra m for the addition of ozone to ethylene to g ive a five-m embered ring ozonide. 
ls the reaction all owed or forb idden? 

6. Predict the product of the fo llowing reaction. The reaction involves an intermediate (I) which se ts the stereochemistry in 
the product. What is thi s intermediate, and what is the stereochemistry of the product? (Hint : The first reaction involves 
a peri cycl ic C-C bond cleavage.) 

Ph 
I 

N 

A 
Heat - p 

7. Develo p an orbital symmetry correlation di agram for the hexatriene-cyclohexadiene interconversion of Eq. 15.18. 
Consider both conrotatory and disrotatory processes. 

8. Develop s tate correla tion diagrams for the conrota tory and di srotatory butadiene-cyclobutene interconversions and 
discuss their implica tions. 

9. Deve lo p s tate correlation diagrams for the conrotatory and di srotatory hexatriene-cyclohexadiene interconversion and 
discuss their implications. 

10. Rationa li ze the fo llowing transformation . 

11. Predict the preferred product of the therm olysis shown. 

12. Explain why the solvolysis of the en do chloride to give the cyclohexenyl product is rapid, while the exo chloride reacts 
qu ite slowly. (Hint: This reaction involves carboca tion intermed iates.) 

) Fast 
solvolysis 

( CI--
~ No reaction 
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13. On treatment with strong base, compound 1 readily opens to an al ly lic anion, but compound 2 does not. Rationali ze thi 
difference. 

CN 

A co 
2 

14. Draw an orbita l correlation diagram to show that the conversion of Dewar benzene to benzen is forbidden. 

15. Thermolysis of the diene shown g ives two products, with one subs tantially favored. Ra tionali ze the stereoselectivity 
of this process. 

~CH3 -
Ph CH3 

Major 

Minor 

16. Use the group increments of Chapter 2 to derive the hea t of formation values for various structures considered in the 
d iscussion of the Cope rearrangement (Figure 15.24). 

17. The oxy-Cope rearrangement is fa ster when the counterion is K+ than when it is Na+. Rati onali ze this effect. 

18. Draw transition sta te structures that rationali ze the stereochemistry of the two lreland-Ciaisen rea rrangements shown 
in Eq. 15.45. 

19. Sulfoxides are pyramida l molecules, and typicall y they are stably chiral, with racemi za ti on barriers on the order of 
40 kcal l mol. However, the su lfox ide shown has a racemization barrier of only 21 kca l I mol. Explain thi s observation. 

20. Present an FMO anal ysis of the cheletropic carbene addition to ethy lene using the LUMO of e thylene and the HOMO of 
the carbene. Does it lead to the same conclusions given in the chapte r? 

21 . cis-Divinylcyclopropane rearranges to cycloheptatriene with an activation energy of roug hly 20 kcal I mol. This is an 
exa mple of what fami li ar reaction? How is it different from the prototype? The dimethy l compound has a substantial ly 
higher activation energy. Why? 

E3 :: 20 
kcal/mol 0 

E3 :: 25 
kcal/mol 

22. Characterize the reaction shown as thermal ly a I lowed or forbidden and rationalize your conclusion. 
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23. Examine the following complex pericyclic reactions, and designate the m using the electron count and suprafacial I 
an tara facial terminology. State if they are allowed or forbidden based upon the generalized orbital symmetry rule. 

dJ-0 ~+ -
~0 ~00 
l.L6 - ~6 

24. Use the aromatic transition state theo ry method to determine whether the reactions given in Exercise 23 a re allowed 
or forbidden as written. 

25. Give series of allowed pericyclic reactions that explain these ove rall transformations. 

~ 
Heat 0 ~ 

Heat 

~ -- --
~ Heat CO+ II --

26. Examine the sigma tropic shifts of the following compounds, and state whether the a and b su bstituents exchange positions 
relative to the ring. The rea rrangements indicated are called the walk rearrangements, beca use the group appears to be 
walking around the ring. 

[1 ,5] -- [1,4] --
27. By examining FMO interactions, predi ct the regiochemistry of the following Diels-Aider reactions. 

0 / 

( + (N02 

/0~ + ( N02 

( + (N(CH3b 

28. The add ition of Lewis acids such as AICI 3 tends to speed up reactions su ch as that shown below. Give an explanation. 

0 + 

29. We noted in the chapter that if we can characterize a reaction as allowed in one direction, it is necessa rily allowed in the 
reverse reaction. Therefore, we expect the same conclusion for the electrocyclic ring-closing reaction as with the opening. 
To apply FMO theory to an electrocyclic ring closure, we divide the 1T system into two parts, and write the HOMO for one 
part and the LUMO for the other part. This is done so that the HOMO and LUMO are in-phase where they interact with 
each other in the reactant, therefore leading to a constructive interaction between these carbons in the transition state. 
Using this method, show that for the closu re of butadiene a conrota tory process is found when this system is analyzed as 
conjugated ethylenes, while for hexa tri ene a disrotatory process occurs when this system is considered to be a butadiene 
conjugated to an ethylene. 
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30. There is another approach to predicting the stereochemistry of electrocyclic ring closures. One simply looks at th e ends 
of the HOMO to conclude the proper direction for rotation of the bond by creating in-phase interactions during closure. 
Show that this method a lso predicts conrotatory closure for butadiene and disrotatory closure for hexatriene. 

31. Predict the thermally allowed products of the following two reactions. 

2U)>-

00 0 
32. The following reaction is known as the Carroll rearrangement. Write a mechanism for this reaction. What pericycl ic 

reaction is involved? 

0 0 R R 

~0~ Base 
Heat 

0 

~ + C02 

R)LR 

33. At first glance, the following reaction appears to be a [2 + 2] cycloaddition of a single double bond from cyclopentad iene 
with the C=C double bond of diphenylketene. However, it has been experimentally shown that the product actually 
results from two more conventional peri cyclic reactions. Show by writing an alternative mechanism what these two 
reactions must be. 

0 
34. The retroene reaction is, as the name implies, the reverse of an ene reaction. Show how the follow ing reaction con forms to 

this name. Explain the cis stereochemistry in the product. 

35. A rare, but sometimes observed, class of pericyclic reactions is called atom transfer or group transfer reactions. A sing le 
example is given below, where two hydrogens are transferred to an alkene in a concerted sing le-step reaction. Using e thyl­
ene and ethane as models for the alkene and alkane portion of this reaction, draw an orbital corre lation diagram for this 
reaction . Is it allowed or forbid den? Similarly, ana lyze the reaction using an FMO approach, and las tly examine aromatic 
transition state theory and the generalized pericyclic selection rule. 

)) 
H 

36. Figure 15.9 defined su pra facial and antarafacial interactions of a lone pair in a p orbita l (called an w component). 
Us ing these definitions, predict if the r ing-opening of the cyclo propyl anion shown below w ill occur in a conrota tory 
or disrotatory fashion. What will be the stereochemistry of the product? 

Ring-opening 

37. Pseudo-pericyclic reactions are reactions that appear at first g lance to be peri cyclic, in that arrow pushing shows a cyclic 
a rray of electrons at the transition state. Several of the othe r facets of pericycl ic reactions are a lso commonly eviden t, such 
as low barriers if the geometries are favorable. Howeve r, these reactions are never forbidden based upon a symmetry 
argument. Examples of such reactions are given below. Write the proper arrow pushing for these reactions, and iden tify 
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the one facet of these reactions that does not properly conform to standard pericyclic reactions, thereby making them 
"pseudo-pericyclic". (Hint: In your arrow pushing, it is important to identify the correct source of each arrow.) 
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CHAPTER 16 

Photochemistry 

Intent and Purpose 

The reactions of organic molecules initiated by the absorption of light-photochemistry­
have always played an important role in physical organic chemistry. The mechanistic issues 
associated with photochemistry are intrinsically interesting and important. In addition, 
photochemistry often plays a crucial role in the characterization of reactive intermediates, as 
in studies involving laser flash photolysis or the generation of reactive intermediates under 
matrix isolation conditions. 

Many modern aspects of organic chemistry also involve photochemistry. New synthetic 
methods based on photochemistry continue to be developed, although photochemistry is 
still a relatively minor component of synthetic organic chemistry. In contrast, photochemis­
try has blossomed into a crucial facet of many other active research areas. In bioorganic 
chemistry, photochemical methods are increasingly prominent. Examples we will consider 
below include the use of" caged" substrates to provide temporal and spatial control of bio­
chemical processes; fluorescent dyes and sensors that play a central role in various imaging 
strategies; and fluorescence resonance energy transfer (FRET), a powerful approach to ob­
taining geometric information on complex systems. In materials chemistry, the photoresist 
strategy is a crucial tool of the modern electronics industry (as will be discussed in Chapter 
17). Also, luminescent materials associated with LEOs and other types of displays are of cen­
tral importance to modern media. 

The present chapter thus has two major goals. First, we will introduce the conceptual 
and mechanistic foundations of photochemistry. We will see that before we can understand 
photochemistry, we must understand photophysics. Indeed, photochemistry is controlled 
by a competition among a variety of rate constants associated with fundamental physical 
processes, and our goal is to help you develop a sense of the relative values of these rate con­
stants. Second, we will survey the basic photochemical processes of organic chemistry. In re­
ality, a relatively small number of basic reaction types dominate organic photochemistry. 

You should appreciate from the outset that a thorough mechanistic understanding of a 
photochemical process presents an intrinsically more severe challenge than an effort to un­
derstand a thermal process. We have seen throughout this book how difficult it can be to de­
velop a complete understanding of the potential energy surface associated with a thermal 
reaction. In a photochemical process, we must consider two or more such surfaces, their in­
trinsic natures and the interactions between (among) them. This can indeed be challenging. 
Nevertheless, the essential issues associated with such an analysis are well within the grasp 
of a modern physical organic chemist, and this chapter should provide a basic understand­
ing of most photochemical processes. 935 
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16.1 Photophysical Processes-The Jablonski Diagram 

When light interacts with matter, any of a number of things can happen. Most are photo­
physical processes-that is, the chemical structure of the molecule is unchanged in the end. 
Others, however, are photochemical processes-that is, the interaction of light with matter 
leads to any of a large array of chemical structural changes. Before we can understand photo­
chemical processes, we must understand photophysical events, and we begin this chapter 
with a brief discussion of light and energy. 

16.1.1 Electromagnetic Radiation 

Table 16.1 shows the familiar electromagnetic spectrum and provides useful reference 
points for future discussions. Recall the basics of Eqs. 16.1 and 16.2. The energy of mono­
chromatic light (that of one wavelength) is proportional to its frequency (v), and inversely 
proportional to the wavelength (A.) . In other words, longer wavelength light has a lower 
energy. We show wavelength in the condoned unit of nanometer (l0-9 m), but another com­
mon unit is the angstrom (A, 10-10 m); for example, 200 nm equals 2000 A. Another common 
measurement is the reciprocal of the wavelength, v, typically measured in units of cm- 1 or 
wavenumbers. Table 16.1 also shows the energy equivalent of one mole of photons, known 
as an einstein, which allows us to relate the energy associa ted with a given wavelength of 
light to the measure of energy that chemists use for reactions: kcal / mol. A useful relation­
ship is E (kcal / mol) = 2.86 X 104 I A. (nm). 

E = hv with v in s-1 and h = 6.63 X 10-27 erg • s 

v = _£_ 
A, 

(Eq. 16.1) 

(Eq. 16.2) 

Keep in mind the difference between the energy of the light used, its power, and the in­
tensity of the light. The energy is given by Eq. 16.1, while the power depends both upon the 
energy per photon and the number of photons in a given time. The unit of radiant power is 
the watt (W), which is one Joule per second. The intensity of light is also called the power 
density, indicating that it is the power per unit area of light (flux). The in tensity depends 
upon the light source. For example, a laser can deliver a high intensity of either low or high 
energy radiation. 

Table 16.1 
Energy and Time Scales 

A (nm) v (cm-1) v (s-1) E (kcal/mol)• 
·--.. -------,-··--·---"' """-"T' '0'--•--•oo•••-T -••••-•-•••ooooooooooooooooooo•••••-,. .. -----------·-·r-••••••oo••--·----oooooooool 

200 50,000 15 X 1015 143 .. 0 
Ultraviolet 

300 33,333 95.3 

400 25,000 7 .. 5 X 1014 71 .5 

Visible 
500 20,000 6 X 1014 57.2 

·---~----+-----~------

600 16,666 5 X 1014 47.7 
............................... -t---·----······ .. ·· .. ·•·· ... ........ 1-· ... ·---·-....... ____ --1 

700 14,286 4 .. 2 X 1014 40.8 

1 ,000 10,000 3 X 1014 28.6 

Infrared 5,000 2,000 6 X 1013 5.8 

10,000 1,000 3 X 1013 2.9 

Electronic 
absorption 

Nuclear 
vibrational 

motion 

·----.. --.-----·- ...... - ............ ---!- ............... ----+-------·----- ·+··-···------.. ----·-···-·"·--- ······!--" -··-····----·-- ·--··----1 
107 10 3 X 1011 3 X 10-2 

0.1 3 X 109 3 X 10-4 

0.001 3 x 1 o-<> 

·'Energy of "1 mole" of photons (1 einstein). 

Electron spin 
f!OC'-C"><>OU O 

Nuclear spin 
precession (NMR) 
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Photochemistry is associated with electronic excitation-that is, the promotion of an 
electron from one orbital to a higher-lying orbital, thereby creating an excited electronic 
state (see below). The energies required to do this are in the range of ultraviolet or visible 
light, and so this is the range we will consider in this chapter. Table 16.1 does not list x rays 
and-y rays, which are so high in energy that they lead to complete ejection of electrons from 
atoms and molecules, called ionization. As we move from UV /vis radiation to longer wave­
lengths, corresponding to lower energies, we progress to infrared radiation, which excites 
nuclear vibrations (hence, IR spectroscopy); microwaves, which excite e lectron precessions 
in a magnetic field (EPR), molecular tumbling, and some lower energy torsional motions; 
and radiowaves, which excite nuclear precessions in a magnetic field (NMR). 

Consider the energy range spanned by UV / visible light, roughly 40-140 kcal / mol. 
Now recall Table 2.2, which lists bond dissociation energies (BDE) for typical bonds found 
in organic molecules. The range of energies associated with single bonds is nicely spanned 
by UV I visible light. It is no coincidence, then, that photochemistry is associated with UV I 
visible light. It is this type of light that has sufficient energy to break bonds and thus do 
chemistry. 

Multiple Energy Surfaces Exist 

Throughout this textbook we have discussed reactions and conformational analyses 
that occur on a single energy su rface. We explored these surfaces in some depth in Chapter 2 
for bond rotations and ring in terconversions, while in Chapter 7 the surfaces were examined 
in the context of chemical reactions. In other chapters the surfaces were used to explain phe­
nomena related to reactivity, product distributions, etc. Although we usually did not explic­
itly state it, all these surfaces represented the ground electronic state of the molecule(s). This 
means tha t the electrons are in the lowest energy molecular orbitals of the molecule(s) as dic­
tated by the Au fbau principle. Howeve1~ we have noted many times, especially in Chapters 
1 and 14, that many other molecular orbitals in a molecule exist. Within a closed shell mole­
cule (all electrons paired and two electrons per orbital), the unoccupied molecular orbitals 
are most commonly antibonding. 

The absorption of a photon of UV I vis light leads to an excited electronic state of the 
molecule (more on this below when we discuss absorption). Chemists state that the mole­
cule is in an excited state, and this commonly means that an electron is promoted from a 
bonding to an anti bonding orbital. For many organic molecules, the orbital that is losing an 
electron is the HOMO or an orbital near it in energy, while the orbital receiving the electron 
is the LUMO. The next Going Deeper highlight describes simple ways to envision excited 
states. The excited electronic state has a completely different potential energy surface that 
dictates the conformations of the molecule and any possible chemical reactions. Since there 
are many bonding and antibonding orbitals in common organic molecules, there are in 
theory a very large number of possible excited states and corresponding energy surfaces for 
every molecule. Howeve1~ only a handful (two or three) normally need to be considered for 
photochemical discussions, since with the energy of UV I vis light only certain electronic 
transitions can be accessed. 

Going Deeper 

Excited State Wavefunctions 

The typical notation for a ground state and its first excited 
state is tha t shown in the orbital energy diagram below. 
The ground state has a closed-shell configuration, and the 
excited state is formed by exciting an electron from the 
HOMO to the LUMO. While this is often a good starting 
point, it is in reality a massive oversimplification. Recall 
from our discussions in Chapter 14 that such representa­
tions correspond to single determinant or s ingle config-

uration descriptions of the tota l wavefunction. While 
often adequate for ground states, s ing le configuration 
wavefunct ions are never adequate for an electronic excited 
state. Even a moderately adequate wavefunction w ill 
have to go beyond Hartree-Fock theory, most typically by 
including a significant amount of configuration interac­
tion (CI). This is because, for the excited state, there are 
other configurations than the one shown that are of the 
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appropriate symmetry to mix and are not very much 
higher in energy. Thus, they will contribute significantly 
to the true wavefunction. For a closed-shell ground state 
configuration, the energy gap to the first alternative con­
figuration worth considering is often large enough that 
CI can be safely ignored. Because of the complexities of 
CI and other approaches to correlated wavefunctions, 
computational photochemistry rem, ;ns a very challeng­
ing research area. Although excited states are represented 
throughout this chapter by relatively simple diagrams 
and symbolisms of the kind shown here, the real situation 
is much more complex. 

Another useful model for thinking about excited 
states can be applied to systems where electron donating 
and withdrawing groups are placed in conjugation via 
alkenes, alkynes, and / or aryl groups. The ground states 
of such systems are best represented by a standard reso­
nance structure with no charges, while the excited state 
can be considered to have considerable character of the 
resonance structure possessing charges. See below for an 
example. This model is another vast simplification, but it 
can be useful when considering the polar character of 
excited states and designing non-linear optical materials 
(see Section 17.5). 

LUMO + 
hv -

HOMO * + 
* * * 

* * * A simplistic view of excitation 

A highly polar excited state 

Figure 16.1 shows three energy surfaces and identifies the key photophysical processes 
we must consider when irradiating molecules and materials with UV I vis light. This figure 
summarizes a great deal of information. It is a slightly modified form of a diagram first pro­
posed by Jablonski in 1935, and hence is called a Jablonski diagram. Each surface is repre­
sented by a Morse potential, just as we did for bonds in molecules discussed in Chapter 2. 
Remember, however, that the energy surface for a molecule is a composite of all its vibra­
tional modes and possible interconversions between chemical structures. As such, what we 
show in Figure 16.1 is a simplification for each energy surface. In figures given later in this 
chapter, when photochemistry is discussed, the ground and excited state energy surfaces 
will appear more like those given in Chapter 7, representing reaction coordinates. Yet, Fig­
ure 16.1 is very useful for understanding the photophysical phenomena that are preludes to 
photochemistry, and in this section we will walk step-by-step through the various processes 
shown in Figure 16.1. 

As stated above, each electronic exci ted state of the molecule has its own energy surface, 
placed at a higher energy than the ground state surface on the Jablonski diagram. It is very 
common that the chemical and structural properties of excited states are quite different than 
the ground state. The preferred geometries of atoms-tetrahedral, trigonal planar, etc.-can 
change. The preferred bond rotomers and ring conformations can be different on the differ­
ent surfaces. When the lowest energy structures of the ground state and excited state are dif­
ferent, we place the Morse potentials on the Jablonski diagram at different positions along 
the x axis (only done for the triplet state in Figure 16.1). Hence, while they axis represents the 
typical notion of potential energy, the x axis in this diagram represents a structural axis much 
like in reaction coordinate diagrams. 
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G) Absorption 

@ Relaxation 

@ Fluorescence 

@) Internal conversion 

® Intersystem crossing 

® Phosphorescence 
Radiative transitions 

- - - - -· Radiationless transitions 

The Jablonski diagram. See text for a discussion of the various features. 

16.1.2 Absorption 

Photochemistry begins in the ground electronic state of the molecule of interest. ln aU 
but a few exceptional struchtres, the ground s tate of an organic molecule is a closed shell, 
singlet state, and so it is referred to as S0• When a molecule is exposed to light of an appropri­
ate energy, there is a chance that a single photon will be absorbed, promoting the molecule to 
an exci ted electronic state. According to the Stark-Einstein law, a molecule will only absorb 
light to bring about a single electronic transition, and the energy of the light must match the 
difference between the ground state and some excited state. Absorption of two photons or 
multiple photons to give a single electronic transition does not occur, except with special 
equipment that allows high laser intensity and flux within a small volume of space. 

In quantum mechanical terms, the transition from one state to another is controlled by 
an operator (more on this below) and must obey certain symmetry restrictions. In particular, 
high probability transitions must be spin conservative. If we start out in a singlet s tate, we 
will end up in a singlet state. Thus, absorption from 50 will be to an excited singlet state, the 
fi rst of which is termed S1 (Figure 16.1). Alternative spin states are possible for excited states, 
and the most common one is a triplet (designated T,J Here, the spins of the electrons in the 
different orbitals are aligned. 

What if the photon is energetic enough to excite the molecule to a higher-lying singlet 
state, such as 52 or 53? This can and does happen. However, experience has shown that, with 
very few exceptions, all photochemistry is initiated from the lowest excited states, 51 and T1• 

This is termed Kasha's rule. It is a consequence of the fact that relaxation for S" or T" states 
to 51 and T 1, respectively (a form of internal conversion, see below), is always very fast. The 
terms singlet manifold and triplet manifold are used to refer to the different energy levels 
associated with singlet and triplet states, respectively. 

We mentioned above that much of photochemistry is an exercise in relative rates, and 
so we need to consider the time scale of absorption . The transition from 50 to 51 is essentially 
instantaneous- it occurs over IQ-16- IQ-14 s. No chemical-scale process can compete with 
absorption. Absorption happens so rapidly because only electron movement is involved . 
Because of the substantially greater mass of nuclei vs. electrons, nuclear motions are consid­
erably s lower. They occur on a time scale of IQ-13- IQ-12 s. This realization leads to a key con-
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cept in photochemistry I photophysics, the Franck-Condon principle. The principle sta tes 
that b eca use electronic transitions occur faster than nuclear motion, absorption is vertical on 
an axis that represents nuclear motion (the x axis of a Jabonski diagram). This means that 
electronic transitions are most favorable when the geometries (nuclear positions) of the ini­
tial and final states are the same. Consider a situation in which the preferred geometry of the 
excited state is very different from that of the ground state. When electronic excitation oc­
curs, the sluggish nuclei can' t possibly keep up with the fleet electrons, and so initially a very 
unfavorable geometry of the excited state w ill be produced. Thi s disfavors excitation . 

Along with having simil ar geometries, the ground and excited states mus t also have 
their electronic structures matched in an appropri a te way. In anticipation of later discus­
sions, it is worthwhile to briefly describe the quantum mechanical treatment of absorption . 
When a molecule absorbs a photon of light, it undergoes a transition from one electronic 
state to another. Not surprisingly, this process is described by a quantum mechani cal in­
tegra l that connects the initial sta te, 'i';, to the final s tate, "l)rr via an appropria te operator. 
The oscillating electric field of the light indu ces a transition dipole, 0, in the molecule, and 
the transiti on probability is proportional to this dipole s treng th (Eq. 16.3). The integ ral, m, is 
called the transition moment integral, and the operator, M, is called the dipole moment op­
erator. This operator has the form of a dipole moment, a charge (e) multiplied by a distance 
(r ). The sum j = 1 to n is over the distance r; that each electron j moves in the induced dipole 
associa ted with the transition . It reflects the extent to which charges move on going from the 
initial to the fi nal state. 

1'1 

M = ~ erj 
j = l 

(Eq. 16.3) 

Experimentall y, the effici ency of absorpti on is expressed by the molar extinction co­
efficient, t:, in Beer's law, Eq. 16.4. The quantity log[ In I I], or A, is termed the optical density 
(OD) or absorbance of the sa mple. Note that it is a logarithmic quantity. An OD of 1 impli es 
that 90% of the incident light is absorbed (10% is tra nsm itted), and an OD of 2 indicates that 
99% of the li ght is absorbed (1% is transmitted). There is often a lack of sensitivity in experi­
menta iiy measuring 00 va lues above 2, because their differences are associated w ith less 
than 1% of transmitted light, which is difficult to measure accura tely. Beer's law often breaks 
down as the OD values ge t much larger th an 2, especia lly approaching 3 to 4. 

The ex tincti on coefficient is the most convenient way to express the efficiency of li ght 
absorption, with a larger ex tincti on coefficient corresp onding to more efficient absorption. 
Fo r each wavelength of light, there is a different £ va lue (there are coincidental equa lities). A 
plo t of absorption as a function of wavelength is ca lled the absorbance spectrum, and with 
light associa ted with electroni c transitions, the plots are often referred to as UV/vis spectra. 
The spectra are genera ted with instruments referred to as U VI vis spectrophotometers. 

log[J0 I 1] = A = t:bc 

1
0 

= Intensity of incident light 

I = Intensity of transmitted li ght 

b = Path length (em) 

c = Concentration (mol I L) 

£ = Molar extinction coefficient (L I mol • em) 

(Eq. 16.4) 

The most obvious factor influencing absorption efficiency, shown in Figure 16.1, is that 
there must be a precise matching between the energy of the incoming ph oton and the gap 
between the initial and fin al states. Figure 16.1 shows that there is more than one way to 
achieve this matching. We assume tha t all our molecules begin in the ground vibra tional 
level of 50• However, absorption can occur to any of a number of vibrationallevels in 5 1• In fa-
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Ground and excited states 
have different geometries; 

(O,n) transition most probable 

il. 
(Energy 

Absorpti on of li gh t causes convers ion from 50 to S,. On the left the two states are of very similar geometries 
so the (0,0) transiti on is most likely. The case on the right involves a geometry change on excitation, causing 
a (O,n) transition to be more likely. Below each potential energy diagram is the corresponding absorption 
spectrum. The so lid line is for the case where vib ra ti ona l fine stru cture can be resolved, while the dotted 
line is for the more typical case where it cannot. 

vorable cases, the individual transitions from S0 to the various vibrational levels ofS1 can be 
observed, as shown in Figure 16.2. Such instances are especially informative. 

Figure 16.2 shows vertical transitions for two different cases. If the geometries ofS0 and 
5 1 are near ly the same, the highes t probability transition will be from the zero vibrational 
level of 50 to the zero vibrational level of Sv termed the (0,0) transition. The (0,0) transition is 
necessarily the longest wavelength (lowest energy) transition possible. On the other hand, if 
the geometry ofS 1 is significantly different from thatofS0, designated in Figure 16.2 by a shift 
of the 51 surface, then the transition with the smallest geometry change will be to a higher vi­
brational level ofS1. 

Consider the various absorption transitions shown in Figures 16.1 and 16.2. The energy 
spacings separa ting the various absorptions correspond to a vibrational spacing in the ex­
cited state. Thus, in favorable cases, an absorption spectrum can provide geometrical infor­
mation about the excited state of a molecule, revealing the nature of its vibrational states. 

Typically, detailed vibrational spacings are not seen in an absorption spectrum. Instead, 
a single, broad transition is seen (called an absorption band), as shown by the dotted lines in 
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Figure 16.3 
The absorbance spectrum of alizarin in 3:1 methanol I wa te r at pH 7.4. 

Figure 16.2. A specific example is given in Figure 16.3, w here the UV I vis spectrum of a liza­
rin is shown. This spectrum shows a single very broad absorption band. In typical molecules 
under conventional conditions, we must consider m ore than just a single, simple vibra tional 
level implied by Figure 16.2. Most molecules will have many vibra tional and rotationa l lev­
els available, so that a continuum of absorption is seen, as in Figure 16.3. 

Vibrational detail is typically seen only for very rigid molecules. For example, Figure 
16.4 shows the absorption spectrum of anthracene, w ith the associa ted fine structure. Each 
peak is associated with a narrow absorption band. Also, very low tempera tures and rigid 
media can favor the observation of vibrational fine structure. 

We designate the various surfaces of Jablonski diagrams as 511 and T11 w here n is the en­
ergy level. We have also stated that the formation of an SorT state, w here n does not equal 0, 
involve excitation of one electron into an empty orbital. This leaves one electron behind in 
the s tarting molecular orbital. Chemists have accepted descriptors that define which orbital 
the electron departed from and where it landed. For example, when an electron is excited 
from a TI molecular orbital to a TI* molecular orbital, there is a single electron in the origina l 
TI orbi ta I and now an electron in the TI* orbital. We call this a n,n* transition, and the resulting 
state of the molecule is called a n,n* state. Often an excitation derives from a nonbonding 
orbita l (lone pair, desig nated n) to an an tibonding TI* orbital, and such a transition is desig­
nated as an n,n* transition which gives an n,n* state. We tie these definitions back to 511 and 
T11 by u sing an "'(x,y) notation, where m tells the spin s tate (1 for S and 3 forT), and x and y are 
the orbitals involved as described here. 
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Figure 16.4 
Absorption s pectrum of a n thracene . 
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Table 16.2 
Typical Organic Chromophores 

Chromophore Am ax (mn) em ax (Limo! • em) Type 
·-----· - ---------·-

C-C and C-H <180 1000 a- cr * 

C-0 (alcohol) - 180 200 n-a* 

c-s (alkyl sulfide) 210 1200 n---cr* 

C-Br (alkyl bromide) 208 300 n-u* 
---

t C- 1 (alkyl iodide) 260 400 n~ cr • 

C=C 180 10,000 'Ti , 'IT * 

C=C-C=C 220 20,000 1T,'TT * 

C=C - C=C- C=C 260 50,000 'IT , 'IT * 

C6H6 260 J 200 1r ,1r * 
-------------·-- ·-- ----- ----·-----------····-··--------·- ·····-·-· ---------····· 

Styrene 282 I 450 TI ,TI * 

---------------:-·------+-----------+-------1 
Acetophenone 278 1100 n,TI * 

Naphthalene 310 200 1T ,TI * 

Anthracene 380 10,000 1T , 'lT * 

Nitrobenzene 330 125 n,TI * 
---------- ·-------------1----------

C=O 280 20 n,TI * 
··········--·-···-·-··---·- ------·----- - ····------·····----

N=N 350 100 n,TI * 

- N02 270 20 n ,-rr * 

N=O 660 200 n,TI * 

C=C-C=O 350 30 n,TI * 
+-------

C=C-C=O 220 20,000 'IT ,'IT * 
... '----· ---

At what wavelengths do organic molecules absorb to promote electrons? Table 16.2lists 
some typical organic chromophores. A chromophore is a functional group or combination 
of function al groups that absorbs UV I vis light. There are two general types of chromo­
phores, 'TT,'TT* and n,'TT*, and these differ in several characteristic ways, as summarized in Ta­
ble 16.3. Further, the trends in Amax (the wavelength of maximal absorbance) are predictable. 
The more extended a 'TT system, the longer the wavelength of the 'TT, 'TT* absorption . For a given 
chromophore such as a carbonyl, the n,'TT* transition will be at a lower energy (longer wave­
length) than the 'TT, 'TT* transi tion, consistent with the notion that a nonbonding MO should be 
higher lying in energy than a bonding 'TT MO. 

Table 16.3 
Characteristics of 1t,1t* and n,1t* Transitions 

'TT , TI * n,TI * 
------

"Allowed" "Forbidden" 

£ > 103 
£ < 102 

I ---------------1---
Increased polarity of solvent ~ Increased polarity of solvent ~ 

increased A max (red shift) decreased A max (blue shift) 

I 
---- ------·- . ----------------------------------~------

!::.E (S 1 - T1) > 20 kcal/mol !::.E (81 - T1) < 10 kcal/mol 

Typical reactions: Typical reactions: 

Pericyclic rearrangements Atom abstraction 
Cycloadditions/cycloeliminations Radical addition 

Electron transfer 
Cleavage reactions 
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Connections 

In general, 1T,1T* transitions are more intense than n,'TT* transitions, with Emox' the ex tinc­
tion coefficient of the absorption atA-max' typically being > 103 for the former and < 102 for the 
latter. We describe 1T,1T* transitions as "spatially allowed" and n,'TT* transitions as "spatia lly 
forbidden". While the origin of these terms is in the strict quantum mechanics of absorption, 
in practice they are not hard and fast rules. Instead, "forbidden" n,'TT* transitions are ob­
served, just with lower probabilities. The basis for the distinction relates back to Eq. 16.3. In 
order for the transition moment integral to have a large value,'¥; and 'I'r must be co-exten­
sive (see definition in Section 14.5.6) in space. This is not a problem when 'l'r is a 1T,1T* state, 
since all electrons that began in 1T orbitals stay in 1T orbitals. However, on excitation to pro­
duce an n,'TT* state, an electron that began in a lone pair orbital, which is typically of cr sym­
metry, is promoted to a TI-type orbital. This makes the ground state and the n,1T* state less co­
extensive, and so the transition is less favorable . Two common molecules in Table 16.2, ben­
zene and naphthalene, rep resen t exceptions to this rule. Because of the very high symmet­
ries of these sys tems, the ground state and the first 1T,1T* states are of the wrong symmetries 
to interact, and so the absorptions have low extinction coefficients. 

Empirically, it has generally been obse rved that 1T,1T* and n,'TT* transitions can be distin­
guished by how they respond to changes in solvent polarity. The trends shown in Table 16.3 
are generally observed. "Explanations" for these trends vary, often invoking differential h y­
drogen bonding to ground vs. excited states. However, the same trends are seen with sol­
vents that are polar but not hydrogen bonding. The best way to view these trends is as a 
series of experimental observations that generally hold true, but have complex origins that 
may differ from system to system. 

The Amax of absorption depends upon the microenvironment of the chromophore, as 
does the intensity of absorbance. For example, as just discussed, solvation can affect the en­
ergies of transitions. Binding of the chromophore to a receptor, natural or synthetic, can also 
often influence Am ax' as ca n a variety of other effects. When the shift in absorp tion is to shorter 
or longer wavelengths it is defined as a hypsochromic (b lue shift) or bathochromic shift 
(red shift), respectively. When the intensity of absorp tion increases or decreases it is called a 
hyperchromic or hypochromic effect, respectively. 

Physical Properties of Excited States charge on oxygen and so diminishes the dipole moment. 
There a re also geo me try changes associated with excita­
tion; both the Sa ndT excited sta tes a rc pyram idal at the 
carbonyl carbon, whi le the ground state is p lanar. 

As we have di scussed in thi s chapter, exci ted states repre­
sen t chemical structures of m olecules, just as do ground 
states. The physical properties of an electroni c excited 
sta te of a m o lecul e ca n be sig nificantly different from 
those of the ground state. Fo r example, the dipole moment 
of formald e hyde is 2.3 D for the grou nd state, but 1.5 D 
and 1.3 Din the S1 and T1 s ta tes, respecti vely, both of 
which are 11,1T* states. An e lectron from an oxygen lone 
pair orbital has been excited to a TI* MO, which is primar­
ily on carbon (Figures 1.16 a nd 1.1 7) . This decreases the 

16.1.3 Radiationless Vibrational Relaxation 

hv -
Carbonyl excited state 

Step 2 in Figure 16.1 invol ves conversion of the vibrati onally exci ted states of S1 created 
by absorp tion to the ground vibrational state of S1• No photons are emitted. The excess en­
ergy is given off as hea t to the surrounding nwdium . Such a process is fas t, but not instanta­
neous. Typical ra tes are 1011-10 12 s- 1

. Generally, the relaxation occurs fu ll y before any other 
process can compete. However, fast lasers can easily deliver a second photon long before re­
laxa ti on occurs, allowing excitation to still higher energy levels. This is a common approach 
in chemical physics, but in preparative organic photochemistry, vib rational relaxation is 
generally complete. 
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16.1.4 Fluorescence 

Conversion of S1 back to S0 with concomitant em ission of a photon is termed fluores­
cence (Figure 16.1). Spectra that measure fluorescence are typically referred to as fluores­
cence spectra or emission spectra. Fluorescence can produce the ground or vibrationally 
excited states of S0. In optimal cases a spacing can be seen in the emission spectrum that cor­
responds to vibrational s tructure in the ground state. For example, examine the emission 
spectrum of an thracene given in Figure 16.5, which shows several bands corresponding to 
different v ibrational levels of the ground state. As shown with anthracene, in most cases 
fluorescence spectra are observed at longer wavelengths (lower energy) than the absorption 
spectrum (compare to Figure 16.4), and the absorption and emission spectra display a mir­
ror image relationship. Figure 16.1 should make it clear wh y this is so. Molecules that fluo­
resce have a portion of their structure that is called a fluorophore, analogous to the term 
chromophore in molecules that absorb light. More comm only the entire molecule is referred 
to as the flu orophore. 
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Overlay of the emission and excitation spectra of anth racene. Both are 
taken in toluene. 

As stated above, fluo rescence involves relaxa tion of S1 to S0 via emission of a photon. 
This is by far the most common fo rm of fluorescence. However, some molecules emit ligh t 
from higher singlet sta tes, before relaxation to S1 occurs. When this occurs we have what is 
called anomolous fluorescence. Azu lene gives anoma lous fluorescence. 

A fluorescence spectrum is obtained by irradiating the sample at a wavelength where 
the m olecule absorbs light, the excitation wavelength (commonly Amax of the UV I vis spec­
trum). The spectrum gives the wavelength dependence of the intensity of the emitted light. 
Instrum ents that measu re this dependence are called flu orimeters or spectrofluorimeters. 
The light emitted from the sample is commonly detected at 90° to the incident light, in order 
to avoid detecting residual incident light (see in the margin). 

The intensity of the emitted light Ue) is related to the path length of the cell (b), the con­
centration of the fl uorophore (c), and the likelihood of fluorescence at each wavelength (<Pr, 
called the quan tum yield; see Section 16.1.8). However, because the fluorophore must first 
absorb a photon, there is a dependence of the emitted ligh t upon the irradiation intensity (!0 ) 

and the extinction coefficient for the fl uorophore absorp tion (E) . Hence, an equation similar 
to Beer 's law (Eq. 16.4) can be written for fluorescence (Eq. 16.5, valid only at low concentra­
tions), but it contains m ore constants than the simple Beer 's law. 

(Eq. 16.5) 

Azulene 

Emitted light 

Excitation light 
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HO 

Fluorescein 

Going Deeper 

Recall the fluorescence spectrum of anthracene that is shown in Figure 16.5 (solid line). 
A related measurement is an excitation spectrum. Here, one varies the excitation wave­
length and measures the fluorescence intensity at a fixed wavelength. Because the fluores­
cence intensity is directly proportional to the extinction coefficient (t:) for absorption (Eq. 
16.5), an excitation spectrum should faithfully reproduce the absorption spectrum of the mate­
rial. As an example, look at Figure 16.5 (dashed line), which shows the excitation spectrum 
of anthracene, and compare it to Figure 16.4. Seeing such an excitation spectrum provides 
compelling evidence that the fluorescence being observed is indeed the result of excitation 
of the desired molecule rather than, for example, some impurity in the sample. As described 
in the next Going Deeper highlight, impurities can often hamper analysis of fluorescence. 

The difference between the Amax of the longest wavelength absorbance band and the 
shortest wavelength emission band is called the Stokes shift, which is often simply the dif­
ference between the absolute Amax for each spectrum . With molecules that experience a sig­
nificant geometry change on excitation, or a significan t reorganization of solvent, the Stokes 
shift will be larger and the mirror image relationship will be less apparent. The analysis of 
Figure 16.5 shows no Stokes shift. Figure 16.6, however, shows an overlay of the absorption 
spectrum and the emi ssion spectrum for fluorescein. The mirror image relationship is still 
apparent as in Figure 16.5, but the Amax va lues are separa ted by approximately 45 nm (the 
Stokes shift). With fluorescein, the structure is very rigid, so the Stokes shift primarily arises 
due to different solvation of the exci ted s tate relative to the ground state. 

Figure 16.6 
Overlay of the abso rption and 
flu orescence spectra of fluorescein . 
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In rigid structures for which S1 and S0 have very simil ar geometries, and the solvation of 
the excited state is very similar to that of the ground state, the Stokes shift will be small. For 
example, look again at Figures 16.4 and 16.5, where the longest wavelength absorption band 
or excitation band for anthracene coincides with the shortest wavelength emission band . 
When this correspondence occurs, it is referred to as resonance fluorescence. Resonance 
fluorescence is actually not very common. 

On very rare occasions, the initial excitation event can occur from excited vibrational 
states of S0, leading to fluoresence from S1 that occurs at a shorter wavelength than absorp­
tion. In such instances, the difference in the maxima on the absorption and emission curve is 
called an anti-Stokes shift. 

The Sensitivity of Fluorescence­
Good News and Bad News 

ground technique. In an abso rbance experiment, we irra­
diate the sample at a given wavelength and then observe 
the .intensity of transmitted light at that same wavelength . 
We get a signal at the detector even if there is no chromo-

Fluorescence is genera lly considered to be a ve ry sensi­
tive technique. This is because it is essentiall y a zero back-
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ph ore that absorbs at that wavelength . This is because we 
are monitoring the decrease in a signal. In contrast, in a 
fluorescence experiment we irradiate at one wavelength 
and detect at another; if there is no fluorophore there is no 
signal. As long as we set up the optics of the experiment 
properly, there is no background irradiation reaching the 
detector. This allows us to use very sensitive detectors 
designed to amplify very weak signals. This is not possi­
ble with a subtractive measurement li ke an absorbance 
spectrum. 

High sensitivity is a good thing. It is now possib le, 
w ith fairly routine optics, to see fluorescence from single 
IIIOiewles, an exciting research area with considerable 

Connections 

GFP, Part 1: Nature's Fluorophore 

The Paci fie je llyfish Aequorea victoria has proven to be a 
real boon to chemical biologists. This beautiful creature 
lives in the deep dark waters of the Pacific Ocean, where it 
glows a brilliant green. The source of this color is a remark­
able molecule known as green fluorescent protein (GFP). 
This protein is 238 amino acids long and contains a chro­
mophore that produces an intense g reen fluorescence. 
The chromophore is formed from consecutive ami no acids 
Ser65-Tyr66-Gly67. Remarkably, the conversion of these 
amino acids to a fluorophore occurs spontaneously w ith­
out any enzymatic assistance, as long as oxygen is avail­
able. This unique structure (i) absorbs at 397 nm and emits 
at 509 nm. The structure of the full protein is quite elegant. 
A robust barrel structure formed from 13-sheets com­
pletely encapsu lates the chromophore, preventing 
quenching from outside influences and creating a favor­
able environment for fluorescence. We show an image of 
the structure with the outside "barrel" in color, and the 
chromophore as a white, space-filling model. 

Tyr-66 0 Gly-67 0 

~Nr-ry _ ~Nf 
HOA) H'~~OI O HO-V W~"OH O 

HOJ NH HO~NH 
Ser-65 ~ 7 ~ 

- H 0 2 

_ Fluorophore _ 

0 0 

~Nr- ~Nr 
HOA) 'N={ 0 0 2 HOA) H,',JJ={ 0 

H00 NH HO~NH 
~ ~ 

GFP chromophore 

Biologists love this structure so much because it 
can be used to fluorescently tag a wide range of proteins 
expressed in living cells. One simply appends the gene 

potential. We will soon see an example of this. However, 
high sensiti vity can also produce problems. Fluorescence 
measurements are especially susceptible to spurious sig­
nals from impurities. Even a very small amount of a 
highly fluorescent material can give an intense fluorescent 
signa l that could be misinterpreted as d ue to the major spe­
cies in the sample. Care mu st be taken to p urify samples 
for fluorescence measurements as much as possible. In 
this regard, an excitation spectrum can be especially help­
fu l. As noted above, if the shape of the excitation spectrum 
exactly follows the absorption spectrum of the species of 
interest, then we can be su re that the observed fl uores­
cence is due to that species. 

for GFP to the gene for the protein of interest. When the 
desired p rotein is expressed, it will be tagged with a bright 
green marker. In this way the protein can be followed. 
It can be d etermined if the protein is associated with the 
cell membrane, if it is ever transferred from one cell to 
another, what its fate is during embryonic development, 
and so on. The key is tha t the chromophore forms with no 
assistance, and so the fluorescence develops in almost any 
environment. In fact, green fl uorescent animals have been 
prepared by transgenically incorporating GFP into the ani­
mal's genome. GFP-based assays for various cell ular pro­
cesses have been developed because the fluorescence is so 
easy to detect. Entire vol umes have been written on the 
diverse ways this structure from a jellyfish has been put 
to good use. The 2008 Nobel Prize in Chemistry was 
awarded to Osamu Shimomura, Martin Chalfie, and 
Roger Tsien for their discovery and development of GFP. 

GFP 

Cubitt, A. B., Heim, R., Adams, S. R., Boyd, A. E., Gross, L.A., and Tsien, 
R. Y. " Unders tanding, Improving and Using Green Fluorescent Proteins." 
TIBS, 20, 448- 455 (1995). Ormo, M., Cubitt, A. B., KaJ ijo, K., Gross, L.A., 
Tsien, R. Y., and Remington, S.J. "Crystal Structure of the Aequorea victoria 
Green Fluo rescent Protein." Scie11ce, 273, 1392 (1996). 
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Table 16.4 
Fluorescence-Related Properties of Selected Molecules* 

Compound Nature of S1 

I Naphthalene 2 X 106 5 X 106 'TT , 'TT * 

f 9,1 0-Diphenylanthracene 5 X 108 < 10
7 

'IT ,'IT * 
--··-···-··-········--··---........... --····---·-·--·····--···--··· .. --. - - ·-

Stilbene 108 109 7T ,TI * 

I--· 
106 109 1-Bromonaphthalene 7T ,1T * 

1-lodonaphthalene 106 1010 'TT , 'IT * 

Acetone 105 109 n ,TI * 

Benzophenone 106 1011 n,TI * 

*Adapted from an analogous table in Turro, .). (1978) . Modem Molccu/nr 
Pl!otochelllistry, The Benjamin / Cu mmings Publishing Company, Inc., Menlo 
Park, CA. k1 and kST are the rates in s· ' of Auorescence and sing let-to-triplet 
conversion, respectively. 

Fluorescence is genera lly a fairl y fast process. Table 16.4 shows properties of selected 
molecules, and we can see that fluorescence rate constants, kr, are in the range of 108- 105 s-1, 

giving fluorescence lifetimes (1 I kr = r1) in the range of lQ-8-l0-5 s. These fluorescence life­
times are the so-called radiative lifetimes, which are in the 100 fJ.-5 to 10 ns range for most 
organic structures. Inherent fluorescence lifetimes are defined as the li fetime of the ex­
cited s tate if fluorescence were the only relaxation pathway. Just as the absorption process 
(S0 - S1) is allowed for '1T, '1T* but not for n,'TT*, the reverse process, fluorescence, should show 
a comparable rate dependence, and this is evident in Table 16.4. Emission from '1T, '1T* states is 
more facile, producing k1 values typically in the 107-108 s-1 range, while emission from 11,'11'* 

states is typically slower, in the 105-106 range. Looking ahead, the longer lived an exci ted 
state is, the better the chance it can do productive photochemistry. For this reason, 11 , '11'* states 
are often more photochemically reac tive. 

More so than absorption, fluorescence is sensitive to the chromophore's environment. 
Many flu orophores can show very substantial shifts in both Amax of emission and fluores­
cence lifetime in response to changes in solvent or other environmental factors. When the 
change results from a variation in solvent, this is termed solvatochromism (the term is appli­
cable to both absorption and emission) . This can often be put to good use, in which Amax of a 
fluorophore can be used to probe w hether the local environment is, for example, relatively 
hydrophobic or hydrophilic. Look back at Table 3.1 to see severa l examples of solvent scales 
based upon solvatochromism. Examples of two typical compounds that show la rge solva­
tochromic effects are shown. 

Solvent A max (emission, nm) 

Hexane 410 

Water 606 

Cyclohexane 455 

Water 549 

Solvatochromic molecules 

A clever and very powerful variant of this has been pioneered by Tsien and co-workers. 
A w ide array of fluorescence imaging techniques are now available that allow one to di­
rectly monitor chemical processes in cells in real time. A good example of this is the collec-
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tion of commercially available dyes exemplified by BAPTA and Fura-2. These are both de­
rivatives ofEGTA, a common chelating ligand. However, when BAPTA or Fura-2 bind Ca2

' 

they undergo a large increase in their fluorescence intensity. Since Ca2+ is a major signaling 
species in biology, these structures provide powerful tools for monitoring cellular activity. 

EGTA 

Connections 

Isosbestic Points-Hallmarks of One-to-One 
Stoichiometric Conversions 

A change in absorption or emission spectra is often moni­
to red as a function of time during a chemical reaction as 
a m eans of measuring kinetics. Furthermore, a change in 
absorption or emission is routinely monitored as a func­
tion of the concentration of a reactant to determine thermo­
dynamic parameters, such as the equi librium constant of a 
process. When one compound converts to another as a 
function of time, or converts to another as a function of 
concentration, the stoichiometry of the reaction is one to 
one, such as A goes to B. With such scenarios, it is often 
found that the probability of absorptio n or emission is 
coincidentally the same for the reactant and product at 
one or more wavelength s (with absorption this means the 
t: values are coincidentally the same). If the probability is 
the same at a particular wavelength, the absorption or 
emission at that wavelength will not change during the 
reaction. Such a point on the spectrum is called an isosbes­
tic point. The observation of such a point is often used to 
support a one-to-one interconversion of reactant and 
product. 

For example, shown to the r ight are the UV I vis spec­
tra of 2-naphthol as a fu nction of pH, w here the spectrum 
with Arnnx at 360 nm corresponds to the p henol and the 

16.1.5 Internal Conversion (I C ) 

spectrum w ith ;t"'"' at 430 run corresponds to the phenox­
ide anion . The isosbestic point at approximately 390 nm 
indicates that the phenol and phenoxide coincidentally 
have the same extinction coefficient a t this wavelength, 
and that the deprotonation involves an interconversion 
between two separate species, the phenol and phenoxide. 

Qj 
u 
c: 
01 
.0 

0 
"' .0 
<t 

350 400 450 500 550 

Wavelength (nm) 

Law rence, M., Marzzacco, C. ]., Morton, C., Schwab, C., and Halpern, 
A.M. "Excited -State Deprotonation of 2- 'aphthol by Anions." f. Phys. 
Che111 ., 95,10294 (1991). 

The exci ted state S1 can also return to S0 without the emission of a photon. The excess en­
ergy is usually given off as heat to the medium. This energy wasting process is termed inter­
nal conversion (I C). Conceptually, it is similar to a productive photochemical reaction, and 
so we delay further discussion ofiC until we are ready to discuss reactions. 
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16.1.6 Intersystem Crossing (IS C) 

A third way to exit S1 is to form the triplet of the excited state, which is termed T1 (Figure 
16.1). This process is intersystem crossing (ISC), a general term for the interconversion of 
differing spin states. Before discussing ISC, a few comments about T, are in order. Just as 
with S 1, to the extent that T1 is formed in a vibrationally excited state, radiationless vibra­
tional relaxation occurs quickly. Note that T1 is drawn as being at lower energy than S1, and 
this is generally the case. The triplet state is lower in energy because of Hund's rule, re­
fl ecting a g reater number of exchange interactions (see Section 14.5.6). The gap is typically 
larger for 'IT, 'IT* sta tes than for n, 'IT* states, meaning that the triple tis more stable relative to the 
singlet state for a 'IT, 'IT* s tate. We can rationalize this as follows. In a 'IT, 'IT* sta te, the two elec­
trons are in the same 'IT system, and so coulombic repulsions should be quite large in either 
the singlet or triplet sta te. However, the exchange interactions in the triplet state are quite 
large because the orbitals are very co-extensive. This leads to a large singlet-triplet gap. On 
the other hand, in an n,'IT* sta te, the two electrons are in orbitals that are much less co-exten­
sive in space, and so both the coulombic replusions and exchange interactions are smaller, 
making the singlet-triplet gap smaller. This is precisely analogous to our analysis of disjoint 
and non-disjoint biradical systems (Section 14.5.6). 

Spin flipping in an organic molecule is typically not a rapid process. Unlike the 'IT, 'IT* I 
n,'IT* distinction made above, ISC truly is quantum mechanjcally forbidden to first order be­
ca use singlet and triplet wavefunctions are orthogonal. Given this, how do these transitions 
occur? One useful way to think about this is to remember that spin is associated with a spin 
angula r momentum . Converting S1 to T1 involves a change in spin angular momentum, but 
nature desires a conservation of angular momentum in all processes. It is thus desirable to 
couple the spin flip with a compensating change in some other kind of angular momentum, 
and the most reasonable partner is orbital angular momentum. That is, ISC is favored by 
spin-orbit coupling, an interaction between orbita l angular momentum and spin angular 
momentum . There are two ways to think about favoring a coupling of spin and orbital angu­
lar momenta in organic molecules. 

The first gives rise to the heavy atom effect in organic photochemistry. As we move 
down the periodic table the mixing of spin and orbital quantum numbers for atoms is com­
mon . ln fac t, as we move down the periodic table, the distinction between spin and or­
bital quantum numbers becomes less and less meaningful, such that it is eventually better 
to jus t think in terms of a single spin-orbit quantum number. A practi cal consequence of this 
is th at adding a heavy atom to an organic molecule can substantia lly enhance ISC rates. As 
show n in Table 16.4, the effects on the ISC rate, k5T, can be significant, such that 1-bromo- and 
1-iodonaphtha lene undergo ISC much more rapidly than the parent naphthalene. 

ln molecules comprised only of C, H, N, and 0, spin-orbit coupling is more difficult. 
There is, however, a strategy for increasing the efficiency of ISC, and it is embodied in El­
Sayed's rules . These rules sta te that ISC is slow ("forbidden") when the two s tates be­
ing inte rconve rted are both 'IT, 'IT* or when both are n,'IT*, since orbital angular momentum 
does not change. However, when we are converting a 'IT, 'IT* state to an n,'IT* s tate, or vice 
versa, ISC is more favorable ("allowed") because now the orbital angular momentum has 
changed. 

Figure 16.7 A provides a rationalization of this effect. We start with a carbonyl chromo­
phore and undergo an n,'IT* excitation. We then convert 51 to T1 by flipping a spin and simul­
taneously moving the electron from a py orbital to a hybrid that has substantial Px character. 
ft is this change from py to Px that constitutes the change in orbital angular momentum (recall 
the magneti c quantum numbers from Chapter 1:-1,0, and 1). Thus, the change in spin angu­
la r momentum can at least to some extent be compensated by a change in orbital angular 
momentum, making the process more favorable. This is only possible, though, if our process 
is 1('IT, 'IT*)- 3(n,'IT*) or 1(n,'IT*)- 3('IT,'IT*). 

An important example of El-Sayed' s rules in action concerns the ISC efficiencies of sim­
ple ketones. Figure 16.7 B summarizes the effect. For a typical ketone, 5 1 and T1 are n,'IT*, 
whi le T2 is 'IT, 'IT*. Therefore, 51 and T1 interconversion is inefficient, but conversion to T2 may 
be efficient. Let's examine some cases. For a dialkyl ketone, T2 lies above 5 1, and so ISC is in­
efficient (conversion to a higher energy state almost never occurs). However, aryl substitu-
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Spin flip coupled with 
change from rr to cr orbital 
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Intersystem crossing. A, An example of coupling a change in spin angular momentum with a change in 
o rbita l angula r momentum on converting a 1(//;rr*) tate to a 3('1T; rr) s tate. B. Dialkyl vs. diary I ketones. 
JSC is more efficient for diary I ketones because T2, which is '1T, '1T*, is comparable in energy to S,, allowing 
ISC, consistent w ith El-Sayed's rules. 

tion preferentially stabilizes the TI, TI* T 2 state. As a result the sl toT 2ISC is plausible, and in­
deed efficient, due to El-Sayed's rules. Typical ISC rates are 108 s- 1 for dialkyl ketones and 
10 11 for diary! ketones; two specific examples are given in Table 16.4. Once T2 is formed, it 
quickly relaxes to T 1 (Kasha's rule). We will see below that the photochemistry ofbenzophe­
none and related s tructures is completely dominated by triplet s tates because of the effi­
ciency of ISC. This feature has frequently been exploited in both chemical and biological 
contexts. 

16.1.7 Phosphorescence 

The conversion of an excited triplet sta te to the ground singlet s tate with the concomi­
tant emission of a photon is termed phosphorescence. As with fluorescence, the phospho­
rescence spectrum of a molecule will generally be shifted to longer wavelengths relative to 
the absorbance spectrum. And, as Figure 16.1 suggests, the effect should be larger for phos­
phorescence than for fluorescence because T1 is lower in energy than 5 1• Also, vibrational 
fine s tructure can be seen in a phosphorescence spectrum that is informative of the ground 
state of the molecule (not explicitly shown in Figure 16.1). Note that if chemists wish to dis­
cuss emission in general terms, without distinguishing fluorescence vs. phosphorescence, 
they refer to luminescence. 

Since phosphorescence is spin forbidden, just like ISC, it is much slower than fluores­
cence. What is remarkable is just how slow it can be. Reasoning similar to El-Sayed's rules 
applies, and so phosphorescence rates from n,TI* excited states are faster than from TI,TI* 

states. Typical rates for the former are 102- 103 s-1; those for the latter are 10-1-10 s-1
. That's 

right- phosphorescence lifetimes (inverse of the rate) can be on the order of seconds, even 
minutes! As a resu It, a phosphorescent sample can continue to glow even after the excitation 
source is turned off, something never seen with fluorescence. This phenomenon is some­
times seen in nature, and it is the basis for glow-in-the-dark Frisbees, toy dinosaurs, and the 
like. Note that "glow sticks" and other objects that can emit a bright light for quite a long 
time do not involve phosphorescence, but rather chemiluminescence, which we will dis­
cuss below. 

In Figure 16.1, we also show radiationless conversion ofT1 to 50, but this is not common. 
Similarly uncommon is direct absorption from S0 to T1. It is technically not impossible, just 
extremely inefficient, withE values on the order of 10-2-10-3 . In a few cases it has been useful 
for mechanistic studies, but it is generally not preparatively useful. 
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Pyrene 3-carboxaldehyde 

16.1.8 Quantum Yield 

A key concept in photochemistry is that of the quantum yield for process n, <1>, 11 defined 
as in Eq. 16.6. For example, the fluorescence quantum yield, <l> r, is equal to the number of 
photons emitted divided by the number of photons absorbed. If all possible p rocesses are 
considered, then the sum of all quantum yields should be 1.0 in typical systems. A formal ex­
ception to this rule is the case of a photochemically initiated p olym eriza tion, photopoly­
merization. In this case, if we define the quantum yield as the number of couplings between 
monomers divided by the number of photons absorbed, we exp ect to see <l> > > 1. 

Number of molecules 
that undergo process n 

<1> 11 = ---,"r=---:-1 - ---::b--"--------:f,..--;h--­lOta num er o p otons 
of light absorbed 

(Eq. 16.6) 

Much of photochemistry is an exercise in relative rates, and that is certainly true when 
considering quantum yields. As we show in Eq. 16.7, Eq. 16.6 could be rewritten as a ra tio of 
rate constants, where k" is the rate constant for the process under consideration, and k; are the 
rate constants for all possible processes from the excited state. In ei ther case, the key is that 
we must consider all possible processes in the denominator in order to get the proper quan­
tum yield for the process in the numerator. As the next Going Deep er highlight describes, in­
terna l conversion is a particularly important process competing with fluorescence . 

kll 
<l>n= ~ 

L..ki 
(Eq. 16.7) 

The quantum yield is an indicator of how efficient a particul ar process is. However, 
some care must be taken in comparing quantum yields for different systems, because the 
quantum yield is always measured relative to other processes in the m olecule. For example, 
<l> r (f for fluorescence) is roughly 0.2 for both benzene and pyrene-3-carboxaldehyde. This 
might lead to the conclusion that fluorescence is equally efficient for the two compounds. 
However, the fluorescence rates, kr , are 2 X 106 s- 1 and 1 X lOR for benzene and pyrene-
3-carboxaldehyde, respecti vely. Fluorescence is in a sense more efficient for the pyrene de­
rivative. The reason this is not reflected in the quantum yields is that we must also consider 
competing processes. The ISC rate for pyrene-3-carboxaldehyde is also mu ch faster than 
that for benzene due to the ability to access a 3(n,'TT*) sta te that is not ava ilable for benzene. 
This competing ISC process limits the amount of fluorescence, and by coinciden ce the two 
compounds end up with the sam e fluorescence quantum yield. Thus, while the quantum 
yield tells you about the efficiency of a process for a given molecule, it a lone cannot te ll you 
why the process is or is not efficient. 

16.1.9 Summary of Photophysical Processes 

We have discu ssed a number of factors that influence the transitions between various 
states in the Jablonski diagram, and it may be useful to summarize them here. We in troduced 
the notion of "allowed" vs. " forbidd en" transitions, but quickly added that these are not 
hard and fast rules, but rather guidelines for the relati ve efficiencies of various processes. 

The factor that most strongly influences allowedness of a transition is spin. Transitions 
between states with different spins, such as singlet and triplet, are very inefficient. D irect 50 

to T1 absorption is rarely important, and the reverse emissive process, phosphorescence, oc­
curs quite slowly. The heavy atom effect can relax this se lection ru le through a spin-orbit ef­
fect. As a result, S-T interconversions are much m ore facile in molecules that contain atoms 
such as Br or I. The second major factor that influences the efficiency of transition s is the gen­
eral spatial overlap of the wavefunctions for the two states. This term favors 'TT,'TT* transitions 
over n,'TT* transitions, for reasons discussed above. Another important factor is a general en­
ergy gap law. For processes such as intersystem crossing, the smaller the gap between the 
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Going Deeper 

The "Free Rotor" or "Loose Bolt" 
Effect on Quantum Yields 

One interesting trend in flu orescence quantum yields 
nicely illustrates how all quantum yields reflect a com­
petition among various rates. As shown to the right, the 
quantum yield for fluorescence is much h igher for 9-meth­
ylanthracene than for 9-(1-butyl)anth racene. The elec­
tronic structures of these two molecules should be very 
s imilar for both the ground and excited s tates, so it is diffi­
cult to imagine a large difference in the fluorescence rates 
for the two. Instead, the big difference between the two is 
in the rate of internal conversion. Reca ll that internal con­
version involves a radiation less transition from 5 1 to 50, 

and that the excitation energy must be " used up" in some 
manne r. One way to do this is to convert the electronic 
excitation to vibrational / rotational excitation. We saw in 
Chapte r 2 that bond rota tions are quantized. In 1-butyl-

anthracene there a re many more low-lying vibrational I 
rotational modes to absorb the excess energy. As such, 
interna l conversion is much more efficient than for the 
rnethylanthracene, and the flu orescence quantum yield is 
correspondingly lower. This is a fa ir ly general phenome­
non termed the free rotor or loose bolt effect. It is often 
seen that as substituents that have many degrees of 
vibrational / rotational freedom are added to a structure, 
the energy wasting internal conversion becomes more 
efficient at the expense of emissive or photochemical 
processes. 

1-Bu 

~ 
~ 

<1>1 = 0.29 <1>1= 0.011 

two states, the more rapid the process will be. We saw examples of this in the discussion of 
El-Sayed's rules, where factors that adjust the energy of the 3(n;rr*) s tate of carbonyl com­
pounds s trongly influence intersystem crossing rates. 

Finally, it is worth repeating that following absorption of a photon, m any processes are 
possible. What we observe in the lab is a result of a compe tition of rates for these many pro­
cesses. We can enhance the probability of observing a given process by either increasing its 
intrinsic rate constant, or by decreasing the rate constant of a competing process. 

16.2 Bimolecular Photophysical Processes 

16.2.1 General Considerations 

We are now ready to consider more complex processes induced by the absorption of 
light. Before considering photochemical reactions, howeve1~ we will address the several 
things tha t can happen when a molecule in an excited electronic state encounters another 
molecule that is in its ground state, and related phenomena. These bimolecular photophysi­
cal processes are interesting and sometimes useful, and they provide further insights into 
the nature of the excited state. 

First, though, let's consider the likelihood of a collision between an excited state mole­
cule and another molecule. For such a collision to occur, the ra te of collision must be compet­
itive with the rate of decay of the excited s tate. The collision is a second-order process that 
depends upon the concentration of the molecule that the excited state is colliding with ([X]), 
while the decay is a first-order process. In a typical solvent at room temperature, the bimo­
lecular diffusion rate constant, kd;rr, is roughly 1010 M-1 s- 1

• If we consider excited state life­
times to be comparable to fluorescence li fetimes, we have unimolecul ar excited state decay 
rate constants, kr, on the order of 108- 105 s- 1• Thus, to compete with decay of the excited state 
(kr similar to kdifr[X]), the colliding molecule must have a concentra tion in the range of I0-2

-

1Q-5 M, depending on the precise excited s tate lifetime. More generally, the efficiency of such 
encounters will be concentration dependent. 

16.2.2 Quenching, Excimers, and Exciplexes 

When a molecule in an excited s tate collides with another molecule, many things can 
happen. For example, our excited state is constantly colliding with solvent molecules. These 
collisional processes facilitate the several radiationless relaxa tion processes of Figure 16.1. 
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k, 
A''' -A 

Lifetime of A* without Q = r 1 = 1/k1 

kq 
Q +A* - A 

Lifetime of A* with Q = r2 

1/r2 = k1 + kq[O] = 1/ r 1 + kq [O] 

Figure 16.8 
Stern- Volmer quenching 
kineti cs. 

Pyrene 

Here, though, we are considering collisions with solute molecules that have chromophores 
of thei r own. 

Quenching 

The m ost common outcome from a collision between a molecule in its excited state 
and another chromophoric or reactive molecule (apart from a photochemical reaction) is 
quenching, the collision-induced, radiationless relaxation of an excited state to the ground 
state. As noted above, the quenching process implies an interesting kinetic competition, the 
treatment of which is referred to as a Stern-Volmer analysis (Figure 16.8). Since the excited 
s tate life time can be determined both in the absence (r1) and presence (r2) of guencher (Q), 
the la tter as a function of [Q], we can easily determine the quenching rate constant, kq. We 
simpl y plot 1 I r2 as a function of [Q], and the slope is kq. The maximum possible value for kq 
is the bimolecular diffusion rate constant, and any deviation from that value gives an indica­
tion of the efficiency of the quenching process. Often it is observed that kq values for a given 
guenche r with a given class of chromophores do not vary extensively. If so, more complex ki­
neti c schemes can be analyzed because one potential unknown, kq, is now "known" . An ex­
am ple is given in the Exercises at the end of the chapter. 

In genera l, quenching requires an intimate contact between the excited state molecule 
and the quencher. Extensive compilations of kq values for various quenchers interacting 
w ith carbonyl (n,TI*) s tates have been produced. Many olefins and simple dienes are efficien t 
quenchers, and an interesting relationship between the ioni za tion potential (IP) of the 
quencher and kq has been observed . Both electron rich (low IP) and electron poor (high IP) 'TT 

sys tem s are effective quenchers, while "normal" alkenes and dienes are less effective. As we 
will see below, the mechanism of quenching can be viewed as a photochemical reaction that, 
instead of producing product, returns to starting material. 

Excimers and Exciplexes 

Quenching is a radiation less process involving two molecules. There are also rad iative 
processes in volving two molecules. These are necessarily cooperative processes involving 
non-covalent molecula r complexes. If two molecules act cooperatively to absorb a photon, an 
absorption complex is involved. If two molecules act together to emit a photon, an exciplex 
(e lectronica lly excited complex) is involved. The particular case of an exciplex in w hich the 
two molecules are the same is termed an excimer (electronically excited dimer). 

With either an absorption complex or an excimer I exciplex the absorption / emission 
band associated with the complex wilJ be at a different and longer wavelength than that as­
sociated with either individual molecule. The intensity of the new absorption /emission 
will necessarily depend on the concentrations of both species involved. For example, two 
emi ssion spectra for pyrene are shown in Figure 16.9. In dilute solution the complex between 

Figure 16.9 
Two emission spectra of pyrene 
in 11-hcptanc. 
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two pyrene molecules is not formed . At higher concentration, a d imer of pyrene molecules 
forms, and the UV / vis emission spectrum shows a new emission band associated with the 
excimer. Note that absorption complexes, when they absorb a photon, do not necessarily 
produce an exciplex, and exciplexes, when they emit, do not necessarily produce an absorp­
tion complex. 

An excited state of a molecule (A*) can collide with another molecule (B), giving rise to 
quenching, or the formation of a stable complex that can emit a photon (exciplex or excimer). 
Excited states are expected to be highly polarizable species, because excitation, in a sense, 
breaks a bond (excitation from a bonding to a nonbonding orbital). As such, two electrons 
are not tightly held in bonds. This increased polarizability promotes the formation of a weak 
complex via dipole-induced-dipole interactions or London dispersion forces. Additionally, 
donor-acceptor interactions of the sort discu ssed in Section 3.2.4 are possible, and these 
should also s tabilize the exciplex or excimer. Usually the excited state complex remains as a 
singlet before relaxation, but sometimes an excited state will undergo ISC faster than back 
electron transfer. Back electron transfer is a general term given to any system. where relax­
ation occurs by electron transfer from the acceptor back to the original donor. After back 
electron transfer occurs in a trip let exciplex or excimer, the first excited state triplet of one of 
the components is crea ted. Hence, the forma tion of a excimer or exciplex leads to preferen­
tial stabilization of the excited state, bu t when the exciplex or excimer emits, both fluores­
cence and phosphorescence are possible, and the emission w ill be at considerably longer 
wavelengths than for the isolated excited molecule. 

The most common type of absorption complex is associated with charge-transfer ab­
sorption, also know as electron donor-acceptor absorption. The donor (D) is a molecule 
with a low ionization potential; the acceptor (A) has a high electron affinity. The two mole­
cules can associate in the ground state, and this donor-acceptor complex gives a broad, in­
tense absorption band shifted far from the individual absorbances (look back to Section 4.2 
to review this phenomenon in the context of molecular recognition). In fact, the charge­
transfer absorption is often in the visible range of the spectrum, making the charge-transfer 
complexes colored. One way to think of these systems is that the ground state is a weak, in­
termolecu Jar complex, (D • A). Often such molecules are polar and / or quite polarizable, fa­
cilitating complex forma tion. Because one partner is intrinsically a good electron donor (low 
ionization potential) and the other is a good acceptor (high electron affinity), the excited 
s tate will have a large contribution from states such as (D+• A-) that involve electron trans­
fer, a configuration not possible for either isolated molecule. This preferentially stabilizes 
the excited s tate, leading to a lower energy (longer wavelength) absorption. Because of this 
highly polar character, charge-transfer absorptions are extremely sensitive to solvent polar­
ity, moving to longer wavelengths as the solvent polarity increases. Such complexes most 
commonly undergo relaxa tion by back electron transfer. 

Photoinduced Electron Transfer 

Photoinduced electron transfer (PET) is a common process that can lead to quenching 
of fluorescence. Because an excited state has an electron in an antibonding orbital (often the 
LUMO), this s tate has a significantly different oxidation potentia l than the ground state.lt is 
easier to oxidize an excited state because the electron to be removed is in a higher energy or­
bita l, and the excited state is considered to be a good donor. Furthermore, because there is a 
vacancy in the lower energy orbital from which the excited electron was removed, the ex­
cited state is easier to reduce and thus a better acceptor than the ground state. Therefore, the 
excited state has both a lower oxidation and a lower reduction potential. This means that ex­
cited states can undergo electron transfers, accepting electrons from ground states that have 
a higher HOMO and transferring electrons to ground states that have a lower LUMO. Both 
or either process would lead to quenching of the fluorescence. This is shown schematically 
in Figure 16.10. In part A the excited state transfers an electron to the ground s tate of another 
molecule, while in part B a ground state molecule transfers an electron to the excited state. 
Both scenarios are examples of photoinduced electron transfers. 
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Figure 16.10 
Photoinduced electron transfer scenari os. A. Example where the LUMO of the excited state 
is above the LUMO of the ground state of the acceptor. B. Exa mple where the HOMO of the 
excited state is below the HOMO of the ground state of the donor. 

16.2.3 Energy Transfer I. The Dexter Mechanism-Sensitization 

We've seen that bimolecular processes involving excited states can take many forms. 
Coll ision can facilitate relaxation to the ground state (quenching) or formation of an excited 
state complex (exciplex or excimer). Alternatively, bimolecular associa tion can occur prior 
to excitation, leading to an absorption complex. In this and the next two sections we consider 
a new outcome for the interactions of an excited state, D*, with another molecule, A (Eq. 
16.8). Now the result is energy transfer from one molecule to ano ther, producing electroni­
cally excited A (A*). Different mechanism s are possible, and these energy transfer processes 
are very important in photochemistry and other fields . 

D*+ A - - D +A* (Eq. 16.8) 

The most trivial form of energy transfer is called radiative transfer, and occurs when 
one molecule emits a photon and another absorbs that photon. This can occur when the re is 
a subs tantial overlap of the emission spectrum of D* and the absorption spectrum of A. This 
is not a particularly common event, given that the intensity of emission is low. Another form 
of energy transfer occurs in the solid s tate, called exciton migration. Here, the excited s tate 
energy migrates rapidly between nea rest neighbors beca use of the close promixity of re­
acting D* and A partners in a packed organized medium. 

The first mechanism we consider in detail is a relatively direct process involving colli­
sion between D* and A, and it is ca lled collisional energy transfer. Such a collision produces 
a direct interaction of the wavefunctions of D* and A, and it leads to the notion of an electron 
exchange formalism (see Figure 16.11). Dexter developed a detailed model for the process, 
producing Eq. 16.9 to describe the electron exchange energy transfer rate, kee· Here, K is re­
lated to the magnitude of a specific orbital interaction that promotes the electron exchange. 
The quantity f is a spectral overlap integral, describing the extent to which the absorption 
spectrum of the donor (D) overlaps the absorption spectrum of the acceptor (A). A subtlety 
is that f is normalized for the extinction coefficient of A (£A)· As such, kee does not depend on 
£A, a point we will return to below. The key feature of Eq. 16.9 is that kee depends exponen­
tially on the distance between D and A, rDAt with L being the sum of the van der Waals radii. 
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The Dexter or electron exchange mechanism of energy transfer. 
As discussed in the text, this is a highly schematic diagram. 

As such, the efficiency of electron exchange energy transfer falls off steeply as the separation 
between 0 and A increases. 

- 2rDA 

kce = Kfe_ L_ (Eq. 16.9) 

Given the steep distance dependence, in fluid media this mechanism effectively re­
quires collision between D* and A. However, energy transfer is also often employed in sys­
tems in which D* and A are held in a fixed position relative to each other. This can be 
achieved by embedding the two in a rigid environment such as a frozen solvent or a polymer 
matrix. Alternatively, the two chromophores could be attached to the same large molecule at 
a fixed distance. In either case, the efficiency of energy transfer will strongly depend on dis­
tance. For the electron exchange mechanism considered here, the exponential dependence 
of the efficiency on r ensures that energy transfer is only efficient over fairly short distances, 
on the order of r = 5-10 A. If not a direct collision, we need the two structures to be very near 
each other. 

The most useful form of electron exchange energy transfer involves the triplet state of 
0 *. Since the energy transfer must conserve spin, the product is the triplet state of A*. Figure 
16.11 shows a highly schematic way of thinking about such a process. It can be seen that the 
idea of electron exchange does allow a natural conversion of 3D* to 3A*. However, these are 
quantum mechanical phenomena, and care should be taken not to interpret Figure 16.11 too 
literally; it is jus t a useful mnemonic. 

When 3D* is used to produce 3 A* through energy transfer, the process is known as sensi­
tization. Compound Dis a sensitizer used to produce the triplet sta te of A. This can be a very 
useful process. As discussed above, there is considerable variation in the efficiency of ISC 
for different molecules. For many compounds, excitation does not produce any significant 
quantity ofT 1, because other processes such as fluorescence are too fast. But what if we want 
to investigate the photochemistry of the triplet state of such a system? As we will see later in 
this chapter, singlet and triplet exci ted states often lead to quite different photoproducts, and 
perhaps the products we want are those expected from triplet photochemistry. This is where 
sensitization comes in handy. We begin with a molecule with a very efficient ISC, such as 
benzophenone. We excite the benzophenone (the sensitizer), and allow it to collide with the 
molecule whose triplet state we wish to produce. Energy transfer occurs, and the desired 
triplet state is produced. This is a common and very useful technique in photochemistry. 
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Table16.5 
Triplet Energies of Common Sensitizers 

Sensitizer Triplet energy (kcal/mol) 
~--
1 Acetophenone 73.6 
r-- --
1 Benzophenone 68.5 

-------·-
Anthraquinone 62.2 

-
Biacetyl 54.9 

-

Table 16.5 shows some common sensitizers along with their triplet energies (the energy 
gap between T1 and S0). It must be true that the triplet energy of the sensitizer is greater than 
or equal to the triplet energy of the acceptor for the energy transfer to be efficient. Thus, we 
cannot use biacetyl to sensitize a molecule that has a triplet energy of 70 kcal/mol. 

Any sensitization must obey what is called Wigner's spin conservation rule. This rule 
states that total spin must be conserved, which can be envisioned by fixing the spin quantum 
numbers of electrons as ~ and-~ while they exchange positions. Singlet sensiti za tion by 
energy transfer from another singlet is certainly acceptable, as is triplet sensitization from 
another triplet. However, triple t energy transfer to another triplet can produce two singlets 
(we will see this later with energy pooling). Try Exercise 34 at the end of the chapter to see 
how this occurs. 

16.2.4 Energy Transfer II. The Forster Mechanism 

We now consider an alternative and very important energy transfer mechanism. In this 
mechanism no collision is necessary between D* and A. Instead, a surprisingly long distance 
interaction develops, leading to a novel and very useful effect. The theoretical analysis of 
this mechanism was developed by Forster, and it is referred to as the Forster energy ex­
change or coulombic energy exchange mechanism. 

We begin with Figure 16.12, another highly schematic diagram, but one that highlights 
the difference between the Dexter and Forster mechanism s. The Forster mechanism is more 
typically associated with singlet sta tes, and so Figure 16.12 is shown with singlet energy 
transfer. Note that this is not radiative transfer. The Forster mechanism does not operate this 
way; no photon is emitted . 

+ - \ + 
J ) 

+ * *- + 
* * * * * * * * ,o* A - D + 1A* 

Figure 16.12 
A schematic of the Forster energy transfer mech ani sm. The colored 
arrows are meant to represent the coupled h·ansi tions that occur 
simultaneously. 
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Just as the absorption of a photon requires a quantum mechanical coupling of the initial 
and final states induced by light, so the Forster mechanism requires a coupling of two transi­
tions, from D* to D and A to A*. Recall that a transition probability is proportional to a tran­
sition dipole, 0 (Eq. 16.3). The Forster mechanism is proportional to the interaction of two 
transition dipoles; it is therefore a dipole-dipole coupling. We have discussed dipole­
dipole interactions and couplings before in the context of molecular dipoles and molecular 
recognition (see Section 3.2.2 and Eq. 3.25). As with any dipole-dipole coupling, the interac­
tion energy, E, is proportional to the product of the dipoles divided by the distance cubed, r3 

(Eq. 16.10). We are also interested in the rate constant of the energy transfer, and that is pro­
p ortional to E2 (Eq. 16.11). 

(Eq. 16.10) 

(Eq. 16.11) 

The important difference between the Forster and the Dexter mechanisms is that the 
Forster mechanjsm does not require a direct overlap of the wavefunctions of D* and A. It is 
simply a coupling of transition dipoles. There is, though, a requirement for an energy match­
ing between the two states. A will get excited by an energy equal to the energy lost on D* go­
ing to D. This energy matching is similar to that required between a photon to be absorbed 
and the gap between initial and final states, and so is referred to as a resonance condition (as 
in nuclear magnetic resonance, for example). This requires some overlap between the emis­
sion spectrum of D* and the absorption spectrum of A; the larger the overlap the more likely 
the energy transfer (see Figure 16.13). Because the Forster mechanism does not require phys­
ical overlap of the wavefunctions, energy transfer by thls mechanism can occur over much 
larger distances than by the Dexter mechanism. Indeed, energy transfer by the Forster mech­
anism can occur over quite long distances. This is the foundation o f FRET, the most impor­
tant implementation of Forster energy transfer. 

A. 

0 
D* FRET 

" A 

A-1 IA2 
D A 

D A 

B. Donor Acceptor 

Absorption Emission Absorption Emission 

~ 
Light in Light out 

Figure 16.13 
Schematic of the FRET process, an exa mple of Forster energy transfer. A. [none application a la rge 
biomolecule is represented as a gray oval. Attached to it are the donor (D) and acceptor (A) chromophorcs. 
The goal is to measure the distance r. On the right the competing emission processes and the energy 
transfer are shown. As described in the text, the relative intensities of emission at A. , and 42 can lead to 
a determination of r. B. The necessary relationship between the absorption I emission characteristics of 
the donor and those of the acceptor. The emission spectrum of the donor must overlap the absorption 
spectrum of the acceptor. 
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16.2.5 FRET 

A powerful application of Fors ter energy transfer is fluorescence resonance energy 
transfer (FRET). This phenomenon is used extensively in probing biological structures, in 
studying interactions at interfaces, and in creating sensors. Although rarely described this 
way in the literature, FRET is simply an application of Forster energy transfer. The basic ap­
proach is summarized in Figure 16.13 A. A large biological structure is labeled with two flu­
orescent groups, which we will refer to as D and A. Dis excited, and it can fluoresce at its 
characteristic wavelength, A- 1• However, if A is close enough to D, Forster energy transfer can 
occur, producing the excited sta te of A. Now A* can emit at its characteristic wavelength, A-2. 

Recalling the distance dependence of Forster energy transfer, we can anticipate that the 
closer together D and A are, the more efficient FRET will be. Typically we consider the ratio 
of donor fluorescence in the presence or absence of acceptor, and 1 minus that ratio is the 
FRET efficiency, Er. In fact, Er will depend on a ratio of rates-the kr value forD*, which is a 
constant for a given sys tem, and the FRET rate constant. As noted above, the rate constant 
for FRET is proportional to (1 I r)6

, and so Er also depends on (1 I r)6
• As such, the fluorescence 

intensity ratio for the two chromophores is a very sensitive measure of the distance between 
the two. For typical chromophores Er can serve to distinguish distances in the 20-80 A range, 
a very convenient range for biomolecules. Shorter separa tions lead to essentially complete 
FRET, while longer distances lead to no observable FRET. Note that, as shown in Figure 
16.13 B, FRET can produce a very large gap between the wavelengths of absorption and 
emission. 

There are, in fact, severa l complications associated with all FRET measurements. These 
are summarized by Eqs. 16.12 and 16.13, which express the distance dependence in terms of 
a parameter r0. r0 is the Forster radius, and it can be thought of as the distance at which 50% 
of the donor is deactivated by FRET. It is an invariant characteristic of a given pair of chro­
mophores. For example, the fluorescein • • • tetramethylrhodamine pair shown in the mar­
gin, which is commonly used in labeling biomolecu les, has an r0 value of 55 A. The value of 
r0 is given by Eq. 16.13. The various terms are as follows. The term ¢ 0 is the fluorescence 
quantum yield of Din the absence of A. It makes sense that the more efficient the fluores­
cence of D, the better it can act as a FRET donor. The f(A-) is the spectral overlap of the emi s­
sion of D* and the absorption of A, an important parameter we noted above in our discus­
sion of Forster energy transfer. This J is different than that used in Dexter energy transfer (Eq. 
16.9). The Dexter J is the overlap of two absorption spectra; the Forster J is the overlap of an 
emission spectrum with an absorption spectrum. The ¢ 0 and J(A.) terms usually do not pre­
sent severe problems in interpreting FRET results, especially when one is comparing a ser ies 
of FRET efficiencies at varying distances for the same pair of fluorophores. 

(Eq. 16.12) 

(Eq . 16.13) 

The other two terms in Eq. 16.13, K' and 11, provide a more erious challenge in interpret­
ing FRET data. Then is the refractive index of the medium. This is a simple matter when only 
bulk solvent intervenes between D and A, but consider the more relevant situation symbol­
ized in Figure 16.13 A. The intervening medium can be a protein or nucleic acid, or a material 
such as a polymer or dendrimer. It is not at all obvious what to assign as the refractive index 
of the intervening medium in such a case. Again, for a series of measurements all involving 
the sa me biomolecule or the same material, this may not be a problem, but it is an impor­
tant issue. 

The final term, K', is the orientation term. As discussed in Section 3.2.2, the interaction of 
two dipoles shows a 3cos26 -1 orientation dependence, and that is just what is contained in 
the K'term. Using simple math, one can estab lish that ~ ranges from 0 to 4, depending on the 
orientation of the two h·ansition dipoles, and so this can have a significant effect on FRET ef­
ficiency. In cases where the fluorophores experience flexible reorientation during the fluo-



1 6.2 BIMOLECULAR PHOTOPHYSJCAL P ROCE SSES 961 

rescence lifetime of D*, ~<"2 averages to ]3, and absent any other information this is the value 
that is often assumed. In many applications of FRET we are interested only in relative values 
in closely related systems, and such simplifications are acceptable. However, in other cases 
in which quantitative interpretation of FRET efficiencies is desired, the uncertainties inn 
and especially inK can cloud the analysis. 

Connections 

Single-Molecule FRET 

Recent advances in optics and light sources have made it 
increasingly possible to observe fluorescence spectra on 
single molecu/es.ln fact, for simply observing the presence 
of a flu ore cent molecule, relatively simple optics can 
detect a single molecule. With sophisticated optics, real­
time kinetics using FRET can be performed on single 
molecules. We highlight an example here. 

Shown below is a schematic of an enzyme and its 
substrate. In this particular example, the enzyme is a ribo­
zyme and the substrate is an oligonucleotide, but that is 
not essential here. After binding of the substrate, the 
enzyme undergoes a conformational change, converting 
from the so-ca lled undocked to the docked s tate, and that 
is what is being probed by FRET. In this study, the enzyme 
was first immobilized by attaching it to a surface through 
a biotin- streptavidin complex. Such immobilization is 
very helpful in single-molecu le studies, as it literally 
prevents the molecule from moving out of the field of visu­
alization during the experiment. Second, a donor chromo­
ph ore was attached to the region that must move in the 
docking, while an acceptor chromophore was placed near 
the site of immobilization. Structural studies indicated 
that the dis tance betwee n the two chromophores changes 

= 

0 

from ~70 A to 10-20 A on going from undocked to 
docked, the idea l distance range for FRET. Finally, the 
donor was excited, and the fraction of emission from the 
acceptor (indicating FRET was occurring) was monitored 
as a function of time. The plot of emission intensity from 
A (I A) relative to intensity of both A and D versus time 
shows the real-time observations from a single molecule. 
Only two states are observed: the undecked state in which 
~30% of the emission comes from the acceptor, and the 
docked state in which ~90% comes from the acceptor. In 
this trace, we are watching a ingle molecule as it under­
goes a conformational change, interconverting two forms. 
We can directly measure the lifetimes of the two conforma­
tions. Averaging over many observations gives the aver­
age lifetime of each state, and the inverses of the lifetimes 
give the rate constants kdock and kundock given below. The 
ratio of these two rates ( ~7) is the equilibrium constant 
between the docked and undocked states. Thus, very 
valuable information can be obtained from such single­
molecule studies. 

Zhuang, X., Bartley, L. E., Babcock, H. P., Russel, R., Ha, T., Herschlag. D., 
and Chu, S. "A Single-Molecule Study of RNA Catalysis and Folding." 
Scic11ce, 288, 2048 (2000). 
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16.2.6 Energy Pooling 

Energy transfer can also occur when two excited states collide, and this is known as en­
ergy pooling. The term " pooling" is used because the excited state energy in one molecule is 
transferred to the other, pooling into only one molecule. However, the probability of a bimo­
lecular reaction between two excited states is low, because these states are typically in very 
low concentrations. This makes the process essentially impossible for singlet states because 
their lifetimes are so short. However, for triplet states bimolecular processes can be impor­
tant. When two triplets collide, one is the energy acceptor (At*) and one the donor (Dt), and 
the collision can give an excited singlet state and a singlet ground state (A/ and Ds in Eq. 
16.14), which obeys Wigner' s spin conservation rule. Because all the energy is transferred to 
one of the reactants, it will be formed in a singlet excited state typically higher than 51 (5 11 > 1 

states are created) . Kasha' s rule predicts relaxation to 51, and very often emission from there 
is observed. The resulting fluorescence occurs much later from the time of initial absorption 
than normal fluorescence due to the fact that it resulted from collision of two long lived trip­
let states, and hence it is called delayed fluorescence. 

(Eq. 16.14) 

16.2.7 An Overview of Bimolecular Photophysical Processes 

We have seen a number of processes in this section, and here we briefly summarize and 
contrast them. Collision between an excited state molecule and a ground state molecule 
frequently leads to quenching, a nonradiative relaxation to the ground state. Alternatively, 
collision between an excited state molecule and a ground s tate molecule can produce an 
exciplex or excimer, a non-covalent complex that emits light at a longer wavelength than is 
possible for either individual molecule. A less common scenario involves prior association 
of two molecules, with the resulting absorp tion complex absorbing ligh t at longer wave­
lengths than either individual molecule. 

Energy transfer is an important bimolecular photophysical process, and it can occur by 
one of two very different mechanisms. The Dexter or electron exchange mechanism is typi­
cally associated with a collision between the energy donor, D, and the acceptor, A. In its most 
useful form, the triplet sta te of Dis used to produce the triplet state of A by energy transfer, 
a process known as sensitization. The Forster or coulombic energy exchange mechanism re­
quires a coupling of transition dipoles and operates over longer distances. It is the basis of 
the powerful tool of FRET, which has been used to obtain geometric information about com­
plex molecular systems. 

The key differences between the Dexter and Forster mechanisms are as follows. The ef­
ficiency of the Dexter mechanism depends exponentially on the separa tion between D and 
A, and it is thus only valuable over relatively short distances (up to 10 A) . The efficiency of 
the Forster mechanism (FRET) varies as r 6

, and it is thus viable up to 80 A or so, a very usefu 1 
range for studies of macromolecular sys tems. Also, the efficiency of the Dexter mechanism 
does not depend on the efficiencies of the transitions involved. ln contrast, the effic iency of 
the Forster mechanism depends on the efficiencies of both the D*- D and the A- A* tran­
sitions, with the latter generally being the more important term . 

16.3 Photochemical Reactions 

16.3.1 Theoretical Considerations-Funnels 

A thorough theoretical analysis of photochemistry is a challenging task. Excited sta tes 
are intrinsically complicated, and treatment of a photochemical reaction requires the consid­
eration of the interactio11s of a t least two electronic surfaces, the ground and excited states. It 
is unfortunately beyond the scope of this text to fully develop the present understanding of 
this area, which is considerable but still incomplete. Here, we highlight some of the key con-
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cepts and provide a sense of what the important issues are. For the student wishing to delve 
deeply into the present state of theoretical orgaruc photochemistry, the text by Michl and 
Bonacic-Koutecky cited at the end of the chapter is an excellent but challenging starting 
point. 

Diabatic Photoreactions 

The most common scenario for a photochemica I reaction is schematized in Figure 16.14. 
The reaction is termed diabatic because two potential energy surfaces are involved in the 
photoreaction (we will see an adiabatic, single surface reaction below). We are taking lessons 
from the Jablonski diagram, which simply shows geometrical differences between ground 
and excited states, and introducing reactions for the ground and excited states. We, there­
fore, show two reaction coordinates in this di agram, one for the ground state and one for the 
excited state. In Figure 16.14, exci tation from a stable s tructure on the 50 energy surface leads 
to an unstable structure on the 5 1 energy surface. The first formed structure on the 51 surface 
moves toward a minimum on this excited state surface. In favorable cases for photochem­
istry, the geometry that corresponds to a minimum on 5 1 corresponds to a maximum on 50, 

bringing the two surfaces very close together. This small energy gap between surfaces favors 
crossing from one surface to another, and so the molecule "hops" from 5 1 to 50. That is, the 
electronic state of the system changes (from 51 to 50), but the geometry stays the same. This is 
not too different from the other types of transitions between states that we have seen. In this 
case, the energy gap law comes into play, such that the smaller the energy gap between the 
two states, the more efficient the "hop". 

hv 

So 

Reactant Product 

Figure 16.14 
Schematic surface diagram for adiabatic photoreaction. Excitation 
is followed by a geometry change on 51 toward the funnel region, 
designated by a box in the fi gure. At the minimum on 5 1, relaxation 
to 50 occurs. Depending on the precise nature of this jump from one 
surface to another, the photochemistry can be productive (producing 
product) or non-productive (reforming star ting material). 

What happens next depends on the precise geometry of the system. The imagery of Fig­
ure 16.14 is that if the system, once it returns to 50, evolves to the "left", we return to the 
reactant structure; no photochemistry has occurred. This process is identical to internal con­
version, number 4 in the Jablonski di agram of Figure 16.1. On the other hand, if the sys­
tem evolves to the "right", a new product is formed; photochemistry has happened. Thus, 
the key to photochemistry is the precise conformation or geometry of the molecules in the 
region where 50 and 51 are close in energy. Because of its shape in the two-dimensional repre­
sentation of Figure 16.14, this region has been termed a funnel. To see this, envision a three­
dimensional plot of the potential energy surface, as described in Chapter 7, where one 
dimension is the reaction coordinate, the other dimension is a vibration, and the last dimen­
sion is energy. When the excited state surface approaches the ground state surface in energy, 
a funnel that empties on to the ground state surface is formed. The term conical intersection 
is also used. Note that photochemistry is one area where the Born-Oppenheimer approxi­
mation can break down. Nuclei can be moving rapidly as 5 1 approaches the funnel, and dy­
namic effects of the sort discussed in Section 7.2.7 can be important. 

Funnels or conical intersections play a crucial role in photochemistry. They provide an 
efficient exit point from the excited state to the ground state, and all photochemical reactions 
must end up back on the ground state surface. In addition, the precise geometry of the funnel 
determines whether the photochemistry is efficient-that is, whether it tends to produce 
product (exits to the" right"). What kind of geometries should be conducive to funnel forma­
tion? That is, what structures have a very small gap between the 50 and 51 surfaces? This is 
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best addressed by considering a very simple, but prototypical photochemical reaction, the 
cis-trans isomerization of ole fins. 

Figure 16.15 presents a model for the photochemical cis-trans isomerization of an olefin. 
First consider thermal cis-trans isomerization. We start at the trans form, rotate 90° to a tran­
sition state structure with a great deal ofbiradical character, and then continue on to the cis 
form. Now consider the 'IT, 'IT* state of a simple olefin. The 'IT bond is now "broken", and there 
is no reason for it to stay planar. In fact, steric effects and electron repulsion effects favor the 
twisted form, and that is the minimum on both 51 and T1. We have a situation in whi ch age­
ometry that is a maximum on 50 is a minimum in the excited state, and this is ideal for furu1el 
formation. For direct irradiation of olefins, the 51 and 50 states are cl ose enough that fa ir ly ef­
ficient hopping from 51 to 50 can occur. If we add a sensitizer to the mix, T1 of the olefin is 
formed, and this can actually be lower in energy than 50 at the twis ted geometry. Now a rela­
tively stable, triplet biradical intermediate may lie on the cis-trans isomerization pathway. 

Figure 16.15 
Schemati c potential energy surface fo r olefin 
cis-trans isomeri za tion. The biradi ca l structure 
that is a maximum on 50 is a minimum on 51 and T 1• 

R 
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We can generalize the scheme of Figure 16.15 to some ex tent. First, biradicals and 
biradical-like structures will often be quite unstable on 50-afte r a ll, they rep resen t bond­
broken s tructures. However, excited states often have considera ble biradical ch aracter. Th is 
is especially true of triplet states, but it is also true of some excited singlet states. We will see 
examples of both in the coming sections when we look at specific reacti ons. Thus, funnels 
will often be associated with structures that have considerable biradica l character. 

There are variations on the diabatic process. One important feah1re is that some reac­
tions will have a small barrier on 5 1 that separates the initi al excited state geometry from the 
funnel geometry. This can adversely affect photochemical effici ency and produce tempera­
ture dependent quanh1m yields. Still, the basic idea of findin g geometries in w hich the ex­
cited s tate and ground state are close in energy is central to photochemistry. 

Other Mechanisms 

While the diabatic mechanism we just discussed is typi cal of photochemical p rocesses, 
there are some other less common yet interesting paths, summarized in Figure 16.16. 1n an 
adiabatic reaction (Figure 16.16 A), the conversion from reactant geometry to product ge­
ometry occurs on just one surface, the excited state surface. Thi s is then followed by relax­
ation back down to the ground state. This relaxation could in principle be emissive, such that 
we would excite the reactant and see fluorescence from the product. 

Another possible path is a so-called hot ground state reaction (Figure 16.16 B). Excita­
tion is followed by internal conversion back to the ground state surface. However, before the 
energy deposited into vibrational excited states can be lost via collisions with the solvent, it 
is used to initiate a thermal reaction on the ground surface. The products and all o ther effects 
are just as in the thermal reaction. We have simply used light to deliver the heat. Again, thi s 
mechanism is uncommon, but it should be considered in mechani stic investigations. 
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Figure 16.16 
Examples of alternative photochemical mechanisms. A. An adiabatic 
photoreaction. B. A hot molecule reaction. 
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We now present an overview of the basic types of organic photochemical reactions. We 
begin with acid-base reactions, and then turn to reactions of hydrocarbon 1r systems, such 
as olefin isomerizations, cycloaddition reactions, and the di-1r-methane rearrangement. We 
then study "heteroatom" photochemistry, the photoreactions of carbonyls and nitrogen­
containing chromophores. 

16.3.2 Acid-Base Chemistry 

One of the simplest processes that can be induced photochemically is acid- base chemis­
try. The pKn values of excited states often differ considerably from those of the ground sta te. 
For example, 2-naphthol is a much stronger acid in the excited singlet state than in the 
ground state (pKa values are 3 and 9, respectively). In other words, upon excitation 2-naph­
thol will ionize to a greater extent in a pH range between 3 and 9, where normally this com­
pound does not ionize significantly in this pH range (Eq. 16.15). In contrast, 2-naphthyla­
mine is a much poorer base in the excited state than in the ground state (pKa values of the 
conjugate acids are - 2 and 4, respectively; Eq. 16.16). Upon excitation, protonated 2-napthyl­
amine will lose its proton to a greater extent at pH values between -2 and 4 than will the 
ground state. These are drama tic effects that can substantially influence excited state reactiv­
ity patterns. In the Exercises, you are given the opportunity to rationalize these trends. 

[ccro"r~ [ccrol · 
[ccr~l~ [cerN"}. 

16.3.3 Olefin Isomerization 

(Eq. 16.15) 

(Eq. 16.16) 

A prototypical photochemical reaction that was alluded to above is cis-trans olefin 
isomeriza tion. While in principle simple olefins like 2-butene are amenable to photochemi­
cal isomeriza tion, inspection of Table 16.2 should convince you that this will be possible only 
with very short wavelengths and thus very high energy light. Most labs are not setup to han­
dle irradiations using light of A. < 200 nm, a region of the electromagnetic spectrum called the 
far UV or vacuum UV, and so this is not a v iable reaction. With simple alkenes, excitation be­
low 200nm produces a 1r,1r* s tate. However, there is also a weak absorption called a Rydberg 
transition, leading to what is known as a Rydberg state. Rydberg states h ave very weakly 
held electrons in an exceedingly high energy orbital. With a lkenes, the Rydberg state has 
considerable 3s character on the carbons, denoted as (1T,3s)Ry. 

To make olefin isomeriza tion a practical reaction that can be studied with conventional 
excitation sources, one must add additional groups in conjugation with the olefin to m ake a 
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useful chromophore, as shown in Eq. 16.17. Addition of a phenyl ring is also a common strat­
egy. Furthermore, oligo-alkenes absorb visible light and isomerize, which is the molecular 
basis of vision (see the Connections highlight on page 968). 

~I\ 
Triplet ;= · 

Sensitizer 

+ 1\d (Eq. 16.17) 

An important factor in alkene photoisomeriza tion is the fact that bo th the s tarting al­
kene (for example, the cis olefin) and the product (the tran s olefin) are likely to be photo­
chemically reactive. We might start with pure cis, irradiate for while to generate trans, but 
then the trans will start absorbing light and revert to cis. In rare cases it may be possible to 
find a wavelength of light that is absorbed by only one isom er, allowing us to drive the reac­
tion in one direction. More typically, though, the absorption spectra of the isomers overlap 
ex tensively, but they certainly are not identical. Extensive irradiation will produce the pho­
tostationary state, a particular proportion of isomers that does not vary upon further irradi­
ation. It is similar to an equilibrium mixture, but the proportions at the photosta tionary sta te 
are not those expected at thermodynamic (thermal) equilibrium. 

What se ts the photostationary state? Le t' s consider the hypothetical interconversion of 
a cis compound, C, and a trans compound, T, using irradiation at a single wavelength with a 
laser. Two features will distinguish the isomers: their efficiency of absorption at the particu­
lar wavelength used,£, and their quantum yield for conversion to the other isomer. The pho­
tostationary statewilJ be as given in Eq. 16.18. In the more typical instance of irradia ting with 
a broad range of wavelengths, we must consider the relative absorbance efficiencies of both 
isomers at all wavelengths. Often it is possible to find a wavelength range in which one iso­
mer absorbs more strongly than the other, allowing us to push the photostationary sta te to­
ward the other isomer. This is an important way in which the photostationary state differs 
from the equilibrium dis tribution. 

[T] 

[C] (Eq. 16.18) 

Both direct irradi a tion and sensitized photolysis can lead to isomeriza tion, often with 
differing results. An extensively studied system is stilbene (1,2-diphenylethylene) and its 
substi tuted derivatives (Eq. 16.19). Studies involving dozens of different sti lbene deriva­
tives and d ozens of different sensitizers have produced a detailed view of the excited state 
structures of these systems. Indeed, the strongest experimental support for a scheme such as 
shown in Figure 16.15 comes from studies of stilbenes. 

<ll{trans- cis)= 0.50 

<ll(cis - trans)= 0.35 

A. =313nm 

~ u u (Eq.16.19) 

Hochstrasser used picosecond spectroscopy to analyze stilbene isomeriza tion . Irradia­
tion of the trans isomer w ith a pulse at 265 nm produces an intermediate with a A m ax of 584 
nm and a lifetime of 68 ps. As described above, these isomerization reactions proceed via 
twisting of the double bond in the excited state, and in this case the intermediate with the 68-
ps lifetime is the 1(TI; rr*) s tate. In contrast, the lifetime of the intermediate formed from cis­
stilbene is less than 1 ps. Apparently there is a barrier to rotation on the excited state for the 
trans isomer, with a much lower barrier or no barrier for the cis isomer. 

The isomerization of phenyl-t-butyl ethylene (Eq. 16.20) illustrates a very powerful fea ­
ture of photochemistry, seen throughout the field, not just in cis-trans isomerization. The cis 
compound is much less s table than the trans due to steric repulsions between the p henyl and 
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the t-butyl groups. Nevertheless, with photochemistry we can efficientl y prepare the less 
stable isomer. The reason this is easily possible with photochemistry is made clear in Figure 
16.14. The key issue in determining the p roduct is the m anner in which the system exits from 
S1 (or T1) onto S0. The relative energy of the two minima on S0 plays no direct role in deter­
mining the product ratio. If the arrangement of the excited and ground sta te surfaces is right, 
we can end up with a very high energy structure on S0. If the reaction is done at low tempera­
tures, very high energy species with very small therm al barriers to more stable products can 
be observed . This is the basis of most ma trix isolation experiments. The trans-cyclohepte­
none of Eq. 16.21 is an example of this, as is trnns-cyclohexene (see the Going Deeper high­
ligh t below). 

~ . 
Tnplet 

Sensitizer 

1-Bu 

(Eg. 16.20) 

5% 95% 

Going Deeper 

Trans-Cyclohexene? 

0 

hv - C) 
Observed in 

matrix isolation 

Laser fl ash photolysis of phenylcyclohexene produces a 
new species that can be observed by fast absorption spec­
troscopy. The new species shows Am.,, = 380 nm and has a 
lifetime of9 f.LS. Even at-75 °C it quickly d imerizes. On the 
basis of these properties, the short-lived species was ten ta­
ti vely assigned the s tructure of lmns-phenylcyclohexene, 
w hich should be very strained . The assignment was con­
firmed when the x-ray structu re of the final dimer product 
was solved . The dimer arises from a [4+ 2] cycloadd ition 
fo llowed by a [1,3] hyd rogen shi ft. The key evidence is the 
stereochemica l rela tionship of the two g roups shown in 
color. They are trans in the fina l product, establishing 

(Eq. 16.21) 

that one partner in the cycloaddition was trans­
phenylcyclohexene. 

In la ter work, Peters combined th is synthetic 
approach to tmns-phenylcyclohexene with p hotoacou stic 
calorimetry to determine the strain energy of the tran sient 
species. It is 48.6 kcal I mol, so it is indeed a very highly 
strained olefin! 

Dauben, W. G., van Riel, H. C H. A., Hauw, C, Leroy, F., Joussot-Dubien, 
]., and Bonneau, R. "Photochemical Formation of lrnlls-Phenylcyclohex­
ene. Chemical Proof of Structure." f. Am. Chc111. Soc., 101, 1901- 1903 (1979); 
Good man, ). L., Peters, K. S., Misawa, H., and Caldwell, R. A. "Use of 
Pu lsed Time-Resolved Photoacoustic Ca lorimetry to Determine the Strain 
Energy of lrnlls-1-Phenylcyclohexene and the Energy of the Relaxed 1-Phe­
nylcyclohexene Tri p let." f. Am. C/Jcm. Soc., 108, 6803 (1 986). 

h v - \llh 
~ -oimer 

Ph 
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' 
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A max = 380 nm 
T = 91JS 

Trapping a trans cyclohexene 
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Connections 

Retinal and Rhodopsin­
The Photochemistry of Vision 

The photochemical cis-trans isomerization of an o lefin in 
rhodopsin leads to the primary event in vision. The olefin 
comes from 11-cis-retinal. Rhodopsin is a membrane­
bound protein that contains a cavity for the retinal a nd a 
lysine side cha in that can react w ith the aldehyde. These 
two form an imine that is the fu ndamental chromophore 
of vision. This system is found in rod cells, primary photo­
receptors tha t function in dim light and do not dis tinguish 
color- they are black and white receptors. As such, the 
newly formed ch romophore shows a relatively broad 
absorption w ith a A."'"' of 500 nm, a good match for the 
solar spectrum, as well as a very large extinction coeffi­
cient of 40,000 1/ (mol • cm). Absorption of a photon causes 
an isomeriza tion to the all-trans retinal. The isomeriza tion 
is very rapid, occurring on the ps time scale, but the ther­
mal back isomeriza tion to the cis form is very slow. The 
structural change associated with photoisomerization is 
substantial. Within the confines of the binding cavity, this 
s tructural ch ange is sensed by the rest of the rhodopsin 

Rhodopsin 

protein, launching a signaling cascade in the cell that 
ultimately reaches the v isual cortex of the brain. 

What about color vision? This occurs in the other pho­
toreceptors, the cone cells. Just as with a computer moni­
tOl~ cone cells are RGB: there are specific red, green, and 
blue receptors. Remarkably, the chromophore is the sn111e for 
all three colors! It is the same 11-cis-retinal bound to a pro­
tein through an imine. The three color proteins and the 
"black-and-white" protein discussed above are all mem­
bers of the same structural fam ily and differ by less than 
10% in their amino acid sequences. Color selectivity is 
achieved by precise positioning a long the chromophore 
of specific amino acid side chains, especially those with 
strong local dipoles. These perturb the absorption charac­
teris tics of the chromophore, producing red (A.m,,x = 560 
nm), green (A.max = 530 nm), and blue (A."'"' = 410 nm) 
photoreceptors. This is one of many examples of natu re's 
conservative approach. Once you get a ch romophore 
that works, stick with it. There's no need to invent three 
ch romophores, jus t tune the one that works well. 

11-cis-Retinal H 0 

~ 

HNH~ 
)hv 

~NH~ 
Retinal isomerization 

16.3.4 Reversal of Peri cyclic Selection Rules 

We noted in Chapter 15 that, for the most part, the orbital symmetry rules are not di­
rectly applicable to pho tochemistry. However, some photochemical reactions of s imple 1T 

systems do give products that are consistent with expectations based on orbital sym metry, 
although this does not p rove that these are concerted, peri cyclic p rocesses. The photochemi­
cal selection rules for pericyclic reactions are opposite of those for thermal pericyclic reac­
tions. For example, there are many examples of [1,3] and [1,7] sigma tropic shi fts that appear 
to go by the photochemically "allowed" suprafacial-suprafacial pathway; Eqs. 16.22 and 
16.23 show two (recall that the thermal reactions would be suprafacial-antarafacial ). These 
reactions occur upon direct irradation, whi le sensitized photolysis produces products more 
consistent with biradica !-type reactions. 

NC 

~c~ 
~D 

hv 
\1 ,3 \ Sigmatropic shift 

ci;JN (Eq. 16.22) 

D 
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Connections 

Photochromism 

The rhodopsin system just discussed is an example of pho­
tochromism, a light-induced, reversible change of colo r. 
Many simple organic molecules exist in two fo rms that 
can be interconverted photochemically and have different 
absorption spectra. These are interesting molecules that 
can form the basis for " switches". A photochromic system 
is found in eyeglasses that da rken when exposed to sun­
light, but lose their color in a non-photochemica l reaction 
when exposed to less intense light.lt has been proposed 
tha t optica l computer memory systems could be based on 
photochromic organic molecules. 

Severa l common photochromic organic molecules 

cOcn NO \ \J 2 

hv 
= 

Closed form 
X = CH, spiropyrans 
X = N, spirooxazines 

hv 

hv 

Open form 
(merocyanine) 

are shown to the right. The spi ropyrans and spirooxazines 
are quite effective, and are used in photochromic eye­
glasses. The second example is representative of a broad 
class of diary lethylenes that h ave been considered for pos­
sible electronic switching applica tions. With the spiro­
pyrans, the photochemical process not only changes the 
optica l properties of the system, but it also interconverts 
conjuga ted and unconjugated 7T systems. In the proper 
context, this could interconvert electrica lly conducting vs. 
insulating systems. Finally we show the well studied azo­
benzene system. The large geometrical change associated 
with cis-trans isomeriza tion has made this the foundation 
fo r a large number of interesting systems w hose proper­
ties can be photochemically switched . 

hv 
= hv 

N=N 

db 
Photochromic systems 

For an excellent discussion of photochrom isrn, see the I UPAC Technical 
Report on Organjc Photochromism prepa red by H. Bouas-Laurent and 
H. DUrr, available at http: / / www.iu pac.org / publications/ pac/ 2001 I 
pd f / 7304X0639.pdf. 

OR H hv ~H 
11.71 u (Eq. 16.23) 

Sigmatropic shift 

There are also examples of electrocyclic reactions that follow the s tereochemical out­
comes (conrotatory vs. disrota tory) expected for reactions under orbital symmetry control. 
For example, the photochemical ring opening of Eq. 16.24 should be a six-electron, conro­
tatory process, and indeed the product has the predicted trans double bond. An important 
biological example of such a process is the photochemical conversion of ergosterol to pre­
vitamin 0 (Eq. 16.25), a key event in the synthesis of vitamin D. 

OJ Conr:~atory 0 (Eq. 16.24) 

R 

HOD£b hv 
Conrotatory (Eq. 16.25) 

Ergosterol Pre-Vitamin D 

An example of introducing strain using photochemistry is the synthesis of Dewar ben­
zene. Dewar benzene represents a classic strained ring system that many chemists have 
studied . One convenient synthesis is shown in Eq. 16.26, the key step being a photochemical 
disrotatory electrocyclic ring closure. 
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c<o 
0 

h v - ~0 
0 

Pb(0Ac)2 rn (Eg. 16.26) 
Dewar benzene 

16.3.5 Photocycloaddition Reactions 

Cycloaddihons represent an important class of photochemical reactions. We discussed 
thermal cycloadditions ex tensive ly in Chapter 15, with the prototype being the [4+2] cyclo­
addition of the Diels-Alder reaction. Orbital symmetry reasoning would lead us to expect 
that photochemical cycloadditions should be typified by a [2 + 2] reaction. Indeed, formal 
[2 + 2] photocycloadditions are common. However, most photochemical cycloadditions involve 
triplet states and biradical intermediates. Concerted photochemical cycloadditions are rare. As 
such, orbital symmetry arguments are not directly relevant, and instead we must focu s on 
potential biradical intermediates and possible funnels and o ther surface crossing points. 
Some photochemical cycloaddi tions do proceed via singlet sta tes, and usually these involve 
the formation of exciplexes. 

While photocycloadditions are typically not concerted, pericyclic processes, our analy­
sis of the thermal [2 + 2] reaction from Chapter 15 is instructive. Recall that suprafacial­
suprafacial [2 + 2] cycloaddi tion reactions are thermally forbidden. Such reactions typically 
lead to an avoided crossing in the state correlation diagram, and that presents a perfect si tua­
tion for funnel formation. This can be seen in Figure 16.17, w here a portion of Figure 15.4 is 
reproduced using the symmetry and state definitions explained in detail in Section 15.2.2. 
The barrier to the thermal process is substantial, but the first excited state has a surface tha t 
comes close to the thermal barrier. At this point a funnel will form allowing the photochemi­
cal process to proceed . It is for thi s reason that reactions that are thermally forbidd en are 
often efficient photochemical processes. It is debatable, however, whether to consider the 
[2 + 2] photochemical reactions orbital symmetry "allowed" . Rather, the therma l forbid­
denness tends to produce energy surface features that are conducive to efficient photochem­
ical processes. As we will see below, even systems that could react via a photochemically" a l­
lowed" concerted pathway, often choose a stepwise mechanism instead. 

Funnel forms here where 
the ground state and excited 

state surfaces approach 

\ 

Excited state 
a [2+2] reaction surface 

(rcl(rc2)
1
(rc/ )

1 AA~ ---"--------"'/'-- AA (crl(cri(crn
1 

Excited state for 

SST 
Ground state for 
a [2+2] reaction 

Figure 16.17 

Ground state 
surface 

State correlation diagram for a [2 + 2] cycloaddition. There is a su bstantial 
barrier on the ground sta te energy surface, but the first excited state 
surface approaches the ground sta te surface, and a funne l forms that 
allows the excited state to exit to the ground state, fac ilita ting the 
reaction. 
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Formal [2 + 2] cycloadditions can be conveniently divided into three classes: addition of 
two simple olefins to form a cyclobutane; addition of an olefin to a carbonyl to form an oxe­
tane; and reaction of an a,r3-unsaturated carbonyl with an olefin to form a cyclobutane. We 
will briefly discuss each reaction here. 

Olefin dimerization (Eq. 16.27) necessari ly involves 'lT,'lT* states. The reaction generally 
proceeds via triplet states, and since intersystem crossing is very slow for hydrocarbon 'lT,'lT* 

states, a sensitizer is generally required. Note that the triplet states of simple olefins are typi­
cally fairly high in energy, so only high energy sensitizers such as acetophenone are viable; 
even benzophenone is often not enough (recall Table 16.5). For simple olefins, these reac­
tions are often not overly efficient, since cis-trans isomerization can interfere as an energy­
wasting step. Given this, we should anticipate the possibility of scrambling of stereochem­
istry in these reactions. The biradical nature of the process is emphasized by the product 
dis tribution in the sensitized photolysis of butadiene shown in Eq. 16.27. The triplet state 
[3(7r,7r*)] is represented as a biradical that can add to a ground state diene to produce a dou­
bly allyli c biradical. This intermediate can close to form a cyclobutane (both stereoisomers) 
or a cyclohexene. 

~ctron flow a a Electron flow b 

a...-- ,, 
f . • .0' 

~ 
~- / b (Eq. 16.27) 

In contrast to acyclic olefins, sensitized photodimeriza tion of cyclic ole fins is often fair! y 
efficient (Eg . 16.28). A major reason for this is that cis-trans isomerization is no longer an ef­
ficient side reaction . As shown with the example of cyclohexene, thi s is an excellent way to 
make cyclobutanes, but control of s tereochemistry is problematical. 

23% 27% 

Connections 

UV Damage of DNA-A [2 + 2] Photoreaction 

A noto rious photochemical olefin dimerization occurs 
on exposure of DNA to UV radiation. The primary event 
involves the dimeri za tion of adjacent th ymine (T) resi­
dues to produce the thymine dimer shown. Needless to 
say, this is not a favorable event for a living system, and 
extensive repair systems involving enzy mes termed 
photolyases ex ist to excise the dimer and repair the DNA 
lesion. If not adequately repaired, however~ such thymine 
dimers can lead to cell death (our skin peels when we get 
a sunburn) or can convert a hea lthy cell into a cancer cell. 
An inherited disorder involving defects in the repair sys­
tem ca n lead to xeroderma pigmentosum, which involves 
hypersensitivity to UV irradiation and increased risk 
of skin cancer. An interesting consequence of this photo­
chemistry is that species that li ve at very high altitudes, 

(Eq. 16.28) 
42% 

where UV exposure is more intense, have evolved to have 
a lower proporti on ofT residues in their genome. This low­
ers the probability of adjacentT residues in their DNA, 
and thus minimizes the impact of this potentially lethal 
photoreaction. 

Thymine dimer 
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A similar photochemical cycloaddition is the addition of a carbonyl across an olefi n to 
produce an oxetane, a four-m embered ring containing an oxygen (Eq. 16.29). This reaction is 
sometimes referred to as the Paterno-Biichi reaction. Reaction occurs from either the singlet 
or triplet n,-rr* states of the carbonyl and involves a stepwise process with a biradical inter­
mediate. The spin multiplicity of the initially formed biradical must be the sam e as that of 
the n,-rr* state of the carbonyl. For aryl carbonyls the excited state is a triplet, while for alkyl 
carbonyls the excited state is a singlet. From here on in it is just stand ard biradical chemistry. 
The product is a 1,4-birad ical of the sort we have seen in Section 11.12.2, and that we will see 
below in our discussion of Norrish II chemistry. Cleavage and closure reactions are possible, 
the former regenerating starting materials, the latter producing the oxetane prod uct. Since 
a biradical intermediate is involved, we can expect some loss of stereochemistry, especially 
in the triplet m anifold, while stereochemistry would be more retained i.n the singlet mani­
fold . Eqs. 16.30, 16.31, and 16.32 show a non-stereospecific reaction and two reactions that 
demonstrate stereospecificity, respectively. 

(Eq . 16.29) 

hv Ph~+ Ph~ 
(Eq. 16.30) 

0 

)lH 
) 
h v 

(Eq. 16.31) 

>95% 

hv 
(Eq. 16.32) 

>90% 

If the biradica l cleaves to prod uce starting material, we have a bimolecular process that 
returns an excited state to its ground state. This is an example of quenching, which we dis­
cussed in Section 16.2.2. Indeed, o\efins and especially polyenes are efficient que.nchers of 
carbonyl excited states. This illustrates the statement we made in Section 16.2.2 that quench­
ing is often closely related to a pho tochemical process. 

The photocycloaddition of a, [3-unsa turated carbonyls (en ones) with an olefin to form cy­
clobutanes is an especially efficient reaction (Eqs. 16.33 and 16.34). This reaction has proven 
to be of considerable synthetic utili ty. In principle these types of reactions can proceed from 
n,-rr* or -rr, -rr* s tates of the carbonyl, and for enones these two states can often be quite close in 
energy, making detailed ana lysis complica ted. 

(Eq. 16.33) 

0 

6 h v - (Eq. 16.34) 
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The most studied case is that of a cyclic enone reacting with an olefin. In these systems 
several trends are observed. The reaction proceeds from T1, which may be either n,TI* or 
7T,7T*, and triplet biradicals are likely involved. Electron-rich olefins react more rapidly and 
add with predictable regiochemistry. Cis-trans stereochemistry in the olefin is lost in the 
cycloaddition, and trans fused rings can form. 

The rationalization of the regiochemistry is given in Eq. 16.35. It is convenient to think 
of the T1 state of the enone as being polarized in the manner shown. If we consider the 
excited state to have biradical character, a radical next to a carbonyl should be relatively 
electrophilic. When a polarized olefin approaches, the product arises by connecting the 
nucleophilic end of the olefin to the electrophilic carbon a to the carbonyl. Whether this is 
a mechanistic insight or a useful mnemonic, it does allow the prediction of cycloaddition re­
giochemistry in many, but not all, cases. 

0 

6~ (Eq. 16.35) 

Making Highly Strained Ring Systems 

The [2+2] reaction of olefins is especially efficient in rigid polycyclic systems that hold 
the two 7T systems in close proximity. This has proven to be an excellent way to make exotic, 
highly strained systems. A classic example is Eaton's original synthesis of cubane (Eq. 16.36; 
recall our discussions of cubane in Section 2.5.2). The Diels-Alder reaction proceeds with 
en do selectivity (Section 15.3.4). This places the two olefins in fairly close proximity (making 
models of the product will help to make this more clear). As a result, the photocycloaddition 
is quite efficient, and it produces, in one step, a large portion of the polycyclic ring system. 
The other key step in the synthesis is a double Favorskii rearrangement (Section 11.10), 
which contracts two five-membered rings to make the cubane skeleton. 

0 

A -Br v 

Favorskii 

Diels-Aider 

0 

Br~0 
Br (Eq. 16.36) 

It has been proposed that the large amount of strain energy built in to a system upon in­
tramolecular photocycloaddition could be put to good use. Consider the simple system of 
Eg. 16.37. The photochemical reaction converts norbornadiene to the highly strained quad­
ricyclane structure. The reverse reaction would release a great deal of strain energy, which 
would be given off as heat. In this way, the energy of the absorbed photon has been stored (as 
molecular strain energy), and it can subsequently be released when so desired by exposure 
to a catalyst. This is one approach to using solar energy; light can be absorbed during the day, 
to be released as heat in the cooler evening. One needs to design efficient sensitizers with ab­
sorption spectra that match the solar spectrum and to identify appropriate catalysts for the 
reverse reaction. Much effort has been put into both steps, but more importantly, Eq. 16.37 il­
lustrates a general strategy. 

hv 

t=b~~d:? 
Norbornadiene ~ Quadricyclane 

- Heat 

(Eq. 16.37) 



974 CHAPTER 16: PHOTOCHEMISTRY 

I 
Sign inversion 

Di-rr-methane 
Pericyclic analysis 

Breaking Aromaticity 

The high reactivity of excited states allows structures that are usually very unreactive, 
such as aromatic rings, to react. Photochemical cycloaddition to aromatics is a common reac­
tion. For an olefin adding to a simple aromatic, the full range of [2+2], [3 + 2], and [4+2] 
cycloadditionshas been seen (Egs.16.38-16.40). The [4 + 4] photodimerizationof anthracene 
is one of the oldest known photochemical reactions. Concerning the [n +2] cycloadditions, 
strongly electron donating or withdrawing groups on the olefin favor the [2 + 2] path, while 
simpler alkyl olefins tend to give the [3 +2] path. No single mechanistic scheme can rational­
ize the variations seen, but it is generally considered that the aromatic S1 state is involved, 
notT1. 

Ox hv ~ 
+ I T2+21~ (Eq. 16.38) 

0+0 
hv ceo [3+2] (Eq. 16.39) 

ceo hv as ,-:::; [4+41 -
# 

(Eq. 16.40) 

16.3.6 The Di-TI-Methane Rearrangement 

One of the most interesting and general photochemical reactions is the di-'TT-methane 
rearrangement. It has been extensively investigated, most notably by Zimmerman and co­
workers, leading some to refer to it as the Zimmerman rearrangement. 

The basic reaction is shown in Eq. 16.41. The starting material contains a pair of 'TT sys­
tems separated by a single saturated carbon, making a di-TI-methane. The product is a vinyl 
cyclopropane, and the numbering shows how the new bonds are formed. Also shown is a 
schematic mechanism, proposing a key intermediate that is a cyclopropyldicarbinyl biradi­
cal. This then fragments in the standard cyclopropylcarbinyl way to give a new biradical. Al­
ternatively, the reaction can be viewed as concerted, with the pericyclic array of the transi­
tion state as shown in the margin. The easiest way to analyze this is as a Mobius system with 
six electrons, making the process thermally forbidden and thus photochemically allowed. 
As we will see below, both mechanistic schemes are useful in interpreting results. The "real­
ity" of the mechanism is debated. Certainly, reactions involving 3 ('TT, 'TT*) states are not con­
certed. On the other h and, 1('TT, 'TT*) reactions can be, and single t states can lead to high levels 
of stereospecificity (such as Eg. 16.42). 

3 4 3 

2~~t ~ 2(<J5 1 ) ' 5 1 
~hv i (Eg. 16.41) 

CA. -- r4) 
) 

Cyclopropyldicarbinyl 
biradical 

(Eq. 16.42) 
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The di-1T-methane rearrangement also shows interesting multiplicity effects, typified by 
the reactions in Eqs. 16.43-16.46. For acyclic 1T systems, direct irradiation, producing a 11T,1T* 
state, gives the di-1T-methane rearrangement. In contrast, sensitized photolysis, producing 
a 31T,1T* state, gives no reaction (Eq. 14.44). For rigid systems such as the benzobarrelene 
shown in Eq. 16.45, the di-1T-methane rearrangement is usually seen for the sensitized pho­
tolysis. Direct irradiation often produces alternative reaction paths, such as the one shown in 
Eq.16.46. 

D 6Ph 
hv Ph 

Ph Ph Ph Ph 
Direct Ph Ph 

(Eq. 16.43) 

D hv 
No reaction 

Ph Ph Ph Ph 
Sensitized 

(Eq. 16.44) 

c0 hv CXb Sensitized 
(Eq.16.45) 

Benzobarrelene 

c0 hv co Direct (Eq. 16.46) 

Benzobarrelene 

The observations of Eqs. 16.42-16.46 are typical, and a consistent explanation for all pos­
sible systems is challenging. Nevertheless, the standard rationalization goes as follows. For 
acyclic systems, the 3( 1T,1T*) state will typically lead to cis-trans olefin isomerization. For the 
tetraphenylpentadiene system shown this is an undetectable process (Eq. 16.44), but in other 
less heavily substituted structures it is often seen. Recall that cis-trans isomerization is fa ­
vored by a biradical-like excited state (Figure 16.15), and the 3(1T,1T*) state has much more 
biradical character than the 1(1T,1T*). The 1(1T,1T*) is less susceptible to this effect, and the di-
1T-methane rearrangement proceeds, perhaps via a concerted process (Eq. 16.43). 

In rigid bicyclic systems cis-trans isomerization is not a factor, and so the 3 ( 1T,1T*) state 
displays efficient di-1T-methane rearrangement photochemistry (Eq . 16.45). What about the 
1(1T,1T*) state? The reason the di-1T-methane rearrangement is often not seen is that other, 
more conventional reactions such as [2 + 2] photocycloadditions predominate. It is not that 
the di-1T-methane rearrangement is not feasible, but rather that other reactions are more 
facile . 

The regiochemistry of the di-1T-methane rearrangement is best understood by referring 
to the biradical mechanism of Eq. 16.41. Consider an unsymmetrically substituted system of 
the sort shown in Eq. 16.47. The second step, the cleavage of the cyclopropylcarbinyl moiety, 
occurs so as to put the better radical stabilizing substituents on the radical center. Thus, these 
substituents become part of the cyclopropane ring in the product. 

hv 
Direct 

(Eq. 16.47) 

In contrast, the stereochemistry of the di-1T-methane rearrangement is best understood 
with reference to the pericyclic transition state shown above. As such, we see retention of 
stereochemistry at C1 (Eq. 16.48), inversion at C3 (Eq. 16.49), and retention at C5 (Eq. 16.50). 
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f!~ 2~Ph ~ ~Ph 1 r ~ s 
hv hv 

Direct 11 Ph 
5 Direct h Ph Ph Ph Ph 

(Eq. 16.48) 

Me Et 

2 .•''~ 4 
(Eq. 16.49) 

d 3 ~ 5 hv -
Ph 

Ph 

:r ~ ; ;(f) 5 5 hv hv .. ,,,,Ph 
5 Direct Ph 5 

Direct 
Ph 

Ph 

(Eq. 16.50) 

A related reaction is seen with 13/y-unsaturated ketones, termed the oxadi-'lT-methane 
rearrangement. Eq. 16.51 shows the basic reaction and a specific example is given in Eq. 
16.52. Since carbonyl double bonds are much stronger than olefinic double bonds, the prod­
uct of an oxadi-'lT-methane rearrangement is always an acyl cyclopropane, not a vinyl oxi­
rane. The specific example in Eq. 16.52 highlights a fairly general feature of the reaction. 
Triplet states favor the oxadi-'lT-methane rearrangement, while singlet states often do other 
types of photochemistry (Eq. 16.53). In the particular case shown (Eq. 16.53t the product of 
direct irradiation results from an initial a cleavage, as in the Norrish I reaction (see below). In 
this case, however, an allyl radical is formed, and ring closure at the other end of the allyl 
group gives the product. Given the considerable variation in intersystem crossing rates seen 
for carbonyls as a function of substituents, we can expect the relative proportions of oxadi­
'!T-methane rearrangement vs. other reactions to vary considerably from system to system. 

3 

~~ 

OJ0) 

r::YI 
0~ 

hv 
Direct 

3 y,1 hv -
0 

hv ib Sensitized 

16.3.7 Carbonyls Part I: The Norrish I Reaction 

(Eq. 16.51) 

(Eq. 16.52) 

(Eq. 16.53) 

A dominant chromophore in organic photochemistry is the carbonyl group. Its n,'lT* ab­
sorption is readily accessible and can lead to either singlet or triplet excited states. Also, fluo­
rescence rates are relatively slow (Table 16.4), allowing plenty of time for reactions to occur. 
Most photoreactions of carbonyls follow one of two basic paths, the first of which we probe 
here. 

Before a discussion of specific reactions, let's briefly consider the nature of the carbonyl 
excited state. For n,'lT* states, a good model for the carbonyl excited state is the biradical-like 
structure shown in Eq. 16.54, especially for the triplet state. What should we expect from 
such a structure? There are two reactive centers, a carbon-based radical and an oxygen radi­
cal. To first order they are independent, one electron in the plane and the other in the 'lT sys­
tem (see Figure 16.7). The oxygen radical should be extremely reactive. Recall the high bond 
strength of the 0-H bond discussed in Chapter 2, and how this makes hydroxyl radical a 
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highly reactive species. Similar things might be expected here. The nature of the carbon radi­
cal will depend on the substituents R1 and R2. If they can de localize and thereby stabilize the 
radical, it may be relatively unreactive for a radical. On the other hand, if these substituents 
are in no way stabilizing, we will have a fairly reactive center. One other issue to consider in 
anticipating carbonyl photochemistry is the strength of the carbonyl bond. Recall from Table 
2.2 that a C=O double bond is quite strong, stronger than a C=C by a substantial margin. 
Thus, there should also be a considerable driving force to reform the C=O double bond, if 
possible. 

hv (Eq. 16.54) 

With that background, we are now ready to discuss the first class of carbonyl photo­
chemical reactions. Eq. 16.55 shows the a cleavage or Norrish type I photoreaction. After ex­
citation, the reaction involves reformation of the carbonyl double bond with concomitant 
cleavage of a C-C bond C\' to the carbonyl and expulsion of a carbon radical. Also formed is 
an acyl radical that, based on the bond dissociation energies of Table 2.2, is a fairly stable 
radical. 

(Eq. 16.55) 

This is the dominant reaction pathway for acyclic, dialkyl ketones. It occurs entirely 
from the 3(n,TI*) state. In contrast, bond cleavage in aryl alkyl ketones [ArC(O)R] is 102-104 

times slower, because the triplet state of such molecules is TI,TI* or has considerable TI,TI* 

character. With either kind of ketone, cleavage occurs to give the more stable carbon radical. 
In fact, cleavage rates have been directly measured. For R1 equal to methyl, 1 o alkyl, or ben­
zyl, the rates of bond cleavage of the 3(n,TI*) states are 103, 107, and 1010 s-I, respectively, re­
flecting the stabilities of these radicals. Ring strain can also promote the reaction, if it is re­
lieved by the C\' cleavage. 

What happens after the C\' cleavage depends on the particular system. For acyclic ke­
tones, it is pretty much conventional free radical chemistry. All the reactions discussed in 
Chapters 10 and 11 are viable (atom abstraction, addition to olefins, etc.), and precisely what 
happens depends on the structure of the radicals generated and the presence of any addi­
tional species. Really the "photochemistry" is over once the C\' cleavage has occurred, and it 
is just regular free radical chemistry the rest of the way. 

In cyclic ketones, there are some interesting possibilities, as summarized with the case of 
2-methylcyclohexanone in Eq. 16.56. Now the immediate product of the C\' cleavage is a birad­
ical, which opens up new reaction paths. Note that cleavage occurs preferentially to give the 
more stable radical. Initially we expect the biradical to be formed in a triplet state, but since 
the radical centers are not strongly interacting once cleavage has occurred, no strong spin 
preference is expected to be retained in the biradical. Like any pair of radicals, the biradical 
can undergo disproportionation reactions. If the acyl radical abstracts a hydrogen, the final 
product is a o,.s-unsaturated aldehyde (Eq. 16.57). If the carbon radical abstracts a hydrogen, 
a ketene is formed, which is usually trapped by an alcohol or similar compound (Eq. 16.58). 
Typically, both of these formal [1,5] hydrogen shifts occur. 

(Eq. 16.56) 
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~ (Eq. 16.57) 

74% 

(Eq. 16.58) 

Ketene 26% 

Eqs. 16.59-16.62 show some examples of variations on the theme of a cleavage. For [3,')'­
unsaturated ketones, the equivalent of a [1,3] sigma tropic shift can occur (Eq.16.59), but this 
is an allylic rearrangement of a biradical, not a concerted reaction. Not surprisingly, if a free 
radical rearrangement is available, it will occur, as in the cyclopropylcarbinyl system shown 
in Eq. 16.60. If a stabilized biradical, such as trimethylenemethane (TMM), can form, loss of 
CO is a possibility (Eq. 16.61). Cyclobutanones can undergo a novel rearrangement to form 
an oxacarbene, which then goes on to do further chemistry (Eq. 16.62). 

o;;p~o;p ~ 
0 co hv . -- G

o 

j 

9 hv 
-196 °C, 

0 
matrix 

Jl.~A 
~- , TMM 

0 

H OR 
o ,ijo .. 6 

o~L.-- Co~ 0 

Oxacarbene 

(Eq. 16.59) 

(Eq. 16.60) 

(Eq. 16.61) 

(Eq. 16.62) 

Finally, a rearrangement of aryl esters and amides known as the photo-Fries rearrange­
ment has occasionally found synthetic utility (Eq. 16.63). Although these reactions are su­
perficially diverse, they all are initiated by a cleavage at the carbonyl, followed by conven­
tional radical chemistry. 

0 Q-x.JLR 
X= 0 , NH 

hv - [Ox L1 ~ ~x 
COR 

Q-) XH 
(Eq. 16.63) 

COR 

16.3.8 Carbonyls Part II: Photoreduction and the Norrish II Reaction 

We discussed how the n,-rr* states of carbonyls, especially the triplets, have considerable 
radical character. In addition, oxygen-centered radicals are very reactive because of the high 
strengths of 0-H and 0-C bonds. Hydrogen atom abstraction should be expected, and in­
deed it is a common reaction. A typical reaction involves a carbonyl n,-rr* state undergoing a 
bimolecular hydrogen atom abstraction, and that is the basis for the common process called 
photoreduction. 

The prototype is the reduction of benzophenone by isopropanol, as in Eq. 16.64. Irradia­
tion of many ketones in hydroxylic solvents leads to reduction to the alcohol. Note that it 
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is not the OH of the alcohol that is first abstracted-that is a very strong bond. Rather, the 
oxygen of the ketone n;rr* state abstracts H from the C-H bond adjacent to the alcohol OH. 
In the particular case shown, this forms a pair of ketyl radicals, one from benzophenone, 
and one from isopropanol. The reaction can then proceed along two paths. Simple reduction 
is possible via a second hydrogen atom abstraction, producing the alcohol (in this case ben­
zhydrol) . Alternatively, the ke tyl radical from the original carbonyl can dimerize, giving a 
pinacol-type product. Reaction conditions can be adjusted to favor one path over the other. 
In particular, use of alkaline isopropanol favors reduction over pinacol formation. In alka­
line isopropanol, the ketyl rad ical is mostly deprotonated and present as the ketyl anion, 
which does not readily dim erize due to elec trostatic repulsions. Photoreduction is syntheti­
cally useful in simple cases, where isopropanol is used as solvent. In other cases, it is better 
thought of as a potential side reaction when carbonyl photochemistry is conducted in hy­
droxylic solvents. 

h v -

Benzpinacol 

/ OH 

~ vv 
Benzhydrol 

(Eq. 16.64) 

The hydrogen atom abs traction just described can also occur in an intramolecular fash­
ion, and this leads to the second major reaction path for carbonyls, the~ cleavage or Norrish 
type II photoreaction. It is summarized in Eq. 16.65. This reaction begins with a 'Y hydrogen 
abstraction, to produce a 1,4-biradical in a cyclic process involving six atoms. This can also 
be viewed as a [1,5] hydrogen shift akin to the shift we saw after Norrish I cleavage of a cy­
clic ke tone. We w ill re turn to this shift below, but first let' s finish the Norrish II reaction. We 
have already discussed 1,4-biradicals in Section 11.12.2, and we know that there are two re­
action paths available: cleavage to a pair of olefins or closure to a cyclobutane. The 1,4-
biradical obtained from a Norrish II reaction can undergo both. In this case one of the cleav­
age products is an enol that rapidly isomerizes to a ketone; the closure product is a cyclobu­
tanol. Thus, the possible products from a Norrish II process are a ketone plus an olefin and / 
or a cyclobutanol. 

0 

R~ 
hv --

~~ 
"9 H'iY' -- C?H ·( 
R~~ R~ a 

1 ,4-Biradical 

Cleavai ~osure (Eq. 16.65) 

0 

R~ 
OH 

R~ + ( 

A number of fac tors influence the efficiency and mechanistic detail of the Norrish 11 re­
action. Hydrogen abstraction by oxygen is fa ster if a more stable carbon radical is formed, 
typical rates being 107

, 108
, and 5 X 108 s-1 for abstraction to produce primary, secondary, and 

tertiary radicals, respectively. Since aryl alkyl ketones undergo intersystem crossing very 
rapidly (k1sc = 1011 s- 1

), all reactions from such substrates arise from the triplet state. In fact, 
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all reaction comes from the 3(n:rr*) state, even if the 3(TI,TI*) state is lower in energy. This is 
consistent with our notion that it is n,TI* states that are more likely to be involved in hydro­
gen abstraction reactions. 

For aliphatic ketones, with k1sc = 108 s-1, reaction from both 1(n,TI*) and 3(n,TI*) s tates is 
possible. Often it is possible to favor one over the other by using specific quenchers. For ex­
ample, dienes and molecular oxygen preferentially quench triple t s tates by a spin-allowed 
conversion to a singlet state, and so their presence favors the 1(n,TI*) pathways for the Nor­
rish II reaction. There are significant differences between the singlet and triplet pathways. 
Typically, singlet states favor the cleavage pathway over the cyclization pathway, and give 
retention of stereochemistry in the cleavage products . This has led som e to propose a con­
certed mechanism for the singlet cleavage per the structure shown in the margin, a view that 
has some experimental support but that has not been unambiguously es tablished. In con­
trast, there is strong evidence that a true biradical is involved in the triplet reaction. In fact, 
the triplet 1,4-biradical has been observed by fla sh photolysis and has been trapped by con­
ventional radical trapping reagents. 

There is good evidence that the initial hydrogen abstraction is reversible. This is tanta­
mount to a radiationless decay for the n,TI* state. The best evidence for this comes from stud­
ies of 3(n,TI*) states with a stereogenic center at the 'Y carbon, as in Eq. 16.66. The long lived 
triplet biradical has time to lose its stereochemical integrity before returning to a now race­
mized starting material. In contrast, racemiza tion is often not seen with 1(n,TI*) states, consis­
tent with the much shorter lifetimes expected for the singlet birad ical. 

1 /'-.. /'-.. 1 n,n • 9H -~ 
R ~ .. )~."= RAJ CH3 

CH~, H 
3 

No racemization 

1 /'-.. /'-.. 3n,n* 9H -~ 
R ~ ,.,~ -... = RAJ CH3 

CH"''' H 
3 

Racemization 

16.3.9 Nitro benzyl Photochemistry: "Caged" Compounds 

(Eq. 16.66) 

A photoreaction of increasing importance involves, in effect, the u se of a nitrobenzyl 
unit as a photochemically removable protecting group. The basic scheme is shown in Eq. 
16.67. A nitrobenzyl group is attached to a heteroatom, shown as an oxygen. The overall 
transformation is fairly simple. Photolysis cleaves the nitrobenzyl, to produce o-nitrosoben­
za ldehyde and the deprotected heteroatom. The mechani sm shown is speculative in spots, 
but the so-called aci-nitro anion intermediate has been observed in flash photolysis studies, 
with an absorption maximum of 408 nm. The decay of the intermediate is pH dependent, 
with its life time varying from the ms range at pH 5-6 to the seconds range at pH > 8. We 
have chosen to write the n,1r* excited state of the nitrobenzyl moie ty as having radical char­
acter. In this way we can see that the abstraction of the benzyli c hydrogen that initiates the 
cleavage is quite similar to the initial s tep of the Norrish II process. 

R- O&OH - H""' R-0&• ·aG 
Ne o • """ I , ~Ne o 

-- ' 0"" --L_ h ' O"" 
1 .--;? 

Acinitro intermediate 

(Eq. 16.67) 
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The nitrophenyl chromophore absorbs in the 300-360 nm region. This makes the group 
useful in a biological context, because proteins and nucleic acids are transparent at the long 
wavelength end of this region. Also, several laser sources are potent in this region of the 
spectrum. Most uses of the nitrobenzyl group have been to address biological questions, 
making use of so-called caged groups. This refers to a biologica l species that is protected as 
a nitrobenzyl or similar group, making it impotent in the biological system under investiga­
tion. A flash of light then liberates the molecule from its "cage", allowing temporal and spa­
tial control over a biological process. The terminology is in some ways unfortunate, because 
in physical organic chemistry a cage is more typically associated with solvent cage effects, 
especia lly in free radical chemis try. However, the terminology is now firmly entrenched in 
the chemical biology literature. 

Below are shown examples of caged s tructures that have been d eveloped. Caged ATP 
has been used to regulate muscle contraction. Calcium is a universa l signaling ion, and so 
the caged calcium ion has seen extensive use. Many caged neurotransmitters, including the 
glutamic acid shown, have been used to probe synaptic signaling, while caged tyrosine has 
been incorporated as an unnatural amino acid into proteins. Common variants of the ni­
trobenzyl strategy are also shown. Adding a methyl to the benzylic carbon often increases 
photochemical efficiency, while a carboxylate favorably affects efficiency and solubility. 
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16.3.10 Elimination of N2 : Azo Compounds, 
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Incorporated into protein 

Diazo Compounds, Diazirines, and Azides 

We've seen loss of CO from ketones under certain circumstances (Eq . 16.61), and expul­
sion of a small stable molecule is a common photochemical reaction. Dini trogen, N2 , is an ex­
tremely stable fragment, and photochemical expulsion of dini trogen can occur from several 
different types of structures. Photochemical elimination of N2 has been especially useful in a 
wide array of studies of reactive intermediates. Whether under conventional conditions or 
cryogenic, matrix isolation conditions, photolysis with loss of N2 has been used to generate 
many types of reactive intermediates. We saw examples of this in Chapter 10 when radical 
additions were discussed and in Chapter 13 in the context of radical polymerizations. 

Azoalkanes (1,2-Diazenes) 

Eqs. 16.68-16.69 show prototype azoalkanes, also known as 1,2-diazenes, or just azo 
compounds. A primary use of cyclic diazenes has been to provide an alternative entry into 
biradical structures that have been postulated as intermediates in other thermal or photo­
chemical reactions. For example, photolysis of 2,3-diazabicyclo[2.2.1]heptene produces 1,3-
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cyclopentanediyl (Eq. 16.68 and Eq. 11.85), a postulated intermediate in the thermal isomer­
ization of bicyclo[2.1.0]pentane. When the photolysis is carried out under cyrogenic, rna trix­
isolation conditions, the triplet biradical can be directly observed by EPR spectroscopy. 

(Eq. 16.68) 

Similarly, the polycyclic diazene shown in Eq. 16.69 provides an approach to the cy­
clopropyldicarbinyl biradical that has been proposed to be involved in the di-TI-methane 
rearrangement (Eq. 16.41). Recall our discussion of benzobarrelene above (Eq. 16.45). The 
di-TI-methane rearrangement was favored in the triplet state, not the singlet. Consistent 
with these observations, sensitized photolysis of the analogous diazene strongly favors the 
di-TI-methane product, while direct photolysis also regenerates the benzobarrelene. 

Direct 
Sensitized 

--
24% 
0% 

73% 
100% 

(Eq. 16.69) 

An alterna tive type of diazene is typified by azobenzene (Eq. 16.70). Photolysis now 
does not lead to N 2 extrusion, because the phenyl radicals that would be formed are too un­
stable. Instead, a fairly efficient cis-trans isomerization occurs. This process can be repeated 
many times, and since the cis and trans diazenes usually have substantially different absorp­
tion spectra, wavelengths can be chosen that strongly favor the cis or the trans form in the 
photostationary state. As discussed in a Connections highlight on photochromism on page 
969, these factors have made azobenzene and derivatives favorites for the development of 
systems that are photochemically switchable between two forms. 

trans-Azobenzene 

Diazo Compounds and Diazirines 

hv = 
(Eq. 16.70) 

cis-Azobenzene 

Diazo compounds have long been exploited as excellent sources of carbenes (see Sec­
tion 10.11.2). A valuable feature of this route to carbenes is that the spin multiplicity of the 
carbene can be controlled. Experiments such as those shown in Eqs. 16.71 and 16.72 were 
among the first to provide definitive evidence of the differing reactivity patterns of si nglet 
vs. triplet carbenes. 

N2 hv F\ 
~ (Eq. 16.71) 

H)l_H -- 1:CH2 

N2 hv F\ 
~+f (Eq. 16.72) 

H)l_ H Ph2CO 
3:CH2 

Photolysis of a-diazoketones produces acyl carbenes, which efficiently rearrange toke­
tenes that are subsequently trapped (Eq. 16.73). This photochemical version of the Wolff re-
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arrangement has found synthetic utility, especially in the ring contraction version shown, 
where it has been used to produce highly strained rings. 

ODN2 [ 0 r. l 0)) hv ~ - v- (Eq. 16.73) 

Wolff rearrangement 

Diazirines are simply cyclic isomers of diazo compounds (Eq. 16.74). In fact, the two 
form s can sometimes be interconverted photochemically. The photochemistry of a diazirine 
mirrors that of the analogous diazo compound-that is, loss of N 2 to produce a carbene. In 
some circumstances the diazirine form is more desirable, especially in photoaffinity label­
ing applications. 

hv (Eq. 16.74) 

Adiazirine 

Azides 

Photol ysis of azides again leads to loss of N z, but in this case what is left behind is ani­
trene (Eq . 16.75). Photolysis of azides is the best route to nitrenes. Because of the high reac­
tivity of nitrenes, aryl azides have been popular reagents for photoaffinity labeling (see the 
Connections highlight on the next page). 

N: 

hv 6 (Eq. 16.75) 

Connections 

Using Photochemistry to Generate Reactive 
Intermediates: Strategies Fast and Slow 

In our di scussions of reactive intermediates throughout 
thi s text, we have alluded to and relied upon information 
obtained from s tudies involving direct observations of 
reacti ve intermediates. Usually, a photochemical reaction 
has been used to generate the reactive intermediate. The 
unique fea tures of photochemistry have been used in two 
different ways in studi es of reactive intermed iates. First, 
since most photochemical reactions do not require any 
thermal activation, photochemistry can be conducted at 
very low temperatures, making it idea l for the matrix isola­
tion technique. With matri x isolation, a precursor to a reac­
tive intermediate is frozen in a matrix and cooled to very 
low temperatures, often in the 2-4 K range. Photolysis 
then produces the desired reactive inte rmediate. Because 
the system is very cold, the newl y formed structure can­
not cross any substantive thermal barriers. Furthermore, 
the medium is rigid, and bimolecular chemistry is ruled 

out. Under these conditions, even very highly reactive spe­
cies become long lived. An environment is crea ted where 
a norma ll y transient species is persistent. 

A prominent stra tegy in matrix isolation photochem­
istry has been the expulsion of 2 from stable precursors. 
Both diazo I d iazir ine precursors and 1,2-diazene precur­
sors have been useful. The former generate carbenes and 
related species, while the latter are useful precursors to 
bi radica Is. 

The second photochemical strategy for the study 
of reactive intermediates is flash photolysis (see Section 
7.6.2) . A very brief pulse of li ght generates the reactive 
intermediate under more conventional conditions, typi­
ca lly fluid media at ambient temperatures. Then a fast 
spectroscopic technique is used to directly monitor the 
ensuing reactions of the photochemically generated reac­
tive intermediate. As laser pulses have gotten progres­
sively shorter in duration, ever faster processes have been 
probed. 
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Connections 

Photoaffinity Labeling-A Powerful 
Tool for Chemical Biology 

A general problem in chemical biology goes as follows. A 
new drug or peptide has been discovered to have a potent 
biological effect. Howevet~ the target for the active com­
pound, perhaps a complex protein, is unknow n. Often, 
photoaffinity labeling has come to the rescue in such 
instances, with diazirines, azides, and related structures 
playing a prominent role. The basic concept is outlined in 
the drawing. The ligand is modified by a photoreactive 
group (P) in a way that does not disrupt the binding of 
liga nd to its receptor. Although a mixture of proteins is 
present, the ligand will associate with its receptor. The sys­
tem is then photolyzed, generating a reactive species that 
reacts w ith the protein . The ligand and receptor are now 
covalently linked. From here, several strategies are possi­
ble. The ligand could also be radioactively tagged with 
mr. Then, chromatography wi th isola tion of only the 
radioactive fraction wou ld allow the target protein to be 
isolated. Alternatively, the ligand could, in addition to the 
photo reactive group, have a biotin attached . Recall our dis­
cussion of the very potent biotin • • • streptavidin interac­
tion in Chapter 4. In this scenario, running the mixture 
down a column with streptavidin attached would isolate 
the desired protein. 
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JYN3 hv -.--9 

CF3 N JYN h v -
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Ligand with 
photoreactive 

group 

JYN: 

;]· 
0 

dD .# ~dv .--9 .# 

Precursor Reactive species 

Several types of photo reactive groups have been su c­
cessfully employed in such studies. Substituted phenyl 
rings are popular, since aromatic rings are common com­
ponents of drugs, and the amino acid phenylalanine is 
easily modified for incorporation into peptides. The basic 
s trategy is to generate a species that will undergo inser­
tion into X-H bonds, forming a covalent link (C-H bonds 
are useful, but so are 0 - H, N-H, e tc.). It is helpfu l if the 
reaction is rela ti vely indiscriminate, so that labeling w ill 
not be sensitive to the particular protein or environment 
being probed. 

Both azide and diazirine groups a re popular. Tn 
the latter case, the trifluormethyl g roup has been fo und 
to be valuable because it stabilizes the diazirine. Also, 
a side reaction is formation of the ana logous diazo co m­
p ound, and the trifluoromethy l group minimizes inter­
ference from this route. Benzophenone derivatives are 
a lso popula r. The carbonyl abstracts a hydrogen, and then 
radical recombination creates the cross-link. 

Brunner, ). " New Photolabeling and Crosslinking Methods." Ann. Rcl'. 
Biocltem., 62, 483 (1993). Ko tzyba-Hibert, F., Kapfe r, 1., and Goeldner, M. 
" Recent Trends in Photaffi nity Labeling." Angew. Cltem. In! . Ed. E11g., 34, 
1296 (1995). 
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16.4 Chemiluminescence 

Chemiluminescent reactions are thermal reactions that produce a product in an electronic ex­
cited state. The product then emits a photon. These are fascinating and aesthetically pleasing 
processes that have found use in both mechanistic and commercial arenas. Here we lay out 
the basic mechanistic schemes for chemiluminescence, and we give several examples. As 
we will see, chemiluminescence is most frequently associated with oxidation chemistry, and 
often explicitly with molecular oxygen or other species with an 0-0 bond. It is thus con­
ventional to discuss certain aspects of oxygen chemistry in connection with chemilumines­
cence, and we will segue to a discussion of the first electronic excited state of molecular oxy­
gen-singlet oxygen. 

16.4.1 Potential Energy Surface for a Chemiluminescent Reaction 

Figure 16.18 sh ows the potential energy diagram for a typical chemiluminescent reac­
tion. A thermal reaction begins in the usual way, progressing uphill energetically toward a 
transi tion state. However, near that transition state the ground and excited sta tes become 
close in energy, and there is a finite probabi li ty that the system will "hop" onto the excited 
state surface. The reaction progresses on to a minimum on the excited state surface, which 
then relaxes back to the ground s tate with emission of a photon. The emission is essentially 
fluorescence from the product. 

In some ways a chemiluminescent process is just a typical photochemical reaction run 
"in reverse". That is, if we take the reaction diagram of Figure 16.18 and instead start a t the 
right and progress to the left, and change the emission of light to absorption, we have a typi­
cal photochemical reaction. The value of this ana logy is that it tells us that the sam e kinds of 
features that favor the surface crossing ultimately required of all photochemical reactions 
will also favor chemiluminescent reactions. In chemiluminescen ce, we have to cross from 
one surface to another, and this will be more favorable if the surfaces are close in energy. As 
such, chemiluminescent reactions require a funnel-like structu re on the potential energy 
surface just as much as photochemical reactions do. Again, biradical-like structures will be 
important in chemiluminescent reactions, just as they are important in photochemistry. 

Reactant Product 

Figure 16.18 
A generic potentia l energy surface for a chemiluminescent reaction. 
Transit from a ground s tate to an excited s ta te must occur producing 
the product in the excited state leading to emission of a photon. 

A related m echanism for chemiluminescence is called chemically initiated electron ex­
change luminescence (CIEEL). H ere, electron transfer from a donor to an acceptor initiates 
a thermal reaction that releases enough energy to place one of the reactants in an excited 
state. One case s tudied by Schuster is shown in Eq. 16.76, where electron transfer initiates 
C02 loss. This is followed by back electron transfer, giving the excited state of 9,10-diphenyl­
anthracene, which then emits. 
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(Eq. 16.76) 

16.4.2 Typical Chemiluminescent Reactions 

Eq. 16.77 shows the reaction catalyzed by the enzyme luciferase that produces the char­
acteristic light of fireflies, while Eq. 16.78, a chemical analogue, shows the exposure of the 
common substance luminol to oxygen under basic conditions. 

* h v 

[ O N N 0] / I ""' Hf ___./ 
HO .&' s S ~ 

Ground state 

co (Eq. 16.77) 
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~~H ~~~~J 
h v 

0 2 
N2 + 

__/ 
(Eq. 16.78) 

NH Base, H20 ~ 
Ground state 

0 

Luminol 

The third example, Eq. 16.79, is a simple prototype, the thermolysis of tetramethyldiox­
e tane to produce two equivalents of acetone with the emission of light. The high efficiency of 
this last reaction and the fact that it is induced simply by heating have made it a favorite of 
mechanistic investigations, as we will see below. 

(Eq. 16.79) 

Tetramethyldioxetane 



Connections 

Light Sticks 
A fascinating and entertaining bit of organic chemistry 
g ives rise to the glowing light sticks and necklaces that are 
popular at concerts and amusement parks. The prototype 
is based on the reaction of diphenyl oxalate with hydro­
gen peroxide to produce the highly s trained dioxetane 
shown below. This decomposes with emission of a pho-

0 0 
('Yo0 oA/ 
v 0 
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ton. Dyes are added to absorb the photon (rad iative 
energy transfer) and then emit colored light. Standard 
dyes include 9,10-bis(phenylethynyl)anthracene for the 
classic green color and 9,10-diphenylanthracene for blue. 
These systems were developed by chemists at American 
Cyanamide and dubbed Cyalume. 

Dye - 2 C02 +Dye* 

Diphenyl oxalate A dioxetane derivative 

9,1 0-Bis(diphenylethynyl)anthracene 9,1 0-Diphenylanthracene 

16.4.3 Dioxetane Thermolysis 

Most chemiluminescent reactions involve cleavage of a strained 0 - 0 bond in the key 
step that generates an excited state. For this reason the thermolysis of tetramethyldioxetane 
has been extensively investiga ted . We will summarize the results of those sh1dies here. 

In looking at tetramethyldioxetane one should immed iately focus on two key fea­
tures. First, the molecule is a cyclobutane analogue, and so it is expected to be significantly 
strained (the strain energy of cyclobutane is 26.5 kcal I mol). Second, 0 - 0 bonds are very 
weak, with typical bond dissociation energies on the order of 34 kcal I mol. These two fea­
tures, plus the fact that the product, acetone, is quite a stable molecule (C = O bonds are very 
strong) means that the thermolysis of tetramethyldioxetane to produce two equivalents of 
ground state acetone is very exothermic. Indeed, t:..Ho = - 63 kcal I mol. In addition, the t:..H* 
for the thermal reaction is - 27 kcal I mol. 

With these numbers in hand, we can determine whether it is thermodynamically feasi ­
ble to produce excited state acetone from thermolysis of tetramethyldioxetane. The S1 s tate 
of acetone lies 85 kcal l mol above S0, while the T1 state is 78 kcal l mol above S0. This is the 
amount of energy that needs to be produced in the thermal reaction of tetramethyldioxetane 
to create an excited state of the acetone. The energy released from the point of the transition 
sta te of the thermal reaction to the ground state of the products is the sum of t:..Hrxn° plus t:..H~, 
or 63 + 27 = 90 kcal l mol. Hence, there is enough energy released from the point of the tran­
sition s tate on the thermal reaction, such that if the energy is placed into one of the two ace­
tone product molecules, it can be in an excited state, and either S1 or T1 is possible. 

The experimental result is somewhat surprising. The yields of the S1 and T, states of ace­
tone are 0.5% and 50%, respectively. The major pathway is the spin-forbidden production of 
the triplet state of acetone. This is nicely shown in an experiment of the following sort. When 
tetramethyldioxetane is thermolyzed in rigorously deoxygenated solutions, the emission is 



988 C H APTE R 16: P HOTOCHEM ISTRY 

dominated by acetone phosphorescence, which occurs at 430 nm. However, if 0 2 is added, the 
overall emission intensity drops by a factor of around 100, and we see only acetone fluores­
cence. This is because molecular oxygen is an efficient, selective quencher of triplet states. Re­
member, 0 2 is a ground state triplet. Two triplet states can react to produce two singlets in a 
spin-allowed fashion, and that is why 0 2 quenches triplets effectively. 

Why is T1 of acetone formed in preference to S1? We can provide rationalizations based 
on several aspects of the process. First, the conversion of tetrame thyldioxetane to two ace­
tones is a retro-[2 + 2] cycloaddition. It is, therefore, a thermally-forbidden process with a 
substantial activation barrier. As discussed above, such reactions are very good for forming 
funnels that allow the efficient crossing from one electronic surface to another. Second, the 
reaction is initiated by cleavage of the very weak 0-0 bond, and at the transition s tate there 
should be considerable biradical character where singlet and triplet states are similar in 
energy. Third, since the biradical is oxygen-centered, spin-orbit coupling should be much 
stronger than for hydrocarbon biradicals. Recall our discussion of El-Sayed's rules, in which 
the presence of lone pairs at a radical center facilitates a coupling of a spin flip-that is, a 
change in spin angular momentum wi th a change in orbital angular momentum. 

Combining these features suggests a potential energy surface like that of Figure 16.19. 
The S0 and S1 surfaces are arranged as in a typical forbidden reaction. There is an avoided 
crossing, and ultimately S0 correlates to S1. However, as we climb S0, we first hit a crossing 
point with T 1• The transi tion to a triplet state occurs here, and we proceed on to T 1 of acetone. 

Let's summarize the key features of the process. A forbidden thermal pericyclic reaction 
leads to biradical character in the transition state. Spin-orbit coupling facilities intersystem 
crossing. The thermodynami cs are such that both T 1 and S1 of the product lie below the tran­
sition state for the thermal process. Put this all together and we have a remarkably efficient 
chemiluminescent process. 

0 - 0 
LJ 

Figure 16.19 

0 0 
LJ 

0 0 
II II 

Spin-orbit coupling 
facilitates surface jump 

'---- So 

A surface d iagram for the thermal decomposition of 
te tramcthyldioxetanc (methyl groups omitted for clarity). 

Tetramethyldioxetane is the p ro totype for all chemiluminescent processes. It will gener­
ally be the case that a dioxetane or similar s tructure will be formed . Thermal decomposition 
of this hi gh energy structu re then produces an excited state product. Details vary, but many 
of the basics of Figure 16.19 will be involved. Thus, species containing a strained 0 -0 bond 
play a special role in chemiluminescent mechanisms. For that reason, we now discuss some 
aspects of 0 2 chemistry that are relevant to the formation of dioxetanes and related species. 
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Connections 

GFP, Part II: Aequorin 

Earlier we noted the remarkable utili ty of the simple 
protein GFP (green fl uorescent protein) derived from a 
jellyfi sh. Because of this highly flu o rescent protein, the jel­
lyfish glows in the dark ocean waters. If it is dark, though, 
what is the excita tion source for GFP? The answer is a 
chemiluminescent protein ca lled aequorin. This remark­
able protein con tains a hydroperoxide that is bound to 

a dioxetane is involved. The penultimate product of the 
reaction sequence is the excited s tate of the anion shown 
in brackets. This structu re emits blue light, producing the 
ground s tate. Because of this property, aequorin has found 
extensive use as a fluorescent sensor for biological Ca2

+. 

the enzyme. By a mechanism that is not well understood, 
external Ca2

• ions ind uce a s tructura l change in the pro­
tei n. This structu ral change launches the chemical cas­
cade shown. As expected for a chemiluminscent process, 

In the jellyfish, aequorin is closely associated w ith 
GFP. In this environment, no photon is emitted but effi­
cient FRET occurs, instead, exciting GFP and producing 
the green glow of the jellyfi sh. Along with providing two 
very usefu l b iological tools, the Aequorea family of jellyfish 
has provided lovely examples of several of the concepts 
developed in this chapter. 

~Protein 
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H O =C=O 
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J:.-.l(.R3 

ON N: 
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Ground state 
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R1 N R2 

Aequorin chemistry 

16.5 Singlet Oxygen 

Throughout this book we have often mentioned how the remarkable properties of water 
play such an important role in establishing the chemis try and biology of our planet. Argu­
ably, the o ther key player is molecular oxygen- 0 2 or dioxygen. In its ground state, 0 2 is a 
highly reactive, radical-like species. However, there is a very accessible excited state of diox­
ygen, termed singlet oxygen, that has entirely different properties. The chemistry of this ex­
cited state of dioxygen is the focus of this section. 

The grou nd state of 0 2 is a triplet, and a simple molecular orbital trea tment of the bond­
ing in d ioxygen nicely rationalizes this result. The m olecule contains two electrons in a 
degenera te pair of NBMOs, and the tr iplet ground state results because these NBMOs are 
orthogonal but co-extensive in space. Just as with the triplet n,-rr* state of a carbonyl, the con­
siderable radical character centered on oxygen atoms m akes dioxygen a very reactive spe­
cies. Recall that dioxygen in our atmosphere is mixed w ith dinitrogen (the atmosphere is 
21% 0 2 and 78% N2)- an atmosphere of pure dioxygen would be quite reactive. The chemis­
try of ground sta te dioxygen is very radical-like, dominated by hydrogen abstractions and 
additions to double bonds. 

Blue light 

Ere I 
(kcal/mol) 

37 

Fast 

22.5 

Slow 

Figure 16.20 

1Lg+ 

\ ::l.g 

Because of its biradical character, there are two low -lying singlet excited states for diox­
ygen, as shown in Figure 16.20. Relaxa tion from the higher singlet state to the lower singlet 
state is very fast, such that all reactivity in volving a singlet dioxygen is from the 11lg state. It 
lies only 22.5 kcal / mol above the ground triplet state, corresponding to light of 1270 nm in 
the near infrared. 

The triplet ground state and two 
low-lying excited singlet states 
ford ioxygen. 
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Table 16.6 
Singlet Dioxygen Lifetimes in Various Solvents* 

Solvent Lifetime (j.LS) Solvent Lifetime (j..~.s) 

H20 3.8 (CH3)2C=O 50 
I 

- ·- -- " 62.0 723 D20 (CD3)2C=O 
····- ····· ·····--····-·-f-------30···-· ·-1 

CH30H 10.0 CsHs 
-··-· 

CHCI3 264.0 CsDs 
630 ·-i 

j CDCI3 I 740.0 Freon-113 15,800 ! 

*Values are averages of severa l de terminations, as compiled by 
Foote and Clenn an: Foote, C. S., and Clennan, E. L. in Active Oxygeu 
ill Che111istry, SEARCH Serie , Vol ume 2, C. S. Foote, ). S. Va len ti ne, 
A. Greenberg, nnd ). F. Liebman (eds.), Blackie Academic, London, 
1995. A very ex tensive compil ation of s inglet oxygen data is pre­
sented in Wilkinson, F., Helman, W. P., and Ross, A. B./. Pin;;; . Chell/. 
Ref Data, 24,663- 1021 (1995); avai lable on the web at http: // 
www.rcdc. nd .cd u / compi lations / SingOx / SingOx. htm. 

The relaxa tion from the excited singlet to the ground triplet state in dioxygen is quite 
slow. Table 16.6 shows some representative lifetimes. The life times are relatively long, in the 
f.LS range, and are strongly solvent dependent. However, the most remarkable feature of Ta­
ble 16.6 is the solvent isotope effect on singlet oxygen lifetimes. Deuteration of solven t al­
ways increases the lifetime, often by an order of magnitude or more. The origin of this effect 
can be understood as follows. The excitation energy associated with singlet oxygen ca n re­
ally only be given up as vibrational energy; at 1270 nm ( - 8000 cm- 1

) there is no real chance 
for Dexter or Forster type energy transfer. Solvents with hi gher vibrational frequenci es are 
more efficient quenchers. Thus, H 20, with a vibrationa l frequency around 3600 cm· 1, is a 
very efficient quencher. Structures with C-H bonds ( - 3000 cm- 1

) are next most efficient, 
w hile structures with no 0 - H or C-H bonds such as a freon are very poor quenchers. The 
solvent isotope effect can also be unders tood in thi s light. C-D bonds vibrate at lower fre­
quencies than C-H bonds (see Chapter 8), and so perdeuterated solvents are much poorer 
quenchers. 

As we have noted often, photochemistry is a game of relative rates. The longer the in­
trinsic lifetime of a species, the more likely it is to react. Thus, the efficiency of singlet oxygen 
chemistry can be profoundly influenced by just the judicious choice of so lvent. Note that the 
rela tively short lifetime of singlet oxygen in water means th at under biological cond itions 
this potentially reactive species is fairly short lived. 

For the preparation of singlet oxygen, direct irradi ation of the triplet grou nd s tate is not 
an option, because it is a spin forbidden process. However, singlet oxygen is readi ly pre­
pared by one of two approaches. The first is sensitized irradiation, albeit in the reverse direc­
tion from what is usually seen in sensitization . We now have a triplet ground s tate to singlet 
excited state sensitiza tion. Because of the low energy required to achieve the singlet state, 
any of the sensitizers of Table 16.5 ca n be used to prepare singlet oxygen. However, since all 
that energy is not required and could lead to unwanted side reactions, lower energy sensi­
tize rs are typically used. These are molecules that absorb in the visible region of the elec­
tromagnetic spectrum, and include classic dyes such as rose benga l and methylene blue. In 
addition, a variety of porphyrins and porphyrin derivatives can sensi tize the formation of 
singlet oxygen. These are typically efficient processes, with quantum yields for singlet oxy­
gen formation ranging from 0.5 to 0.9. 

In a biologjcal context, singlet oxygen production can have deleterious, even lethal, con­
sequences. This process is generically referred to as a photodynamic effect. For example, 
hypericin, a pi gment found in the weed St. John's wort, causes photodynamic damage to 
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grazing livestock. Remarkably, plants such as marigolds produce a.-terthienyl, a molecule 
tha t looks more suited to use as a conducting polymer (see Chapter 17), and it serves as a nat­
urally produced photodyn ami c insecti cide. Thus, if you are a gardener, it is w ise to plant 
m arigolds interspersed with your vegetables to cut down on bugs. 

Connections 

Photodynamic Therapy 

The photodynamic effect we jus t discussed has been put 
to use in the clinic, where it is known as photodynamic 
therapy (PDT) . The basic idea is to give a pa tient a photo­
sensitize r tha t, when exposed to light, produces singlet 
oxygen . This reactive oxygen species then kills cells in the 
immed ia te vicini ty of its crea tion . Singlet oxygen has a 
short li fe time in wa ter, so it cannot di ffuse very far from 
where it is genera ted. Rema rkably, many of these agents 
tend to accumulate in tumor cells, by mechanism s that 
are not yet certain, thus selecti vity killing those cells. 

Typi cal photodynamic agents are porphyrins and 
re la ted co mpounds. The earlies t successes came w ith Pho­
tofr in, a complex mixture of porphyrins that is presently 
approved fo r trea tment of esophagea l and lung cancer. 
Other exa mples include verte porfin (Visudyne) and 
SnET2 (Pury ltin), which are used to treat age-rela ted macu­
lar degenera tion . These compounds absorb in the 630-690 
nm range, w ell out in the visible and a part of the spec-

Verteporfin (R1, R2 = H, Me) 

trum tha t is not at all directl y harmful to ce ll s. Since light 
at these wavelengths only penetrates a few centimeters 
on direct ex posure to skin, the light is usua ll y deli vered 
by sm all fiber optic devices, giving access to many but 
no t all areas of the body w here tum ors co u ld develop. 

A recent addition to the PDT fi e ld has been the 
expanded porphyrin deriva ti ves known as texa phyrins 
(tha t is, Texas-sized porph yrins) . Sessle r has developed 
a number of these molecu les. Approp ria te der iva tives 
absorb as far out as 732 nm, and prov ide be tter penetra­
tion of the light to tissues. The lu te tium deriva ti ve, termed 
mo texafin lu teti um (Lutrin), is under investiga tion for the 
treatmen t of breast ca ncer. In ad diti on, some deri vatives 
appear to accumulate in a therosclero ti c p laques that can 
line b lood vessels, m ak ing the noti on of pho toangioplasty 
a rea l possib ili ty. 

Mod y, T. D., Fu, L., and Sess le 1; ). L. "Texophy rins: Sy nthesis and Devel­
opment of a Novel Class of The rapeuti c Agents." Prog. /u org. Che111., 49,551 
(2001). 

Motexfin lutetium 



992 C HAPTER 16 PHOTOC H EM ISTRY 

The alternative approach to preparing singlet oxygen is to use a chemical process. The 
classic approach is the reaction of sodium hypochlorite w ith H20 2 , producing singlet oxy­
gen in nearly quantitative yield (Eq. 16.80). Reaction of ozone with phosphites produces 
phosphite ozonides, which can thermally produce singlet oxygen (Eq. 16.81). Another ap­
proach is a retrocycloaddition, as illustrated with the anthracene derivative shown in Eq. 
16.82. While these approaches are genera lly not as convenient as photosensiti zation for pre­
parative singlet oxygen chemistry, they have sometimes been convenient for mechanis tic 
studies. 

(R0)3P03 -
1
0 2 + (RObPO 

Phosphite ozonide 

Ph 

c¢o # 

Ph 

(Eq . 16.80) 

(Eq. 16.81) 

(Eq. 16.82) 

The reactivity of singlet oxygen is much different from that of the ground state triplet. 
Ins tead of radical-like reactivity, we see something much more like conventional, closed­
shell reactivity. In the most significant reaction, singlet oxygen behaves as a potent dienophile 
in [4 + 2] cycloadditions. A classic example is given in Eq. 16.83. The cyclic product from 
these reactions is an endoperoxide, and it can be easily reduced to a diol. Another synthe ti­
cally u seful protocol is based on the singlet oxygen cycloaddition to the so-called Danishef­
sky diene (Eq. 16.84). Another common and sometimes useful reaction of singlet oxygen is 
the ene reaction with a simple olefin (Eq. 16.85). Dioxygen inserts into an allylic C-H bond, 
with concomitant migration to the double bond. The high reactivity of singlet oxygen is 
shown by its addition to diphenylfuran, a diene species generally considered to be quite un­
reactive (Eq.16.86). The diphenylanthracene adduct shown in Eg. 16.82 as a thermal precur­
sor to singlet oxygen is in fac t synthesized by cycloaddi ti on of singlet oxygen to the anthra­
cene in the first place. 

0 (Eq. 16.83) 

2 CH, ~ l ;'- )5' 
Me

3
Si0 ::::,... Me3Si0 O 0 O 

(Eq. 16.84) 

Danishefsky diene 

( 102 ('ooH -H 
(Eg. 16.85) 
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Summary and Outlook 

In this chapter we have shown how producing excited electronic states leads to interesting 
and important new reactivity patterns. We extended our picture of a single energy surface 
that dictates the kinetics and thermodynamics of chemical reactions to include the surfaces 
of electronic excited states. Multiple photophysical events can occur from these excited state 
surfaces-namely, internal conversion, fluorescence, intersystem crossing, and phosphores­
cence. When an excited state surface approaches the ground state surface in energy, it can 
lead to the production of a funnel, giving a path for the excited state to convert to the ground 
state. This will lead to chemistry in many circumstances. Due to the fact that the funnel can 
lead to the ground state surface at a point where the ground state s tructure is high! y strained, 
unusual ring systems and twis ted alkenes are common products of photochemical reac­
tions. Furthermore, the spin sta te of the excited state will dictate the photochemical out­
come, where a focus on the singlet / triplet character and then or 1T nature gives trends as to 
the kinds of products expected . 

ln Chapter 17, we introdu ce "electronic organic materials". The goal there is to describe 
new structures with novel electronic properties. These structures can be put to u se as con­
ducting or magnetic materials, and even organic superconductors. We will return to the in­
teraction of light with matter in Chapter 17 when we describe photoresists and non-linear 
optics. 

Exercises 

EXERCISES 993 

1. Consider a Stern-Volmer-typ e analysis of a syste m such as in Figure 16.8, but with one additional process, the conversion 
of A* to photochemical product B with rate constant k,x.,. Show that a p lot of relati ve quantum yield for product formation 
vs. [Q] is linear a nd can give a va lue for the lifetime of A* if we assume a value for kq. The definition of relative quantum 
yield is the quantum yield in the absence of quencher divided by the quantum yield in the presence of q uencher. 

A* ...!2_. A 

k 
Q + A* ~ A 

. k rxn 
A' - 8 

2. Draw a simple MO energy d iagram for a (D • • • A) ch arge-transfer absorption complex that shows how the (D+• • • A-) 
configuration shou ld be a strong contributor to the exci ted state wavefunction. 

3. Explain why charge-transfer absorptions are extremely sensitive to solvent polarity, moving to longer wavelengths as the 
solvent polar ity increases. 

4. Consider a I0-3 M solution of pyrene. If it is excited with a laser pulse, and then the emission is measured 1 ns after absorp­
tion, a well s tructured emission with a small Stokes sh ift is observed . However, if a delay of 100 ns is introduced between 
excitation and observation of em ission, a broad featureless emission with a much large r Stoke's shi ft is observed. Explain 
these observa tions. 
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5. Ch andross and Dempster s tudied the emission of linked naphthalenes. Compared to naphthalene, 1,3-bis(1-naph thyl)­
propane fluoresces at a much longer wavelength. Why? Furthermore, attachment of the naphthalene groups with 
regiochemistry other than that shown leads to much less intense long wavelength emission. Speculate as to why. 

6. Why are the absorptions associated with charge-transfer complexes and the emissions associated with exciplexes always 
so broad and featureless? 

7. In our discuss.ion of dipole coupling in Section 3.2.2, in particular in the Going Deeper hi ghlight on the "Magic Angle", 
we noted that the 3cos28 - 1 dependence is relevant in NMR on ly for fixed samples, not for flu id samples in which the mole­
cules are tumbling freely in solution . Most FRET studies ofbiomolecules are done in solution . Why, then, do we still need 
to consider the 3cos2e- 1 term? 

8. The photostationary state for stilbene photoisomeriza tion on irradiation at 313 nm is 93% cis, 7% trans. Explain wby cis is 
preferred. 

9. The photoisomeriza tions of 2,4-bexad iene sh own in Eq . 16.17 reflect a genera l trend . Singlet sta tes often lead to isomeriza­
tion of only one double bond, while triplets lead to both one- and two-bond rotations. A ra ti onaliza tion of this is tha t the 
single t states have more zwitterionic character, while the triple ts are biradical in nature. Show how this reasoning ex plains 
the observations. 

10. Rationalize the differences in n:rr* Ama x values shown. 

321 nm 283 nm 

11. On photolysis, A undergoes primarily Non·ish Il chemistry, but B undergoes primarily Non·ish l chemistry. Rationa li ze 
the difference and draw the major products expected from each reaction . 

~c>v 
1-Bu 1-Bu 

A. B. 

12. Discuss why the rate of deca y of the acinitro species of Eq. 16.67 should be slower at higher pH values. 

13. In tbe caged ATP stru ctu re of Section 16.3.9, a methy l group is added to the benzy li c carbon oft he nitrobenzyl gro u p. 
Why should this increase photochemical efficiency? 

14. The p-hydroxyphenacyl g roup has been proposed as a new" caging" group, shown here in color caging a simple phos­
phate. Photolytic re lease of the group is very effici ent, and involves a complex rearrangment of the phenacyl group. 
If you want a substanti al cha llenge, propose a mechani sm for the reaction shown. 

h v JYCO~ 3-
--- + P04 
Hp HO 

15. Draw a mechanism for the 1TI; rr* convers ion of benzobarrelene to benzocyclooctate traene shown in Eq. 16.46. 

16. Write a mechanism for the fo llowing conversion. 

Ph 

Ph~ 
Ph 

h v -
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17. A student attempting the sensitized photodimerization of norbornene made the followin g observations. Rationali ze the 
results. 

~010 
PhCOCH3 

hv 

~ d'T-? 
~Ph 

Ph 

18. Consider the three cyclohexene dimers shown in Eq. 16.28. Do the relative yields reflect the thermodynamic s tabilities of 
the products? 

19. A student wished to prepare of se ries of cyc!obutanes that can be considered to be dimers of cycloalkenes. Sensitized 
photolysis of the cycloalkenes proceeded effic ientl y for cyclopropene, cyclobutene, cyclopentene, cyc!ohexene, and 
cycloheptene. However, cyclooctene produced I ittle or no dimer. Rationa I ize this result. 

20.lf the photocycloaddition of acetone to cis-dimethoxyethylene is stopped before completion, the recovered olefin is a 
mixture of cis and trans isomers. Rationalize this result. 

0 OMe ~OMe A+ ( ~ o 
OMe OMe 

21. RationaUze the relative yields of the two isomeric products shown. 

hv - Ph--++CH3 + 
PhCH3 

90% 10% 

22. In the photochemical cycloaddition to form an oxetane, the biradical intermediate is considered to arise from formation 
of an 0-C bond, as in Eq. 16.29. An alternative path would be to form the C-C bond first, followed by ring closure to the 
oxetane. Why is this path disfavored? 

23. Prov ide a mechani sm for the following conversion. 

~+>=<~~oy 
[plus other products] 

24. Suggest a mechanism for the generation of chemi luminescence in the luminol reaction of Eq . 16.78. 

25. Suggest an exp lanation for the relative lifetimes of singlet oxygen in benzene vs. acetone. 

26.ln the cellular medium, singlet oxygen has a very short lifetime. However, it is generally considered that singlet oxygen 
has a signifi ca ntly longer lifetime in cell membranes than in the cytosol. Why would this be so? 

27. Rationalize the excited pKa values of compounds in Eqs. 16.15 and 16.16. (Hint: Singlet states sometimes have zwitterionic 
character.) 

28. We noted in Section 16.3.3 that photochemical cis-trans isomerization is often complicated by the fact tha t both isomers 
absorb in similar wavelength regions, producing ultimately a photostationary state. However, in Section 16.3.8 we noted 
that for azo compounds, the cis and trans forms generally have substantially different absorption spectra, with the cis form 
always absorbing at longer wavelengths. Rationalize this result. (Hint: Think carefully about the structural differences 
between an olefin and a diazene. This is not a s imple steric interaction, because both azobenzenes and simple dialkyl 
diazenes show the effect.) 
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29. a. Photolysis of a mixture of m-xylene and cyclopentene gives the two products shown. At least three possible mechanisms 
can be envisioned: 1. a concerted pathway that proceeds from an exciplex, 2. a stepwise pathway that proceeds from an 
exciplex to form a biradical, and 3. a stepwise pathway that involves a biradical formed from m-xylene, followed by reac­
tion with cyclopentene . Sketch pathways 2 and 3. 

b.ln an effort to probe the m echanisms of the photoreaction, Sheridan and co-workers prepared the two azoalkanes 
shown. Discuss how these might be informative of the a rene photoaddition reaction, including a clear explanation 
of what kind of results you might see and how they wou ld or would not support mechanisms 1-3. 

30. Provide a mechanism for the reaction shown. 

31. In a general case, explain how a paramagnetic impurity can assist JSC. 

32. Make a molecular orbita l diagramforO:u and rationalize why it is a ground sta te triplet. 

33. Ex pla in how a thermal barrier on 51 prior to a funnel point to S0 can lead to a tempera ture dependent quantum yield for a 
photochemical reaction. 

34. Show that the collision be tween two triple t states can produce two singlet ground states, obey ing Wigner's spin conse r­
vation rule. (Hint: Keep the spin quantum number of the electrons the same, but exchange them so that the p rod ucts are 
singlets.) 

35. Direct irradiation of cyclobutene with 185-nm light gives the following products. Rationa li ze the origin of each product 
with a mechanism that gives each. (Hint: Carbene intermediates are involved in some pathways, and the products can 
derive from common intermediates.) 

D hv --
36. Benzene undergoes some unusual photoche mistry from its 5 1 and T1 states. Write intermediates that are consistent with 

the products found from these two states. 

[0 ] 0 + \!; 
s, Fulvene Benzvalene 

[0 ] OJ+~ 
T, Dewar Prismane 

benzene 
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37. The photo-Claisen and photo-Fries reactions are shown below. Propose an experiment for each to test whether these reac­
tions are concerted or stepwise, involving initi a l bond homol ysis. 

vo~ hv ~~OH - + I 
§ Photo-

"""" ,?' // Claisen 

V OY cc; P OH hv -0 Photo- // // 
Fries 

0 0 

38. Give a mechanism by wh ich the followin g compound undergoes deconjuga tion upon photolys is. 

0 0 

~ 
hv -~ 

39. The irradi a ti on of cyclic alkenes in alcoho ls forms ethers, or in wa ter forms alcohols (ca lled photohydration). For example, 
photolysis of 1-methylcyclohexene in methano l with p-xy lene as a sensiti zer gives the e ther shown. Write a mechanism for 
this reacti on. Does the addition to the double bond occur from an excited state or ground sta te structure? 

40. As mentioned in the chapter, excited states of molecules w ith electron donating and accepting substituents in conjugation 
often are well rep resented by resonance stru ctures that show this character of the substituents. What is a good representa­
tion of the excited state of the following reactant? With thi s picture in mind, propose a mechani sm for the reaction given. 
Propose an isotope labelling experiment to test your mechanism. 

OCPh3 

6 hv 

Dioxane, water 

N02 

41. Draw a Jablonski diagram showing the app ropriate absorption and emission energy gaps associated with an anti-Stokes 
shi ft. Similarly, draw a Jablonski diagram that shows the appropriate transitions associated with anomalous fluorescence. 

42.ln the discuss ion of solva tochromism, we noted a large depende nce of the A.m•x of emiss ion of some £1 uorophores as a fu nc­
tion of solven t (one exa mple is g iven below). A larger Stokes shift in more polar solvents is often found fo r flu orophores 
where the excited state has a sign ificant separa tion of charge. Give an exp lana tion for the larger Stokes shift in the higher 
polarity solvents. (Hint: Consider the Frank-Condon factor, and then the solvation.) 

43. Give short answers to the foll owing questions. 

Solvent 

Hexane 

Water 

Amax (emission, nm) 

410 

606 

a. Why is the n;rr* absorption Emax higher for benzophenone (115 L / mol • em) than for acetone (15 L/ mol • em)? 
b. In an adiaba ti c photoreaction, the sum of three quantum yields, c!J r + CIJr' + c!Jprod' was fo und to be equal to 1.2, where "f" 

represents reactant fluorescence, " f' " represents p rod uct fluorescen ce, and "prod" represents product format ion. Why is 
this su m greater than 1.0? 

c. How woul d you classify the S0 to S, absorption process in a 1,2-diazene (azo compound)? Is it spatially allowed or 
forbidd en? 

d. Given that internal conversion is a very difficult process to shtdy directl y, how might you esti mate ciJ 1c? 
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44. Which of the following processes are spin-allowed? Spatially-allowed? For each, name the photophysical process 
involved. 
a. Benzene, S0 to T1, radiative. 
b. Formaldehyde, S1 to S0, non radiative. 
c. Formaldehyde, T1 to S0, radiative. 

45. The measured lifetime for the T1 state ofbenzophenone is markedly lower in the presence of 1,3-pentadiene, but the T1 

s tate of 1,3-pentadiene cannot be detected by any of several techniques successfully used to detect the benzophenone 
triplet. What is happening? 

46. Under appropriate conditions, the quantum y ield for the disappeara nce of anthracene approaches 2 during the followi ng 
reaction. Propose a mechanism that is consistent with this result. 

47. Most photophysical processes begin with absorption by the reactant S0 state to give the reactan t S1 s tate. Another possible 
process could begin with absorption by the reactant So state to directly produce the S1 s tate of the product. Why is this gen­
era lly less favorable? 

48. The following quantum yield data have been obtained for the photochemical reactions of (S)-4-methyl-1-phenyl-1-
hexanone. 

Process 

Type II elimination 
Cyclobutanol formatio n 
Racemization 

Quantum yield 

0.23 
0.03 
0.78 

a. Provide the structure of each product, along w ith a mechanism for its formation. 
b. Which, if any, of these products cou ld be iso lated in greater tha n 25% yield by this reaction? 

49. Provide mechanisms for the formation of products in the fo llowing photo reactions. Why is no bicyclohexenyl product 
observed in the second case? 

(A) ~ C=) + o-o 
H H 

(ff) ~C;:) 
H H 

50. Fluorescence and phosphorescence spectra, while often displaying near mirror symmetry with the correspondi ng absorp­
tion spectra, often have significantly la rger spacings between m ax ima (or shoulders). Why? 

51. The following cyclobutanone is inert to both direct and sensitized irradiation, while cyclobutanone itself is quite photo­
reactive. Rationalize this difference. 

0 

>=<>=< 
52. Provide a mechanism for the following photoreaction. 

~0 
h v -
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CHAPTER 17 

Electronic Organic Materials 

Intent and Purpose 

The materia ls chemi stry we discussed in Chapter 13 was in some ways " classical", in that we 
were making polymers from m onomers that h ave fair ly conventional fun ctional groups. 
Nylon has been around a long time, and while new ad vances su ch as group transfer poly­
meriza tion, dendrimers, and metallocene ca talysts continue to vitalize the field, the produc­
tion of polymers is a relatively ma tu re industry. 

More recently, a new branch of organic m aterials chemistry has emerged w hich we will 
refer to as" electronic organic mater ials". These are polymers / materials for which the elec­
tronic structure of the materi al is a key component in developing desirable properties. Often 
these are prope rties such as conductivity or magnetism that are more typically associa ted 
with meta llic / inorganic materials. The possibili ty of combining the desirable m aterials 
p roperti es of organic polymers, such as so lubility, ra tiona l synthesis and redesign, and ease 
of processing, w ith electronic properties normally associated with metals spawned the fi eld 
of condu cting polymers . Great advances have been made in this field, such that condu cting 
orga nic materials are now important articles of commerce. To understand the conducti vity 
in such materials, we must expand upon the concepts of electroni c structure theory inh·o­
du ced in Chapters 1 and 14 to includ e the no tion of band structure. We will show how the 
common concepts of molecular electro ni c structure theory h ave precise analogues in the ter­
minology of condensed matter physics that is more commonly associated with conducting 
materials. A related, but less well -developed, area involves the quest for molecular mag­
neti c materials. The differing stra tegies in pursuing a conducting vs. a magnetic material 
provide a ni ce reca pitulation of some of the key concepts of electroni c structure theory that 
w e ha ve discu ssed previously. 

Other novel electronic behaviors that are goals of current organi c materials include su­
perconductivity and non-linear optical behaviors, and we will provide brief introductions to 
these. Finally, we w ill mention a key bit of chemistry that has been crucial to the electronics 
revolution-the ch emistry of photoresists. Our goal is not to give an exhaustive treatment, 
but instead to give the student enough of a knowledge base to read modern physical organic 
litera tu re on these topics. 

17.1 Theory 

Historicall y, electronic materials (structures with novel electrical, magnetic, or optical prop­
erties) have been the domain of condensed matter physicists. The materials involved are 
metals or ionic solids, structures w ith infinite, three-dimension al la ttices and no discrete 
building blocks. These are quite different from the molecular-based systems that dominate 
organic chemis try. Organic m aterials are "m olecular", whether they are truly molecular sol­
ids with well-defin ed molecules held together in a molecula r la ttice by rela tively weak inter­
actions, or polymers, where the m olecular origins are clear, and weak intermolecular inter­
actions are s till crucial. Since the fU11damental terminology and conceptual found ation of 
the electronic ma terials field was developed by scientists w ith a quite different perspective 
from that of an organic chemist, there is a language barrier that m odern organic chemi sts 1001 
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Tablel7.1 
Correspondence Between Various 
Molecular and Solid State Terms 

Molecular 

LCAO-MO 
Molecular orbital 
HOMO 
LUMO 
HOMO- LUMO gap 
Jahn-Te ll er distortion 
High sp in 
Low spin 

Solid State 

Tight binding 
Crystal orbital or band orbital 
Valence band; top = Fermi level (EF) 
Conduction band 
Band gap (Ec) 
Peierls distortion 
Magneti c 
Non-magneti c 

must overcome. In reality, many concepts from condensed matter physics translate quite di­
rectly to well known chemical concepts. One goal of this chapter is to provide a transla tion 
table, designed to familiarize chemis ts with some of the important ideas related to electronic 
materials. Such translation is given in Table 17.1, and our goal now is to show how the molec­
ular terms relate to the solid state terms. 

17.1.1 Infinite 1t Systems-An Introduction to Band Structures 

The novel electronic properti es we will consider here are almost always associated w ith 
extended, conjugated 1r sys tems. Our earlier analysis of the electronic structure theory of 1r 

sys tems will certainly be relevant here, but we must adapt it to materials science. We begin 
by considering the infinite linear polyene at the Buckel molecular orbital (HMO) level. Keep 
in mind that throughout Section 17.1 we are discussing hypothetical polymers that are infi­
nitely long, perfectly linear, and defect free. Such systems are the best for developing key 
theoretica l insights. H owever, real ma terials never satisfy these criteria, and beginning in 
Section 17.2 we will look at rea l mater ials. 

First, we wi ll model our infinite 1r system as a polymer with butadiene as the "mono­
mer". Actually, it is the 1r sys tem of butadiene that is the monomer; we are not actually poly­
merizing butadiene as discu ssed in Chapter 13. Conceptual coupling of two monomers here 
implies the loss of H 2 so as to keep the 1r system intact. As shown later in this section, the 
poly mer we are considering is called polyacetylene. However, viewing this polym er ini­
ti ally as being formed from butadiene fragments is instru ctive for our theoretical develop­
ment. We are operating at the HMO level, and so are considering only 1r orbitals. In solid 
state work, this level of theory is often referred to as a tight binding model. Figure 17.1 sum­
marizes the results. 

For butadiene (n = 1), we have the familiar four 1r orbitals. For n = 2 (octatetraene) the 
eight MOs can be consid ered to be the in-phase and the out-of-phase combinations of the 
four butadiene MOs-each butadiene MO gives rise to two octatetraene MOs. There is a 
slight split in energy, with the in-phase lying below the out-of-phase. The 12 MOs for n = 3 
can s imilarly bethought of as four sets of three, each set containing the three linear combina­
tions of one of the four original butadiene orbitals. The overall spread in energy for each set 
is larger than for n = 2. The pattern continues, and as we add more and more diene mono­
mers, thesetofMOsrelated to an individual butadiene MOcontains more and more orbitals 
and spa ns a wider range of energies. 

At the infinite polyene, each of the four se ts ofMOs contains an infinite number ofMOs, 
each of w hich is a particular linea r combination of one of the MOs of the monomer. All MOs 
in a g iven set trace their origin to the same monomer MO. Such a collection of orbitals is 
called a band. An individual MO w ithin a band is ca lled a crystal orbital or a band orbital. 
Ju st like MOs, crystal orbitals can hold two electrons, the spins of which must be paired. The 
energies of the individual crystal orbitals within a band are not equally spaced, although the 
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Figure 17.1 
Band structures. Evolution from 1T MOs in finite polyenes to bands in an 
infinite 1T system. 

picture of a band might give this impression. Instead, the crystal orbitals may cluster around 
certain energies within a band, such that there are different densities of states within a band. 
The density of states refers to the number of orbitals around a given energy. 

A priori, it is difficult to predict the range of energies for a given band, and Figure 17.1 il­
lus trates several possibilities. The four bands might retain their discrete characters. Some 
bands may spread so much that they overlap with their neighboring bands, as shown in the 
second case in Figure 17.1. In some cases, bands might "touch", with the top of one band be­
ing degenerate with the bottom of another. 

How can we develop a more quantitative model of these bands? One strategy is to 
model the infinite linear polyene not as a linear combination of smaller polyenes, but rather 
as an infinite cyclic 'IT system, -(CH)11-. If n really is infinity, there is no difference between a 
line and a circle (from the viewpoint of electronic structure, tha t is, but not from the view­
point of topology!). Recall Eq. 14.56, here restated as Eq. 17.1. This gives the HMO energies 
for any cyclic polyene, where i is the orbital number and N is the number of vertices (atoms 
orp orbitals in the cycle [infinity in this case]). In this equation i runs from i = 0, :::'::: 1, :::':::2 . .. up 
to :::'::: N I 2 for even Nor :::'::: (N - 1) I 2 for odd N. As such, this index directly corresponds to the 
number of nodal planes in the MO. 

E; = a + 2f3cos(
2
/: ) (Eq. 17.1) 

Figure 17.2 plots the results ofEq. 17.1 in a convenient format for N = 5 and N = 15. The 
x axis represents the number of nodes in the MO; the plus and minus values are used to rep­
resent a degenerate pair. That is, for N = 5 (cyclopentadienyl) there is a single MO with no 
node; two MOs with one node (denoted as :::'::: 1 in the figure); and two MOs with two nodes. 
As noted above, the x axis has a total range of :::'::: (N -1) I 2. They axis is energy, and for a cyclic 
polyene in HMO theory, its range is a :::'::: 2/3. With increasing N, the number of orbitals in­
creases with an ever increasing number of nodes, but the basic pattern remains the same. As 
N approaches infinity, the collection of isolated MO energies will become a continuous line 
in the shape of a cosine curve. 

1 7 . 1 THEORY 1003 

N=5 (I- 2~ 

A. 
-2 - 1 

N= 15 

B. 
-7-5-3- 1 0 1 3 5 7 

c. 
Figurel7.2 
Schematic depicting HMO or­
bital energies for cyclic polyenes 
with A. 5, B. 15, or C. an infinite 
number of vertices. The x axis is 
the n umber of nodes, and they 
axis is energy. 
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A. 

B. 

c. 
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k 

Figure 17.3 
A. Definition of a unit cell and 
the parameter a for polyacetylene 
with a one carbon unit cell. 
B. Recasting the infinite cyclic 
polyene diagram of Figu re 17.2 
into a band structure format. 
C. The conventional presenta­
tion of a band structure, show­
ing only half of the Brillouin 
zone. 

Let's recast this reasoning into solid state terms. Our reason for doing this is to learn the 
nomenclature normally used in solid state chemistry and physics, but also to make connec­
tions between molecular orbital schemes (how chemists think) and the model for electronic 
structure typically used for infinite solids. For an infinite system, it is useful to define a unit 
cell- the simplest pattern that repeats throughout the solid . For the " polybutadiene" dis­
cussed above, the unit cell would have four carbons. However, when modeling the same 
system as an infinite cyclic 7T system, the simplest unit cell is a single C atom (Figure 17.3 A). 
Recall that at the HMO level, all interactions between adjacent atoms are equivalent; there is 
no alternation between single and double bonds as implied by the polyene structure. We will 
return to this point later. The monomer thus has only one "MO" (it's actually a p orbital), and 
so we expect only one band for the polymer. We define the size of the unit cell as a (equivalent 
to the distance between adjacent atoms in this case), such that the p osition of unit cell p (R, ) 
is as given by Eq. 17.2. By position, we mean the dista nee of the uni t cell p from the beginning 
of the polymer. Here, pis any number from one to infinity. 

(Eq. 17.2) 

Returning to Eq. 17.1, it is now con venient to define a parameter k as in Eq. 17.3. We will 
discuss the nature of k more fully below, but for now we can make a few comments. Re­
turning to our cyclic polyene analysis, the lowest energy MO is the one with i = 0 and so it 
has a value of k = 0. The highest energy MO corresponds to i = ± (N I 2), and plugging this 
into Eq. 17.3 shows that the maximum k value is ±TI I a. Inserting Eq. 17.3 into Eq. 17.1 then 
gives Eq. 17.4, the standard way to represent orbital energies in an infinite linear system . 

k = 2ni 
Na 

Ek = a + 2 {3 cos(ka) 

where k runs from 0 to ±nla 

(Eq. 17.3) 

(Eq. 17.4) 

In Figure 17.3 B we redraw Figure 17.2 C, but the x axis is now in terms of k, rather 
than the number of nodes. The tota I range is now ± 7T I a rather than ± (N- 1) I 2. The curve is 
the same, we have just re-labe led the axes and cast things into more traditional solid state 
term s. The region of the plot of Figure 17.3 B from k = 0 to k = ±TI I a is ca lled the first Bril­
louin zone. The points k = ± TI I a are called the zone edges, and the point k = 0 is called the 
zone center. Finally, it is convenient to consider only the right half of the plot in Figure 17.3 
B; the left half is redundant. With these modifications, we can write the HMO band structure 
for the infinite polyene with a unit cell of a single atom as in Figure 17.3 C. As we noted 
above, the infinite linear polyene is a model for a real material-polyacetylene-and so Fig­
ure 17.3 C presents the HMO band structure for this known material. 

A truism of solid state physics is that the electronic s tructure of a material should not 
change if we simply redefine the unit cell. To verify this, let's instead model polyacety­
lene with a two carbon unit cell, as in Figure 17.4 A. This creates a new parameter a', where 
a' = 2a. The monomer now has two MOs, and so we expect two bands, one from 7T and one 
from 7r* of the ethylene monomer. The lower band should arise from TI, the higher from TI* . 

It is time to consider the meaning of k. It is an indication of the p hase relationships of the 
band-in fact, the x axis of such figures is called a phase space. When k = 0, all the monomer 
MOs are in-phase, and when k = 7T I a, all the monomer MOs are out-of-phase. However, the 
"phase" we are talking about is a solid state phase-an expression of how the unit cells are assembled, 
not the orbitals. Two unit cells are " in-phase" if one can be obtained by a d irect translation of 
the other. "Out-of-phase" implies a sign change accompanying the translation. Let's clear 
this up w ith an example. 

Consider the band that arises from the 7T MO of ethylene (Figure 17.4 B). At k = 0, we put 
all the unit cells in-phase and obtain a crystal orbital that is completely in-phase in an elec­
tronic sense. Thus, all intercell overlaps (those between atoms in adjacent unit cells) are fa­
vorable and the energy is low. In fact, the energy of the band at this point is exactly a+ 2/3, the 
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Figure 17.4 
The band structure of poly acetylene using a two-carbon (ethylene) unit cell. A. A two-atom un it cell and the 
new unit cell parameter a' . B. The definition of"in-phase" and "out-of-phase" in infinite polymers. Note 
how for the band derived from the 'IT MO, the in tercel! overlap is favorable for the in-phase combination 
and unfavorable for the out-of-phase combination, while the opposi te is true for the band derived from the 
'IT* MO. C. The band structure. The lower band arises from the 'IT MO of ethylene and the higher band from 
the 'IT* MO. The x axis is now kin multiples of 'IT I a', and so it ranges from 0 to 1. The y axis is .B that would be 
used in the equation E = a+ 2,8, so the 0.0 point is energy a. 

energy of the lowest MO in every cyclic polyene. As we move along the x axis from left to 
right, marching through phase space, we are progressively adding more intercell nodes (the 
intracell interaction is always favorable in this band), and the energy is steadily rising. 

Now, let's go to k = 1T I a'. This is the completely out-of-phase combination of ethylene 1T 

MOs, and it is drawn in Figure 17.4 B. For every intracell bonding interaction, there is a com­
pensating intercell antibonding interaction. The crystal orbital is net non bonding, and so the 
energy is exactly a. 

Analysis of the the band arising from the ethylene 1r* MO brings home the m eaning of 
phase in such diagrams. At k = 0 we have the totally in-phase combination of ethylene 1r* 

MOs, drawn in Figure 17.4 B. It can be seen that in-phase means translationally in-phase. That 
is, the MO in any unit cell can be obtained by just translating the MO in the adjacent cell with 
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no adjustment. In contrast to what we saw with the lower lying band, at k = 0 all intercell in­
teractions are antibonding. Since the intracell interactions are also antibonding, the crystal 
orbital is completely antibonding, and it has energy a- 2[3. Now as we march through phase 
space, making adjacent unit cells out-of-phase, we are introducing bonding intercell interac­
tions, and the energy of the band drops. Jumping to k = 'Tr I a', we now place each 7r* e thylene 
orbital out-of-phase with its neighbor, maximizing the intercell bonding interaction. Inspec­
tion will reveal that at the zone edge, the crystal orbital derived from the ethylene 7r* MO is 
completely nonbonding. It is equivalent to the crystal orbital derived from the out-of-phase 
interaction of the ethylene 'Tr MOs; the two are degenerate. 

Putting this all together, we arrive at the band structure diagram of Figure 17.4 C. We 
have two bands. One starts at low energy and rises in energy ask increases; the other starts a t 
high energy and falls in energy ask increases. The two meet at k = 'Tr Ia'. 

We said that we should get the same result regardless of how we d efine our uni t cell. So, 
are the bands for polyacetylene shown in Figure 17.3 C and Figure 17.4 C the same? To ad­
dress this, we need to consider where the electrons reside. Recall that a band is just a collec­
tion of an infinite number of crystal orbitals, each of which can hold two electrons. To fill the 
bands, we use the aufbau principle and consider how many electrons are in the MOs of the 
molecular building block. For Figure 17.3 C, with a one-atom building block, there is one 
electron in each p orbital before we begin mixing p orbitals to make bands. The unit cell MOs 
(actually AOs) are half full. The crystal orbitals formed by linear combinations of the p orbit­
als can each hold two electrons. As such, the single band formed for the polymer should be 
half full. There are enough crystal orbitals that if each p orbital started out with two electrons 
in it, we could accommodate them a ll. However, the p orbitals started out half full , so the 
band derived from them is half full. Where is the HOMO? Or, more correctly, where is the 
Fermi level, EF, the energy of the highest occupied crystal orbital? It is halfway up the band, 
with an energy of precisely a. 

Now let's put electrons into the band diagram of Figure 17.4 C. The building block MOs 
s tart out with two electrons in 'Tr and no electrons in 'Tr*. Thus, we would expect the lower 
band, derived from 'Tr, to be completely filled, and the higher band, derived from 7r*, to be 
completely empty, and that is the case. Where is the Fermi level? It is exactly at the top of the 
lower band, at energy a. 

So, both models of polyacety lene lead to the same predictions as to electronic structure. 
We s tart at energy a + 2[3 and then progress through to an energy of precisely a. Note also 
that both models predict that the band gap, Eg, the energy gap between the highest occupied 
crystal orbital and the lowest unoccupied crystal orbital, should be precisely zero. This is an 
important finding that we will return to below. 

Figure 17.5 illustrates an interesting way to show that the two analyses of polyacetylene 
band structure really are the same. On going from Figure 17.3 C to Figure 17.4 C we doubled 
the size of the unit cell. However, the x axis in a band diagram tracks k, which is proportional 
to 1 I a (Eq. 17.3). Thus, phase space has been halved . We illustrate this by "folding" the Fig­
ure 17.3 C band structure around the midpoint of the x axis. This produces precisely the band 
structure for the larger unit cell. This is a general technique that wi ll work for any system. 

a 

a + 2 {3 ""---~-_L__ 
0 rr/2a rr/a rr/a 0 rr/2a rr/a 

k k 

Figure 17.5 
Illustra tion of how doubling a unit cell correspond s to fo lding a band diagram in half. 



We have developed our model for the simplest possible system, one p orbital per unit 
cell, and then argued qualitatively about the system with two AOs per unit cell. In fact, there 
is a rigorous, analytical solution for the generalized problem of a unit cell with any number 
of MOs in an infinite polymer. This produces the Bloch equations tha t are the direct ana­
logues of HMO theory as applied to infinite systems. To create computed band structures of 
the sort shown throughout this chapter, we simply solve the Bloch equations at several 
points throughout the Brillouin zone and then interpolate between these points to produce 
the smooth curves shown in band structures. 

Throughout this chapter we will only consider one-dimensional band structures. Real 
materials, however, are three-dimensional. But, as we discussed in Chapter 13, in some ma­
terials there is one dimension that is much "stronger" than the others, and theoretical mod­
eling can, to a good approximation, focus on that. The conducting polymers we will be con­
sidering here fall into that category. Three-dimensional band structures can be developed, 
and they are essential for many types of sys tems such as true metals (i.e., copper or silver). 
Conceptually, the process is identical, except now we have three k' s to consider: k", ky, and kz. 
The only real problem is how to visualize a multidimensional band structure, and the agreed 
upon symbolism takes some getting used to. For those of you who are interested, the book 
by Hoffmann referenced at the end of the chapter has an especially lucid introduction to 
higher-dimensional band structures. 

What is the value of these band structures? Just as an MO diagram is highly informative 
about the nature of a molecule, the band structure makes clear predictions about the nature 
of an electronic material. Figure 17.6 illustrates this by showing certain representative band 
diagrams. We return to the symbolism of Figure 17.1, showing a band as a block of crystal or­
bitals, with the understanding that this is equivalent to the representations of Figures 17.2 C 
and 17.4. Again, fill ed and empty bands are crucial. The highest-lying fill ed band is called 
the valence band, and the lowest-lying empty band is called the conduction band. Thus, the 
Fermi level is the top of the valence band, and the band gap is the energy separa tion between 
these two crucial bands. 

Figure 17.6 

17.1 THEORY 

Relationships between various aspects of a band 
s tructure diagram and the expected electronic 
properties of a materia l. An insulator has a very 
large band gap, while a semicondu ctor has a small 
but finite band gap. A metal has a zero band gap, 
because of an incompletely filled band or beca use 
of the overlap of two bands. 

Insulator Semiconductor Metal Metal Metal 

As the name suggests, electrical conduction in a material is generally associated with 
population of the conduction band. If Egis large, this is very unlikely, and we have an insula­
tor. On the other hand, if Egis finite but relatively small, we could have a semiconductor. An 
intrinsic semiconductor requires a finite thermal population of the conduction band, and so 
E8 cannot be much larger that kT. This is rare, and most semiconductors require doping to 
show any significant conductance (see Section 17.1.3). 

Our polyacetylene band structure has an Eg of zero. Figure 17.6 shows different ways of 
achieving this. We can have a partially fill ed band, or we can have two bands that overlap or 
touch (as in Figure 17.4 C) at the Fermi level. Either way we have zero band gap, and such a 
system is a metal and is expected to be a conductor. Based on this, we conclude that at the 
level of HMO theory, polyacetylene is an organic metal! We hasten to add that the real situation, 
beyond HMO, is more complicated, such that real polyacetylene is a semiconductor. We will 
return to this below. Still, given the success of HMO theory in making interesting predictions 
about molecular properties, not always quantitatively correct but usually qualitatively cor-
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Figure 17.7 
The band structure analysis for i>PP. 

rect, we can understand the excitement about highly conjugated polymers generated by the 
analysis of polyacetylene. 

Knowing the band structure provides some interesting predictions about the potential 
properties of a conjugated organic polymer. As such, it is valuable to be able to predict or ra­
tionalize band structures. As always, computer programs are available to calculate band 
structures at the HMO level and beyond. There is considerable value in being able to predict 
prototype band structures, however, as this allows you to understand and interpret there­
sults of sophisticated calculations. To develop this skill, we describe here the band structure 
of an infinite polymer of para-linked benzenes, poly(p-phenylene), PPP, another prototype 
and an important material in the conducting polymers field . 

Figure 17.7 shows the calculated band structure for PPP at the HMO level, and here we 
will simply walk through the figure and discuss the origin of each band. We assume a copla­
nar structure, although real PPP is not totally coplanar. The MOs of the monomer are famil­
iar (see Figure 14.13); note that because of the para substitution pattern in the polymer, we 
must represent the NBMOs in the way shown, which is consistent with the symmetry. We 
number the s ix bands 1-6, starting with the lowest energy band. Band 1 arises from the fully 
symmetric benzene MO and rises in energy as we proceed from left to right. The starting en­
ergy of the band is now below a + 2[3, because the fully in-phase combination should be 
more stable than the starting MO, which itself began at a + 2[3. Bands 2 and 5 are unusual. 
There are no intercell interactions (remember we are at the level of HMO, so only interac­
tions between connected atom s count). As such, these bands are completely flat. Band 3 is 
qualitatively similar to the higher band from Figure 17.4. Because the coefficients of the MO 
at the two connection points of the polymer are oppositely signed, the band starts at high en­
ergy and falls as we march though phase space. This system also provides an example of two 
bands crossing, a common feature in more complex systems. The higher-lying bands, 4-6 
mirror the lower-lying bands, as reasoning based on the pairing theorems would predict. 

Where are the electrons? We have six electrons per monomer to distribute, and these are 
used to fill bands 1-3. Bands 4-6 are empty. Band 3, therefore, is the valence band because it 
contains the high est occupied crystal orbital, and band 4 is the conduction band. The Fermi 
level EF lies at the zone center in this system, while it is at the zone edge for polyacetylene. 
There is no real-world significance to this distinction. One very meaningful distinction be­
tween polyacetylene and PPP, howeve1~ is evident at HMO level. By inspection you can see 
that the highest occupied and lowest unoccupied crystals orbitals should not be degenerate 
in the case of PPP. PPP has a finite band gap in HMO theory, while polyacetylene does not. 



The band structure of Figure 17.7 illustrates one more feature we need to discuss. Note 
that the range of energies spanned by a band on going from k = 0 to k = '1T I a is smaller for 
bands 1 and 6 than it is for bands 3 and 4. And, the spread for bands 2 and 5 is zero. The range 
of energies spanned by a band in the first Brillouin zone is called the dispersion of the band. 
What causes the dispersion? The difference in energy betweenk = 0 and k = '1T I a is related to 
how strong the intercell interaction is, and that should be related to the size of the coefficients 
on the interacting atoms. For bands 1 and 6, the coefficients of the monomers at the point of 
cotmection are all11, 6 (0.408); for bands 3 and 4 the value is 21 )12 (0.577). The larger coeffi­
cient for bands 3 and 4leads to larger intercell interactions and thus a greater dispersion in 
the band. The MOs that produce bands 2 and 5 have coefficients of zero at the key atoms, and 
so the dispers ion is zero. 

We are now ready to lay out a p rescription for developing a qualitative band structure 
for any conjugated polymer. Remember, we are operating at the level of HMO theory. The 
simple s teps are: 

1. Choose a unit cell . 

2. Crente one band for each MO of the unit cell molecule. 

3. Whether a band rises or fa lls in energy on going from k = 0 to k = nla is determined by the 
relative signs of the coefficients at the connection points between unit cells. 

If they have the same sign, the band rises; if they have the opposite sign, the band falls. 

4. The starting and ending energies of a band can be es timated from the starting energy of the MO 
and how strong the intercell interactions are. 

5. The dispersion of a band is determined by the magnitude of the coefficients of the atoms that form 
in tercel/ connections in the polymer. 

With this simple formula, quite useful band structures can be prepared for a wide range of 
conjugated materia ls. You will be given the opportunity for practice in the Exercises at the 
end of the chapter. 

17.1.2 The Peierls Distortion 

It's time for a reality check. We know well that HMO theory has some severe limitations, 
so we should be skeptical about the remarkable predictions it makes about polyacetylene 
and other systems. Qualitative trends should be correct, but is polyacetylene really a metal? 
We need to go to the next level of theory, and just as with molecular systems, the next step is 
to include the effects of electron-electron repulsion that are so ardently avoided in HMO 
theory. 

At the level of HMO theory, polyacetylene is a metal. When we use a two-carbon unit 
cell, w hi ch we wi ll do from now on, the band structure consists of a filled band and an empty 
band that are degenerate at the zone edge, producing a zero band gap. We have seen a simi­
lar situ ati on before in the molecul ar world with the MO diagram of cyclobutadiene (Section 
14.5.1). The HOMO and the LUMO are degenerate and contain a total of two electrons. 
We also saw (the Going Deeper highlight in Section 14.5.6) that when we include electron­
electron repulsions, a J ahn- Teller distortion converts cyclobutadiene to a rectangular form, 
and this geometrical distortion opens up a HOMO-L UMO gap in the molecule. 

A simil ar effect occurs in polyacetylene (Figure 17.8) . Ju st as with cyclobutadiene, poly­
ace tylene undergoes a geometrical distortion from a structure with all equal bond lengths 
(implicit in the HMO model), to a s tructure with alternating long and short bonds. In con­
densed matter physics this is called a Peierls distortion, but it is directly analogous to the 
Jahn- Teller distortion seen in cyclobutadiene. The actual bond lengths in polyacetylene are 
approximately 1.35 A and 1.45 A. And, just as a HOMO-LUMO gap opens up in cyclobuta­
diene, the geometrical distortion opens up a band gap in polyacetylene. 

Figure 17.8 shows why this is so. By shortening the C-C distance within the unit cell 
(illustrated by drawing the intracell C-C bond as a double bond), the intracell interaction 
becomes stronger than the intercell interaction. At the zone edge, therefore, the band made 
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Figure 17.8 
The Peierls dis tortion in polyacetylene. A. The band structu re after the Peierls distortion. 
Note that now a finite band gap exists, and EF lies below a. B. The two degenerate forms 
of polyacetylene along with the hypothetical, bond-equal form (in b rackets). 

from the ethylene 7T MO will be more stable than the band from 1r* (recall the drawings 
in Figure 17.4 C). In the lower band at the zone edge, bonding interactions occur across 
the shorter bonds (double bonds) and antibonding interactions across the longer bonds; the 
opposite is true of the higher band. The resulting Eg in polyacetylene is 1.5 eV, a significant 
value. 

Because of the Peierls distortion, polyacetylene shows alternating short and long bond 
lengths and has a significant band gap. As such, pure polyacetylene is a semiconductor, not an or­
ganic metal. The alternating bond length pattern in polyacetylene is worth contemplating. 
Organic students generally come away from introductory courses viewing benzene as the 
prototype conjugated 7T system, wi th all C- C lengths equal. Actually, benzene is more the 
exception than the rule; most neutra l, closed-shellTI systems show alternating bond lengths. 
Ions and radicals (such as a llyl), though, do tend to equalize bond lengths. We noted in 
Chapter 14 that even for benzene, some have argued that the 7T system prefers alterna ting 
bond lengths as it does in polyacetylene, and it is the CT framework that produces equal bond 
lengths. 

Physicists describe polyacetylene as having a degenerate ground state. This is a some­
what unfortunate terminology. In this context " degenera te" means there are two equ ivalent 
forms, as shown in Figure 17.8 B. Conceptually, there is a higher-lying, more symmetrical, 
form tha t is intermediate between the two, but this form may not exist in the real world. The 
two degenerate structures are not resonance structures. Remember, all resonance structures 
for a molecule have the same geometry- that is, nuclei do not move in resonance. The de­
generate forms of polyacetylene have d ifferent geometries, in that nuclei would have to 
move in order to interconvert the pair. That said, there is no guarantee that the two forms can 
or will interconvert. There cou ld be a very large barrier separating the two. As we will see be­
low, the important issue is that the two forms exist. 

Peierls distortions occur in other systems, and in fact they are fairly common in sol id 
state physics. A common situation in which a Peierls distortion might be expected is in a 
crystal of relatively flat m olecules that stack on each other along one crystal axis. Rather than 



spacing evenly along the axis, the molecules will often "dimerize", forming a closer contact 
with one neighbor and opening up a larger gap to the other neighbor in the stack. This, too, 
is a Peierls distortion, and it is ultimately driven by the same kinds of arguments as pre­
sented here. 

17.1.3 Doping 

We now know that polyacetylene is a semiconductor, with a degenerate ground state 
and a significant band gap caused by a Peierls distortion. The intriguing band structure of 
Figure 17.4 turns out to be an artifact of the low level of theory used to produce it. Given this, 
you might wonder why there is so much excitement about conducting polymers. One other 
obvious target, polyparaphenylene (PPP), has a significant band gap also, even at the level 
of HMO theory. In fact, this is the case for all other systems except some very exotic, strictly 
theoretical structures (see the Exercises at the end of the chapter). The facts are, linear conju­
gated polymers built from molecular 'IT systems such as ethylene (to give polyacetylene) or 
benzene (to give PPP) or other conjugated molecules are at best semiconductors, and often 
are insulators. 

The rescue from this situation requires a chemical treatment of the polymers known as 
doping. Doping is another term from condensed matter physics originating in studies of 
more conventional semiconductors such as silicon or gallium arsenide. To a chemist, doping 
is nothing more than the oxidation or reduction of a polymer system. Exposure of a material 
such as polyacetylene to oxidizing agents such ash or AsF5 will remove electrons from the 
polymer. This is termed p-type doping, because positive charges are introduced. Alterna­
tively, reducing agents such as sodium metal or sodium naphthalenide will introduce nega­
tive charges, leadington-type doping. Both p-type and n-type doping can also be achieved 
electrochemically. All semiconductors need to be doped in order to be useful, and conduct­
ing polymers are no exception. The focus of our discussion will be on p-type doping, bu t the 
terminology and reasoning are identical for n-type doping. 

Let's consider the consequences of the p-type doping of polyacetylene (Figure 17.9). We 
remove one electron to make a radical cation. This radical cation will be delocalized, but to 
what extent will it be delocalized? At this point, the intuition that most organic chemists 
have developed fails. As noted above, we are explicitly and implicitly taught that delocaliza­
tion is "intrinsically good", and the more delocalization, the better. Based on that view, re­
moval of one electron from a chain of polyacetylene should produce an infinitely delocal­
ized radical cation. However, this view is wrong. Theory and experiment both establish that 
the radical ion obtained by doping an infinite conjugated polymer is only partially delocalized. Figure 
17.9 illustrates such structures. The partially delocalized radical cation (anion) obtained by 
oxidative (reductive) doping of a conjugated polymer is called a polaron (a different entity 
called a soliton also arises; see the Going Deeper highlight on page 1015). These local alter­
ations in structure are often referred to generically as defects in the solid state literature. 

Why doesn't a polaron fully delocalize? We can rationalize this by thinking a little 
deeper about the stabilization afforded by delocalization. For example, we know that allyl 
radical is much more stable than ethyl radical (as evidenced from bond dissociation ener­
gies), and we attribute that stabilization to delocalization. It is also true that pentadienyl is 
more stable than allyl, but the difference is much smaller than the difference between allyl 

Figure 17.9 
P-type doping of polyacetylene a nd PPP. Note that in the actual material the polarons are more 
extensively delocalized than shown. 
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and ethyl. As we continue to delocalize, producing heptatrienyl, nonatetraenyl, etc., stabili­
zation energies grow, but by ever diminishing amounts. Eventually, very little is gained by 
further delocalization. On the other hand, the Peierls distortion tells us that there is energetic 
advantage to having alternating short and long bonds, and delocalizing the polaron dis­
rupts this. For other polymers, such as PPP, the disruption caused by delocalization is even 
greater. In PPP, each time we delocalize the polaron into another ring, we are disrupting an 
aromatic system. Eventually, in any system, the small benefit of further delocalization is out­
weighed by the cost of disrupting the structure, and the polaron "stops de localizing". An­
other factor disfavoring full delocalization is the counterion. We are introducing charges 
into the polymer, and there must be a counterion. The counterions are not mobile in the 
solid, and it is energetically beneficial for the charge on the polymer to stay in the general vi­
cinity of its counterion. 

Thus, the doping of polyacetylene or PPP produces partially delocalized radical ions 
called polarons. These polarons can migrate up and down the polymer chain, and this is 
what produces a conducting polymer. The migration takes the polarons from the vicinity of 
one counterion to that of another counterion. All conducting organic polymers are in fac t doped 
forms of otherwise semiconducting or insulating conjugated polymers. As we continue to expose 
the polymer to oxidant, more polarons are introduced along the chain, and the conductivity 
goes up. This is the light doping phase of the process of doping, and because the doping can 
be stopped at any time, it is simple to prepare lightly doped samples. If we continue the dop­
ing reaction, though, producing heavily doped samples, a few more interesting things hap­
pen. To understand these, however, we need to look ali ttle more deeply at the electronic con­
sequences of doping. 

A perhaps counterintuitive result of doping is the development of so-called mid-gap 
states. One way to think of the band gap is as an energy region where no orbitals are found. 
Doping, however, introduces orbitals into this region (Figure 17.10). The terminology is a bit 
sloppy here; "mid-gap states" is the conventional term, but we are really talking abou t mid­
gap orbitals, and we will use that terminology here. When we remove an electron from the 
pristine polymer, we take it from the top of the valence band. If nothing else happens, we 
simply have a hole in the top of the band. "Hole" is a conventional term in this field, mean­
ing a positive charge associated with the loss of an electron. To solid state physicists, there is 
no difference between a hole and an electron (except the sign of the charge), and systems are 
often referred to as hole conductors or electron conductors, depending on the nature of the 
mobile species. P-type doping introduces a hole at the top of the valence band, but doping 
leads to a geometrical change in the system. The radical ion delocalizes to make the polaron, 
and this relaxation of the structure stabilizes the system. What may not be immediately obvi­
ous is tha t this relaxation leads to the singly occupied crystal orbital lying in the band gap, 
isolated from the rest of the valence band. 

One way to understand why this is so is to make a crude analogy to simple radical chem­
istry. At the level of HMO, what is the difference between methyl radical and allyl? To make 
the comparison balanced, we should consider methyl +ethylene vs. allyl, the former repre­
senting the polaron before it delocalizes. Allyl is more stable, but actually the singly occu­
pied MO is at the same energy in both systems, an energy of precise ly a (look back at Figure 
14.15). Allyl is more stable because the filled orbital has dropped in energy (from a+ (3 in eth­
ylene to a + )2(3 in allyl), not the singly occupied orbital. In a sense this is what happened in 
the band structure. Several orbitals in the valence band have dropped in energy, leaving a 
singly occupied crystal orbital alone in the gap. A s imilar thing happens in the conduction 
band, producing an empty orbital (a hole) in the gap. Another explanation for the appear­
ance of orbitals in the band gap is that the Peierls distortion is removed in the vicinity of the 
polaron. We saw above that the Peierls effect is the reason for the band gap, and w ithout it 
the orbitals fill the gap and the bands meet at the Fermi level. More optical transitions are 
now possible involving these mid-gap orbitals, and some transitions will be of longer wave­
length than was possible for the undoped polymer. As a result, doping generally introduces 
color into the material, and a heavily doped material is typically black. 

Now we can consider the progression from light to heavy doping. As we just noted, at 
first doping just produces more polarons throughout the material. However, on continued 
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doping an odd thing happens. EPR reveals that the number of spins starts decreasing. We are 
doping more, the conductivity is increasing, but we appear to be losing polarons. Indeed, at 
heavy doping we start to form a new species termed a bipolaron. A bipolaron in this context 
is a spin-free, doubly-charged, partially-localized structure, and Figure 17.10 B illustra tes bi­
polaron formation. One way to think about bipolaron formation is as the direct combination 
of two polarons on the same chain. Polarons can migrate along the chain, and two could run 
into each other. The more polarons we make, the more likely they are to run into each other. 
Why would two polarons combine to make a bipolaron? Polarons are radicals, and two radi­
cals should naturally combine, making a new bond in the process. Polarons are also ions, so 
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shouldn't the coulombic repulsion associated with bringing two like charges together pre­
vent bipolaron formation? This is certainly true in the gas phase, where radical cations never 
combine to make dications. We are in the solid state, though, not the gas phase. The solid sur­
roundings provide a significantly higher dielectric constant than the gas phase (anything 
is better than the gas phase), and this diminishes the coulombic repulsion. Also, doping al­
ways introduces counterions into the polymer, and often these are la rge diffuse ions such as 
I3- or I5- from I2 or As2F11 - from AsF5 . These substantially shield the charges associated with 
polarons and facilitate bipolaron formation. With enough shielding, the energetic advan­
tage of forming a new bond between two radicals outweighs the cost of bringing together 
like charges, and bipolarons form. 

There is another way to think about bipolaron formation. Consider the band structure of 
Figure 17.10 right after removal of one electron and relaxation of the structure. If you are an 
oxidant, what is the next electron you would remove? The mid-gap electron is the highest­
lying, so we might expect it to be the most easily removed. Doing so would diminish the 
number of spins, and therefore oxidation is just another way to think about bipolaron 
formation. 

At light doping, therefore, we have polarons, and as the doping gets heavier we have 
bipolarons. Either of these can migrate along the chain, making the material conductive. 
At high doping levels we start to produce polaron l bipolaron bands, and these get broader 
(their dispersion increases) as the doping progresses (Figure 17.10 A) . In some instances, at 
very heavy doping, the bipolaron band can merge into the valence b and . At this point, we 
have a true metal, and indeed the properties of some heavily doped conjugated polymers do 
resemble those of a true, conductive me tal. We'll discuss these issues further in Section 17.2. 

UV I vis spectroscopy is a convenient tool to analyze aspects of the band structure of a 
material. In an undoped material, for example, a transition from the valence band to the 
conduction band is often seen, and the energy of this transition is one measure of Ef',. Such 
spectroscopy is also very informative about the doping process. Even light doping leads to a 
substantial enrichment of the UV I vis spectrum of the polymer, as several new, longer wave­
length bands are seen. 

Figure 17.11 shows a series of absorption spectra as a function of doping for a conduct­
ing polymer, and these provide considerable experimental support for the theoretica l model 
of Figure 17.10. The spectra are for a film of polypyrrole, but they are typical of the results 
seen for many conducting polymers. The spectra are interpreted as follows. The bottom 
spectrum is that of "pristine" polypyrrole, and the large absorption at 3.2 eV corresponds to 
the transition from the top of the valence band to the bottom of the conduction band- the 
"HOMO-LUMO" transition that defines the optical band gap. Howevet~ defects are present 
even in this sample, and the weak bands at 0.7, 1.4, and 2.1 eV involve polarons and bipolar­
ons. As doping progresses (moving up Figure 17.11), the band at 1.4 eV first increases in 
intensity and then disappears. Monitoring of the number of spins in the sample by EPR 
spectroscopy shows a corresponding rise and then a fall in signal intensity. As such, the ab­
sorption at 1.4 eV involves polarons. On the other hand, the bands at 0.7 and 2.1 eV show a 
continual increase on doping, and so they are associated with bipola ron states. 

There is an important consequen ce of the polaron model of conductivity in conducting 
polymers. ln a metal such as copper or silver, conductivity increases as the temperature is 
lowered. This is because cooling reduces vibrations in the crystal lattice. These vibrations 
disrupt the free movement of electrons in conduction bands, and so damping them by low­
ering the temperature improves conductivity. In con trast, conductivity typically decreases 
as we lower the temperature in a doped, conjugated polymer. This is because there is a finite 
thermal activation energy for conduction in such a system. Remember, the geometry (C-C 
bond lengths and angles) of a polaron is different than that of the undoped polymer. Thus, 
as a polaron migrates along the chain, nuclei must move to interconvert between the doped 
and undoped geometries. This process requires energy, and so conductivity is better at 
higher temperatures. The measurement of conductivity as a function of temperature is 
straightforward, and it provides a key guide as to whether one is dealing with a true metal­
lic system. 
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Figure 17.11 
Optical absorption spectra of a thin film of polypyrrole 
as a function of degree of doping. See text for a description. 
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Our treatment of the doping of polyacetylene has in fact 
been a bit misleading. While the progression we have 
described, involving polarons and bipolarons, is appro­
priate for the overwhelming majority of conducting poly­
m ers, including PPP, the situation is subtly different in 
polyacetylene. Even in an undoped sample of polyacet­
ylene, neutral defects analogous to a polaron can form. 
A partially delocalized radical d efect called a soliton 
will exist in any real sample of polyacetylene. 

A soliton 

The physics of such a system are quite interesting, and the 
properties of a soliton resemble those of a solitary wave 
(hence the name). Such a neutral defect can only exist in 
systems with a degenerate ground state (two identical 

geometrical forms), and so soli tons only form in poly acety­
lene and a few other, relatively exotic materials. A soliton 
forms a phase boundary between the two degenerate 
forms of poly acetylene. Note how in the structure shown, 
the double bonds go "southwest to northeast" to the left 
of the soliton and then go "southeast to northwest" to 
the right of the soliton. Any sample of polyacetylene will 
contain a significant number of spins detectable by EPR 
even before doping. Initial oxidative doping will lead to 
a decrease in the number of spins, as neutral solitons are 
converted to charged, spin less solitons. Extensive dop­
ing starts to introduce spins after all the neutral solitons 
are destroyed. The distinction between a soliton and a 
polaron is of little consequence for chemists interested in 
designing many kinds of better materials (such as a better 
battery) . However, anyone who delves into the conduct­
ing polymer literature will certainly run across the term, 
and so we have provided a brief introduction here. 

To summarize, all conjugated organic polymers are semiconductors or insulators in 
their pristine state. Doping produces polarons and then bipolarons, where polarons are 
spin-containing defects and bipolarons are spinless defects. These defects can migrate along 
the polymer chain, allowing the system to be conductive. This is the theory. The reality is 
much more complicated. In Section 17.2 we will discuss some real conducting polymers. 
This theoretical foundation, coupled with some practical, chemical aspects of the systems, 
will produce a good working model for how to understand conducting polymers. 
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17.2 Conducting Polymers 

In this section we introduce the polymers that are actually seeing commercial use or are ap­
proaching that p oint. We will also discuss some of the practical aspects that substantially in­
fluence the extent to which a material can be conductive. First, though, we introduce the ba­
sic terminology of the field, and refresh your memory with some of the basics of electrical 
conductivity. 

17.2.1 Conductivity 

The essential equation for consideration of conductivity is Oh m 's law, Eq. 17.5, where I 
is current in amps, R is resistance in ohms, and Vis th e voltage drop (in volts) across the ma­
terial. The equation shows that for a given V, higher current requires lower resistance. The 
resistance of a wire (Eg . 17.6) depends on the length, I, the cross-sectional area, A, and the in­
trinsic ability of the material to conduct, which is defined in terms of the resistivity, p (with 
units of ohm • em). The inverse of resistance is conductance (in units of Siemens, S, equiva­
lent to ohm-1

), and the inverse of resistivity is the conductivity, cY [in units of S•cm-1 or 
(ohm • cm)-1] (Eq. 17.7). 

V = IR (Eq. 17.5) 

R = E.!_ (Eq. 17.6) 
A 

(J = l_ (Eg. 17.7) 
p 

Typically, we grade a material based on its cond uctivity, and a huge range is seen in this 
important parameter. Convention al metalli c conductors su ch as copper, iron, or silver have 
conductivities on the order of 106 S • cm-1

, while intrinsic semiconductors have much lower 
values, such as 10-2 S•Cin-1 for Ge and 10-s S• cm-1 for Si. Insu lators, naturally, have even 
smaller conductivities, with values su ch as 10-10 S• cm-1 for glass, 10-14 S • cm-1 for diamond, 
and 10-18 S• cm- 1 for quartz or Teflon . Thus, condu ctivity spans a range of 24 orders of mag­
nitude in common materia ls. 

On the molecular level, conductivity can be related to the number of charge carriers 
(electrons and / or holes, n) and their intrinsic mobility,f.l, as in Eq. 17.8 (where e is the charge 
on an electron). Thus, to increase conductivity, we want to increase the number of carriers 
(n), which implies increasing the d oping level. Also, we want to maximize the mobility of 
the carriers (f.l) . Although it is not always simple to relate mobility to a molecular feature, it 
is reasonable to assume that increased delocalization and the absence of defects would both 
fa vor increased mobility. 

CJ = nJl e (Eg. 17.8) 

Before discussing real materials we must address one other issue. As noted above, our 
band structure analyses are one-dimensional, and everything we have discussed so far has 
emphasized conduction alon g the conjugated backbone of the polymer. In real materi als, 
however, that is not enough. Real samples have to conduct in all d irections, and because it is 
highly unlikely that every (or even one) polymer m olecule will extend fully from electrode 
to electrode, conduction mu st occur between chains as well as along chains. Often this inter­
chain conductivity is the limiting factor in the usefu lness of a material. We will not go into 
the details here. We simply mention that interchain conductivity implies a " hopping" of po­
larons from one chain to another, in w hat is fundamentally just an electron transfer reaction. 
Factors such as packing density and the alignmen t of chains play important roles, so keep 
these in mind as different polymers are discussed. For example, adding long alkyl chains 
may increase the solubility of the polymer, but may also discourage the close packing of 
chains that would encourage hopping. Such trade-offs are common in efforts to design opti­
mal materials. 
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17.2.2 Polyacetylene 

Both theoretically and experimentally, the launching point for conducting polymers is 
polyacetylene. We've discussed the theory, and now we consider the actual material. Early 
efforts by Natta to polymerize acetylene produced a black, air-sensitive, insoluble powder. 
A key breakthrough was Shiraka wa' s discovery in the early 1970s, which showed that when 
gaseous acetylene was passed over a film of a classical Ziegler-Natta-type catalyst (pre­
pared by evaporating a solution of the ca talyst onto the walls of a flask), a shiny, copper­
colored film of polyacetylene formed that could be easily peeled off the flask (Figure 17.12 
A). Analysis revealed that this material had almost exclusively the cis configuration about 
the double bonds. Heating the material to 150 oc (or running the polymerization at higher 
temperatures) produced the thermodynamically more stable all-trans form, which is a sil­
very substance with a mirror-like surface. These appearances are remarkable for a hydro­
carbon, but neither material was conductive. cis-Polyacetylene shows a conductivity of 
I0-10-10-9 S•cm-1, while trans-polyacetylene shows a conductivity of I0-5-10-4 S•cm-1

, 

making the latter a reasonable semiconductor. 
It remained for a chemist and a physicist, MacDiarmid and Heege1~ respectively, to ap­

preciate the potential of doping for improving the conductivity of pristine polyace tylene. In 
1977, Shirakawa, MacDiarmid, and Heeger reported that exposure of polyacetylene to Cl2 , 

Br2 , or 12 produced a material with conductivities as high as 103 S•cm- 1
, and the field of con­

ducting polymers was born. Suddenly, materials that always had been viewed as insulators 
had the potential to transform the electronics industry. For this work, Shirakawa, MacDiar­
mid, and Heeger shared the 2000 Nobel Prize in Chemistry. 

While the intellectual importance of polyacetylene is undeniable, the technological im­
portance is less so. The material is insoluble, brittle, and thus difficult to process. Recall that 
a key promise of electronic organic materials is to combine the facile synthesis and process­
ability features of organic polymers with novel electronic properties. Poly acetylene does not 
quite meet the goal. 

Many efforts to improve the solubility and processability of polyacetylene have been re­
ported. A recurring theme in this field is the interplay between crystallinity and solubility. 
Planar conjugated polymers tend to be highly crys talline and thus notoriously insoluble, 
making them difficult to handle . The simplest way to increase the solubility is to break up 
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Figure 17.12 
Various routes to polyacetylene and derivatives. A. Direct Ziegler-Natta polymerization of acetylene as 
developed by Shirakawa. B. Feast's retro D iels-Alder, precursor polymer route. C. Ring-opening metathesis 
polymerization (ROMP) of a substituted cyclooctatetraene as developed by Grubbs. 
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the crystallinity by adding flexible side chains, not unlike the strategy for preparing low­
density polyethylene (Chapter 13). One could imagine that polymerizing a terminal acety­
lene (RC""CH) would add an alkyl chain to every other carbon, and this would increase the 
solubility. Indeed, when R is alkyl or aryl the solubility of the derived polyacetylene is in­
creased. However, the conductivity of the doped material disappears. The R group intro­
duces s ignificant twisting in the backbone, disrupting the conjugation. The trade-off be­
tween increasing solubility and disrupting planarity is a universal theme in the conducting 
polyn1ers field (see the Connections highlight of Section 2.4.1). 

Several clever strategies around this conundrum have been reported. Feast developed a 
retro-Diels-Alder approach to polyacetylene, summarized in Figure 17.12 B. Ring-opening 
metathesis polymeriza tion (ROMP) of the Diels-Alder adduct of an acetylene and cyclo­
octatetraene gives a precusor polymer that is completely soluble and can be easily pro­
cessed into film s. Simple heating launches the retro-Diels-Alder reaction, producing true 
polyacetylene in film form. Although the retro-Diels-Alder directly produces a cis double 
bond, the temperature for the reaction is sufficient such that cis-trans isomerization occurs 
at the same time. This precursor polymer approach h as been used in many systems to fight 
the solubility battle. 

Another strategy involves the ring-opening m etathesis polymerization (ROMP) of cy­
clooctatetraene. While ROMP of the strained cyclobutene in the Feast system could be 
achieved with traditional metathesis catalysts, only the more advanced catalysts developed 
by Schrock and Grubbs enabled the direct ROMP of cyclooctatetraene. Grubbs recognized 
this as a alternative route to polyacetylene, and the resulting material has a very high con­
ductivity, perhaps because of fewer defects. This material is still insoluble and intractable. 
Solubility can be dramatically improved, howeve1~ by adding a single alkyl group to the 
COT monomer. Now, instead of an alkyl group on every other carbon, as is obtained from 
polymerizing an a lkyl acetylene, there is one every eight carbons. The resul ting polymer is 
soluble and processable, but it can still be doped to acceptable levels of conductivity. A good 
trade-off between solubility and twisting has been reached. 

Another important advance in polyacetylene chemistry is the polymerization protocol 
developed by Naarman and co-workers. Using a specially p repared catalyst system and 
clever in situ processing conditions, acetylene could be polymerized to produce a near 
defect-free, highly crystalline polyacetylene. On doping, conductivities as high as 105 S•cm-1 

were seen. An organic polymer was showing conductivites that rival those of copper metal! 
Despite these more advanced efforts, polyacetylene has yet to become an article of com­

merce. Its importance lies in launching the conducting polymers revolution, and in estab­
li shing that very high conductivities can be seen with doped organic polymers. Its downfall 
is its insolubility. Other systems have been developed that have more desirable combina­
tions of conductivity and processabi!ity, and we will review these below. Note that for many 
applications, conductivity values that rival those of copper are unnecessary. Often values of 
102-103 S • cm- 1 are quite acceptable. 

17.2.3 Polyarenes and Polyarenevinylenes 

The most common variation on polyacetylene in efforts to produce m ore tractable con­
ducting polymers is to replace the simple double bonds of polyacetylene with aromatic 
rings. This genera lly increases the stability of the system and offers several strategies for in­
troducing solubilizing groups. Unfortunately, such systems intrinsically start with larger 
band gaps, as we showed previously in our discussion of PPP. However, the trade-off be­
tween solubility and conductivity is favorable for many of these systems. 

Figure 17.13 shows prototype structures. While none of these is likely to replace copper 
wiring any time soon, the novel combinations of properties associated with these types of 
materials has led to an array of commercial applications that continues to grow in impor­
tance. These are typically applications in which very high conductivity is not essential, and 
features such as light weight, flexibility, and processability are more important. Examples 
include the use in fabrics for antistatic properties, radar blocking, electromagnetic interfer-
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cncc (EM l) shielding, and in certain types of batteries. Another advantage of organics is the 
abi lity to use substi tu ents to tune the band gap (see below). This, in turn, influences the opti­
ca l properties of the material, much like changing the HOMO-LUMO gap of a molecule af­
fects its absorption and emission properties (recall the discussion in Section 16.1.2). 

One of the most promising applications of conducting polymers is as thin film materials 
for use in light emitting diodes (LEOs) and flat panel displays. Organic light emitting de­
vices (OLEDs) convert electrical energy into light, a phenomenon known as electrolumi­
nescence. When an e lectric current passes through some conducting polymers, light is emit­
ted. In its si mplest form, an OLED consists of a layer of the luminescent material p laced 
between two electrodes. When an electric current is applied, light is emitted with a color that 
depends on the particular m aterial used. At the anode, holes in the material are created, 
while at the cathode, electrons are added to the material. The conducting properties of the 
polymer allow the holes and electrons to migrate together, and when they meet a loca lized 
excited state of the polymer is crea ted, analogous to the s tate created upon absorption of a 
photon . The excited sta te energy is released in the form of fluorescence, thereby producing 
light. 

By varying substituents, the optical properties of PPV and PT derivatives can be tuned 
to a considerable degree, a llowing a wide range of colors to be produced (see Figure 17.13 for 
s tructures). Displays based on organic polymer films are already in use (for example, the dis­
play for car stereo system s). Prototypes of displays that are highly flexible, able to be bent 
and twisted to a considerable degree, have also been prepared. This seems li kely to be a high 
growth area for conducting polymers in coming years. Another promising application of 
conducting polymers in the near future is as organic transistors and field effect transistors. 

Table 17.2 shows band gap values for representative systems; structures can be found in 
Figure 17.13. The Eg values given are computed using the valence effective Hamiltonian 
(VEH) approach, an nb initio protocol s imilar to HF theory. We show computed values so that 
consistent comparisons can be made. Experimental values are very close to those shown, but 
there is variation, depending on the method used to measure Eg and the condition of the par-
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Tablel7.2 
Computed Band Gaps for Representative 
Conjugated Polymers 

Structure 

Polyacetylene 
Poly(p-phenylene) (PPP) 
Poly(m-phenylene) 
Poly(p-phenylenevinylene) (PPV) 
Polyacene 
Polythiophene (PT) 
Polyisothionaphthalene 
Polypyrrole 

1.5 
3.2 
4.5 
2.5 
0.0 
1.7 
0.5 
3.0 

Source: Bred as, J. L., Chance, R. R., Baughman, R. H., 
a nd Silbey, R. "Ab initio Effective Hamiltonian Stud y 
of the Electronic Prope rti es of Conjugated Polymers." 
f. Chell/. Phys., 76(7), 3673-3678 (1982); Bredas, J. L., Silbey, 
R., Boudreaux, D. 5., a nd Chance, R. R. "Chain-Length 
Dependence of Electronic and Electrochemical Properties 
of Conjugated Sy,tPnw Pol yacetylene, Polyphenylene, 
Poly thiophene, and Poly pyrrole." f. A111. Che111. Soc., 
105,6555-6559 ( 1983). 

ticular polymer (number of defects, cis / trans ratio, etc.). Several feah1res of Table 17.2 bear 
comment. For example, PPP is predicted to have a significantly larger gap than polyacety­
lene, even at the HMO level, and ind eed this is borne out. PPV has a significa ntly lower band 
gap than PPP, and this trend holds up for many other systems. Polyacene has been a topic of 
theoretical study for some time, but it has yet to be synthes ized. Even at high levels of theory 
a negligible band gap is predicted, and some analyses even suggest the polymer could be a 
superconductor. You are asked in the Exercises at the end of the chapter to develop the band 
structure of polyacene. 

There is a general sense that smaller band gaps are better for producing good condu c­
tors, although it is not immediately clear why this should be so for doped systems. With a 
small band gap, though, the merging of the polaron bands with the conduction and valence 
bands can happen more readily, and certainly true metallic conduction is more s trongly as­
sociated with polythiophene and other small band gap systems. 

An advantage of PPP, PT, and similar structures is that it is possible to introduce solu­
bilizing groups without completely destroying conjugation and thus conductivity. Figure 
17.13 B shows representative examples. In PPP, substitution does cause considerable twist­
ing, but the effectis much less severe in PT. This makes sense, because the smaller angles as­
sociated with the five-membered ring pull the substituents back away from the conducting 
backbone. 

Several basic synthetic strategies are applicable to these types of systems. Thiophene 
and related structures can be direct! y polymerized electrochemically. Oxidation gives a rela­
tively stable radical cation which then reacts with neutral thiophene to launch the polymer­
ization. A thin film of conducting, doped PT can be induced to form on the oxidizing elec­
trode. Although this approach is less controlled than some methods, it is very convenient. 
For PPP and derivatives, ea rly approaches involved a simple reaction of dihaloaromatics 
and various metal-mediated coupling reactions. However, these approaches often gave 
mixtures of regioisomers (meta vs. para coupling). A substantial advance was the develop­
ment of the much better controlled Suzuki- and StiJle-type couplings (Figure 17.14 A), for 
which there is no ambiguity as to the newly formed connection points. These allowed the de­
sign of more sophisticated structures, including rational design of polyarene dendrimers. 

Several routes to arenevinylenes can be envisioned. We show .in Figure 17.14 B a route to 
PPV derivatives that involves sulfonium chemistry. The final elimination can be thermally 
induced directly in a film of the polymer. As such, this route involves a soluble, precursor 
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polymer, like we previously saw wi th poly acetylene. This has advantages in p rocessing the 
material. You are given a chance in the Exercises at the end of the chapter to discuss the 
mechanism of the polymeriza tion step. 

A holy grai l in the field has been the development of very low band gap organic poly­
mers. Such systems could be intrinsic conductors, negating the need for d oping. This would 
be an advantage because doping substantially degrades the materials properties of conju­
gated polymers. Once doping has occurred, a brittle, insoluble material is typically formed 
that cannot be processed any further. Thus, an organic polymer that conducts withou t 
doping wou ld be very attractive. There is s till a long way to go, but some p rogress has been 
made. 

One example of a very low band gap material is polyisothianaphthalene (Figure 17.13). 
This material has been synthesized. Because of the low band ga p, the material is blue in the 
undoped state. Doping, as usual, moves the absorption to longer wavelengths, but in this 
case that means out of the visible range. Doped polyisothianaphthalene is a transparent 
materinl, and there are many uses for thin fi lm, transparent, conducting m aterials. You are 
asked in the Exercises to ra tiona lize the low Eg of polyisothianaphthalene. 

Reca II the si11gle-walled carbon nanohtbes (SWNT) discussed in Section 13.1.8. Because 
of their highly extended 'iT systems, they are conductive m aterials. In fact, depending on the 
precise s tructure, SWNT behave as semiconductors or true metallic conductors even with­
out doping. 

17.2.4 Polyanil ine 

Electrochemical polymerization of aniline produces an intriguing material known as 
polyaniline (Figure 17.15). Although drawn as all para, there are defects involving ortho 
and, to a lesser extent, meta coupling. Yet, recent coupling chemistry developed by Buch­
wald and Hartwig can yield pure para material. Polyaniline and several variants are pro­
duced commercially in signi fican t quantity. Labora tory samples can achieve conductivities 
as high as 103 S/ em, whi le the commercial ma terial m ore typically shows conductivities on 
the order of 5 S / em. The material is soluble enough that transparent films can be cast from 
organic solvents or from water. Numerous applications a re presently known or envisioned, 
including thin film coatings for corrosion protection and for printed circuit boards, transpar­
ent antistatic coatings, and "intelligent windows" that d arken on exposure to sunlight but 
become clear at night. 
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Polyaniline. Shown are the various forms, which differ by protonation sta te and oxidation sta te. 
These s tructures are representative only; degrees of oxidation and precise protonation states 
will vary. The conducting fo rm is the emeraldine salt. 

The most interesting feature of polyaniline is that it is, in a sense, an intrinsically conduc­
tive polym er. That is, the harsh chemical or electrochemical doping p rocesses previously 
discussed are unnecessary to produce a conductive material. Instead, the state of the mate­
rial can b e modulated by pH. Figure 17.15 shows the various forms of polyaniline tha t are 
generally considered. These structures are representative only; the actual materials wi ll be 
diverse, more random mixtures of the various components shown. The most intriguing sta te 
is the green, emeraldine salt form, which is the conductive form. ln fact, by several (but not 
all) criteria, polyaniline in this form is a true organic metal. The emeraldine base is no t con­
ductive . Thus, the analogue to doping with AsF5 or 12 di scussed previously for polyacety­
lene and the like is simple exposure to protonjc acids-a clean, reversible process. In addi­
tion, the nonconducting forms are yellow or blue (depending on protonation state), and so 
simple acid- base treatments can modulate both conductiv ity and optical properties . These 
features, combined w ith tl1e processabil ity of polyaniline directly from aqueous solu tions, 
make it one of the mos t promis ing o f the conducting polymers. 

With this general introd uction to conducting polym ers, you should be able to read the 
mode rn literature and understand the terminology and issues being presented. This is a 
rapidly moving field, and we can expect many more advances and applications in coming 
years. 

17.3 Organic Magnetic Materials 

The successes of conducting polymers are considerable, and more are certain to come. After 
decades of intense research, both theoretical and experi menta I, organic-based materials that 
are electrically conductive, a property usually associated with metals, have been p repared 
and are now articles of commerce. Can magnetism, a nother property not normally associ­
ated with organics, be coaxed onto an organic scaffold? 

Along with being intrinsically interesting, a discussion of organic m agnetic materials 
introduces several concepts tha t are of importance throug hout materials science. These in­
clude notions such as coopera ti vity and the critical temperature. Superconductiv ity shares 
many similar features, and we will discu ss it briefly below. It turns out, though, that we can 
build on a number of importa nt ideas introduced earlier to develop a fairly rational descrip­
tion of magnetism . This is much more ch allenging with superconductivity, making magne­
tism a be tte r platform to develop such phenomena. 

As we will see, two fundamentally different approaches to preparing organic magnetic 
materials h ave emerged. Before we describe them, though, we present a very brief overview 
of some basic principles of magnetism . 
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17.3.1 Magnetism 

Magnetism arises from unpaired electron spins. Any material with potentially interest­
ing magnetic properties must have a large number of centers that indi viduall y contain un­
paired electrons. Th e magnetic properties of the material a re then determined by the interac­
tions among these spins. This is bes t seen in Figure 17.16. A ferromagnet is a mate rial for 
wh ich all interactions are high-spin. Actually, in a bulk sample of a ferromagnet, it will not 
typically be true that every spin in the sample will be aligned with every other spin. The ma­
teria l wi ll contain domains, microscopic regions throughout which all spins are aligned. The 
interactions of domains then determine the bulk properties of the ma ter ial. The situation is 
simi lar to that di scussed for liquid crystals in Chapter 13. For the most part we wi ll not con­
sid er domains further, and will just focus on local interactions. The net al ignment of spins in 
a ferromagnet produces a magnetic moment, whi ch, just like a dipole moment in a mole­
cule, implies a directionali ty. 

In an antiferromagnet all neighbo ring spin-spin interact ions a re low-spin. There is a 
complete ca ncellation between spin up and spin down centers, and so there is no net mo­
ment on the sample. The di stinction is subtle between an anti ferrom agnet and a diamagnet, 
a material that has no unpaired spins at a ll (i .e., most materials). 

An interesting case is the ferrimagnet. A ferrimagnet contains two different types of 
spin cen ters that have different loca l magnetic moments (for definiti ons of spin s tates, see 
Chapter 14). For example, one could be spin Vz (a radical) and one could be spin 1 (a tripl et 
biradical) . Locally, a ll pairwise spin-spin interactions in a ferrimagnet are low-spin. How­
ever, because the local moments are of different magnitude, there is an incomplete cancel­
lation of spin. As such, there is still a net magne tic moment in a macroscopic sample of a 
ferrimagnet. In practice, it is difficult to distinguish a ferrima gnet from a ferromagne t. ln 
fact, many common magnetic materials are ferrimagnets, including magnetite, the original 
" lode stone" or leading stone known to the ancients and the foundation of the compass, the 
first technological application of ma gnetism . Magnetite is a mixture of Fe2

+ and Fe3' in an 
ferrimagnetic lattice. Finally, Figure 17.16 shows a system in which there is no significant in­
teraction at all among the magnetic centers; instead, all spins are randomly oriented and 
rapidly re-orienting. Su ch a structure is a paramagnet, and it possesses no net moment. 

It should be apprecia ted fro m the start that magnetism is an intrinsically solid state phenom­
enOII- there is no such thing as a "magnetic molecule". Magnetism by definition involves the 
interaction of spin centers throughout la rge regions of a solid sample. A single molecu le 
cannot do this . It has become common to refer to pairwise spin interactions, either within 
a molecule or between two molecules, as ferromagnetic coupling or antiferromagnetic 
coupling, w hich correspond to high-spin or low-spin states. However, keep in mind that 
ferromagnetic coupling is a long way from ferromagnetism. Also, the types of m<tgnetism 
depicted in Figure 17.16 are just the tip of the iceberg. Magnetism is a very complicated phe­
nomenon, with over 14 different kinds o f magnetism known w ith exotic names like micto­
magneti sm and spin glass. In fact, despite the ancient history of magnetism and its pervasive 
importance in the rea l worl d, a comprehensive, predictive theory of magnetism remains 
a challenge for modern condensed matter phys ics. We mention this complexity because 
the unambi guous ch aracterization of a magnetic material as a fer romagnet, for example, can 
be experimenta ll y challengi ng, and claims that are not ex tensive ly documented sh ould be 
viewed with caution. 

Magnetism is a critical phenomenon. Like superconductivity (see below), all magnetic 
behaviors are associated with a critical temperature, Tu below which the magnetic behavior 
exists, but above which it does not. In a ferromagne t, the critica l temperature is called the 
Curie temperature. We can unders tand qualitatively why this is so. Consider the difference 
between a ferromagnet and a paramagnet. In the ferromagnet, there is a local interaction that 
m akes it energe tically favorable to align spins, and this alignme nt propaga tes throughout 
the material. o such interaction exis ts in the paramagnet. The energy of this coupling inter­
action is an en thalpy. En tropically, however, the paramagnet is much preferred over the ferro­
magnet. The paramagnet is completely random, exis ting in many differen t, ever changing, 
combinations of spin states . The ferromagnet is perfec tly ordered, the lowest entropy state 

Ferromagnet 

Antiferromagnet 

Ferrimagnet 

Paramagnet 

Figure 17.16 
Schematic showing sever,l i ll f 
thl' basic forms of magnetism . 
The il JTOW rl'presl'n ts a n ind i­
v idu nlmagnetic moment on 
an atom o r a molecule, and the 
etrrays are mean t to sy mbo l in· 
thn.•e-dimensional p<1cki ng o f 
the indi vidu <1 l moments. 
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imaginable. Since raising temperature always emphasizes entropy (llG = llH- TllS), en­
tropy wins out at high enough temperature and magnetic ordering is desh·oyed. Above Tu 
any ferromagnet, antiferromagnet, or ferrimngnet is converted ton parnmagnet. 

With this minimal introduction to magnetism, we can now consider approaches to or­
ganic magnetic m aterials. These can be divided into two different basic strategies. One in­
volves high-spin molecules that interact favorably in a molecular crystal lattice, which we 
will refer to as the molecular approach. The other involves polymers and related structures, 
such that differing spin centers are covalently linked, and we will refer to this as the polymer 
approach. These two strategies have also been referred to as the through-space and through­
bond approaches, respectively. In each case, the crucial issue is to maximize the magnitude 
of the loca l spin-spin interaction that favors ferromagnetic coupling over antiferromagnetic 
coupling. The s tronger this interaction, the hi gher we can expect Tc to be. 

17.3.2 The Molecular Approach to Organic Magnetic Materials 

Conceptually, this approach is straightforward. We make a s table, high-spin molecule, 
crystallize it into an ordered, solid state form, and, if the intermolecular interactions enforce 
net high-spin , a magnet can result. The challenge for this approach was laid out in Section 
14.5.6. Barring special circumstances, whenever we allow two spins to experience a weak in­
teraction, we expect a low-spin ground sta te. None of the tricks for obtaining high spins, 
such as the* I non-* ru le, are viable because the spins are not cova lently linked. 

There is one novel approach that can provide some guidance for the design of m agnetic 
solids. The strategy, first laid out by McConnell, takes advantage of negative spin densities 
that are seen in m ost deloca lized radicals. Figu re 17.17 A illu stra tes the nature of nega ti ve 
spin densities, using allyl radica l as an example. The effect is a conseq uence of electron corre­
lation, and so is evident on ly in high-level wavefunctions. To first order, we expect all the 
spin density in allyl radical to be on carbons 1 and 3, because there is a node at C2 in the 
NBMO (see Figure 17.17 A). However, EPR studies clearly show a finite coupling between 
the electron spin and the hydrogen at C2; its value is smaller than analogous coupling at 
C1 I 3, but the coupling is there. More sophistica ted measurements reveal that the sign (posi­
tive or nega tive) of the coupling cons tant at C2 is opposite to that of the main couplings at C1 
and C3. The relative sign of the coupling constant tel ls us the rela ti ve quantum number(~ 
or -/2) of the electron spin . For example, if this sign is positive at C1 13 and nega tive at C2, 
this means that the spi ns of the radical electrons on these centers are opposed . 

To ra tiona li ze these observations, consider the conseq uences of electron correlation. We 
consider the unpaired electron to have spin a, and it resides exclu sively on carbons 1 and 3. 
The lowest 7T MO has electrons of spin a and /3. Correlation effects for these two electrons will 
be differen t. The a electron of the lowest MO will be natura lly correlated with the unpaired 
electron because they have like spin; that is, both will never si multaneously occupy any 
atomic orbital due to the exclusion princip le. As a conseq uence, the rad ical elec tron and the 
a electron of the lowest energy orbital cannot simultaneously occupy the p orbitals on C1 or 
C3. However, the j3electron is not in the same situa tion, and there is nothing in the single de­
terminant wavefunction that would prevent thej3electron of the bonding MO and the a elec­
tron of the NBMO from simultaneously occupying the same p orbital. This will produce ad­
verse electron-electron repulsions. However, this limitation of a two-e lectron wavefunction 
can be ameliorated in a correla ted wavefunction. In particular, correlation will allow the j3 
electron to avoid C1 I 3 and concentrate at C2. To compensate, the a electron of the lowes t 
MO will concentra te at C1 I 3. The effects of this are two-fold. There will be an excess of j3 spin 
density at C2. This is manifest as the finite EPR coupling cons tant at C2 discussed above. 
Since C2 has j3 spin density, the sign of the coupling is negative. The second consequence is 
that the amount of a spin density at C1 13 is higher than what migh t be expected based on 
simple wavefunctions such as HMO.lndeed, efforts to correlate spin densities and EPR cou­
pling constants show that this is so. Negative spin densities are actually common, and Fig­
ure 17.17 A shows the pattern for benzyl radical, too. Here an alternation of large positive 
and small negative spin densities is found, as is typical in radical sys tems. 
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Figure 17.17 
Negative spin densities in de localized radicals. 
A. The M Os of ally I, and the spin density pattern 
that arises from electron correlation effects. Also 
shown is the spin density pattern of the benzyl 
radical. B. Stacking two allyl radicals. Perfect 
stacking produces a net antiferromagnetic 
coupling, but a s lipped stack can lead to ferro­
magnetic coupling. C. Iwam ura's cyclophane 
biscarbenes designed to test the McConnell 
s tacking model. Spin pairing of the spin densities 
on the carbons d irectly stacked on each other 
leads to the spin densities on the benzyl carbons 
aligned in the pseudo-ortho and pseudo-para 
examples, but not the pseudo-meta case. The 
curved arrows in the lower diagram of part C 
point out just one example of the six spin pairings 
of directly aligned and stacked benzene carbons. 

How can negative spin densities be used to create a magnet? Consider stacking two allyl 
radica ls on top of one another. Recall from Section 14.5.6 that bringing together two simple 
radicals, such as methyl, with only a th rough-space interaction will favor antiferromagnetic 
coupling. When we stack two allyls, the spins of the p orbital that align will experience a 
local antiferromagnetic interaction. If the allyls are perfectly stacked, as shown in Figure 
17.17 B, the local anti ferromagnetic interactions produce an overall antiferromagnetic cou­
pling of the two radicals. 

Consider, howeve1~ a slipped arrangement, in which C1 of one allyl aligns with C2 of 
another. The antiferromagnetic coupling of the positive spin density at C1 with the nega­
tive spin density at C2 necessarily produces a ferromagnetic coupling of the a spins of the 
two systems. As such, the overa ll coupling of the two radicals is ferromagneti c. This is the 
McConnell recipe for high-spin coupling. That is, align regions of positive spin density with 
regions of negative spin density. 

A brilliant test of the McC01mell model was developed by lwamura (Figure 17.17 C). 
Diphenylcarbene derivatives are well-established to have a strong preference for a triplet 
ground state (see the high-spin polycarbenes discussed below), and they can be readily gen­
era ted by photolysis of appropria te diphenyldiazomethanes (Chapter 16). The spin polar­
ization of the TI systems of these diphenylcarbene derivatives follows that of the benzyl rad­
ical. Using a [2.2]paracyclophane scaffold to control geometries, pairs of triplet carbenes 
were placed in pseudo-ortho, pseudo-meta, and pseudo-para rela tionships. The spin densi­
ties pair for the carbons that are s tacked upon each other (pairing denoted as+ and - on top 
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Molecular ferromagnets. Shown are severa l stru ctures wh ich, when crystalli zed, 
form solids that are ferromagnets. Curie temperatures for each system are also given. 

of each other in Figure 17.17 C). This pairing directs the alignment of the spins on the benzyl 
carbene centers. As anticipa ted by the McConnell model, the pseudo-ortho and pseudo­
para isomers showed high-spi n coupling of the ca1·bene cen ters to produce a quintet ground 
state, while the pseudo-meta compound was low-spin. 

With this background we can now discuss molecular magnets. A key structure is the 
p-nitrophenyl nitronylnitroxide of Figure 17.18. The molecule crysta llizes in at least four dif­
ferent phases. Kinoshita and co-workers have conducted an extensive interrogation of the 
so-ca lled fJ phase using an array of condensed matter physics tools and have unambigu­
ously established it to be a true organic ferromagnet. This is an important result. Early in the 
20th century Heisenberg categorically stated that a ferromagnet that d id not contain a transi­
tion metal or a rare earth element cou ld never be made. Thus, the clear creation of a true fer­
romagnet comprised solely of C, H , N, and 0 represents an intellectually important land­
mark. Now the bad news. The Curie temperahtre for this solid is0.6K! Magnets based on this 
material are not likely to be tacking notes to your refrigerator any time soon . 

With such a weak magnetic coupling interaction (as evidenced by the low Curie temper­
ature), it is r isky to develop a deta iled ana lysis of the coupling mechanism. Nevertheless, 
ana lysis of the crystal packing does support the notion that regions of negative spin density 
are interacting with regions of positive spin density. Thus, the McConnell model may be im­
portant in this system. 

A large number of nitronyl nitroxid es and other amine oxides have been found to dis­
pl ay interesting magnetic behaviors in the solid state, including ferromagnetism at very low 
tempera tures. Figure 17.18 shows a bis(nitroxyl) tha t appears to be a true ferromagnet. The 
1.5 K critical tem pera ture of this compound is the highest yet reported for an all-organic 
structure. 

Another important system is the group of ferrocene-TC E charge-transfer complexes 
developed by Miller and Epstei n . The system forms s tacks of alterna ting decamethylferro­
cene and TC E with significant charge transfer between the two. The Mn system developed 
by Hoffman does have an eleva ted Tc, much higher than the all-organic systems. The exact 
mechanism of ferromagentic coupling is debated, and again, the critical temperatures of all 
these sys tems are very low, making convincing ana lyses of the coupling mechan isms qu ite 
challenging. 

It has proven difficult to prepare a molecular magnet with a high critical temperature. 
The interactions between molecu les in organic solids are typically small and always unpre­
dictable. As shown in Figure 17.17, just a shift of a few tenths of an angstrom in the packing 
arrangement could convert a ferromagnetic stacking interaction to an antiferromagnetic 
one. At present, we do not ha ve the abili ty to rationally design organic solid s to meet precise 
packing specifications. The gues t for organic magnets is one of several areas that is driving 
efforts to gain a better understanding of crystal packing forces and arrangements, so that the 
rational design of organic solid s becomes possible. 



17.3.3 The Polymer Approach to Organic Magnetic Materials­
Very High-Spin Organic Molecules 

17.3 ORGA N I C MAGNE T I C MATERIALS 

The weakness of the molecular approach to organic magnetic materials is that the cou­
pling among spin centers relies on relatively weak, intermolecular interactions. Commercial 
magnets are ionic solids in which all centers are linked through a network of strong, directly 
bonding interactions. This leads naturally to the question of whether an organic system with 
such stronger connections could be crea ted. We know from biradica 1 studies that very strong 
magnetic interactions can develop in organic systems. The singlet-triplet gap in trimethyl­
enemethane is 14 kcal / mol-more than enough energy to make a room temperature mag­
net. Thus, organic chemists have sought to expand upon the lessons from s tudies of birad­
icals to design high-spin materials The initial steps in this effort focused on strategies to 
concatenate more and more spins that are all high-spin coupled. The goal was to prepare 
very high-spin organic molecules. Some quite spectacul ar successes have been achieved in 
this area, as summarized in Figure 17.19. 

A landmark structure is the m-phenylene biscarbene (Figure 17.19 A), which was inde­
pendently prepared by Itoh and Wasserman and reported as the first very high-spin hydro­
carbon in 1967. Photolysis of the bis(diazo) precursor gives a system w ith four unpaired 
electrons, all of which are high-spin coupled. As such, the spin, 5, is 4 X )1 = 2; the multiplic­
ity, 111 5 , is (25 + 1) = 5, making the sys tem a quintet state. Diphenyl car bene is a triplet ground 
state, with one electron in the de loca lized 1r system and one in an orthogonal, in-plane, sp2 

orbital. We showed in Section 14.5.6 that two 1T electrons linked meta through a benzene are 
high-spin coupled. A combination of these two makes the overall system high-spin . Re­
markably, this bis(carbene) provided the first experimental evidence tha t the m-xylylene 
motif was high-spin. It would not be until1983 that Platz would report the direct observa­
tion of the m-xylylene biradical as a triplet ground state. 

The polycarbene motif has been expanded by the groups of Itoh and Iwamura. High­
lights are shown in Figure 17.19 B. Linear extension of the stra tegy has produced the tetra­
carbene shown with a nonet ground state. A branching stra tegy reminiscent of the den­
drimer approach to materials yields the nonacarbene system shown. In this case, photolysis 
of the nona( diazo) precursor was apparently not 100% efficien t, so that rather than the maxi­
mal value of 5 = 9, a slightly reduced value of 5 = 7 is seen for a bulk sample after photolysis. 
This suggests a mixture of p arti ally photolyzed molecules. 

A useful notion in this field has been the ferromagnetic coupling unit (FC). This is a 
general structural motif that will take any pair of spin-containing moieties and cause them to 
experience a high-spin coupling. Figure 17.19 C illustrates this concep t. By far the most com­
mon ferromagnetic coupling unit is m-phenylene. Coupling any two spins meta through a 
benzene produces a high-spin system. Along with the polycarbenes previously discussed, 
other examples are shown. 1,1-Ethylene is also expected to be an effective FC, beca use link­
ing two simple radicals through it produces TMM, the prototypical high-spin biradical. 
Cyclobutanediyl appears to be a general FC, as the biradical is a triplet (Section 14.7.5), and 
like m-phenylene, it is able to couple two triplet TMMs to make an overall quintet. 

An important variant of the polycarbene work is the development of analogous systems 
based on trityl radical rather than diphenylcarbene, as developed by Rajca (Figure 17.19 D) . 
Topologically, the systems are identical, the difference being the trityl compounds use 5 = /2 
spin-containing units, while the polycarbenes use 5 = 1 units. An advantage of the trityl sys­
tems is that the trityl radical is much more stable than a diarylcarbene. Also, the synthetic 
routes to trityls are somewhat more flexible, allowing more complex structures to be devel­
oped. In particular, dendrimer type synthe tic s trategies have been developed that allow the 
preparation of large systems with very novel high-spin topologies. 

Remarkably, the * I non-* approach described in Section 14.5.6 for predicting singlet vs. 
triplet ground states of biradicals adapts very well to higher spin systems. If there are two 
excess*, a triplet is expected; four excess* implies a quintet, and so on. This was fu·st con­
firmed by Berson, as illustrated in Figure 17.20 A. The starting poin t was m-quinomethane, 
a stru cture that is topologicall y equiva lent to m-xylylene but more synthetically accessible. It 
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Figure 17.19 
Selected very high-spin organic molecules. 
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A. The biscarbene that was p repared as the firs t very high-spin molecule. 
B. Examples of polycarbenes tha t display very h igh S values. 
C. The concept of the ferromagnetic coupling unit and several examples. 
D. Trity l radical and a high-spin molecule based on it. 
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has a definite triplet ground state. Two m-quinomethanes can be linked into an anthracene­
like framework in different ways that have very different topologies, according to the * I non-* 
rule. Indeed, the two isomers shown in Figure 17.20 A have very different spin preferences. 
The structure predicted to have S = 2 does indeed have a quintet ground state, while the 
other isomer very definitely has a lower spin (most likely triplet) ground state. Recall that 
the * / non-* rule is very good at predicting high-spin states when there are excess *, but it 
produces ambiguous predictions in cases with equal * and non-*. Figure 17.20 B shows other 
examples of using the * I non-* rules to predict the spin preferences of complex polyradicals. 

Another key concept in this fi eld is the so-called Ovchinnikov ferromagnet. This is a 
theoretical construct, shown in Figure 17.20 C, and is not really a ferromagnet. Rather, it is a 
polymer that shows an increase in spin multiplicity as each monomer is added. It is an in­
nately one-dimensional system, although extensions to two and even three dimensions can 
be envisioned. The* / non-* rule nicely rationalizes this system. 

A novel strategy for magnetic materials is the so-called polaronic ferromagnet. The idea 
is to introduce spins by doping a conjugated polymer, the radical ions so produced being 
analogous to polarons. Figure 17.20 D shows a test system. Indeed, doping introduces stable 
spins, and unlike in a conducting topology, high-spin coupling of the polaron spins is seen. 
This is a one-dimensional sys tem, so bulk ferromagnetism cannot be expected, but these 
early results are encouraging. A nice feature of the connectivity through the meta position of 
the benzene is that it creates a place to attach a solubilizing alkyl chain without causing any 
twisting of the polymer backbone. The polym er of Figure 17.20 D shows an example of this. 
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The polaronic s trategy highlights the fundamental difference between magnetism and 
conductivity. In a conducting system, we want strong conjugation and maximal de localiza­
tion, so polarons can m igrate along the chain. Thus, a para topology connecting monomers 
is preferred. In contrast, magnetism implies localized spins. If spins can delocalize, they will 
tend to spin pair. And so, the meta topology or the cross-conjugated topology of the 1,1-
ethylene motifofTMM is preferred. In fact, magnetism doesn't require any delocalization, as 
evidenced by the fact that 1,3-cyclobutanediyl (Figure 17.19) is high-spin. 

While the polymer s trategy has been successful in producing some remarkable, very 
high-spin molecules and materials with interesting magnetic properties, no organic ferro­
magnet has been produced by this strategy. There are several reasons for this. Firs t, the 
basic notion of using a ferromagnetic coupling unit to link spin systems is innately one­
dimensional. Getting the second dimension is straightforward; a 1,3,5-substi tution pattern 
on a benzene is completely high-spin. However, getting strong ferromagnetic coupling in 
three dimensions, a necessity for bulk magnetism, is challenging. Cross-linking polymers 
produces infinite three-dimensional arrays, and it could be used to make magnetic coupling 
pathways. However, as we noted in Chapter 13, cross-linked materials tend to be insoluble 
and intractable. At that point, we have lost the advantage of organic magnetic materia ls 
(we already have plenty of insoluble intractable magnets). In addition, a ll the strategies dis­
cussed here are vulnerable to defects. Any center that is designed to be, but is not spin­
containing, breaks the chain of connectivity and so disrupts the entire system. Fina lly, the re 
is the issue of the s tability and the efficiency of preparation of organic spin centers. Inorganic 
chemists have a tremendous ad vantage here, because stable, high-spin metals are common. 
This is less true in the organic world. 

In summary, some very interesting, very high-spin s tructures have been prepared . It has 
been demonstrated, moreover, that all-organic ferromagnets can exist, and many of the basic 
design principles have been enuncia ted and tested. What remains is to find the right balance 
of s tability, synthe tic accessibility, and desirable materials properties. As chemists become 
more and more adept at manipula ting the solid state, we can anticipate that further ad­
vances in the field of organic magne tic materials will emerge. 

17.4 Superconductivity 

Superconductivity is a fascinating phenomenon that is the focus of much research world­
wide. Superconductivity is, literally, conduction of electrons with zero resistance. If current 
is injected into a circle of superconducting wire, it will flow around the wire indefi nite ly. 
Electrical current p ropagating in a circle generates a magnetic fie ld perpendicula r to the 
plane of the ring, and this is the basis for superconducting magnets used in NMR spectrome­
ters and o ther devices. 

From a theoretical point of view, superconductivity has some parallels to magnetism. 
Both are critical phenomena, involving a critical temperah1re Tc. Both involve cooperative 
inte ractions among electrons. Nevertheless, there are also significant differences. Spin cou­
pling, the fundamentallocalinteraction that gives rise to magnetism, is directly connected to 
basic concepts in electronic structure theory we have discussed throughout this book (espe­
cially in Chapter 14). However, the basic interaction that is central to theories of supercon­
ductivity, formation of Cooper pairs through electron- phonon coupling, is not easily re­
la ted to any topic we have discussed so far. Another difference is tha t there are "degrees" of 
magne tism. There are many kinds of magnetism, some " more magnetic" than the others. 
Also, we know we want high spin w ith magnetism, and as we progress to higher and higher 
spin s tates, we know we are making progress toward the ultimate goal. In contrast, super­
conductivity appears to be an all or nothing phenomenon. There is no intermediate level. 
Something either is or is not a superconductor. This m akes rational design and systematic 
study of superconducting materials more challenging . It takes a good deal of condensed 
matter physics to get a solid understanding of superconductivity, and such detail is left to 
the references at the end of the chapter. Here, we only give a descriptive analysis of Cooper 
pairs and superconductivity. 



'17 .4 SU PERCON DU CT I V ITY 

Recall that conductivity arises from electrons that are not tightly associated with an 
atom or a bond, but rather move within a partially filled band. One-dimensional conductiv­
ity, as predicted by simple theory for polyacetylene, is d isrupted by structural distortions 
such as the Pierels effect. Superconductivity also requires partially filled bands, b ut the Coo­
per pair carriers are influenced differently by distortions of the solid state s tructure. To see 
this, we first give a picture of Cooper pairs. 

Cooper pairs are loosely bound electron pairs, which move at the same speed but in op­
posite directions. An analogy can be made to two balls on the ends of a spring, where the 
balls move together and apart at the same speed but always in opposite directions. Super­
conductivity arises from highly coordinated motion of all Cooper pairs wi thin a solid, where 
these electron pairs are all propaga ting in the same direction- that of the current flow. 

How does this "spring-like" motion arise? During any electrical conduction, the pas­
sage of electrons through the material will slightly deflect any positi ve entities (cations or 
nuclei) toward the moving electron. This causes a ripple in the la ttice as the electron trans­
lates. Just behind the translating electron (in its wake) the positive ions are pulled together 
(see Figure 17.21 A). The positive ions then relax back to their equilibrium positions, driven 
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Figure 17.21 
A. Contraction of la ttice m e m be rs in the wake 
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Bechgaa rd, B., and Jerome, D. " Organic 
Superconductors." Sci. A m., 247, 52- 61 (1982). 
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by what is called a restoring force on the lattice. The restoring force on the positively 
charged lattice members causes them to overshoot their equilibrium positions, and the lat­
ti ce members begin to vibrate. Thus, the positive charges also vibrate in a ma1mer analogous 
to being attached to the ends of springs. Since the mass of an electron is significantly lower 
than the mass of a nucleus, the vibration persists long after the electron is gone. Vibrations 
within a lattice are called phonons. 

In superconducting materials, the increased concentration of positive charge created in 
the wake of the electron attracts a second electron, and these two electrons make up the Coo­
per pair. The second electron is being pulled toward the first electron as they both propagate 
through the lattice. However, the trailing electron moves faster than the leading electron, so 
the two move as balls on the end of a spring during compression (Figure 17.21 B). This is 
what occurs when the lattice members are closer toge ther than their equilibrium positions. 
Keep in mind, however, that the lattice members also vibrate as described in the previous 
paragraph. When the positive charges ob tain distances larger than their equilibrium posi­
tions, the electrons in the Cooper pair are now pulled apart rather than attracted together 
(Figure 17.21 C). Now the leading electron moves faster than the trailing electron, and the 
electrons resemble balls on the end of a spring under ex tension . In essence, the electrons' 
motions are correlated in response to vibrations in the latti ce induced by their very own 
movement. This perfect coupling of electron motion with latti ce motion, termed electron­
phonon coupling, creates a situation with zero resistance-a true superconductor. 

This correlation exists below the critical temperature, but above that temperature other 
thermal motions of the lattice break the correlations. Conduction in a superconductor results 
from movement of all the Cooper pairs throughout the material. Based on quantum me­
chanics, the energy of the system is minimized if all Cooper pairs have the same momentum . 
With no current the Cooper pairs vibrate in place but do not translate. With current they 
aU move in concert. Once se t in motion, their net momentum cannot decay, but scattering 
off of imperfections in the lattice can decrease conduction just as in normal conductors. In 
superconducting materials, sca ttering requires more energy than that which hold s the pair 
together. Furthermore, changing the momentum of one pair would require that all pairs 
change their momentum, requiring much more energy than is in ava ilable in the lattice at 
low tempera ture. However, as sta ted previously, higher energy is ava ilable at tempera tures 
above T0 , which therefore lea ds to breaking up of the pairs. 

17.4.1 Organic Metals/Synthetic Metals 

While both classical superconductors and the high temperature copper oxide supercon­
du ctors that burst onto the world stage in the late 1980s are inorganic materials, there is a 
long-standing interest in prepar ing organic supercondu ctors. Indeed, superconductivity 
has been seen in organic solids, although the critical tempera tures do not at present ap­
proach those of the copper oxides. Progress toward raising the critical tempera ture w ith or­
ga ni c compounds has been difficult. As such, we on ly brieAy explore these structures here. 

A class of organic molecules known as "charge-transfer" or "donor-acceptor" com­
plexes can display electrica l conduction and supercondu cti vity. These are molecular struc­
tures made from discrete single molecules, not polymers, and therefore are analogous to the 
molecular magnetic materials previously discussed. These materials have been referred to 
as organic metals or synthetic metals . More recently, these terms are also being applied to 
conducting polymers. 

In order to have conduction in a molecular solid, the building blocks must fit together in 
such a manner that electrons can move from molecule to molecule. Furthermore, the energy 
cost to partially filling or opening a valance band must be low. This means that the ability to 
remove or add an electron must be low in energy, w ith little structure change to the packing. 
One common way to achieve this wi th organic molecules is to pair planar 1T electron rich 
molecules, most often incorporating N, S, Se, or Te, wi th some form of an acceptor. The pla­
nar molecules form one-dimensional stacks in the solid state, with orbital overlap allowing 
electron movement between monomers. 
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Probably the most well studied example is a co-crystal of tetrathiafulvalene (TTF) with 
7,7,8,8-tetracyano-p-quinodimethane (TCNQ). Here, TTF is an electron rich donor, and 
TCNQ is an electron poor acceptor. The crystal has segregated homo-stacks of TCNQ and 
TTF. Approximately 0.59 electrons per molecule of TTF are transferred to TCNQ, thereby 
opening a valence band in TTF and partially filling a conduction band in TCNQ. The mate­
rial is 500 times more conductive along the direction of the stacks than perpendicular to the 
stacks. However, as with all one-dimensional materials, a Peierls distortion occurs below 
some temperature. As with polyacetylene, the Peierls distortion involves a form of dimer­
ization, with alternating short and long spacings between molecules along the stacks. With 
TTF-TCNQ this occurs at 53 K, and the material is a semiconductor below this tern perature. 

Interactions among molecules beyond the first dimension (that is, perpenicular to the 
stacks) are generally weaker, and much as with molecular magnetic materials, it is the rela­
tive weakness of the interstack interaction that has made it difficult to achieve high critical 
temperatures. To increase intras tack and interstack interactions, larger heteroatoms are 
often used, as these can lead to stronger interactions in the other dimensions. Se and Te in the 
donor have become standards in this regard. Numerous donor-acceptor complexes have 
been studied and indeed many conducting materials have been created. However, the driv­
ing force in this endeavor is the creation of superconductors. 

Some of the first donor-acceptor superconductors were tetramethyl tetraselenaful­
valene hexafluorophospha te (TMTSF2 • PF6) and perchlorate (TMTSF2 • Cl04). A large num­
ber of these types of salts show superconductivity with different transition temperatures, 
and are commonly know as Bechgaard salts. It is thought that these salts are more two­
dimensional than TTF-TCNQ, and not only suppress the Pierels dis tortion, but also other 
superconducting I semiconductor transitions. Nevertheless, these compounds still have 
transition temperatures in the single digits Kelvin. 

An important step in increasing the transition temperature in superconducting organic 
charge-transfer salts was the development of the ET salts. The important component in ET 
salts is bi s(ethylenedithia)tetrathiafulvalene. The ET salts can stack in dimer pairs, which 
are perpendicular to one another, thereby giving two-dimensional sheets. The increased di­
mensionality leads to transition temperatures in the low teens Kelvin. 

Moving beyond two-dimensional materials is of paramount importance for the creation 
of a practical superconductor. In this regard C60 has attracted considerable attention. Since it 
is spherical, the band s tructure is identical iJl all three dimensions. Doping with K metal cre­
ates a molecular solid of formula K3C60, resulting in a superconducting material with a Tc 
of 18 to 19 K. In 1995 it was reported that Cs3C60 was superconducting at temperatures as 
high as 40 K when under high pressures, although it is not at all superconducting at ambient 
pressure. The quest for higher superconducting temperatures appeared to stall here, but a 
report in late 2000 showed that films of C60 that were p-doped using a field effect transistor 
arrangement were superconducting at 52 K. Perhaps we have not ye t seen the limits of C60 

superconductivity. 

17.5 Non-Linear Optics (NLO) 

We discussed the basics of the interaction of light with matter in Chapter 16. A fundamental 
relation was Beer 's law (Eq. 16.4), which shows a direct, linear relationship between the ab­
sorption of light and the extinction coefficient,£, an intrinsic property of the absorbing mate­
rial. Under conditions of low to moderate light intensity, Beer's law is quite adequate. Simi­
larly, other common interactions of light with matter, such as refraction, reflection, and 
diffraction, increase in magnitude linearly with light intensity. However, the advent oflasers 
allowed s tudies of the interaction of matter with very intense light sources. Under these 
circumstances, an expanded description of the interaction of light with matter is required. 
Now, along with the first-order linear term, higher order terms that depend on the square, 
cube, or higher powers of the light intensity need to be considered. These non-linear terms, 
if significant, can produce very novel optical phenomena. Here we provide a brief overview 
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of the concepts involved in non-linear op tics. In addition, we discuss some of the design 
principles for developing organic materials with significant non-linear p roperties. As with 
conducting, magnetic, and superconducting materials, inorganic materials have a leg up on 
organic m aterials in the non-linear optics field, but the organics are closing fast. 

First some terminology. Recall from Chapter 16 that we can view light as an oscillating 
electric field. As light passes through a material, that oscillating field induces a polarization 
in the medium. This effect is described by Eq.17.9, where Pis the polariza tion of the medium 
and E is the electric fi eld component of the ligh t. The Po term is the intrinsic polariza tion of 
the m edium, which is zero for an isotropic medium such as a fluid solution . The coefficients 
x" are termed the n1"-order susceptibilities (firs t, second, third, etc.). These bulk properties 
also have direct molecular analogues, as given in Eq. 17.10 for describing molecular polariza­
tion, p . In the fi rst term, J.lo is simply the intrinsic dipole moment of the molecule. The coeffi­
cient a determines the response of the molecule to an external electric fi eld, and so it is ex­
actly the same molecular polarizability parameter that we discussed extensively in earlier 
chapters (see Sections 1.1.12 and 3.2.5). The coefficients (J and y are, respectively, the hyper­
polarizability and the second hyperpolarizability of the molecule. 

(Eq. 17.9) 

(Eq. 17.10) 

What is the significance of these non-linear terms? This is best seen with an exam ple. 
When intense light is passed through a crystal with a large value of xC2l, very interesting phe­
nom ena can occur. The frequency of the emergent ligh t can be doubled due to scattering of 
the incident light at /2 its wavelength . This second harmonic generation (SHG) is extremely 
valuable and commonly used. It is as if two photons interact with a molecule at the same 
time, and their energies add together to make a photon of double the energy. The cha nces of 
two photons impinging on the same molecu le at the same time are s lim with normal light, 
bu t become practical with lasers. An importan t example involves the output of a Nd-YAG 
laser, which is 1.06 IJ..m (not a very usefu l wavelength for photochemistry). H owever, SHG 
cu ts the wavelength in half to 532 nm, a much more convenient region of the spectrum. An­
other remarkable proper ty of non-l inear materials is frequency mixing. That is, if two in­
tense beams of light of di ffering wavelength arrive at the same spot, the frequency of the 
resul ting beam can be the sum or the difference of the two! This is an interesting way to make 
very long waveleng th, monoch romatic light. Such non-linear effects should be very valu­
able in optical switching and optical computing applications. Note that SH G and similar ef­
fects are never 100% efficient, because not all the light that goes in to the crystal will be fre­
quen cy doubled. The effi ciency wi ll depend on the magni tude of x(2). For chemists, i t is the 
molecu lar term (J tha t needs to be maxim ized. Before discussing how to do this, however, we 
must m ake one other important point. 

TheE in Eqs. 17.9 and 17.10 is an e lectric field vector. As such, the symmetry properties of 
the material will be important. In particular, it can be shown tha t the odd-order terms of 
these equations are independent of any symmetry considera tions, but the even-order te rms 
van ish in a centrosymmetric environmen t. That is, x<2l is zero for any sam ple that has a center 
of inversion. This is always the case for bulk liqu ids, and it is true for most solids. Thus, sym­
metry and orientation effects should be crucial ford iscussions of SHG and related phenom­
ena . We have noted earlier that crystal engineering has significan t implications for many 
types of applications, and NLO is defin itely one of them. The abili ty to rationally design or 
predict non-centrosymmetric crystals w ould be very va luable. Similarly, at the molecu lar 
level, (J will be zero for molecu les with a center of symmetry. No such restrictions apply to 
the third-order terms (xC3l and y). 

There is really nothing unique or special about Eqs. 17.9 and 17.10. In most cases, when 
a simple linear equation models a physical phenomenon, it is really just an approximation to 
a m ore complete, power series of the sort described here. Non-linear behavior is simply the 
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consideration of the higher order terms, and it becomes important under any type of intense 
or extreme conditions. 

SHG was first discovered in single-crystal quartz in 1961. Other inorganic crystals such 
as lithium niobate (LiNb03) were soon recognized as especially effective for SHG. While in­
organic crystals remain important in the field, the promise of greater flexibility and diversity 
presented by organics has prompted intense development of non-linear organic materials. 
We discuss some of those s tructures here. 

The most prominent motif for designing organic molecules with large f3 values has been 
to place TI donor and acceptor substituents on opposite ends of conjugated TI systems. There 
is a general trend that the stronger the donor-acceptor interaction, the larger the f3. The series 
of compounds in Figure 17.22 A illustrates this point. As the acceptor is progressively im­
proved from nitro to dicyanovinyl to tricyanovinyl, f3 steadily increases. The fourth member 
of the series couples the bes t acceptor with an extended donor, producing a further increase 
in f3. The pair of compounds in Figure 17.22 B further illus trates the effect of improving the 
donor-acceptor characteristics. 

A more systematic evaluation of such effects was carried out by Marder and co-workers. 
The series in Figure 17.22 Cis representative of several studied. Theoretical work indicated 
that an additional key parameter to achieve large f3values was the extent to which there was 
bond length alternation along the extended conjugated backbone. The relationship was not 
simple. It gave small f3 values when there was no bond length alternation, larger values at 
intermediate degrees of bond length alternation, and smaller f3 values again as the bond 
length alternation became maximal. 

Designing and preparing a molecule with a large f3value is only half the battle, and often 
it is the easy half. To actually be used for SHG or other effects, a macroscopic sample with 
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a finite x<2
) value must be prepared. All of the molecules of Figure 17.23 have large, perma­

nent dipole moments. Molecules of this sort tend to crystallize into centrosymmetric space 
groups. This allows molecular dipoles to align in opposite directions, thereby canceling each 
other and producing a crystal with a zero value of X(2)· For simple molecules there is no gen­
eral solution to this often vexing problem. Of course, an enantiomerically pure sample of a 
chiral molecule cannot crystallize into a centrosymmetric space group, and this approach is 
being pursued. 

An alternative approach is to prepare so-called poled polymer samples. An NLO com­
pound is dispersed into a polymer at a temperature above Tg for the polymer. A large voltage 
(for example, 106 V / em) is placed across the material. Since the NLO molecules have large 
dipole moments, they will tend to align with the field. After adequate alignment is achieved, 
the temperature is dropped below Tg, locking in the now non-centrosymmetric arrange­
ment of NLO chromophores. This fairly simple procedure can be used to prepare samples 
with quite acceptable x<2

) values. 
The centrosymmetry problems are not an issue for x<3

) materials. This makes design 
somewhat easier, but third -order NLO effects (such as frequency tripling and various com­
binations of frequency mixing) require quite substantial laser powers to be evident. It is gen­
erally assumed that molecules that have a largej3will also have a large y. This can be true, but 
there are subtleties. In particular, it has been proposed that variations of j3 and y with the 
strength of the electric field induced by the incoming radiation have very different forms. At 
some field strengths both/3 andy show maximal values, while at others one is at a maximum 
and the other at a minimum. Thus, some caution is in order in making predictions about x<3) 

materials based on analogous x<2) s tudies. 

17.6 Photoresists 

We conclude this chapter with a discussion of the photoresist, one other type of organic ma­
terial that is crucial to the electronics revolution. Photoresist technology represen ts a beau­
tiful amalgam of the polymer chemistry discussed in Chapter 13 and the photochemistry 
discussed in Chapter 16, all in service of the electronics industry alluded to throughout this 
chapter. We begin with a basic overview of the process, and then discuss separately the kinds 
of chemistries involved in negative and positive photoresists. 

17.6.1 Photolithography 

Photolithography involves an optical process that imprints a pattern onto a substrate. 
Lithography literally means "stone writing" and implies carving features manually. In pho­
tolithography light does the" carving". For our purposes, the key component is the photo­
resist. This is generally an organic polymer that can be coated onto a relevant surface. The 
polymer is photoreactive, such that exposure to light changes the properties of the materia l, 
typically making it more soluble or less soluble in an appropriate solvent. As we will see, the 
distinction between increasing or decreasing solubility on exposure to light is crucial and, 
in effect, defines the lithographic process. Photolithography is the basic process involved 
in patterning the integrated circuits that define modern computer processors and memory 
chips. As the demand for ever smaller feature sizes continues, the chemistry of the photore­
sist process is continually evolving. New chemistries and new photochemical processes are 
continually being developed. Here we give examples of classical photoresist technology 
that illustrate the principles and should allow you to anticipate future directions. Not all ap­
plications of photoresist technology are focused on creating the smallest possible "lines". 
The rapidly growing field of microdevices and micromachines also uses photolithographic 
techniques to create devices that are very small, although large on the scale of integrated cir­
cuits. At the end of this section we discuss in a Going Deeper highlight a new and promising 
technique that is an alternative to conventional photolithography, called soft lithography. 

Figure 17.23 shows in schematic form some of the basics of photolithography. The de­
sired pattern is created by irradiating through a mask, thus exposing only selected regions 
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of the photoresist material. The key distinction is that between negative and positive photo­
resists. In a negative photoresist, exposure to light renders the photoresist insoluble. Treat­
ment with solvent then removes the unexposed regions of the photoresist, revealing the sub­
strate below. Since the substrate is actually the key electronic material here (typically silicon 
or gold, etc.), the process is considered "negative" because exposed regions of the substrate 
are those that were not exposed to light. In contrast, exposure of a positive photoresist to 
light increases its solubility, such that treatment with solvent reveals those regions of the 
substrate that were exposed to light. In early years of the semiconductor industry, the domi­
nant approach involved negative photoresists. More recently, however, positive photore­
sists have gained in popularity because in some instances they can produce finer features. 
We will discuss the chemistry of each type below. 

17.6.2 Negative Photoresists 

A negative photoresist is typically a polymer that becomes less soluble upon exposure 
to light. Based on our discussions in Chapter 13, the most sensible way to do this is through 
cross-linking, and indeed that is the standard strategy. The prototype negative photoresist is 
based on synthetic rubbers such as polyisoprene (Figure 17.24 A). This is a soluble material 
that is easily cast into thin films. Dissolved in the film is a photoactivatable cross-linking 
agent such as the bis(azide) shown. Photolysis produces a bis(nitrene) that inserts into C-H 
bonds and cross-links the material. The surface is then treated with a "stripping agent" such 
as methyl e thyl ketone to dissolve away the polymer that has not been cross-linked. A simi­
lar stra tegy uses light to produce free radicals, which then initiate polymerization and cross­
linking of a suitable acrylate monomer (Figure 17.24 B). 

An alternative strategy makes use of polymers that can be induced to cross-link with­
out the addition of an external reagent, a so-called single-component negative photoresist. 
The epoxide-containing polymer of Figure 17.24 Cis a typical example. Cross-linking is ini­
tiated by "irradiation" with an electron beam through the mask, which generates anions that 
launch the cross-linking process. 

Negative photoresists are still sometimes used in computer chip and microdevice man­
ufacturing, but for many of the most demanding applications positive photoresists have be­
come more popular. One reason for this is that the stripping step meant to remove the un­
exposed region will still swell the cross-linked, exposed region (Chapter 13). This swelling 
degrades the sharpness of the features that can be created by such technology, and was a ma­
jor reason for the development of positive photoresists. 

Figure 17.23 
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Photolithography. Passing light through a mask alters the properties of the polymeric photoresist, such that 
its solubi lity decreases (negative) or increases (positive) . Treatment with solvent then reveals the pattern in 
the mask. In actual practice the situation may be more complex. For example, if the substrate is Si, there 
would likely be a layer of Si02 (an insulator) between the substrate and the photoresist. Treatment with 
solvent then reveals the Si02, which is then etched away in a subsequent step to reveal the Si surface. 
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Negative photoresist chemistry. A. Cross-linking of a polyisoprene 
rubber by a photoreactive bisazide. B. A radical induced polymerization 
and cross-linking of an acrylate monomer. C. A si ngle component resist. 
Electron beam irradiation produces an ions that launch a cascade of 
epoxide ring-opening reactions to cross-link the polymer. 

17.6.3 Positive Photoresists 

In a positive photoresist, exposure to light must make a material more soluble so that 
exposed regions can be directly washed away. This is a more challenging task than simply 
crass-lin king to create in solubility, but clever approaches have been developed, as shown in 
Figure 17.25. 

The classical strategy is surprisingly simple and begins with a Bakelite-type phenol­
formaldehyde resin (Section 13.2.3; Figure 13.15; Figure 17.25 A). Such polymers are gener­
ally soluble in highly basic, aqueous solutions that deprotonate the phenol. This process is 
slowed in a film of the resin, because the polymer is somewhat hydrophobic and that slows 
the penetration of polar reactants. This effect is amplified when the polymer is impregnated 
with the hydrophobic diazonaphthoquinone shown (sometimes referred to as a dissolution 
inhibitor). However, photolysis of the diazoquinone, followed by Wolff rearrangement (see 
Section 16.3.10) and quenching with water, produces the indene carboxylic acid. This prod­
uct is much more polar than the starting material, especially after ionization, and it facili­
tates the penetration of aqueous base into the polymer film, allowing the ultimate disso­
lution of the exposed region. The diazo compound absorbs in the near UV ( ~310 nm), and 
with optimization this approach allowed the development of circuits with 0.5 J-Lm resolu­
tion. However, to achieve even smaller features, it became apparent that even shorter wave-
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lndene carboxylic acid Bakelite/Novolac 
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Posi tive photoresist chemistry. A. Photolysis of a diazoquinone creates 
a much more polar environment allowing aqueous base to dissolve a 
Bakelite-type poly mer. B. Photogenerated acid and an example of a 
polymer whose solubility would change dramatically after acid is 
gene rated locally C. A single component positive photoresist. 

17.6 PHOTORESISTS 

lengths of light, down into the deep UV (the 200-nm range) would be required. New types of 
photochemistry would h ave to be developed . 

A very clever approach to deep UV photoresists is outlined in Figure 17.25 B. The key 
advance was the discovery of a family of" onium" salts that, on exposure to deep UV irradia­
tion, give rise to protonic acids (see the Connections highlight in Section 5.2.5). Compared to 
conventional free radical initiators, these onium compounds are more thermally stable and 
less sensitive to oxygen. A typical strategy for using such compounds for photoresist tech­
nology begins with a t-butyloxycarbonyl-protected polystyrene derivative that is quite in­
soluble (t-butyloxycarbonyl, or t-BOC, is a common protecting group). Photogeneration of 
acid via the onium compound deprotects the phenol, making the polymer soluble in aque­
ous base. An interesting feature of this approach is that the deprotection of the t-BOC group 
is catalytic in acid. Thus, a single photon absorbed by the onium compound will generate a 
single equi va lent of acid, but the acid can deprotect many equivalents of t-BOC. This is con­
venient from a pho toefficiency point of view, but it opens up the possibility of acid diffusing 
out of the irradiated zone and thereby degrading the resolution. 

Single-component positive photoresists have also been developed, and an example is 
shown in Figure 17.25 C. The polysulfone is sensitive to electron beam or deep UV irradia­
tion, and it produces direct backbone scission of the polymer in a photoreaction similar to 
the Norrish type I process (see Section 16.3.7). This renders the exposed region soluble. 
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Going Deeper 

Scanning Probe Microscopy 

The advent of methods to create nanoscale structures 
such as SAMs, supramolecular assemblies, lithographic 
patterns, and the like, gave birth to a field called nano­
technology (see Section 4.3.2 for a brief introduction). 
Tools are required to characterize these structures, and 
the most widely used methods rely on various scanning 
probe microscopy techniques. All of these techniques rely 
on the use of a specialized" tip" that is brought into prox­
imity to the surface to be visualized . As schematically 
shown below, the tip moves around the surface and maps 
ou t macroscopic features or electronic properties of the 
surface using a variety of techniques. In the scheme 
shown, the tip encounters a raised rectangle and moves 
over it. Rastoring the tip back and forth over the surface 
maps out the full length of the rectangle. Severa l tech­
niques of this type have been developed, but we only 
describe four here. 

The simplest example is scanning tunneling 
microscopy (STM). The tip is brought to the surface 
and an electric fie ld is applied between the tip and the 
surface. Electrons will tunnel between the tip and the sur­
face in either direction depending on the direction of the 
applied voltage. The energies of the tunneling electrons 
are recorded, giving information about the electronic spec­
tra of the entities on the surface. Both filled and empty elec­
tronic states on the surface can be probed. 

With scanning electron microscopy (SEM) the tip has 
an opening at the bottom, from which a flow of electrons 
exi ts. The electron beam is focused on the surface. The elec­
trons hit the surface, and knock secondary electrons off 

Surface 

Scanning probe microscopy 

the surface. The secondary electrons are collected by the 
recordet~ giving an image of the surface. 

Another technique is called atomic force microscopy 
(AFM). Here the tip approaches the surface until it is 
repelled. The force applied between the tip and the sur­
face is recorded. As the probe encounters a "bump", it 
must move up to circumvent the bump and then move 
down as the bump diminishes in height. One of the most 
intriguing capabilities that this form of microscopy gives 
is the measurement of forces involved in molecular rec­
ognition events. If the tip is chemically derivati zed with 
molecules that bind to structures on the surface, the force 
required to remove the tip from the surface is greater than 
without these binding forces. Examples have included 
complementary oligonucleotides on the tip and surface, 
as well as antigen-antibody interactions. 

The last technique, called near-field scanning optical 
microscopy (NSOM), is gaining increased attention . This 
technique combines topographical information with infor­
mation on electronic structure. Here the probe has a tiny 
opening at the bottom, through which light passes. The 
light is used to record electronic spectra of the entities on 
the surface, and the force applied to the probe maps out 
topology. 

These techniques are incredibly powerful tools for 
probing nanostructures. The images shown in the next 
Going Deeper highlight would not have been possible 
without the advent of such techniques. These tools are 
increasingly becoming common in materials research 
and physical organic chemistry in general. 

Weiss, P. 5., and McCarty, G. 5. "Scanning Probe Studi es o f Single N an o­
structures." Che 111. Ren, 99, 1983-1990 (1999). 

Image 



Going Deeper 

Soft Lithography 

A rather new approach to creating two-dimensional 
patterns on the nanoscale has recently arisen, primarily 
through the efforts of the Whitesides group at Harvard 
University. This patterning technique is called soft lithog­
raphy, and it reli es on the use of various elastomeric 
stamps rather than rigid photomasks. The most common 
forms of soft lithography are called microcontact printing 
and replica molding. In each of these techniques a stamp 
or mold is created out of poly(dimethylsi loxane) that has 
relief structures on its surface. ln replica molding, the 
stamp is a two-dimensional surface possessing the nano­
sca le relief structures, and it is used to make multiple cop­
ies of the pattern by pressing it repeatedly into m oldable 
polymeric surfaces. With microcontacting printing, chem­
icals are app lied to the raised structures on the surface of 
the stamp, and they are transferred to the surface being 
printed upon, much like an address stamp transfers ink to 
an envelope. The stamp can be a two-d imensional su rface 

Summary and Outlook 

SUMMARY AND OUTLOOK 

with reli ef structures, or it can be a roller with relief struc­
tures, similar to a decorative pai nt roller used to paint a 
repetitive flower or ivy trim on a house. Rolling this struc­
ture over a surface transfers the chemicals from the stamp 
to the surface. 

One application of microcontact printing is to create 
patterns for etching as with standard lithography. The fol­
lowing structures were m icrocontact printed on a layer of 
silver with planar stamps that delivered hexadecane thiol 
self-assembled monolayers (SAMs; see the Connections 
highlight of Section 13.1.8). After deposition of the SAM, 
the silver was etched with ferricyanide. The images were 
created u sing scann ing electron microscopy (see the previ­
ous Goi ng Deeper highlight). Although soft lithography 
techniques are not used as widely as conventional lithog­
raphy, it is clear that the techniques are growing rapidly 
in their capabilities and applications. 

Xi a, Y, and Whitesides, G. M. "Soft Lithography." Angew. Chem. Int. Ed. 
Eng., 37, 550-575 (1998) . 

We've covered a lot of territory in this chapter, and necessarily some topics have been more 
extensively covered than others. Our major goal has been to introduce you to some poten­
tially unfamiliar research areas and terminology, and to illustrate basic concepts and strate­
gies. These topics are at the forefront of modern physical organic chemistry, and it is certain 
that many of the areas described here will experience major advances in the coming years. It 
is hoped that w ith the background provided here, you will be able to read and understand 
current publications and, with a little more reading, be able to develop your own contribu­
tions to these exciting areas. 
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Exercises 

1. Sketch the band structure (HMO) of polyacetylene using butadiene as the unit cel l. Also, sketch the consequences of a 
Peierls distortion. 

2. Rationalize why bands 1 and 3 of Figure 17.7 are degenerate at the zone edge. Be as quantitati ve as possible, remembering 
we are opera ting at the level of HMO theory. 

3. Sketch the HMO-level band structure of poly(1 ,3-cyclobutadiene), being as quantitative as possible, and describe the ori­
gin of each band. Treat cyclobutadiene as a perfect square. Sketch the crystal orb ital at the zone center and the zone edge 
for each band. What mi ght you expect the properties of such a material to be? 

-tot n 

4. Consider the consequences of a Jahn-Teller distortion in each cyclobutadiene unit in poly(1,3-cyclobutadiene) that intro­
duces long and short bonds into the ring (giv ing a Peierls distortion to the polymer). Sketch how this would change the 
band structure developed in Exerci se 3. 

5. Shown below are two different drawings of PPP. They have the same energy. Why, then, isn't PPP a degenerate system that 
can support solitons? 

6. lt has been argued that carrier mobility in a conducting polymer (f.l) should be better the greater the dispersion of the 
va lence (conduction) band for p-type (n-type) doping. Rationalize this proposal. 

7. Draw a band structure for poly(m-phenylene) and discuss why E~ is so much larger for this polymer than for PPP. Describe 
the origin of each band, and sketch the crystal orbital at the zone center and the zone edge for each band . 

8. Draw a band structure for polyacene, using butadiene as the unit cell. Describe the origin of each band, and sketch the crys­
tal orbital at the zone center and the zone edge for each band. Rationali ze in as quantitative a way as possible the zero band 
gap for the structure. Also, show that this system can support solitons. 

9. Draw a band structure for polythiophene. Describe the origin of each band, and sketch the crystal orbital at the zone center 
and the zone edge for each band . HMO orbita ls and coeffi cients for thiophene are given below. 

£5 = a - 1 .62 f3 IJis = O.OOO<!J 1 + 0.372<1J2 - 0.602<1J3 + 0.602<1J4 - 0.372<1J5 

£4 = a- 0.97 f3 lj14 = 0.386<1J 1 - 0.581 <IJ2 + 0.296 <1J3 + 0.296<1J4 - 0.581 <!J5 

£3 = a+ 0.62{3 IJI3 = O.OOO<!J 1 + 0.602<1J2 + 0.372<1J3 - 0.372<1J4 - 0.602<1J5 

£2 = a + 1.05 f3 lj12 = 0.694<1J1 - 0.028<1J2 - 0.508<1J3 - 0.508<1J4 - 0.028 <1J5 

£ 1 = a + 2.02/3 IJI1 = 0.607<1J1 + 0.402<1J2 + 0.393<1J3 + 0.393<1J4 + 0.402<1J5 

10. Rationalize the low band gap seen in polyisothianaphthalene. Begi n with the band structure of polythiophene (PT) devel­
oped in Exercise 9. Next, crea te an orbital mixing diagram in which the appropriate MOs of butadiene are combined with 
the hi ghest occupied and lowest unoccupied crystal orbitals of PT. 

11. Sketch the HMO structure of polyfulvene (see Figure 14.11 for the MOs of the monomer). What band gap does your 
diagram predict? The computed value of Eg (analogous to those of Table 17.2) for the real material is 0.9 eV. Rationalize 
this observation. 

12. Crystallinity in conducting pol ymers is often a problem, leading to very insoluble materials. One strategy for circum­
venting this is to introduce variability or diversity in the polym er, thereby discouraging the ordered packing arrangements 



EXERC I SES 

associated with crystallinity. An example of this approach is the direct polymerization of racemic 3-(2-ethylhexyl)thio­
phene shown below. Give two ways in which polymerization of this monomer should introduce irregularity into the 
structure. 

~ s 
3-(2-Ethylhexyl)thiophene 

13. When the sulfonium-based polymerization reaction of Figure 17.14 B is run at low temperatures, a short-lived intermedi­
ate with an absorption at 317 nm is observed. Propose a s tructure for this intermediate. From this intermed iate, the mecha­
nism could proceed along one of two different paths. One involves radical and biradical-type structures, and the other is 
a fundamentally anionic mechanism. Describe both and suggest a way to experimentally dis tinguish the two. 

14. Suggest an experimental way to distinguish an antiferromagnet from a diamagnet. 

15. Theory clearly establishes that it is not possible to have a one-dimensional ferromagnet (a linear chain with an infinite num­
ber of spins, all high-spin aligned) at any temperature above 0 K. Discuss why this might be so. (Hint: Consider entropy.) 

16. Suggest ways to minimize the effects of defects in the high-spin material designs of Figure 17.19. 

17. A common way to kinetically stabilize organic radicals is to add steric crowding. Perchlorotrityl is much more stable than 
trityl. Trityl units have been used as components of very high-spin molecules. Suggest why perchlorination may not be a 
good approach to making better organic magnets based on a trityl system. 

18. Quartz is a very simple material, just a network of silicon and oxygen. Why, then, is SHG possible in single-crystal quartz? 

19. Discuss what properties of polymers lead to good candidates for creating a poled material for NLO applications. 

20. Referring to the description ofbipolaron formation in Figure 17.10 B, show that a single bipolaron should have more bond­
ing interactions than two isolated polarons. 

21. The polytrityl s trategy of Figure 17.19 D can be conveniently elaborated into a strategy for preparing dendrimeric polyradi­
cals. For the present p urposes, consider the standard synthetic approach to trityl systems as reaction of a diarylketone with 
an aryl Grignard reagent to make a triarylmethanol that can subsequently be elaborated to a trityl radical. Show an appro­
priate approach to a dendrimeric system based on this chemistry, and draw the second generation product in its alcohol 
form. Consider the core of the dendrimer to be a 1,3,5-substituted benzene. 

22. In preparing very high-spin polyradicals, defects- that is, sites that are designed to be spin-containing but are not-are 
always a problem. Discuss the ways in which the impact of a single defect will be different in two different polycarbene sys­
tems, each containing 21 carbene centers. One is a completely linear system analogous to the nonet of Figure 17.19 B, and 
the second is the dendrimeric system obtained by elaborating the S = 7 system of Figure 17.19 B one "generation" further. 

23. One of the most surprising confirmations of the importance of the primacy of topology in establishing spin preferences con­
cerns the related biradicals m-xylylene and m-quinomethane. The surprise is that the magnitude of the singlet-triplet gap 
(favoring triplet) is very similar for the two. Simple reasoning had suggested that m-quinomethane should have a much 
smaller gap. Reproduce that reasoning here. (Hint: Think resonance.) 

m-Xy\ylene m-Quinomethane 

24. Predict whether the following systems are high-spin or low-spin. 

~ 
~ 

~CO. CCY . . 

en 1:: 1: : · 
"""' 

. 
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25. Suggest two-dimensional analogues of the Ovchinnikov ferromagnet that are expected to experience exclusively ferromag­
netic coupling. 

26. Convince yourself that the triradical of Figure 17.19 Dis high-spin. 

27. Since the formation of Cooper pairs is related to the deformation in the lattice, one might expect the "stiffness" of the lattice 
to affect Tc- Do you expect higher or lower stiffness to raise the Tc? Explain. 

28. Show two monomers that could be combined to make a dendrimeri c polyphenylene via a Suzuki coupling. 
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APPEN DI X 1 

Conversion Factors and Other Useful Data · 

Energy Conversion Factors (for example, 1 kcal/mol = 4.184 kJ/mol 
while 1 kJ/mol = 0.239006 kcal/mol) 

cm-1 K eV au kcal/mol 

cm1 1 1.438769 1.240 x w-4 4.556 x w-6 2.859 x w-3 

K 0.69504 1 8.617 X 10-s 3.167 X 10-6 1.9872 X 10-3 

eV 8065.54 1.160 X 104 1 3.675 x w-2 23.06035 
au 219474.7 3.1577 X 105 27.2116 1 627.5095 
kcal/mol 349.755 503.217 4.336 x w-2 1.594 x w-J 1 
kJ/mol 83.5935 120.272 1.036 x w-2 3.809 x w-4 0.239006 

au = atomic unit of energy (also known as the Hartree), eV = electron volts, K = thermal energy at 1 kelvin. 

Useful Guidelines: 

NMRandEPR 

1 Tesla = 10,000 G; corresponds to ca. 0.93 cm-1 or 2.67 cal / mol or 1.34 K 

1 cm- 1 = 10,700 G 

1 MHz = 9.53708 X 10-8 kcal / mol = 0.3573 G 

100 MHz 1H NMR implies Ho = 23,500 G = 2.35 T; 400 MHz implies 9.4 T; 
900 MHz implies 21.2 T 

Temperature 

Thermal energy at 1K, (kT I he) = 0.695 cm-1
, w hich corresponds to 1.987 cal / mol 

(that is, the value of the gas constant) 

Thermal energy at 298 K = ca. 600 cal / mol 

Eyring Equation (k =rate constant) 

k = 2.083 X 1010 T exp( -JiG* I RT) s-1 

JiG* = 4.576 T [10.319 + log (T I k) ] cal / mol 

E.= LiH* + RT 

LiS*= 4.576(log A -10.753 -logT) 

= 4.576(logA -13.23) at 25 oc 

kJ/mol 

11.963 x w-3 

8.314 X 10-3 

96.4853 
2625.500 

4.184 
1 

1047 



1048 APPENDIX 1: CONVERSION FACTORS AND OTHER USEFUL DATA 

Miscellaneous 
1 atm = 101,323 Pa = 760 torr 

Boltzmann's constant (k): 1.3807 X I0-23 J / K = 0.69504 cm-1 / K 

Planck's constant (h): 6.62697 X I0-34 J • s 

Gas constant (R): 8.31451 J / K•mol = 1.987 cal / K• mol 

Elementary charge (e): 1.602177 X I0-19 C 

Avogadro's number (NA): 6.02214 X 1023 I mol 

Vacuum permittivity (t:0 ) : 8.85419 X I0-12 C2 /J • m 

1 joule (J) = 107 erg 

1 erg / molecule= 1.44 X 1013 kcal / mol 

1 D = 3.33564 X I0-3° C •m 



APPENDIX 2 

Electrostatic Potential Surfaces for 
Representative Organic Molecules 

NOTE: Color images of the following items are shown on the front and rear inside covers 
of this book. 

The first group consists of relatively polar molecules, and has an electrostatic potential range 
of ± 50 kcal / mol. The second group contains less polar molecules, and is plotted with a ±25 
kcal I mol range. The third group shows substituent effects on the electrostatic potential sur­
faces of simple aromatics. Surfaces are calculated at the HF level with a 3-21G* basis set. 
Some structures are given more than once, allowing for comparisons between groups. 
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APPE NDI X 3 

Group Orbitals of Common Functional Groups: 
Representative Examples Using Simple Molecules 

Ammonia (amine functional group) Methylamine (amine functional group) 

Lone pair (HOMO) Lone pair [N p + 1t (CH3)] (HOMO) 

Water 

Lone pair (HOMO) Lone pair (HOMO - 1) 

Methyl chloride (alkyl halides) 

H 

LUMO (C-C bond + Cllone pair) HOMO - 2 

Ethylene (alkene functional group) 

LUMO 7t* HOM0 1t 
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Acetylene (alkyne functional group) 

LUMO rr* 

HOMOrr 

Butadiene (diene functional group) 

LUMO rr* LUMO + 1 rr* 

HOMOrr HOM0 - 1 rr 
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Benzene (arene functional group) 

rr6 (LUMO + 1) 

rr5 (LUMO) rr4(LUMO) 

rr3(HOMO) rr 2 (HOMO) 

rr1 (HOM0 - 1) 
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Acetone (carbonyl functional group) 

HOMO - 1 [rr + 1t (CH3)] LUMO rr• 

Formic acid (carboxylic acid functional group) 

LUMO rr• HOMO (lone pair) 

HOMO- 1rr HOMO - 2n 

Formam ide (amide functional group) 

LUMOrr* HOMO n 

HOMO - 1 (lone pair) HOMO - 2 (lone pair) 

HOM0 -3 rr 
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Acrolein (a, ~-unsaturated carbonyl) 

LUMOn* HOMO 1t 

HOMO - 1 (lone pair) HOM0 - 2 n 

HOMO - 4 (lone pair) 

Dimethyl ether (ether functional group) 

HOMO (lone pair) HOMO - 1 (lone pair) 

Oxirane (epoxide functional group) 

HOMO (lone pair) HOMO - 1 (lone pair) 
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Nitromethane (nitroalkene functional group) 

LUM01t* HOM01t 

HOMO - 1 (lone pair) HOMO - 2 (lone pair) 

HOM0 -37t 

Acetontrile (nitrile functional group) 

LUMO 1t• 

HOM01t 

HOMO - 5 (lone pair) 



APPE NDIX 4 

The Organic Structures of Biology 

This is not a book about biology, biochemistry, bioorganic chemistry, or chemical biology­
it is a book covering physical organic chemistry. However, since its inception, a major goal 
of physical organic chemistry has been to develop a chemical-scale understanding of the or­
ganic chemistry of life. Early efforts to understand ester I amide hydrolysis, substitutions at 
phosphorus centers, and the hydrolysis of acetals derived a strong motivation from the fact 
that the chemistry of peptides, nucleotides, and saccharides, respectively, involved analo­
gous reactions. This is increasingly true, as studies of molecular recognition and supramo­
lecular chemistry derive their inspiration from biochemistry, and our understanding of 
structural biology continues to grow. 

Because of this, the structures of proteins, nucleic acids, and so on, are often part of 
the backdrop of discussions of modern physical organic chemistry. Many physical organic 
chemists (including the authors!) often forget the details of these structures, and so we com­
pile them here. If the discussion in the text mentions tryptophan, and you should happen to 
forget its structure, there is a convenient place to look it up. 

This appendix includes: 

R H FigureA4.1 
HYDROPHOBIC AROMATIC 0H3Nyco~ The 20 common amino acids. 

Alanine 
-CH2-o Phenylalanine H,~/H COG Proline -CH3 Ala, A Phe, F CY2 Pro, P 

CH3 I Valine 
- CH2-oOH 

Tyrosine - CH POLAR, NON-CHARGED 
\ Val, V Tyr, Y 
CH3 

- c~2 
Leucine 

- ceo 
Tryptophan Glycine 

9H - CH3 Leu, L Trp, W 
- H 

Gly, G 
CH3 

N 
H 

/ CH3 
- CH2 

-C~IIH Isoleucine () Histidine - CH2- 0H Serine 
lie, I His, H Ser, S 

CH2- CH3 
N 
H 

CH2 S Methionine 
/ CH3 

Threonine 
/ -...:CH

2 
' c H

3 Met , M 
- C .. .,,II H 

~OH Thr, T 

CATIONIC (" basic" ) ANIONIC ("acidic" ) - CH2 - SH 
Cysteine 
Cys C 

0 Lysine 
- CH2 - co? 

Aspartic acid 
- CH2 - CONH2 

Asparagine 
- (CH2)4 - NH3 Lys, K Asp, 0 Asn, N 

0 NH 
co G II 2 Arginine /c~ Glutamic acid 

/ Ct:!t / CONH2 
Glutamine 

(CH21J C Arg, R 
/ 2 

Glu, E Gin, Q / " N/ ' NH CH2 CH2 
H 2 
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3.10A 

l•c O N ool 

FigureA4.2 
The protein a-helix. 



A. 

B. 

c. 
90° rotation 
of top strand 
from antiparallel 
sheet 

c O N oo I 
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Figure A4.3 
The protein [3-sheet. 
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to 3' carbon 

+ 
0~ p ~ 

G ·· p N 0 ----- H-N 
0 ....- 'o f H h 

~
N-( :N - H-- --- ~ ) 

N=< }-N 
N- H---- -0 ~· 

o H' C 
0 

2' to 5' phosphate 

--+--- + 
to 5' phosphate , 3' 0 

5 4' 

e o,,,, ___ /o 
o-~o 

C)( 
to3' carbon 

FigureA4.4 
The fundamentals of nucleic acid stru cture. 



APPENDIX 5 

Pushing Electrons 

The manner in which organic chemists write mechanisms is known as "pushing electrons", 
"arrow pushing", or" electron flow". Becoming proficient at pushing electrons is extremely 
important, because it allows us to pictorially communicate mechanisms, can keep us from 
writing unreasonable mechanisms, and can guide us in the choice of experiments. Teaching 
the fundamentals of this notation is the goal of this appendix. Herein, the concepts of elec­
tron sources and electron sinks will be covered, along with resonance, and many examples 
of correct and incorrect arrow pushing. 

AS.l The Rudiments of Pushing Electrons 

When drawing reaction mechanisms, chemists pictorially represent the movement of 
bonds, electrons, or electron pairs using an electron-pushing notation. Understanding the 
basic principles behind pushing electrons allows us to analyze the stability of compounds 
via resonance (see Chapter 1), and to communicate conceptually how reactions are occur­
ring. The arrows used to denote how electrons are moving in chemical reactions are drawn 
within a chemical structure or between chemical structures. An arrow with a full head on 
one end denotes the flow of two electrons. An arrow with only one slash on one end is used 
to denote the flow of only one electron (see margin). Both of these arrows are often curved or 
S-shaped, and therefore are totally different than a reaction arrow that is straight. A reaction 
arrow connects a reactant to a product, and denotes a chemical step (or several chemical 
steps), and does not imply a mechanism. A fourth kind of arrow that chemists use is one 
with full heads on both sides. This is a resonance arrow, denoting two different ways in 
which to draw the bonding in a chemical structure. One other arrow notation involves two 
arrows pointing in opposite directions. This represents an equilibrium between the reactant 
and product. 

The practice of electron pushing is solely a bookkeeping method-a notation. It does not 
represent the real movement of electrons. This means that the use of a double headed arrow 
to show the flow of two electrons does not literally mean that electrons are actually moving 
around, within and between molecules in the matter drawn. Nevertheless, the notation is 
useful within a valence bond theory (VBT) context, because it indicates how discrete bonds 
and lone pairs have been rearranged when comparing the reactant to the product. 

As stated above, the full headed arrow represents the flow of two electrons. In the draw­
ing of this notation the tail of the arrow is placed near the electron source and the head of the 
arrow is pointed to the electron sink (several examples of sources and sinks are given below). 
An electron source is always some form of two electrons, such as a lone pair of electrons or a 
<r I TI bond. An electron sink is always an atom or bond within a molecule that can accept a 
pair of electrons in the form of a lone pair or an additional bond. 

I 
Tail emanates 
from an electron 
source 

Head terminates 
~ at an electron 

sink 

Flow of two electrons 

Flow of one electron 

Reaction arrow 

Resonance arrow 

Equilibrium arrows 
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A5.2 Electron Sources and Sinks for Two-Electron Flow 

Each and every arrow must start at an electron source and end at an electron sink. Therefore, 
before analyzing electron-flow procedures, a list of common electron sources and sinks is 
useful. Table AS.l shows several electron sources and sinks. The sources are listed first. They 
often consist of lone pairs of electrons on heteroatoms, and the atoms can be either negative 
or neutral. The neutrals include, but are not limited to, alcohols, water, amines, and thiols. 
The anionic examples include, but are not limited to, alkoxides, amide anions, hydroxide, 
and thiolates. In all of these examples the lone pairs of electrons are the actual electron 
source, not the entire chemical structure itself. 

TableAS.l 
Common Electron Sources and Sinks 

I. Sources (R = H, alkyl, aryl) 

Nonbonding Electrons 

A. The lone pai1·s on the heteroa toms on the following structures: x-, RO-, 
R20, R3, NR2- , RC02- , RC02R, R(CO)R, R(CO)NR21 R2S, RS-, CN-, N3- , 

R3P, R2Se, and RSe-

Electron Rich or Strained cr Bonds 

A. Organometallics: RMgX, RLi, R2CuLi, and R2Zn 
B. Hydride reagents: LiAlH4, NaBH4, NaH, and BH3 

C. Cyclopropropyl or cyclobutyl 

1t Bonds 

Alkenes, dienes, alkynes, allenes, and arenes 

Electron Rich 1t Bonds 

Enols, enami11es, enolates, a11ilines, and phenol s 

II. Sinks (R = H, alkyl, aryl) 

Species with Empty Orbitals 

Carbocations, aluminum and boron containing Lewis acids, and transition 
metal (mercury, cadmium, and zinc) reagents 

Acidic Hydrogens 

Mineral acids, carboxylic acids, water, alcohols, amines, and term inal 
acetylenes 

Weak Single Bonds 

Peroxides (ROOR), molecular halogens (X 2), bleach (HOX), and di sulfides 
(RSSR) 

The Carbons in Polarized cr Bonds 

Alky l halides, alkyl tosylates, protonated alcohol s (ROH2+), a nd protonated 
amines (RNH3 ' ) 

The Carbons in Polarized Multiple Bonds 

R2C=O, nitrites, a,f3-unsa turated carbonyl compounds, acy l ha lides, 
anhydrides, esters, and am ides 

Sigma bonds between carbons are not normally electron sources, because the energy of 
the electrons in these orbitals is too low for them to be involved in common chemical reac­
tions. Examples of u bonds that can be electron sources are highly s trained bonds such as in 
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cyclopropane, and a bonds that are highly polarized and have a partial or full negative 
charge on carbon. These include lithium and Grignard reagents. However, if the sink is elec­
trophilic enough, an unstrained a bond can be a source (see the carbenium ion arrange­
ment below). 

In contrast to a bonds, simple TI bonds from alkenes, alkynes, conjugated alkenes, al­
lenes, and aromatic rings are often electron sources. Pi bonds are significantly better sources 
when they are electron rich due to an attached electron donating group. These donating 
groups are heteroatoms with lone pairs of electrons for which resonance structures can be 
written showing negative character on a carbon of the TI bond (see the enamine below and 
see the next section on the details of denoting resonance structures). 

0 

c5' 
Note that all the electron sources in Table AS.l are also nucleophiles. As discussed in 

Chapter 10, nucleophiles can donate electrons to a positive or partially positive atom. All nu­
cleophiles are electron sources. 

However, not all electron sources are considered to be nucleophiles. For example, con­
sider the deprotona tion of h yd roni urn by ammonia . One of the arrows used to depict this re­
action involves the ammonia lone pair as an electron source and a hydrogen of hydronium 
as a sink. The other arrow denotes that the H-0 a bond is an electron source to create a lone 
pair on the positive oxygen, which is the sink for this arrow. We would not consider the H-0 
a bond to be a nucleophile, although it is a source in this example. 

H 
\ 

N: 
H~ 

H 

H H 
• . ;, \0 
H-o0 - N-H 

\ H~· 
H ~ 

H 

H 
I :o 
\ 
H 

Another example is the deprotonation of a carbon a to a carbonyl by ethoxide. In this reac­
tion the ethoxide is an electron source, but so is the C-H a bond and the C-0 TI bond. In this 
example the C-H bond would not be considered to be nucleophilic. 

e 
./'o: 

~a :o0 

·H~- ./'o-H A 
Chemists do not always draw all the lone pairs on heteroatoms, and it is important for 

the reader to realize that the lone pairs are there. When the lone pair is used as a source we 
always draw it, and when a lone pair is crea ted we will draw it. This is the convention used 
in this textbook. Very often, however, chemists s top drawing all lone pairs, even when they 
are sources, and you should recognize what is meant by the arrows. 

Electron sinks are more varied in nature than electron sources (several are shown in 
Table AS.l) . Anything with a positive charge and / or an empty orbital is an electron sink. 
Carbocations, Lewis acids, and metal cations are good electron sinks. Atoms involved in a 
bonds can also be electron sinks. The proton in a Bremsted acid or weak single bonds be­
tween pairs of heteroatoms often act as sinks. Atoms on the partial positive end of polarized 
bonds are common electron sinks- namely, the carbons in carbonyls, nitrites, conjugate ac­
ceptors, and alkyl halides. All of these sinks are also electrophiles. 

However, sinks are not necessarily the same as electrophiles. The sink is always an atom 
that can accept a negative charge and still be relatively stable. To explain what is meant by 
this, consider the nucleophilic attack of cyanide on the carbonyl of acetone. The source for 
the first arrow is the lone pair of electrons on the carbon of cyanide, and the sink is the par-
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tially positive carbon of the carbonyl. 

However, we cannot stop there. Since the drawing of the arrow from the cyanide source to 
the carbonyl sink implies that a bond is being formed between the source atom and the sink 
a tom, in this example five bonds to carbon would be formed. Hence, another arrow is 
needed to show that some bond to this carbon must also be breaking. In this case the bond 
that is breaking is a -rr bond (one of the traditional sources), and the sink is the oxygen of the 
carbonyl, where a lone pair is being created. Chemists would not consider the oxygen as an 
electrophile, although it is an electron sink in this case. This dichotomy in the terminology is 
the reason that the terms "source" and "sink" are associated with electron pushing, whereas 
the terms "nucleophile" and "electrophile" are used to describe reactivity patterns. 

The sink is always the place where the head of the arrow terminates. Confusion can arise 
as to the exact place that the arrow should terminate. When the sink is a heteroa tom that is 
accepting a lone pair, place the h ead of the arrow near that heteroa tom. Similarly, when the 
sink is an electrophilic atom, just place the arrow head near this atom. However, w hen the 
sink leads to the formation of a new bond, there are two acceptable con ventions on where to 
place the end of the arrow. You can either place the arrow head between the two atoms where 
the new bond will be drawn (A, below), or place the arrow head pointing towards the a tom 
where the bond is being formed (B, below). Both me thods are acceptable. 

or 

In all mechanisms that we write, the total charge from one s tep to the n ex t never 
ch anges. This is called the conservation-of-charge rule. If an anionic nucleophile adds to a 
neutral compound, the product must be negative. If an anionic intermediate expels a leaving 
group and becomes neutral, the leaving group must be departing with a nega tive charge.lf 
a neutral compound fragments, it must do so to create either two neutral species or a nega­
tive and a positive one. This rule of maintaining the n et charge from one set of stru ctures to 
the next is very useful for checking if the steps being proposed in a mechanism are plausible 
or not. If the charges are not maintained, then something is wrong. 

A5.3 How to Denote Resonance 

Resonance was defined in Chapter 1. We commonly accompany a collection of resonance 
structures with electron flow arrows to describe how two electrons were moved around, 
thereby creating the new bonding arrangement. As an example of u sing arrows to depict 
resonance, consider acetate. An arrow starts at a lone pair on the single-bond oxygen and 
terminates near the carbonyl carbon. This arrow states tha t a second bond will be formed to 
the carbonyl carbon. A second arrow denotes that a bond in the C = O becomes a lone pair 
on oxygen. 

e.o c 
rc:?~ -- 0 

e }-:o 
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We noted in Chapter 1 that drawing resonance structures often gives insight into there­
activity of a molecule. For example, consider the resonance structure of the cation shown be­
low. In the first depiction there is a positive charge on the carbon and this carbon has an 
empty p orbital. Therefore, we predict nucleophilic attack at the carbon is possible. 

-
However, directly adjacent to the empty orbital is an oxygen atom with lone pairs of elec­
trons. Since the carbon is lacking an octet of electrons, a neighboring electron pair can donate 
into the adjacent orbital to give a TI bond, thereby stabilizing this structure. We denote this 
donation using a double headed arrow as shown. The arrow s tarts at the lone pair and ends 
in between the carbon and oxygen, showing that a TI bond is formed. Thus, the electron 
source was the lone pair and the sink was the empty carbon p orbital. Since no atomic move­
ment has occurred and only electrons have been moved within the molecule, we have cre­
ated a resonance structure. 

Resonance structures most often involve p orbitals that are in conjugation. For example, 
the molecule acrolein has its TI bonds in conjugation, and the resonance structure shown in­
dicates that there is some TI bond character between the two central atoms. 

8 o, 0: r. - r 
0 

A5.4 Common Electron-Pushing Errors 

There are several errors that are common for students when they are first learning to use 
electron-pushing notation. It is instructive to cover many of the common mistakes so as to 
spotlight them. 

Backwards Arrow Pushing 

Likely the most common mistake is pushing the arrow backwards. In other words, the 
arrow is started at a sink and ended at a source. Three examples are given below. The easiest 
way to avoid this mistake is to remember that the arrow must start from an electron rich 
region of a molecule. Most important, the arrow always starts wi th two electrons-namely, 
lone pairs, a bonds, or TI bonds. Do not use the positive regions of a molecule to s tart an 
arrow. The vast majority of the time the arrow will terminate at a center with some positive 
charge or a center that can accept a lone pair. 

H,~,H 0 o , H 
q, 0 ' 1, ~ ..... 

H / 0 ' 
N ,, 

N 
' 0 

~ H , 0 , # 0 ' H H 

Common backwards electron flow (incorrect) 

Not Enough Arrows 

The second most common error is to not show enough arrows. As an example, consider 
the electron pushing shown below that is meant to indicate an E2 reaction. The base is ab­
stracting the proton while the leaving group is departing, but there is no arrow to denote the 
formation of the double bond. The easiest way to avoid problems like this is to remember 
that each arrow leads to the formation of a bond or a lone pair of electrons. Hence, keeping 
track of where the arrow starts and terminates defines either a bond between the respective 
atoms or a lone pair localized on a specific atom. Using this analysis on the example given 
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shows that the base is forming a bond to hydrogen, but since no bond to hydrogen is shown 
as breaking, the result is two bonds to hydrogen. Furthermore, since the bond to the leaving 
group is breaking to form a lone pair on bromide, and there is no arrow shown to fill the void 
left behind, a carbocation must be forming. 

8 
\ (;Br As drawn, this electron flow \ P+ :Br 
1 denotes this product ;--v 

~oC:?.JH -----'------- /'o~H 

Implausible 

Losing Track of the Octet Rule 

Another common mistake is showing arrows that create atoms with electron counts 
above and beyond an octet. As examples of this, consider a resonance structure of nitrate 
and the attack of cyanide on the oxygen of an oxycarbonium ion . Both examp]es indicate 
that an electron source is quenching the positive charge of an elec tron sink. But, these posi­
ti vely charged atoms are not electron sinks capable of accep ting two electrons in the form of 
an additional bond. In each case the number of electrons on the respective sink atom s in­
creases to ten, two beyond an octet. 

This problem is quickly remedied when we remember how many bonds each a tom can 
form and that we do not routinely draw the lone pairs of electrons. In both examples given 
above, the number of bonds increases beyond what is allowed (that is, five to nitrogen and 
four to an oxygen possessing an undrawn lone pair). Therefore, although nitrogen and oxy­
gen are positi vely charged in these examples, they are not electron sinks for formation of ad­
ditional bonds. 

Losing Track of Hydrogens and Lone Pairs 

One of the easiest mistakes to make is to forget that hydrogens on carbons are not drawn 
in stick stru ctures. This can often lead to the movem ent of an arrow to a carbon that already 
h as four bonds, although at first glance the carbon may seem to be a reasonable electron sink. 
In the example shown below, the firs t resonance structure given is simply incorrect because 
a double bond is drawn to a carbon that already has four bonds. A second problem also ex­
is ts. The oxygen is left without an octet, and should therefore have a plus-two charge; no 
lone pair was added to give the oxygen eight electrons. The real result of the electron push­
ing is also shown. It is an implausible structure. The only way to avoid these mistakes is to 
mentally take note of the hydrogens that are not d rawn. Moreove1~ if you draw all the lone 
pairs when embarking on an elec tron-pushing exercise, the latter of these two problem s will 
be much easier to spot and avoid. 

- ·a 
0 

Incorrect 
resonance 
structure 

Implausible 
resonance 
structure 
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Not Using the Proper Source 

A harder error to spot is the use of the wrong electrons as the source. As an example, in 
Chapter 9 general-base catalysis is covered. In some cases the base deprotonates water while 
the water simultaneously adds to a carbonyl carbon. The best source of electrons for show­
ing the addition to the carbonyl sink is a lone pair of electrons on the oxygen of water. How­
ever, the electron flow could also be depicted as shown in Mechanism A5.1 . As shown in this 
electron-pushing scheme, the H-0 a bond is the electron source for forming a bond to the 
carbonyl carbon sink. This is not so serious because electron pushing is just a bookkeeping 
notation, and the number of bonds and lone pairs is correctly portrayed in this scheme. 
However, it is not the best reflection of how one thinks about this nucleophilic attack. 

In Mechanism A5.2, the lone pair on oxygen is correctly shown as the source for the car­
bonyl sink, but the deprotonation of the water is incomplete. Instead, two bonds are being 
formed to hydrogen because there is no arrow showing the breakage of the 0 - H a bond. The 
best method is shown in Mechanism A5.3. 

Incorrect source for the arrow 
depicting the nucleophilic attack 

Not enough arrows ; this 
indicates the formation 
of two bonds to hydrogen 

(Mechanism A5.1) 

(Mechanism A5.2) 

·c? 
=q'>( (Mechanism A5.3) 

H 

Best electron·pushing notation 

Mixed Media Mistakes 

An important rule to remember with arrow pushing, much like on the bench top, is to 
not mix strong acids and bases.lf the reaction is performed in acidic media, it does not make 
sense to show the creation of a strong base in your mechanism. Similarly, if a reaction is run 
with added base, it is unreasonable to create a strong acid in the mechanism. Significant con­
centrations of strong acids and bases cannot co-exist in the same medium. For example, any 
medium that is acidic enough to protonate a carbonyl reactant would not have any apprecia­
ble hydroxide. Two examples of this mistake are given below. 

Hydration of a ketone 

1 ,2-Eiimination 

Too Many Arrows-Short Cuts 

Incorrect: Usage of a 
strong acid along with 
a strong base 

Incorrect: Explusion of a 
very basic leaving group 
with the concurrent formation 
of a strong acid 

The last error that we cover is the use of too many arrows in too complex of a scenario. It 
is sometimes tempting to combine several steps together into one step as a means of taking a 
short cut to the product. For example, consider the pinacol rearrangement, shown below. 
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The electron-pushing notation does indeed lead to the product, but this proposed pathway 
is chemically unreasonable. It involves the breaking and forming of several bonds simulta­
neously. The entropy disadvantage of such a reaction would be quite large. Such a combina­
tion of steps is not what chemists observe when studying these reactions (for the correct 
scheme see Section 11.8). 

H 

.9-H 

The second example involves an acyl transfer from chloride to water. The addition and 
elimination reactions are combined into one step. Although the arrows do keep track of the 
electrons involved in the reaction, such steps are known not to occur simultaneously, and 
thus the electron-pushing notation does not reflect what is known about the mechanism. 

( 0 ~ 

~CI ' 
H-<\ 

H 

---

A5.5 Complex Reactions-Drawing a 
Chemically Reasonable Mechanism 

There are many factors that go into writing a reasonable mechanism when a chemist is first 
confronted with the product of a reaction. All the chemical intuition that the chemist has, 
built upon past experience, is used to create the mechanism. Any available experimental 
data, any knowledge as to the feasibility of intermediates, and just a" gut" intuition are often 
the starting points. In actuality, for most chemists, the "gut" intuitive feeling is based on 
either a conscious or unconscious recognition of a logical electron-pushing pathway. In 
other words, when first considering a reaction, most chemists apply the rules of electron­
pushing notation to visualize a logical sequence of chemical reactions that can lead to the ob­
served product. These steps are then examined in light of the experimental data. If there are 
no experimenta l data, the electron-pushing analysis is used to crea te hypotheses that can be 
tested experimentally. Hence, being able to apply the electron-flow rules to completely new 
scenarios is one mark of a sophisticated organic chemist. 

It is difficult to translate into words the mental process that a chemist goes through 
when coming up with a mechanism for a new reaction, especially since undoubtedly every 
chemist does it differently. However, we attempt to do just that here. A few simple rules 
will assist. 

1. Find a 1:1 correspondence between all atoms in the reactants and the products. 
This may lead you to ask a question such as "Where does this oxygen come from?" 

2. Keep your mind on where you are going. 
In other words, look for a path that will lead to the product. To do this, note which 
groups have added to or left from the reactant, and make sure that such steps are in­
cluded in the mechanism. 

3. Measure your progress at intermediate stages based upon how many bonds still need to be formed 
or broken. 

4. Note any rearrangement of atoms within the chemical structure and make sure appropriate steps 
are inc/ uded. 
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5. Do not push too many arrows as a way to create a short cut to the product. 
To do this, always stick to common reaction steps such as those presented in Chapters 10 
and 11. 

6. Avoid the common electron-pushing mistakes. 

7. Finally, do not form any intermediates of unreasonably high energy. 
Similarly, do not form high energy intermediates when other intermediates of lower 
energy are possible. This is a more difficult analysis to make. However, the information 
and examples given throughout this text should provide excellent guidance. 

If you can remember all of these items, you should be able to write out mechanisms that 
are both chemically sound and often prove to be correct after an experimental analysis. Two 
examples of complex chemical reactions, along with a discussion of how to proceed in writ­
ing a mechanism, are discussed here, and several practice problems are given at the end of 
this appendix. 

AS.6 Two Case Studies of Predicting Reaction Mechanisms 

Our first example is the acid-catalyzed hydrolysis of an enamine to give a ketone and a pro­
tonated amine. 

Q 

6 
The second suggestion given in Section AS.S is to note where you are going. In this case, the 
amine has to leave the molecule and an oxygen has to add. With regard to the departure of 
the amine, amide anions (R2N-) or neutral amines (NR3) can be considered as possible leav­
ing groups. However, since an amide anion is highly basic, it is a very poor leaving group. 
Moreover, we want to avoid the creation of a strong base in the presence of acid. Both of these 
points make it clear that the amine must depart as a neutral species. The nucleophile must be 
water and not hydroxide since the reaction is run in acidic conditions. The next point to note 
is that the double bond in the enamine is within the ring and between carbons, but the dou­
ble bond in the product is exo to the ring and is to oxygen. Hence, the double bond must 
change position at some point in the mechanism. 

Once it is clear what bonds must change positions and what groups must add and leave 
the reactant, the next step is to consider which reaction steps can be used to accomplish these 
tasks. In this case, because the reactions are being performed under acidic conditions, an 
acid can be used to move the position of the double bond in a manner similar to an acid-cata­
lyzed tautomerization reaction. The acid can also be used to protonate the leaving group so 
that the amine can depart as a neutral species. Furthermore, the acid could be used to acti­
vate a polarized 7T bond toward nucleophilic attack, if necessary. 

Once the likely reactions have been identified, it is a matter of putting them in the correct 
order. The reactant currently does not have a polarized 7T bond for nucleophilic attack by 
water, and neither is the leaving group ready for departure as a neutral amine. Therefore, we 
should start by either creating a polarized 7T bond, or making the leaving group ready for de­
parture. Let's consider the latter first. Protonation of the amine can lead to its departure as 
shown below. However, this creates a vinyl cation, an unreasonably high energy intermedi­
ate. H ence, this is not plausible. 

O H 
N_. H-d<±> -Av v' U H 
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If protonation occurs on the [3 carbon, however, the cation formed is an imminium, which is 
much more stable than the vinyl cation shown above. In addition, this protonation leads to 
the migration of the double bond, as is required in the mechanism. Moreover, there is now a 
highly polarized TI bond within the molecule. Due to the fact that this reaction contains sev­
eral of the aspects of the mechanism that were identified as necessary, it is a good place to 
start. 

H 
:d 

\ 

H 

Keeping in mind where we are going, leaving group departure and nucleophilic attack are 
still required. The amine is not ready to depart since it is held to the structure via a double 
bond. Therefore, addition of water to the polarized 'iT bond, followed by loss of a proton, is 
the next logical sequence of events. 

All that remains now is leaving group departure. Protonation of the amine followed by a 1,2-
elimination assisted by the neighboring lone pairs on oxygen gives an intermediate that is 
simply a proton transfer away from the correct product. 

. 

6 
The next example involves base catalysis, and is known as the Robinson annulation. 

Once again, the first item to note is where we are going. 

0 0 

~+~~~ 
~0 ~0 

By counting carbons it is clear that no additional carbon atoms are required. To see how the 
two reactants are put together, it is useful to letter or number some or all of the carbons of 
the reactants and place those markers near the same carbons in the product. Note that in the 
starting material carbons a and care identical due to symmetry in the molecule. 

0 cr 0 

+K ~ 
c 0 d 9 

Once it is clear how the two pieces have to go together, we can make decisions as to the ap­
propriate reactions to use to fuse the two reactants. First, note that carbon b has undergone a 
conjugate addition forming a bond to carbon d. Under basic conditions a conjugate addition 
would start via formation of an enolate nucleophile. Second, the bonds formed between car­
bons c and g require the loss of a molecule of water. The loss of water most likely arises from 
the elimination of water from an alcohol, since no other scheme seems reasonable, given the 
reactants and the experimental conditions. Elimination of water from an alcohol under ba-
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sic conditions would require a 1,4-elimination reaction on a (3-hydroxy carbonyl. Finally, 
(3-hydroxy carbonyl structures are formed via aldol reactions. 

Once the reactions required are known, it is a matter of stringing them together in the 
proper sequence. Since this reaction is performed under basic conditions, it is logical to have 
the base start by abstracting the most acidic proton. This would be the hydrogen that is alpha 
to two carbonyls. Furthermore, since the resulting enolate carbon was found by the previous 
analysis to be attached to carbon d, it makes sense to draw the conjugate addition as the first 
carbon-carbon bond forming sequence in the mechanism. 

8 ( o 
/"9J /"oe 

·o/"'--..... H e . 
co (" 

~ ~~~ (£10 a: 
At this point the rest of the mechanism must consist of the aldol reaction followed by the loss 
of water. The electron pushing indicates the formation of an enolate followed by an aldol re­
action. The loss of hydroxide is simply a 1,4-elimination. 

--
0 

~6 
H~ e ·. 

0--.._./ 

In summary, the power of electron pushing is the ability to write chemically reasonable 
mechanisms by combining sources and sinks using reactions that are well precedented in or­
ganic chemistry. The electron pushing allows chemists to communicate their thoughts as 
to steps involving nucleophile and electrophile combinations. In all the discussion to this 
point, we have focused upon two-electron arrow pushing. None of these reactions involves 
radical intermediates. However, radicals are common intermediates in organic transforma­
tions, and therefore we also need an understanding of how to perform electron pushing for 
radical reactions. 

AS. 7 Pushing Electrons for Radical Reactions 

To denote the movement of single electrons we use arrows with a single slash head. The 
arrow still starts at an electron source, but the source can now be any bond, any single elec­
tron, or any lone pair. Unlike two-electron arrow pushing, we do not consider the source for 
one-electron arrows to have any analogy to nucleophiles. The arrow still ends at an electron 
sink, but now the sink is defined as any site that can accept a single electron. These are not 
necessarily traditional electrophilic sites. 

Two arrows starting at a bond and spreading apart are used to denote the homolytic 
cleavage of a bond. Two arrows starting on separate radicals and coming together represent 
the formation of a bond. 

.~\ 
~ + ·CI 

2 ·CH3 

Cl 

--A 
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Other common reactions are hydrogen abstraction and radical additions to double 
bonds. These reactions are denoted with single-headed arrows as combinations of the two 
kinds of electron pushing given just above. Combining the kinds of steps shown here, with 
different radical reactants, will allow you to write the electron pushing for most radical 
reactions. 

H~ \ A + ·CI -A + H-CI 

~+-'\. C I -- ~CI 

One last reaction type that is commonly encountered is electron transfer to a 1r or a bond. 
This bond must be capable of receiving a negative charge, and it is common for these bonds 
to have electronegative atoms. Since the electron transfer is to an intact bond, the newly 
added electron goes into an antibonding orbital for that bond. In the case of an alkene or car­
bonyl, this can be denoted by the creation of a anion radical with the two species drawn on 
separate atoms. For a a bond, however, it is difficult to designate where the electron went, 
and we simply draw a radical anion next to a dashed bond. 

>-
~ e e 
c1 ~ ):-c1 

Given the above examples, we can write the mechanisms of common radical reactions 
that involve multiple steps. As our only example of single-electron arrow pushing, let's con­
sider the mechanism of HBr addition to alkenes under radical conditions (see Section 10.10). 
Under radical conditions, there is an initiation of the reaction to create bromine radicals, 
often by a peroxide. The peroxide first homolyzes, and the resulting radical abstracts a hy­
drogen atom from HBr. These are the initiation steps. The electron pushing is a combination 
of homolysis and hydrogen abstraction steps. Propagation is a combination of radical addi­
tion to an alkene followed by hydrogen abstraction. Termination is the combination of any 
two radicals to create a a bond. Note that the electron pushing is the same for each step as in 
the simple examples given above. 

Initiation steps : 
~r-' 

R- 0-0-R -- 2 R- 0· 
-...r-'\,-.... 

R- 0· + H-Br -- RO - H + ·Br 

Propagation steps: 

x/; Br-- ~Br 
'J 

~ +'H'-:Br - ~Br 
A possible termination step: 

I ~Y\ 
/VBr + ·Br-

I . Br 
~Br 

+ · Br 
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Practice Problems for Pushing Electrons 

1. Identify any atoms, bonds, or lone pairs in the foll owing molecules that could be considered as electron sources or sinks 
for two-electron arrows. 

A. B. c. D. E. F. G. 

\_CI 
0 

A 

2. Show m echanisms for the following transformations, along with all electron pushing. These reactions involve more than 
one step. 

A. 

c. 

E. 

OH 

~ 
HBr -

0 

~0~ 

0 0 

Br 

~ 

~H 

B. 

0 

/'--o~o~ 

NaOEt 
HOE I 

D. 
H- NJ 

3. The following are more complicated reactions than those presented to this point. However, they all involve two-electron 
steps that are similar to those presented in this book, especially in Chapters 10 and 11. Use your best chemical intuition to 
write reasonable mechanisms for these transforma tions. Draw all intermediates and show all electron pushing. The mecha­
nisms that you write may not actually be the ones that have been supported by experiments. You cannot be expected to 
know this. However, your mechanism should be reasonable, and the electron pushing should be correct. 

A. OH PBr3 Br 
B. 

H3o e 0 

A - A - ~ H20 

0 0 
0 

0 0 

~ N•OHI H, O 

0 

c. 6 NaH H~O~ cY D. 0 Q - A + 

0 

6 0 OH PhCN 
H 

0 

Ub~ 
I 

NaOEt F. + )\NI(Ph E. + 
c1J0~ e HOE! H30 /H20 

0 

()0 
0 e 0 

1)AcCI 

~0 0: 
H30 /H20 

&: G. e H. 2) H30 /H20 
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0 1) R2Nli 0 

~ 2) PhSeBr ~ PhSeOH I. + 
3) H20 2 ,warm # 

0 0 e 
0 H30 /H20 

J. ~0~ A + HOEt + C02 Heat 

K. 

L. 

M. 

N. NaCN I EtOH 

0. co 
1) NOCI, H30 ° 

P. 2) n-Buli 

I 

H 

4. Write reasonable steps for the following radical reactions, showing all the proper electron pushing. 

A. ~OMe ROOR 0 1\ 
0 ~_j?OMe 

Cl 
B. ~ 

c. - Br + HBr ~ ~>,---
hv 



APPENDIX 6 

Reaction Mechanism Nomenclature 

Chemists have devised a nomenclature system to name reaction mechanisms. The nomen­
clature is given by an acronym that describes some of the essential features of the mecha­
nism. This procedure has not been thoroughly adopted by organic chemists, although it is 
certainly used by many researchers. In this book, we have used only some of the more com­
mon examples-those which are used in everyday discourse between chemists: S 1, S 2, E2, 
El, ElcB, and SRNl. Al though the method is not entirely systematic, it uses a symbol to repre­
sent the reaction as a substitu tion (S), addition (Ad), or elimination (E). This is followed by 
whether the reaction commences by a nucleophilic (N), electrophilic (d, or homolytic (H) 
event, and finally the molecularity of the rate-determining step (1, 2, etc.). Other symbols are 
incorporated to communicate specific facets of the mechanism, such as A (acid-catalyzed), B 
(base-catalyzed), Ar (aromatic), R (reduction or radical), 0 (oxidation), i (intramolecular), 
EWG (electron withdrawing group), and cB (conjugate base). Lastly, Ac (acyl transfer) is 
used in substitutions on carboxylic acid derivatives when the acyl- leaving group bond is 
cleaved. 

The following list of reactions shows the most common uses of the various acronyms. 
Many more exist, but we only show the ones that you are likely to encounter while reading 
the literature. N: - and E+ represent generic nucleophiles and electrophiles, respectively, 
while Nand E are nucleofuges and electrofuges, respecti vely. X is typically a halogen, while 
Y is a group that can support a radical. We also list the section where discussions of these 
mechanisms can be found. 

SNl (substitution, nucleophilic, unimolecular), Section 11.5 

8 
\_ \ 8 N': \_ 

'''TN ~ w;j 0 N: -----..,,rN' (Eq. A6.1) 

SN2 (substitution, nucleophilic, bimolecular), Section 11.5 

8 
\_ N': 

'''/ N --

\_ 8 ,,r- N' + N : (Eq. A6.2) 

SNl ' (substitution, nucleophilic, unimolecular, allylic rearrangement), Section 11 .5 

~ $ 0 <:N' 8 N' : ~ 
,, N ~ ,,\,,. 0 N : ------+ ~ (Eq. A6.3) 

SN2' (substitution, nucleophilic, bimolecular, allylic rearrangement), Section 11.5 

8 
N': - (Eq. A6.4) 
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SE1 (substitution, electrophilic, unimolecular), Section 12.2 

0 
\__ \ 0 E' \_ ,,r E ~ ,,1 e E -----+ ,,1 - E• 

S52 (substitution, electrophilic, bimolecul ar), Section 12.2 

\__ 0 
1,rE' + E 

SRN1 (substitution, radical, nucleophilic, unimolecular), Section 11.6 

e 
-e \__ _____... ,,rN· 

s,_,1 (substitution, homoly ti c, unimolecul ar), Section 11.7 

S11 2 (substitution, homoly tic, bimolecular), Section 11 .7 

,,}-1-1 _i. ,,~· ~ ,,}-x + x· 
+ HX 

SN2Ar (substitution, nucleophilic, bimolecula1~ aroma ti c), Section 10.19 

6N N~ QN N~ 6: e 
= I -1 +N: 

_,'f ¥ 
EWG EWG EWG 

S52Ar (substitution, electrophilic, bimolecular, aromatic), Section 10.18 

E' 

6 0 
+ E 

_.-:? 

E1 (elimination, unimolecular), Sec ti on 10.13 

,,{-N = ,s: NC? ~ 1~ + N'- H 

E2 (elimina tion, bimolecular), Section 10.13 

H e 
( N': e ,,rN-- , ... ~ + N: + N'- H 

E1cB (elimination, unimolecular, conjugate base), Section 10.13.4 

( N~ ( ,,r H - ,,ie _______.. ~~ 
EWG EWG EWG 

+ N'H 

e 
+ N: 

(Eg. A6.5) 

(Eq. A6.6) 

(Eg. A6.7) 

(Eq. A6.8) 

(Eg. A6.9) 

(Eq. A6.10) 

(Eq. A6.11) 

(Eq. A6.12) 

(Eq. A6.13) 

(Eg. A6.14) 
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Ei (elimination, intramolecular), Section 10.13.10 

H 

11~N-- 1~ + HN 

AdE2 (addition, electrophilic, bimolecular), Section 10.3 

X 0XE GXE E N: 
= -

0 
N 

AdN2 (addition, nucleophilic, bimolecular), Sections 10.8 and 10.9 

I N: E EWGX e EWGt - 0 

= -
N 

AdH2 (addition, homolytic, bimolecular), Section 10.10 

E-Ad (elimination, addition), Section 10.20 

N N' 

~H N~ 0~ HN' v 1# ---
~H v 

e 
+ HN' + N: 

BAc2 (basic conditions, acyl transfer, bimolecular), Section 10.17 

e e 
0 N': 0 N' 0 8 

~N = X N -~N'+ N: 

AAc2 (acidic conditions, acyl transfer, bimolecular), Section 10.17 

0 0 
0 H OH HN' 

~ =~= N N 

+ HN 

0 
+ H 

(Eq. A6.15) 

(Eq. A6.16) 

(Eq. A6.17) 

(Eq. A6.18) 

(Eq. A6.19) 

(Eq. A6.20) 

(Eq. A6.21) 





3-21G, 823 
4-31G,823 
6-31G*, 823 
6-31G**, 823 

A 
AAc2, 1077 
Ab initio molecu tar orbital theory, 815 
Absolute configuration, 299,340 
Absorbance, 940 
Absorbance spectrum, 940 
Absorption, 939 
Absorption band, 941 
Absorpti on complex, 954 
Acceptor numbers (AN), 291 
Acceptors (orbita l), 121,541 
Acetaldehyde: conformati ons, 114 
Aceta Is 

hydrolysis, 373, 578 
stereoelectronic effects, 579 

Acetate: resonance structures, 20 
Acetic acid synthesis: Monsanto 

process, 738 
Acetohydroxyacid isomeroreductase, 

677 
Acetone computed MOs, 1054 
Acetonitrile 

dipole moment, 18 
computed MOs, 1056 

Acetol ysis, 637 
Acetylcholine, 183 
Acetylcholineste rase, 501 
Acetylene 

geometry, 10 
computed MOs, 1052 

Achiral, 299, 340 
Achirotopic, 340 

plane, 317 
point, 317 

Acid dissociation constant, 210 
Acid-base chemistry 

aqueous so lutions, 261 
Bmnsted, 259 
Lewis, 288 
nonaqueous systems, 271 

Acidity 
alkanes, 275, 283 
alkenes, 275, 283 
alkynes, 275, 282 
aroma ticity effects, 284 
bond strength effects, 283 
carbonyls, 282 
electrostatic effects, 283 
hyd ridiza tion effects, 283 
inDMS0, 272 
inductive effects, 278 

Acidity (continued) 
phenols, 280 
resonance effects, 278 
so lution vs. gas phase, 273 
solvation effects, 284 

Acid ity functions, 266 
Aconitase, 595 
Acrolein computed MOs, 1055 
Acry lonitrile: Diels- Alder, 899 
Activa ted complex, 357, 362, 369 
Activation barrier, 357 
Activation energy (£0 ) , 357, 367 

halogenations, 672 
Activation parameters, 365, 370 

interpretations, 372 
Active methylene compounds, 282 
Active s ite, 525,604 
Activity, 159, 266 
Activity coefficient, 266 
Acyl radical, 977 
Acyl transfer, 600, 602 

acylium ion, 601 
ketene, 601 

Acyl--enzyme intermediate, 604 
Ad E2, 1077 
AdH2, 1077 
AdN2, 1077 
Adamantane, 136, 138 
2-Adamantyl tosylate, 458 
Addition polymerization, 780 
Addition reactions, 542 

1,2-Addition, 567 
1,4-Addition, 567 
borane to alkenes, 554 
carbenes to alkenes, 572 
cyanide to carbonyls, 559 
epoxidation, 555 
Grignards to carbonyls, 561 
halogens to alkenes, 551 
halogens to alkynes, 554 
hydrogen halides to a lkenes 

and alkynes, 548 
LAH to carbonyls, 561 
nucleophilic to alkenes, 567 
radicals to alkenes, 569 
water to alkenes, 546, 
water to alkynes, 547 

Addition-elimination reactions, 596 
acyl transfers, 600 
catalysis of, 602 
enzymatic acyl transfer, 604 
imine, imminium formation, 598 
Wittig, 599 

Adiabatic, 964 
Aedamer, 187 
Aequorin, 989 

Agostic in teraction, 727 
AIBN, 570, 791 
Alcohol dehydra tio n, 592 
A lcohols 

dehydrat ion, 592 

Index 

gas-phase acidi ties, 274 
hydrogen bonding, 168 
oxidation, 580 
solution-phase acid ities, 284 

Aldol reaction, 634 
conforma tiona l effects, 634 

Ali zarin, 942 
Alkanes 

acidity, 275, 283 
basicity, 270 
heat of formatio n, 79 
orbital mixing, 43 
pK,91 
polariza bilities, 25 

Alkenes 
addition of ca rbe nes, 574 
addition of ha logens, 551 
addition of hydrogen 

halides, 548 
alkyl substituents, 113 
conformations, 113, 114 
epoxidation, 556 
heat of hydrogena ti on, 113 
hydroboration, 554 
hydration, 545 
nucleophi li c add ition to, 567 
1r*MO, 113 
polar izab iliti es, 25 
radical add itio n to, 569 
substitution, 112 

Alkylidenes, 707 
Alkylidynes, 707 
Alkynes 

addition of ha logens, 554 
addition of HX, 551 
hydration, 547 

Allosteric effect, 215, 219,881 
Allowed reactions, 881, 892 
Ally l, 843, 1025 

anion, 57, 91 
anion analogs, 49 
cation, 55 
group orbitals, 46 
MOs,49,842 
orbital mi xing di agram, 49 
resonance, 46 

Allylic alkylation, 743, 745 
rhodium-ca ta lyzed, 475 

All y li e strain, 100 
ex and !3: Bm nsted re la tions, 517 
cx-alky lations, 632 1079 
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a -amino acids, 333 
a,(3-unsaturated ketones 

conformation, 115 
a cleavage, 977 
a -effect, 460 
a-elimination, 575, 727 
a -halogenation, 631 
a-helix, 176, 226, 232,335,336, 1058 
a -hydride elimination, 728 
a -hydrogens, 627 
a scale, 149 
a -terthienyl, 991 
Alternant hydroca rbons (AH), 842 
Alternating copolymer, 786 
AM1,834 
AMBER, 132 
Am ides 

barrier to rota tion, 23 
bond di poles, 23 
computed MOs, 1054 
hydrogen bonding, 23 
hyd rolysis, 498, 603 
resonance structures, 23 
twisted, 498 

Amino acids 
chirality, 307 
structures, 1057 

Ammonia 
geometry, 8 
MOs, 1051 

Amo rphous, 757 
Amphiphilic molecules, 190 
Amylose, 335, 336 
A nchi meric assis tance, 659 
Ang le strain, 109, 125 
Anharmonic oscill ator, 74 
Anisotropic, 770 
Annulene, 119 
I10] Annulene, 848 

bridged, 119,847,848 
[14]Ann ulene: dimethyldi-

hydropyrene, 847, 848 
[18]Annulene, 11 9 
Anomalous Bremsted values, 519 
Anom alous d ispers ion, 310 
Anomalous fl uorescence, 945 
A nomeric ca rbon, 123, 334, 336 
A nomeric effect, 123 
Anomers, 340, 545 
Antarafacial, 890 
Anthracene, 942 

absorp tion spectrum, 942 
aromaticity, 119 

Anti, 95, 340 
butane, 95 

Anti addition, 549 
Antia romatici ty, 117,846 

cyclobutadiene, 118 
cyclooctatetraene (COT), 118 
energetics, 118 

Antibodies, 239 
Antibonding orbital, 11 
Anti-Bredt olefins, 112 
Anticlina l, 95, 340 
Antiferromagnet, 1023 
Antiferrom agnetic coupling, 1023 
Anti-Hammond effect, 410 
Anti-Markovnikov addition, 569 
Antiperiplanar, 95, 340 
Anti-Stokes shift, 946 
Antisymmetric orbitals, 12 
Antisymmetrized, 817 
Apical, 340 
Approximate molecular orbi tal 

methods, 833 
Aprotic solvent, 146 
Arborols, 763 
Arene-p erfluoroarene interaction, 184 
Arenes, 846 
Arginine, 286 
Aromatic substitutions: radical, 615 
Aromatic transtition s ta te theory, 889 
Aromatic-aromatic interacti on, 184 
Aroma ticity, 116, 284, 846 

benzene, 117 
cations, 89 

Arrhenius paramete rs, 370 
Arrhenius rate law, 367 

ca rbene addition, 371 
Artificial channel, 226 
Arti ficial enzymes, 501,530 
Aryl shi fts, 684 
Asparti c acid, 286 
Associatio n constant, 208 
A stra in, 100 
A 1•3 s tra in, 100 
Asymmetric, 312,341 
Asymmetric ca rbon, 300,341 
Asymmetric induction, 319 
Asymmetric synthesis, 313 
Asynchronous reacti on, 637 
Atacti c, 331,341, 754 
Atom tra nsfer reaction, 932 
Atomic carbon, 860 

spin preferences, 859 
Atomic fo rce microscopy (AFM ), 

1040 
Atomic o rbi tals, 4 

phasing, 5 
Atomic radii 

cova le nt, 24 
ionic, 24 
van der Waals, 24 

ATP, 465 
Atropisomers, 127, 298, 323, 34·1 
Aufba u principle, 5, 713,937 
Autoacceleration, 785 
Autoca talysis: a-halogen a tion, 632 
Autoxidation, 673 
Auxotrophs, 756 

A value, 103, 104 
1,3-dioxane, 1 20 
1,3-dithiane, 120 
6.H 0 and 6.5°, 139 
tetrahydropyran, 120 

Avid in, 249 
Avoided crossing, 886, 988 
Axial, 340 
Axial chirality, 301 
Azides, 902,983 
Azoalkanes: photochemistry, 981 
Azobenzene, 969, 982 
Azomethineimine, 902 
Azulene, 117, 945 

B 
B3LYP, 836 
BAc2, 1077 
Back electron transfe1~ 955 
Back-bonding, 709 
Baeyer strain, 109 
Baeyer-Vil liger oxidation, 486,680 
Bakelite, 238, 789, 1038 
Baldwin's rules, 568 
Bam ford-Stevens reaction, 618 
Band, 1002 

bipolaron, 1014 
pol a ron, 101 4 

Band gap, 1002,1006,1012,1019 
computed, 1020 
optical, 1014 

Band orbital, 1002 
Band structure, 1004, 1006, 1008 
BAPTA,949 
Barrier folded ness, 97 
Barrier to reaction, 357 
Barton reaction, 684 
Basal, 340 
Basis set, 821 

3-21G, 823 
4-31G, 823 
6-31G*, 823 
6- 31G**, 823 
extended, 821 
minimal, 821 
split valence, 823 
va lence, 821 

Bathochromic sh ift, 944 
BDE (see bond d is, ociation energy) 
Bechgaa rd sa lts, 1033 
Becke3L YP, 836 
Beckmann rearrangement, 485,678,680 
Beer 's law, 221, 940, 1033 
Bema Hapoth le e ffects, 487 
Bending motions: potential surfaces, 78 
Benesi-Hildebrand plot, 221 , 253 
Benson ba rrie 1~ 690 
Benson increments (sec group 

increments) 
Bent bonds, 852 



Benzene, 846 
aromatic stabilization, 117 
computed MOs, 48, 1053 
electrophilic addition to, 607 
group orbitals, 46 
heat of formation, 79 
H ucke! theory, 840 
pKa, 91 
quadrupole moment, 19, 181 
radical addition to, 615 
u fram ework, 848 

Benzenium ion, 608 
Benzilic acid rearran gement, 674 

enzymatic analog, 677 
Benzophenone 

intersystem crossing, 948, 951 
sensitizer, 958 

Benzyl, 91, 844, 1025 
ca tion, 55 
computed MOs, 48 
group orbitals, 46 
NBM0,844 
resonance, 46,844 

Benzyl cation, 55 
Benzyne, 612 

substituent effects, 613 
Bergman rearrangement, 910 
13-alkyl elimination, 727 
13 cleavage, 979 
13-elimination, 581, 727 
13-hydride elimination, 727 

s tereochemistry, 729 
Betaine, 600 
f3Lc, 464, 651 
f3Nuu 464 
13-peptide foldamers, 180 
[Jscale, 149 
13-scission, 596 
13-sheet, 232, 335, 1059 
BH3: geometry, 33 
BH3 •THF, 555 
Bicyclic ring systems, 110 

nomenclature, 110 
Bicyclobutonium cati on, 665 
Bicyclopentyl, 139 
Bicylo[1 .l.O]butane, 110, 125 
Bifluoride, 178 
Bifurca ted hydrogen bonds, 170 
Bilayers, 191 
Bimolecular, 365 
Binding constants: units, 209 
Binding, non-covalent 

aromatics, 239 
cooperativ ity, 213 
fluorescence measurements, 220 
forces, 162 
heat capacity, 212 
intrinsic energy, 214 
isotherm, 216, 218, 255 
isothermal calorimetry, 221 

Binding, non-covalent (continued) 
NMR measurements, 220 
saturation beh avior, 217 
standard state, 210 
thermodynamics, 208 
UV I Vis measurements, 220 
values, hyd rogen bonding, 231 
values, crowns and cryptands, 227 
values, cyclodextrins, 234 

Binaphthol, 323 
Biologica l receptors: ~so and ~C/ of 

association, 194 
Biomimetic chemistry, 234 
Biotin, 249, 984 
Biotinylation, 249 
Biphenyls: steric in teractions, 104 
Bipolaron, 1013 
Biradical, 686,964, 971, 974, 977, 979 
Biradi cal intermedia te: Cope 

rearran gement, 918, 920 
Birefringence, 771, 773 
Bisphenol A, 798 
Bloch equations, 1007 
Block copolymers, 786 
Blowing agent, 790 
Blue shift, 943 
Bohr model, 4 
Boltzmann distribution, 67, 368 
Bond 

electron pair, 10 
'IT, 11, 26 
polar covalent, 12 
quantum-mech anical origin, 813 
(]", 11, 26 

Bond breaking kinetic isotope effect, 
918 

Bond dipoles, 17 
Bond dissociation energy (BDE), 

70,72, 273,937 
radical stability, 84 

Bond lengths, 22 
long, 125 

Bond making kinetic isotope effect, 918 
Bond order, 11 
Bond polarization, 26 
Bond strength, 69, 283 
Bond vibration 

force constan ts, 76 
frequency, 74 

Bonding 
linea r, 7 
organometallic, 59, 862 
tetrahedral, 8 
trigonal planar, 7 

Bonding orbital, 11 
Born equation, 166 
Born-Oppenheimer approximation, 

815 
Born solvation, 182 
Borromean rings, 350 

Bracket notation, 810 
Branched polymer, 759 
Bredt' s ru le, 110, 112 
Bridged ethyl ca tion, 54 
Bridgehead carbons, 110 
Brillou in zone, 1004 
Bromonium, 552 
Bmnsted acid, 260 

I N DEX 

Bremsted acid-base ca talysis, 507 
Bmnsted base, 260 
Bn msted ca talysi s law, 516 
Bronsted plot / data, 464 

acetal hydrolysis, 579 
ATP hydrolysis, 465 
benzy l chloride, 650 
deviations from linea rity, 519 
hydrati on of carbonyls, 543 

Bm nsted rela ti onship, 464 
Brownian motion, 155 
Buckminsterfu llerene (sec C60) 

Bullva lene, 913 
Burgi- Dunitz angle, 561, 564, 568,579 
Butadiene, 843 

bond lengths, 24 
orb ital mi xing diagram, 47 
'IT MOs, 46, 852, 1052 
resonance structures, 24 
s-cis, 115 
skew, 115 
s-trans, 115 

Butad iene-cyclobutene 
i.n terconversion, 904 

Butane 
gauche interaction, 95 
hyd rophobic effect, 190 
torsional profil e, 93 

2-Butanol: s tereochemistry, 302 
3-Butenyl cation, 665 
Butterfl y mechanism, 556 

c 
C2 axis, 29 
C2 1igands, 313 
C2-syrnmetric metallocene, 332 
C3 axis, 29 
C2H5 + (see ethyl cation) 
C 3v ' 29 
C60, 348, 775, 1033 

carbene addi tion, 776 
~Hr0, 139 
Diels-Alder reaction, 776 
superconducti vity, 776, 1033 

C7o, 775 
Cage effects, 570 
Caged compounds, 980 
Cah.n- Ingo ld-Prelog system, 304, 307 
Calicheamicin, 910 
Calixarenes, 238, 790 
Cannizarro reaction, 618 
Canonical MOs, 42 
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Capillary action, 151 
Captodative effect, 573 
Carbanion rearrangements, 683 
Carbanions, 56, 91 

gas phase, 91 
inversion barrie1~ 56 
rea rrangements, 683 
s tability, 91 

Ca rbenes 
addition, 572, 575, 927 
ambiphilic, 576 
from haloforms, 575 
gene ration, 574 
inse rtions, 572, 576 
linea r additions, 927 
molecul ar orbitals, 58 
non-linear additi ons, 927 
resonance-stabili zed, 58,576 
s inglet sta te, 58 
s table, 59 
tripl et sta te, 58 
van ' t Hoff analysis, 163 

Ca rbenium ions, 52 
stabilities, 53 

Carbenoid, 575 
Carb inolamine, 597 
Ca rboca tions, 52, 87 

ad amantyl, 89 
cyc lopro pylcarbinyl, 56, 664, 852 
hyd ride ion affiniti es, 87 
I i fe ti mes, 90 
NMR,857 
no n-classica l, 56, 90, 855 
no rborn yl, 56, 90, 662, 858 
rea rrangements, 656, 658 
stab il ity, 87,89 
stabili za ti on, 667 

Carbon 
electron config ura tion, 6 
spin preferences, 860 
va lence, 6 

Ca rbon fi bers, 778 
Ca rbon nanotubes, 777 
Ca rbonium ions, 52,55 
Carbonyls 

a ,f3-unsa turated, conformation, 
11 5 

a mine add ition to, 598 
ca rbani on additi on to, 557,599 
conformationa l effects in additions, 

562 
conformations, 114 
cya nide additi on to, 557 
Grignard additi on to, 557 
hyd ra tion, 512, 520,543 
intersystem cross ing in, 948,951 
Q MOT model, 42 
reduction, 557,565 
stereochemis try of addition to, 563 

Ca rborane, 666 

Carboxylic acids 
acidities, 279 
computed MOs, 1054 

Carboxypeptidase A, 605 
Carceplex, 250 
Carcerands, 250 
Carothers equation, 783 
Carroll rearrangement, 932 
Cascade mechanism, 694 
Catalysis, 490, 495 

acetal hydrolysis by lysozyme, 506 
acyl transfers, 603 
carbonyl hydration, 512 
covalent, 504 
electrostatic interactions, 499 
enamine formation, 598 
enolizations, 629 
enzymatic, 523 
ester hydrolysis, 603 
general, 510 
hydration of alkenes, 546 
hydration of carbonyls, 520, 543 
hydrolysis of aceta Is, 578 
imine formation, 598 
metal ion, 500 
More O'Ferrall-Jencks plot, 410 
nucleophili c, 502 
phase transfer, 507 
proximity effects, 495 
solva ti on, 495 
specifi c, 507 
strain, 505 
supramolecular, 529 
thermodynamic cycle, 493 

Catalyst, 490 
Ca taly ti c antibodi es 

Hammett plot, 450 
Ca talyti c reaction, 490 
Ca tal yti c tri ad, 604 
Catenanes, 246, 328, 329 

bipyridinium based, 247,329 
cu • / phenanthroline based, 248, 

329 
DNA,325 
proteins, 325 

Cation-'lT interaction, 181, 239, 
240,250,609 

crown ethers, 240 
CCSD,824 
Cellulose, 335, 336 
Center of inversion, 311 
[C(CH3)] 6 di cation, 666 
CFJ• , 57 
C-H acti va ti on, 722 
CH2 

group orbitals, 33 
Walsh diag ram, 33 

CH3 
group orbitals, 32 
planar, 30 

CH3 (continued) 
pyramidal, 31 
Walsh diag ram, 31 

CH3• , 57 
CH3Cl 

orbital mixing diagram, 45 
MOs, 1051 

CH3X 
dipole m oments, 19 
geometries, 63 

CH5 +, 55, 872 
Chain reactions, 569 
Chain transfer, 571, 793 
Chain-growth polymeriza ti on, 781 
Charge: p artial, 13 
Charge transfer, 186 
Charge-parity (CP) violation, 340 
Charge-transfer absorption, 186, 955 
Charge-transfer complex, 186,553 
Charge-transfer donor-acceptor 

complexes, 1032 
CHARMM, 132 
Chelate effect, 214, 725 
Chela ted hydrogen bond, 170 
Cheletropic reactions, 924 

carbene additi ons, 927 
theoretical analysis, 926 

Chemical bonding 
basic model, 4 
mode rn model, 26 

Chemical graph, 324 
Chemical po tential (Jl ), 158 
Chemically initi a ted electron exchange 

luminescence (CJEEL), 985 
Chemiluminescence, 985 
Chira l, 299, 341 
Chiral auxili a ri es, 636 
Chiral carbon, 300 
Chiral cente t~ 300, 341 
Chiral pool, 339 
Chira l shift reagent, 308,315 
Chira lity 

origin in nature, 339 
topolog ical, 326 

Chiropti cal properti es, 309 
Chirotopic, 317,332,341 
Cholesteric phases, 771 
Cholesterol, 108,550 
Cholesterol tosy la te solvolysis, 655 
Cholic acid, 108 
Chorismate, 922 
Chorismate mutase, 922 
Chromophore, 943 

chirall y pe rturbed, intrins ica lly 
achiral, 338 

Chugaev elimination, 594 
Chymotrypsin, 604 
Cieplak effect, 565 
Cine substi tuti on, 620 
Circle mnemoni c, 840 



Circular birefri ngence, 310 
Circular did1roism, 310, 335 

protein structure, 335 
Circu larly polarized light, 310 
Cis, 341 
Cis alkene correction (g rou p 

increments), 96 
C lSD, 824 
cis-Decalin, 108 
Cis-trans isome riza tion: 

photochemical, 964 
C L-20, 127 
Claisen rea rrangement, 921 

substituent effects, 923 
Clea ring temperature (Tc), 770 
Cleft, 228 
Cl inal, 95 
Closed shell molecule, 937 
Closed shell repulsion, 36,845 
C,,311 
CNDO, 834 
60Co: [3 decay, 340 
Coa tes' io n, 858 
Co-extensive, 860 
Co fac tors, 566 
Cohesive ene rgy density (0), 150 
Coke, 740 
Col, 369 
Collagen, 444 
Coll is ional energy transfer, 956 
Columnar liquid crystalline phase, 771 
Common intermediate, 475 
Common ion effect, 639 
Compen sa tion (see en th alpy- entropy 

compensation) 
Compe tition experiment, 474 

nucleophilic aliphatic substitution, 
639 

Competitive inh ibition, 534 
Competitive solvent, 172 
Complementarity, 224, 231, 235,320 
Complex conjuga te, 810 
Complex reactions, 365,390 
Complexation 

entha lpy driven, 236 
en tropy driven, 229, 236 

Concentration gradien t, 156 
Concerted proton transfe1~ 522 
Concerted reaction, 637, 878 
Condensation polymerization, 780,788 
Condensation polyme rs, 789 
Condensations, 597 
Cond uctance, 1016 
Conduction band, 1002, 1007 
Conducti vity, 1016 

tem perature dependence, 1014 
Conducto 1~ 1007 
Cone angle, 717 
Configura tion, 298, 341 
Configuration interaction (CI), 824 

Configuration al isomers, 298 
Conformation, 298 
Conformational ana lysis, 92 
Conformational effects on carbonyl 

add itions, 562, 633 
Conformational isomers, 92, 298, 341 
Conformers, 92, 341 
Conical intersection, 963 
Conjuga te acid, 260 
Conjugate addition, 567 

activation parameters, 373 
Conjugate base, 260 
Conjugation, 115 
Connection GFE, 213 
Connectivity, 300 
Conrotatory, 903 

trimethylene, 691 
Conserva tion of orbi tal sym metry, 881 
Constitution, 298 
Consti tutiona l isomerizations, 674 
Constitutional isomers, 92, 298 
Constitutionally heterotopic, 315, 341 
Contact energies, 761 
Contact ion pait~ 549, 590, 640, 647 
Container compounds, 249, 328, 329 

d iphenylglycoluril, 251 
Continuum model, 196 
Convergence, 228 
Conversion factors: units, 1047 
Cooper pair, 1030 
Coopera tivity, 176, 213, 215,219, 

233, 245, 254,337,338,773 
allosteric, 215 
d rug recep tor interactions, 215 
H ill equation, 219 
hydrogen bonds, 174 
negative, 213 
positive, 213 

Coordination nu m ber, 710 
Coordinatively saturated, 710 
Coordinatively w1saturated, 710 
Cope elimination, 594 
Cope rearrangement, 916 

kinetic isotope effects, 918 
More O'Ferrall- Jencks plot, 920 
stereochemistry, 917 
substituent effects, 918 

Copolymeriza tion, 786 
rad ical, 792 

Corannulene, 775 
Core integral, 819,829 
Correlated rotation, 128 
Correlation, 5 
Correlation energy, 824 
Correlation times, 156 
Cotton effects, 310 
Co ulomb integra l, 819 
Coulombic energy exchange, 958 
Coulomb's law, 148,810 
Coupled-cluster theory, 824 

Covalen t bonds, 12 
Covalent catalysis, 504, 604 
Covalen t radii, 24 
Cp (see cyclopentad ienyl) 
CPK models, 227 
Cram model, 563 
Creslan, 758, 791 

INDEX 

Criegee rearrangement, 699 
Critical micelle concen tra tion, 190 
Critica l phenomenon, 1023 
Cr0 3, 580 
Cross-conjugated, 115 
Cross-linked polymer, 759 
Cross-linking, 1030, 1037 
Cross-over experiments, 476 
Crown ether, 224, 327, 592 
12-Crown-4, 226 
15-Crown-5, 226 
18-Crovvn-6,224,225, 226,227 
Cryptand, 227, 561 
[2,1,1]-Cryptand, 227 
[2,2, 1]-Cryptand, 227 
[2,2,2]-Cryptand, 227 
Cryptophanes, 250 
Crystal engineering, 185 
Crystal field activation energy, 716 
Crystal field theory, 712 
Crystal orbital, 1002 
Crystalline, 757 
Crystals, 146 
c u+ I phenanthrol ine templating, 248, 

327,330 
Cubane, 126, 127, 973 

explosives, 126 
Curie tem perature, 1023, 1026 
Curing agents, 798 
Current, 1016 
Curtin-Hammett principle, 378,593 
Curti us rea rrangement, 699 
Cyalwne, 987 
Cyanohydrin, 557, 559 

equil ibrium constants, 559 
Cybotactic region, 153 
Cycloadditions, 878, 893 

aromatic transition state theory, 889 
s-cis geometry, 896 

[2 +2] Cycloadditions 
allowed geometry, 894 
a romatic transition state theory, 889 
experimental observations, 901 
fron tier molecular o rbital theory, 

888 
orbital correlation d iagram, 880 
organometallic, 895 
s tate correlation diagram, 885 

[4+ 2] Cycloadditions 
aromatic transition state theory, 889 
frontier molecular orbital theory, 888 
orbi tal correlation d iagram, 882 
state correlation diagram, 887 

1083 



1084 INDEX 

Cycloalkanes 
group increment correction factors, 

108 
strain energies, 108 

Cycloa lkenes, 110 
Cycloaromatization, 910 
Cyclobutadiene, 251, 692,861, 1009 

antiaromaticity, 118 
6.Hr",118 
Jahn-Teller distortion, 862 
metal complex, 714 
spin preference, 861 
supra molecular complex, 251 

Cyclobutane, 100,314,323 
butterfly motion, 101 
geometry, 101 
hea t of formation, 82 
NMR coupling constant, 10 
puckered, 101 
s train energy, 101 

1,3-Cyclobutanediyl, 692,861 
Cyclobutyl cation, 665 
Cyclodecane: transannular strain, 109 
Cyclodecane cation, 858 
Cyclodecapentaene, 848 
Cyclodextrins, 234, 264, 530 
Cycloheptane: NMR coupling 

constant, 10 
1,4-Cyclohexadiene, 854 

MOs,855 
orbital mixing, 854 

Cyclohexadienyl radi ca l , 685 
Cyclohexane, 104 

A values, 103, 104 
ax ial hydrogen s, 102 
boat, 106, 107 
chair, 102, 103, 107 
cis substituents, 105 
cis-trans nomenclature, 105 
1,3-diaxial interaction, 103, 105 
equatorial hydrogens, 102 
flagpole interaction, 107 
ha l f-ch a i1~ 106, 107 
hea t of formation, 79,82 
NMR coupling constant, 10 
pseudorotation, 106 
quadrupole moment, 20 
strain energy, 102 
trans substi tuents, 105 
twist boa t, 106, 107 

Cyclohexanone, 562 
Cyclohexy l tosylate: anchimeric 

assistance, 659 
Cyclooctane: MR coupling 

constant, 10 
Cyclooctene: trans, 111 
Cyclooctatetraene (COT), 118, 847, 

913 
ring inversion, 118 
h1 b shape, 118 

Cyclopen tadiene 
[1,5] hydrogen shift, 914 
pK. , 91 

Cyclopentadienyl (Cp), 97, 706 
anjon, 847 

Cyclopentane 
envelope, 101 
half-chair, 101 
heat of formation, 82 
NMR coupling constant, 10 
pseudorotation, 101 
strain energy, 101 

1,3-Cyclopentanediyl, 692, 861 
Cyclopentyl carbocation, 657 
Cyclopentyne, 386,388 
Cyclophanes, 234, 255, 1025 

cation-'lT interactions, 239 
polar-7T interactions, 241 
solvent effects, 237 
thermodynamics of binding, 236 

Cyclopropane, 100, 848,850 
bond lengths, 100 
geometry, 100 
heat of formation, 82 
MOs,851 
NMR coupling constant, 10 
strain energy, 82, 100 
Walsh orbitals, 851, 852 

Cyclopropene: pK. , 91 
Cyclopropenone, 117 
Cyclopropenyl anion, 118 
Cyclopropenyl cation, 117, 847 
Cyclopropyl anion, 56 
Cyclopropylcarbinyl, 848, 852 
Cyclopropylcarbinyl cation, 56, 664, 852 
Cyclopropyldicarbinyl biradical, 974 
Cycloreversions, 903 
Cyclotriveratrylene, 250 
Cytochrome P-450, 425 

D 
o and L, 304, 341 
d electron count, 706, 708, 713 
d orbital splitting, 712 
d orbitals, 60 
d2sp3 hybrid orbitals, 61 
0 3/u 29 
Dacron, 758, 789 
o-Aia-o-Aia, 215 
o-amino acid oxidase, 431 
Dative bonds, 706 
Dean-Stark apparatus, 598 
Debye (urut), 18 
Debye-Huckel theory, 159, 266 
Decalin 

cis, 108 
trans, 108 

Defects, 754, 1011 
Degenerate mi xing, 35 
Degenerate orbitals, 6 

Degree of polymerization (DP), 755 
Degrees of freedom, 70, 358 
Dehalogenase mechanism, 649 
1,4-Dehydrobenzene, 910 
Delayed fluorescence, 962 
Delocalization, 20 

cations, 89 
Delrin, 797, 798 
V2 operator, 811 
f:lG0

, 68 
f:lGrxn °, 161 
f:lH 0

, 68,69 
6.5°, 68,70 
Dendrimers, 763, 769, 1027 

encapsulation, 768 
Dendrimer synthesis 

convergent, 765 
divergent, 765 

Density functional theory (OFT), 836 
Density of states, 1003 
Depolymerization, 596,788 
Determinantal wavefunction, 816 
Dewar benzene, 140,906,969 
Dewar-Chatt-Duncanson model, 709 
Dexter energy transfer, 956 
Dextrorotatory, 309 
DFT,836 
Diabatic photoreactions, 963 
Diamagnetic, 712, 1023 
Diastereomeric excess (de), 308,341 
Diastereomers, 299,341 
Diastereoselective, 321 
Diastereotopic, 315,319,341 

faces, 316, 318 
1,2-Diazenes: photocherrustry, 981 
Diazirines, 982 
Diazo compounds, 982 
Diazoalkane, 902 
Diazomethane, 574 
Diblock copolymer, 760, 785 
Diborane, 555 

calculated MOs, 50 
Dicyclohexylcarbodiimide (DCC), 606 
Dieckman condensation, 623 
Dielectric constant (e), 147 
Diels-Alder reaction 

en do effect, 899 
inverse electron demand, 899 
normal electron demand, 899 
olefin substituent effects, 897 
regiochemistry, 896 
secondary orbital interactions, 900 
solvent scales, 149 
stereochemistry, 896 
substituent effects, 899 

Dienophile, 894 
Differential overlap, 833 
Differential rate equations, 364 
Diffusion, 155, 156 
Diffusion controlled reactions, 156, 399 



Difluorocarbene, 58 
1,2-Difluoroethane: conformation, 122 
Dihedral angle, 93 
1,1-Dil ithiocyclopropane, 853 
Dimethyldihydropyrenc, 848 
Dimethylether computed MOs, 1055 
Dioxane 

A values, 120 
diax ial interaction, 120 

Dioxetane thermolysis, 987 
Diphenylcarbene, 1025, 1027 
Diphenylpicrylhydrazyl (DPPH), 86 
Di-To-methane rea rrangement, 974 
Dipolaraprotic, "147 
1,3-Dipolar cycloadditions, 901 
Dipolarophile, 902 
Dipole, 165, 181 

bond, 17 
molecular, 18 

Dipole moment, 17 
Dipole moment operator, 940 
Dipo le-dipole in teractions, 168 

Forster exchange, 959 
Dipole-induced-d ipolc interactions, 

186 
1,3-Dipoles, 902 
Diradical, 686 
Director, 771 
Discotic liquid crystalline phase, 771 
Disjoint, 861 
Dispersion, 1009 
Displaced stack: aromatic, 184 
Disproportionation, 571,596 
Disrotatory, 903 
Dissocia tion constan t, 208,210 
Dissociative electron transfe t~ 670 
Dissolu tion inh ibitor, 1038 
Dissymmetric, 3] 2, 341 
Distamycin, 233 
Disu lfid e 

conformation, ·123 
proteins, 123 

Di(l-butyl)methane, 125 
D,L system, 304 
DMSO: acid ities in, 271 
DNA, 73,300,325, 334,335,336,1060 

2,4-difl uorotoluene, 233 
double helix, 336 
helicity, 336 
hydrogen bonding, 232,233 
minor g roove, 232 
polyamide recog nition, 232 
radica l damage, 73 
sugar pucker, 102 
UV damage, 971 
Z-form, 336 

Dodecaborane, 666 
Doering- Zeiss inte rmed iate, 646 
Domains, 757,773, 1023 
Donors (orbi tal), 121 , 541 

Donor numbers (DN), 291 
Donor-acceptor absorption, 955 
Donor-acceptor interaction, 120, 186 

NLO, 1035 
Donor-acceptor orbital interactions, 

121,540 
Doping, 777, 1011, 1013, 1015 
Dose-response cu rve, 219 
Double inversion, 476 
Doubly excited sta tes, 885 
Dri ft speed (s), 156 
Driving force 

d issolv ing, 158 
reaction, 161, 358 

Drug receptor interactions, 215 
dsp3 hybrid orbitals, 60 
d,o_!to orbitals, 59 
Dynamic effects: organic reactive 

intermediates, 372 
Dynamics, 356 

proton transfer, 522 
Dynemicin, 910 
doo orbital, 59 

E 
E (entgegen), 304 
El, 581, 586, 1076 
E1cB, 584,586, 1076 

s tereochemistry, 592 
E1cB;p, 585 
E1cB;rr , 585 
E1cB1v 585 
E2,581,586, 1076 

antiperiplanar, 591 
stereoelectronic factors, 591 
synperiplan ar, 591 

E-Ad, 1077 
Early transition metals, 708 
Ea rly transition state, 378 
Eclipsed, 341 

con formers, 93 
Edge-to-face s tack, 184 
Edwa rds and Ri tchie correla tions, 463 
EEs, 291 
Effective concentration, 496 
Effecti ve m o la ri ty (EM), 384, 496 
E~, 1014 
EGTA,949 
Ei, 1077 
Eigenfunction, 809 
Eigenva lue, 363,809, 856 
Eigenvectors, 363 
Ei nstein, 936 
Elastomers, 758 
Electrocycl ic reactions, 903 

orbita l symmetry rules, 906 
stereochemistry, 906 
theoretical a nalysis, 904 
torquoselectiv ity, 908 

Electrofuge, 540 

I NDEX 

Electroluminescence, 1019 
Electromagnetic radia tion, 936 

energy and time scale, 936 
Electron a ffin ity, 12, 273 
Electron configurat ion, 5 
Electron correlation, 5 
Electron coun t, 706 
Electron density (p), 5, 836 
Electron diagram, 5 
Electron distributio n, 5 
Electron exchange energy transfer, 956 
Electron flow, 1061 
Electron pair bond, 10 
Electron penetra tion, 17 
Electron pushing, 1061 
18-Electron rule, 710 
Electron sin k, 1061 
Electro n source, ]061 
Electron transfer: Marcus theory, 405 
Electro n transfer catalysis, 925 
Electronegativity, 26, 71, 278 

g ro up, 16 
hy bridization effect, 17 
Mulliken scale, 12 
Pa uling sca le, 12 

Electronic barrier, 892 
Electronic configuration, 818 
Electronic d iagram, 5 
Electronic materials, 1001 
Electron- phonon coup ling, 1032 
Electrophile, 288, 539 
Electrophilic addition to ligands, 733 
Electrophil ic aromatic substitution, 607 

regiochemistry, 610 
Electrophi I ic catalysis, 499 
Electrophil ic reactions 

addi tion toalkenes, 545 
addition to ligands, 733 
addition to ca rbonyls, 542 
aliphatic substitu tion, 715 
arom atic substitution, 607 
catalysis, 499 
nucleophi lic ca talysis, 503 

Electrosta tic effects, 283 
Electrostatic interaction, 163, 283 
Electrostatic potentia l surfaces, 14 

scaling, 15 
Electrostatic unit (esu), 18 
Electrostatica lly strained, 500 
Electros triction, 154 
Elementa ry reactions, 365 
Elimina tions, 576 

1, 1-elimin ations, 575 
1,2-eliminations, 581 
1,4-eliminati ons, 581 
ex- and 13-eliminations in 

o rganometallics, 727 
13-e liminations, 581 
Chugaev, 594 
Cope, 594 
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Eliminations (continued) 
dehydration, 592 
El, E2, 581 
E1cB, 584 
E1cB1P, 585 
E1cB1rr, 585 
enzymatic, 595 
formation of alkenes, 581 
formation of carbonyls, 577 
gas phase, 588 
Grab fragmentation, 582 
Hofmann, 588 
ion pairing, 592 
oxidations, 580 
radical, 596 
Saytzeff, 588 
stereochemistry, 590 
thermal, 594 
to form carbonyls, 577 
vs. substitution, 583 

EI-Sayed's rules, 950,988 
Emission spectra, 945 
Empirica l force field, 129 
Emulsion polymeri zation, 792 
Enamine formation, 597 
Enantiomeric excess (ee), 308, 342 

statistica l, 339 
Enantiomers, 299, 341 
Enantiomorphs, 326 
Enantiopure, 306 
Enantiose lective, 321 
Enantiotopic, 315,319,320,342 

faces,316,318, 331,332 
EncoLmter complex, 608 
Endergonic, 68 
Endo, 342, 662 
Endo closure, 568 
Endo effect, 899 
Endocycl ic cleavage, 380 
Endoperoxide, 992 
Endothermic, 69, 72 
Ene reaction, 924 
Enediyne, 910 
Energy: interna l, 66, 223 
Energy gap law, 36,952 
Energy pooling, 962 
Energy surface, 356 

SN1 and SN2, 408 
two-dimensiona l projections, 

376 
Enforced cata lysis, 521 
Enforced mechanism, 408 
Enolate, 627 
Enolate aggregates, 631 
Enolate a lkylation, 632 

conformational effects, 633 
control of stereochemistry, 636 
stereochemistry, 633 

Enophile, 924 
Ent, 306 

En thalpy, 68, 69,223 
heat changes, 223 

Enthalpy control, 371 
Enthalpy-entropy compensation, 215, 

216, 469 
Entropy, 70 

complexation driven by, 229 
cycl ization, 71 
of solution, 210 
penalty, 225 
ring systems, 110 
rotational, 70, 214 
translational, 70, 214 
vibrational, 70 

Entropy control, 371, 641 
En tropy unit, 68 
Entry cham1el, 359 
Enzymatic catalys is, 523 

SN2 reaction, 649 
Enzyme, 320 

reaction coordinate diagrams, 528 
Enzyme active sites, 320, 525 
Enzyme mimics: acyl transfers, 606 
£ overlap' 291 
Epi, 306 
Epichlorohydrin, 798 
Epimerization, 342 
Epimers, 302, 342 
Epoxidation, 555 

asymmetric, 558 
Epoxide ring opening, 373 
Epoxy resins, 798 
Equatorial, 340 
Equilibrium constants, 68,208 

cyanohydrin formation, 559 
determination of, 216 
gem inal diol, 544 
hemiacetal, 544 
keto-enol, 628 
tau tomeriza tion, 628 

Equi librium kinetics, 388 
Ergosterol, 969 
Erythro, 305, 342 
Erythrose, 305 
Essentia l amino acids, 922 
Ester hydrolysis, 602 

activation parameters, 373 
Ester pyrolysis, 594 
ET salts, 1033 
Er (30) sca le, 148 
Eta, 711 
Ethane 

BDE, 73 
computed MOs, 38 
electroni c structures, 36 
orbital mixing diagram, 37 
rotational barrier, 93 
tors ional itinerary, 93 

Ethyl ca tion, 823 
bridged, 54 

Ethyl cation (continued) 
orbital mixing diagram, 54 
scrambling, 54 

Ethylene 
computed MOs, 40, 1051 
electronic structure, 38 
Huckellevel, 838 
orbital mixing diagram, 39 
pK., 91 

Eu(dcm)3, 308 
Everninornicin, 303 
Exchange integral, 819 
Exchange-correlation term, 836 
Excimer, 954 
Exciplex, 954 
Excitation spectrum, 946 
Excitation wavelength, 945 
Excited electroni c state, 5, 937 
Exciton coupling, 310 
Exciton migration, 956 
Exergonic, 68 
Exit channels, 359 
Exo, 342, 662 
Exo closure, 568 
Exocyclic cleavage, 380 
Exothermic, 69, 72 
Expectation value, 811 
Explicit solvation models, 196, 197 
Extended atom: molecular mechanics, 

135 
Extended Hucke! theory (EHT), 834 
Extent of reaction, 160 
External ion pair return, 647 
Extrusions, 924 
Eyring equation, 366, 1047 
Eyring plot, 370 

curvature, 371 
Vitamin B-12, 371 

E,Z system, 304, 342 

F 
Fast kinetics techniques, 398, 400 
Favorskii rearrangement, 682 
Felkin- Ahn model, 564 
Femtochemistry, 400, 693 
[4.4.4.4]Fenestrane, 853 
[5.3.5.3]Fenestrane, 140 
Fermi level (EF), 1002, 1006 
Fermion, 816 
Ferromagnet, 1023 

Ovchinnikov, 1029 
polaronic, 1029 

Ferromagnetic coupling, 1023 
Ferromagnetic cou piing unit (FC), 

1027 
Fick's law of diffusion, 156 
Field effect, 15, 443 
55% solution, 152 
First order, 364 
First-order, degenerate mixing, 35 



First orde r kinetics, 385 
First-order perturbation, 845 
Fischer carbene, 63, 734 
Fischer projection, 304 
Flash photolysis, 399 
Flav in adenine dinucleotide (FAD), 431 
Fl ickering cluster, 152 
Flory-Huggins equation, 761 
Flow techniques, 399 
Fluorescein, 946,960 
Fluorescence, 945 

bind ing measurements, 220 
Fluorescence imaging, 948 
Fluorescence life times, 948 
Fluorescence resonance energy transfer 

(FRET), 959, 960, 989 
single molecule, 961 

1-Fiuorobutane: inductive effec ts, 16 
(Fl uoromethy J)a mine: con formation, 

122 
Fluorophore, 945 
Fluo roproline, 444 
Fluxiona l molecules, 913 
Fock operator, 818 
Foldamers, 180, 187 

solvophobic effects, 195 
Forbidden reaction, 881, 892 
Force constant, 76 
Force field, 129 
Formal charge, 6 
Formaldehyde 

computed MOs, 42 
IR frequencies, 77 
orbita l mixing d iagram, 41 

Formam ide computed MOs, 1054 
Formic acid computed MOs, 1054 
Formolysis, 637 
Forster energy exchange, 958 
Forster rad ius, 960 
Fractals, 769 
Fractionation fac tors, 437 
Franck-Condon principle, 940 
Free energy (see Gibbs free energy) 
Free energy of transfer (LlG,,), 153 
Free ene rgy perturba tion (FEP), 200 
Free rad ical halogenation, 671 

reacti vity vs. selectivity, 378 
Free rotor effect, 953 
Frequency: stretching, 423 
Frequency m ixing, 1034 
FRET (see fluorescence resonance 

energy transfer) 
Friedei- Crafts alkylation, 608 
Frontier molecula r orbital (FMO) 

theory, 888 
Frontier molecula r orbi tals, 841, 877, 

888 
Fu llerenes, 776 
Fulvene: H ucke! analysis, 839 
Functional, 836 

Functional group, 3 
Fundamental frequency, 73 
Funnel, 962 
Fura-2, 949 

G 
g+g- pentane interaction, 99, 105 
Galv inoxyl, 86 
Gas phase acidities, 273 
Gases, 146 
Gauche, 95,342 

butane, 95 
Gauche correction (group increments), 

96 
Gauche effect, 123 
Gauche interactions, 95, 97, 98, 103 
Gauche pentane interaction, 99 
GAUSSIAN, 825,835 
Gaussian-type orbital (GTO), 822 
Gel, 756 
Gel permeation chromatography 

(GPC), 757 
Gem- dimethyl effect, 142 
Geminal, 342 
Geminal diols: thermodynamics, 544 
Geminal repulsion, 98 
Gemina te recombination, 570 
General catalysis, 510 

conce rted or sequential, 515 
kinetic equivalency, 514 
kinetic plots, 512 

General or specific catalysis: potential 
energy surfaces, 521 

Genera l-acid catalysis, 510 
General-base catalysis, 510 
Generalized Born model, 196, 197 
Generalized orbital symmetry rule, 890 
Geometrical isomerizations, 674 
Geometry 

linear, 7 
pyramidal, 29 
tetrahedral, 8 
trigonal planar, 7, 29 

Gerade, 813 
GFP (see green fluorescent p rotein) 
Gibbs free energy, 68, 157, 214 

connection, 213, 214 
of solution, 223 

Gibbs- Helmholtz equation, 68 
Glass, 757 
Glass transition temperature (Tg), 758 
Global minimum, 134 
Glucose,302, 336, 545 
Glutamic acid, 286 
Glyceraldehyde, 304 
Gradient, 856 
Graph 

K3.3, 327 
K5, 327 
nonplanar, 326 

Graph theory, 326 
Graphite, 740 
Green chemistry, 151 

I N D EX 

Green fluorescent protein (GFP), 947, 
989 

Grignard reactions, 557, 560 
Grob fragmenta tion, 582 
Ground electronic state, 5, 491, 937 
G roup electronega ti vity, 16 
G roup increments, 79 

cis alkene correction, 96 
corrections, 96, 108 
entropy, 81 
gauche correction, 96 
heat capacity, 81 
o rtho correction, 96 
radicals, 86 
ring strain correction, 108 

Group orbitals, 27, 51 
CH2, 33 
CH3, 32 
M L3, 865 
ML~, 865 
ML5,865 

Group transfer po lyme rization, 799 
Group transfer reactions, 932 
Grubbs catalyst, 746 
Grunwa ld- Winstein 

nucleophilic aliphatic substitu tion, 
653 

Schleyer ada ptation, 457 
Grunwald- Winstein p lots, 455 
GTOs, 822 
Guest, 208 

H 
H_, 269 
H 2 , 860 

spin preferences, 859 
H 2+, 8B 
H 20 : geometry, 33 
Half-life (t112) , 385 
Haloalkane dehydrogenase, 649 
Ha lonium ion, 551 
Hamiltonian, 810, 813, 887 

electronic, 815 
Hamiltonian matrix, 832 
Hamiltonian operator, 809,810 

hyd rogen atom, 811 
Hammett acid ity func tion, 267 
Hammett plots / d a ta, 445,448 

acetal hydrolysis, 578 
change in mechanism, 452 
deviations from linearity, 449 
hyd ration of alkenes, 547 
induction, 451 
oxidative addition, 721 
resonance, 451 

Hammett p values: SNl solvolysis, 654 
Hammond effect, 410 
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Hammond postulate, 374 
Hard compound, 444 
Hard reactants, 289 
Harmonic oscillator, 75, 76 
Hartree-Fock equation, 818 
Hartree-Fock limit, 824 
Heat capacity, 81, 193,212,236 
Heat of combustion, 78 
Heat of formation, 77 
Heat of fusion, 759 
Heatofhydrogenation, 112 
Heat of melting, 759 
Heat of reaction, 69 

radical substitution, 671 
Heat of vaporization, 150 
Heavy atom effect, 950 
Heavy-atom tunneling, 692 
Heck reaction, 743 
Heisenberg uncertainty principle, 106 
Helical descriptors, 305 
[6]Helicene, 338 
Helicenes, 338 
Helicity, 336, 337, 342 
Hemiacetals, 542 

stereoelectronic effects, 579 
thermodynamics, 544 

Hemicarceplexes, 250 
Hemicarce rands, 250 
Hemoglobin, 219 
Henderson-Hasselbalch equation, 263 
Heterochi raJ, 306, 342 
Hetereocycles 

A values, 120 
conformational effects, 120 

Heterogeneous catalyst, 490 
Heterogeneous solution, 153 
Heterotopic, 315, 342 
Hexadecapole, 19 
Hexaisopropylbenzene, 128 
Hexaphenylethane, 84, 125 
Hexatriene, MOs, 842 
Hexa triene- cyclohexadiene 

interconve rsion, 905 
5-Hexenyl radica l, 143 
HF- SbF5 solutions, 270 
High spin, 1002 
High-density polyethylene (HOPE), 

797 
Highes t occupied molecu lar orbital 

(HOMO), 37,541,841, 937, 1002 
butadiene, 888 
ethylene, 888 

High-spin organic molecules, 1028 
Hill coefficient, 219 
Hill equation, 219 
Histidine, 286 
HMOT (see Hi.ickel molecular orbital 

theory) 
HMX, 127 
H0 , 268 

HOBt,607 
Hofmann elimination, 588 
Hofmann rearrangement, 679 
Hole, 1012 
HOMO (see highest occupied 

molecular orbita l) 
Homoallylic, 656 
Homoaromatic, 117 
Homochiral, 306, 342 
Homochirality: origin in nature, 339 
Homoconjugated, 117,656 
Homogeneous catalyst, 490 
Homogeneous solution, 153 
HOMO-LUMO gap, 1002 
Homolytic, 70 
Homopolymer, 760 
Homotopic, 315,319, 332, 342 

faces, 316, 318 
Homotropylidene, 913 
Homotropyliumion, 117 
Hoogsteen hydrogen bonds, 287 
Hooke's law, 129 
Host, 208 
Hot ground state, 964 
Huckel4n. + 2, 116 
Hucke] molecular orbital theory 

(HMOT), 835, 837 
circle mnemonic, 840 
cyclic TI systems, 840 
energy, 847 
fulvene, 839 
linear polyenes, 841 

Hucke I topology, 889, 890 
Hund's rule, 6, 820,950 
Hybrid orbitals, 9 
Hybridization, 8, 26, 71, 283 

cations, 89 
d2sp3, 61 
dsp3

, 60 
effect on geometry, 17 
effect on NMR coupling 

cons tants, 10 
sp, 9 
sp2

, 9 
sp3

, 9 
Hybridization index, 10 
Hydration 

alkenes, 546 
alkynes, 547 
carbonyl, 542 
enamines, 547 

Hydration energies, 166 
Hydride ion affinity (HIA), 87, 88 

norbornyl cation, 663 
[1,2]Hydride shift, 915 
Hydroboration, 554 
Hydroformylation, 739 
Hydrogen abstraction: rela tive rates, 

672 
Hydrogen atom, 811 

Hydrogen bonding, 105, 168, 300 
a-helix, 176 
amide-amide, 215 
directionality, 170 
DNA, 233 
electronegativity effects, 172 
geometries, 169 
intramolecular, 105, 170,172 
iridium complex, 169 
low barrier, 177 
molecular recognition, 230, 232 
no-barrier, 177 
resonance, 173 
saccharides, 175 
scales, 149 
secondary interactions, 175 
short-strong, 177 
solubility, 154 
solvation effects, 171 
strengths, 171, 178, 231 
vibrational properties, 176 

H ydrogen peroxide: conformation, 122 
Hydrogen shifts, 683 
Hydrolysis, 637 

2 ',3 '-cAMP, 502 
Hydron, 260 
Hydrophilic, 190 
Hydrophobic association, 234, 235 
Hydrophobic effect, 215, 236, 237, 239 
~Go oftransfer, 189 
entropy driven, 192 
origin of, 192 
peri cyclic reactions, 923 
protein folding, 194 

Hydrophobicity constant (n:), 189 
Hydroxyl radical, 73 
Hydroxyproline, 155, 444 
Hyperbranched polymers, 768 
Hyperchromic effect, 944 
Hyperconjugation, 44, 53, 84, 89 
Hypericin, 991 
Hyperpolarizabi li ty, 1034 
Hyperstable olefins, 139 
Hypersurface, 357 
Hypervalent, 661 
Hypervalent carbon, 662,666,855 
Hypsochromic shift, 944 

I 
Ice-like water, 192 
Identity operation, 311 
IGL0, 857 
Imbalanced transition state, 519 
Imidate, 678 
Imine formation, 597 
Importance sampling, 199 
Improper rotations (S,), 311 
Indene, 914 
Independent electron theory, 816 
IND0, 834 



Ind uced common ion effect, 647 
Induced-dipole interactions, 186 
Inductive effect, 15, 16, 26, 278,443 
Infinite polyene, 1003 
Infrared spectroscopy, 77 
Inherent fluorescence lifetimes, 948 
In itial-rate kinetics, 389 
Initia tion, 570 
In-line attack, 335 
In-phase interactions, 11 
Insulator, 1007 
Integrated rate equations, 364 
In termolecular reaction, 384 
Internal conversion (I C), 949 
Internal energy, 66, 67 
Internal return, 642 
Intersystem crossing (ISC), 950 
Intimate ion pair, 640 
lntramolecu Jar hydrogen bonds, 

170, 172 
Intramolecular reaction, 384 
lnh·amolecu larity, 496 
Intrinsic barrie rs, 403 
Intrinsic binding energy, 214 
lntri nsic semiconductor, 1007 
lnh·insically chira l chro mophore, 338 
Inverse electron demand, 899 
Inversion barr ier 

NF3, 56 
NH,, 56 

Ion pair, 163,228, 230 
Ion pair acidities, 277 
Ion pair return, 647 
Ion- dipole interactions, 165 
Ionic character, 62 
Io nic radii, 24 
Ion-induced-dipole interactions, 186 
Ionization, 937 
Ionization energy 

valence state, 40 
Ion izn tion potential, 12, 273 
Jon- molecu le complex, 588, 64"1 
Ipso substitution, 607 
lre land-Claisen rearrangement, 922 
lsocyanuric acids, 245 
lsodensity surface, 14 
lsodesmic, 117 
lsoelectronic, 40 
lsoequi librium temperature, 469 
Isoindene, 914 
Isokinetic, 469 
lsolobal analogy, 866 
Isomerism 

Euclidian, 325 
geometric, 325 

Jsomerization, 674 
biradical, 685 

Isoprene, 899 
Isopropyl ca tion, 657 
Isosbestic point, 949 

Isotactic, 331, 754 
Isothermal calorimetry, 221, 255, 331, 

342 
Isotope effects, 421 

activation energy, 427 
add ition of halogens, 552 
addition of hydrogen halides, 548 
a-halogenation, 631 
asymmetric epoxidation, 558 
Claisen rearrangement, 923 
electrophil ic aroma tic substitution, 

608 
eliminations, 582 
epoxidation, 556 
equilibrium, 422,432 
heavy a tom, 441 
hybridization changes, 429 
inverse, 422, 429 
kinetic, 422 
linear transition states, 425 
measuring very small, 432 
non-linear transition states, 428 
normal, 422 
pK..,428 
primary, 422 
radica l aromatic substitution, 616 
radica l rearrangements, 684 
secondary, 422,428 
SN1,646 
Sr--:2,646 
solvent, 437 
steric, 430 
thermodynamic, 432 

Isotope scrambling, 477 
acetal hydrolysis, 577 
acyl transfe rs, 601 
benzyne, 613 
eliminations, 585 
hydration, 546 
migratory insertion, 732 

Isotopic perturbation of equilibrium, 
432 

J 
Jablonski diagram, 938 
Jacobsen epoxidation, 558 
Jahn- Teller distortion, 862, 1002, 1009 
Jones reagent,580 
Jump techn iques, 401 

K 
K"' 208 
Karabatsos model, 563 
Kasha's rule, 939,951 
Kd,208 
Kekule structures, 20 
Kemp's triacid, 141 
Keto- enol tautomerization, 628 
Ketyl anion, 560, 921 

pu lse radiolysis, 402 

Ketyl radicals, 979 
Kevla1~ 789 
Kinetic acidi ty, 261, 271 
Ki11etic chain length, 785 
Kinetic control, 243,380 
Kine tic energy, 809, 812 
Kinetic enolate, 382, 630 

I NDEX 

Kinetic isotope effects, 424 
Kinetic scenarios: tabulating, 389 
Ki ne tic stability, 79 
Kinetic vs. thermodynamic control, 380 

e no late and enol formation, 629 
Kinetics, 356,382 

aliphatic nucleophilic substitution, 
397 

addition of halogens, 553 
13-el imination, 728 
bi s( cyclopentadien y l)ti tani u m 

sulfide, 395 
cyclopentyne reactions, 386, 388 
e lectrophilic aromatic substitution, 

608 
e liminations, 582, 584 
fast, 398 
genera l catalysis, 511 
ligand substitutions, 716 
methods for fo llowing, 397 
migratory inser tion, 730 
nucleophilic aliphatic substihltion, 

638 
oxidative addition, 718 
plots for general I speci fie catalysis, 

510,513 
prior equilibria, 397 
rel axation methods, 40J 
ring-opening meta thesis 

polymerization, 394 
sa It effects, 646 
saturation, 396 
speci fie ca talysis, 508 
thiamine analog, 387 

Klyne-Prelog system , 95 
K11ot, 246, 325 

b iological, 325 
DNA, 325 
protein, 325 
trefoil, 325 

k0 ff, 220 
Kohn- Sham orbitals, 837 
k0 .,, 220 
Koopmans' theorem, 828 
Kramer's rule, 830 
Kumata coupling, 743 
K," 262 

L 
LAH reductions, 561 
Lamellar phase, 774 
La ngmuir-Blodgett films, 778 
La nosterol, 550 
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Larger rings 
strain energy, 108, 109 
transannular effects, 107, 109 

Late transition metals, 708 
Late transition state, 378 
Latex, 793 
LCAO-MO, 821, 1002 
LCD display, 772 
Lennard-Janes 6-12 potential, 130 
Leucine zipper, 756 
Leveling effect, 264 
Levorotatory, 309 
Lewis acid, 288, 540 
Lewis base, 288, 540 
Lewis structures, 6, 21 
LFER (see linear free energy 

rel ationships) 
Libido rule, 520 
Lifetime (T), 385,398 
Ligand exchange reactions 

associative mechanism, 714 
dissociative mechanism, 714 

Ligation, 714 
Light 

energy, 936 
intensity, 936 
power, 936 
power density, 936 

Light emitting diodes (LEDs), 1019 
Light s ticks, 987 
Like-dissolves-like paradigm, 154 
Linear approach, 926 
Linear combination of atomic orbitals­

molecular orbitals (LCAO-MO), 
821 

Linea r free energy relationships, 442 
commonly used, 471 
conditions for, 468 
general mathematics,466 

Linea r geometry, 7 
Linear 7T systems: HMOT, 841 
Linea r polymers, 759 
Linear, low-density polye thylene 

(LLDPE), 797 
Lipophilic, 190 
Liquid crystals, 769 

columnat~ 771 
discotic, 771 
director, 771 
lyotropic, 774 
nematic, 771 
smectic, 771 
thermotropic, 774 
tw is ted nematic, 771 

Liquid crystal display (LCD), 771 
Liquids, 146 
Lithium aluminum hydride, 557, 561 
Living polymerizations, 785 

free-radical, 787 
London dispersion forces, 188 

Long bond catastrophe, 140 
Long bonds, 124 
Long range order, 146 
Long range solvation, 166, 182 
Loops, 325 
Loose bolt effect, 953 
Loose vibration, 76 
Lassen rearrangement, 699 
Low spin, 1002 
Low spin complexes, 713 
Low-barrier hydrogen bond, 177 

enzym ati c catalysis, 179 
fractionation factors, 439 

Low-density polyethylene (LDPE), 797 
Low-dimensional materials, 778 
Lowest unoccupied molecular orbital 

(LUMO), 39,541,841,937 
butadiene, 888 
e thy lene, 888 

Luciferasc, 986 
Lucite, 791, 793 
Luminescence, 951 
Luminal, 986 
LUMO (see lowest un occupied 

molecular orbital) 
Lyate ion, 261 
Lycra, 790 
Lyonium ion, 260 
Lyotropic liquid crystal s, 774 

hexagonal phase, 774 
lamellar phase, 775 

Lysin e, 286 
Lysozyme, 476, 506 

M 
M and P: helicity descriptors, 305 
Macrophase separation, 760 
Macroscop ic rate constants, 367 
Magic angle, 168 
Magnetic, 1002 
Magnetic moment, 1023 
Magnetism, 1023 
Magnetite, 1023 
Mandelate racemase, 287, 473 
Mandelic acid, 307 
Mannich reaction, 623 
Many-body problem, 195 
Marcus inverted region, 405 
Marcus theory, 403, 522 

Hammond postulate, 404 
Markovnikov addition, 546 
Mass ba lance, 472 
Matrix iso la tion, 482 
Maximum velocity (V max), 524 
M=CR2 : orbita l mixing diagram, 60 
Mean-field theory, 762 
Mechanism, 538 
Meerwein-Pondorf-Verley reduction, 

566 
Meisenheimer complex, 611 

Melamines, 245 
Melting tempera ture (T m), 758, 801 
Membranes: liquid crystal, 774 
Meniscus, 151 
Menschutkin reaction, 637 
Meso,342 
Mesogens,769,774 
Mesomerism, 20 
Mesophase, 769 
Mesoscale assembly, 151 
Meta directing, 609 
Metabolism, 494 
Metal: band structure, 1007 
Metal ion ca talysis, 500 
Metallacycle formation, 895 
Metallacyclobutane, 746 
Metallocene, 711 

polymer tacti city, 332 
Ziegler-Natta polymerization, 796 

Metallocene catalysts: Ziegler-Natta, 
796 

Metathesis, 715, 744 
u bond, 715 

Methane 
geomeh·y, 10 
molecular orbitals, 827 
planar, 853 

Methanolysis, 637 
1,6-Methano[10]annulene, 119 
Methyl 

group orb ital s, 29, 32 
Walsh diagram, 31 

1-Methylallyl ca tion, 114 
Methyl aceta te: electrostati c potential 

surface, 14 
Methyl ca tion: geometry, 10 
Methyl chloride 

orbital mixing diagram, 45 
MOs, 1051 

Methyl fluoride: geometry, 17 
Methylcyclohexane 

axial, 103 
equa toria l, 103 

Methylcyclopentadiene: [1,5]hydrogen 
shift,914 

Meth y Icyclopen tane 
heat of fo rmation, 79 
super acid activa tion, 270 

Methylene, 572 
group orbitals, 33 
Walsh diagram, 33 

Methylene blue, 990 
2-Methyl-2-norbornyl ca tion, 663 
2-Methylpropane: geometry, 8 
Metropolis method, 199 
Micelle, 190 
Michael addition, 567 
Michaelis constant, 524 
Michael is-Men ten equation, 523 
Microcontact printing, 1041 



Microdomain, 773 
Microphase segregation, 760 
Microscopic rate constant, 367 
Microscopic reversibility, 379 
Mid-gap states, 1012 
Migratory aptitudes: pinacol 

rearrangement, 675 
Migratory insertion, 729 

kinetics, 730 
stereochemistry, 732 

MIN DO I 3, 834 
Mirror reflection, 311 
Mixed aldol, 635 
MM3, 129, 132 
MND0,834 
Mobility: charge carriers, 1016 
Mobius strip, 327 
Mobius topology, 852, 889, 890, 974 
Modeling, 135 
Molar extinction coefficient, 940 
Molecu lar devices, 126 
Molecular dipole moments, 18 
Molecular dynamics (MD), 199 
Molecular electronics, 126 
Molecular ferromagnets, 1026 
Molecular gears, 128 
Molecular mechanics, 128 

angle bending, 130 
biomolecules, 135 
bond stretching, 129 
carbocation rearrangements, 136 
cross terms, 131 
cubic terms, 130 
electrostatic interactions, 131 
hea t of formation, 132 
hydrogen bonding, 131 
limitations, 133 
molecular recognition, 243 
non bonded interactions, 130 
polymers, 135 
radical addition, 136 
reactions, 136 
strain energy, 132 
torsion, 130 

Molecular orbital theory, 10,27 
Molecular orbitals, 11 

methanol, 868 
octahedral complexes, 864 

MOT (see molecular orbital theory) 
Molecular recognition, 207, 222 

complementarity, 224 
convergence, 228 
entropy driven, 229 
hydrogen bonding, 230 
hydrophobic, 234, 238 
ion pairing, 228 
modeling, 243 
7T effects, 239 
preorganization, 224 
thermodynamics, 207 

Molecular Tinker Toys®, 126 
Molecular weight distribution, 755 
Molecularity, 365, 384 
Moller-Plesset theory, 824 
Moment, 17 

dipole, 18 
quadrupole, 19 

Monochromatic light, 936 
Monodisperse, 756 
Monopoles, 19 
Monsanto acetic acid synthesis, 738 
Monte Carlo (MC) methods, 198 
More O'Ferrall-Jencks plot, 409 

Cope rearrangement, 920 
E2 eliminations, 414 
elimination, 587 
hydration of a carbonyl, 544 
nucleophilic aliphatic substitution, 

650 
Morse potential, 74, 76, 129,423,814 
MP2, 824 
MP3,824 
m-phenylene, 1027 
m-phenylene biscarbene, 1027 
M/P system, 305 
Mulliken electronegativity scale, 12 
Multiblock copolymer, 760 
Multivalency, 215 
Mu lti-walled carbon nanotubes 

(MWNT), 777 
Mustard gas, 660 
Mutarotation, 545 
m-xylene, 1028 
m-xylylene, 861, 1028 
Mylar, 758, 788 

N 
Nanotechnology, 248 
Nanotube nanotweezers, 778 
Naphthalene, 847 

aromaticity, 119 
intersystem crossing, 948 

Natural bond length, 129 
Nature abhors a vacuum, 146 
NBMO (see nonbonding molecular 

orbital) 
N-bromosuccinimide, 673 
Near attack conformations, 498 
Near-field scanning optical microscopy 

(NSOM), 1040 
Neber rearrangement, 699 
Negative bond dissociation energy, 

694 
Negative cooperativity, 213 
Negative evidence, 558 

ega tive photoresist, 1037 
Negative spin densities, 1024 

egishi coupling, 743 
Neglect of differential overlap (NDO), 

833 

INDEX 

Neighboring group participation, 659 
Nematic liquid crysta lline phases, 771 
Neocarzinostatin, 910 
Neoprene, 791 
Neurons: fractal patterns in, 769 
NH3: geometry, 33 
Nicotinamide adenine dinucleotide 

(NADH),566 
Nicotinic receptor, 183 
Nitrenium ion, 678 
Nitrile oxide, 902 
Nitrilium ion, 678 
Nitroalkane anomalies, 519 
Nitrobenzyl photochemistry, 980 
Nitromethane computed MOs, 1056 
Nitrone, 902 
Nitronyl nitroxides: magnetic 

behaviors in, 1026 
3-Nitrophenol: titration curve, 263 
NMR 

anisotropy, 118 
binding measurements, 220 
carbocations, 857 
coupling constants, 10 
cyclophanes, 239 
diamagnetic shift, 119 
~:;:,857 

paramagnetic shift, 119 
polymer tacticity evaluation, 797 
ring current, 118 
time scale, 106, 220 

No-barrier hydrogen bonds, 177 
No-bond resonance, 54 
Nodal plane, 5, 12 
Node, 5,812 
No-mechanism reactions, 877 
Nonaqueous titrations, 272 
Nonbonded potential 

hard, 131 
soft, 131 

Non bonding molecular orbital 
(NBMO), 11, 841, 861 

Non-classical carboca tions, 56, 90,855 
SN1 reactions, 661 

Non-competitive inhibition, 534 
Non-competitive solvents, 232 
Non-covalent binding (see binding, 

non-covalent) 
Non-crossing rule, 886 
Nondegenerate mixing, 35 
Non-disjoint, 861 
Non-ideal behavior, 266 
Non-linear approach, 926 
Non-linear optics (NLO), 1033 
Nonplanar graph, 326 
Nonpolar solvent, 147 
Non-productive inhibition, 534 
Non-stereogenic center, 301, 332 
Norbornadiene, 973 
7-Norbornenyl cation, 857 
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Norbornyl cation, 56, 90, 662, 858 
Norcarad iene, 872, 907 
Normal coordinates, 856 
Normal electron demand, 899 
Normal mode, 73, 77, 426 
Normalization, 816, 840 
Norrish type l photoreaction, 976, 1039 
Norrish type II photoreaction, 480, 978 
Novolac, 790 
n;rr* state, 942 
n;rr* transition, 942, 943 

-type doping, 1011 
Nucleic acid s tructure, 1060 
Nucleofugality, 458 

acidity, 459 
N ucleofuge, 540 
Nucleophile, 288, 539 
Nucleophjli c reactions 

addition to alkenes, 567 
addition to aromatics, 611 
addit ion to carbonyls, 556 
add ition to ligands, 734 
aliphatic substitution, 637 
aromatic substitution, 611 
catalysis, 502 

Nucleophilic aliphatic substitution, 637 
gas phase, 641 

Nucleophilic aromatic substitution, 611 
Nucleophilic assistance, 456, 645 
Nucleophili city, 458 

a-effect, 460 
basicity, 459 
Ed wards and Ritchie correlations, 

463 
polarizability, 460 
shape, 461 
solvation, 460 
Swa in-Scott parameters, 461 

Nu mber average degree of 
polymerization, 783 

Number average molecular weight 
(Mn), 754 

Nylon-6, 759, 789, 798 
Nylon-6,6, 758, 789 

0 
Octahedral, 710 
Octa nitrocubane, 127 
Octet rule, 6 
Octu pole, 19 
0-H bond, 72, 73 
Ohm's law, 1016 
Olefin s li ppage, 737 
Olefin s train energy, 139 
Ole fins (see also alkenes) 

dime ri zation, 971 
meta thesis, 744 
nucleophilic additions, 567 
photochemical isomerization, 

964,965 

Olympia dane, 247 
One-electron integral, 819 
Open-shell, 819 
Operator, 809 
Oppennauer oxidation, 566 
Optical activity, 299, 309, 342 
Optical density, 940 
Optical rotatory dispersion (ORD), 309 
Orbital, 4, 815 

antibonding, 11,831 
antisymmetric, 11 
bonding, 11,831 
co-ex tensive, 860 
degenerate, 6 
disjoint, 861 
group, 27 
hybrid, 9 
moleculm~ 11 
nonbonding, 11 
non-disjoint, 861 
p olariza tion, 36 
spin, 816 
symmetric, 12 
virtua l, 30 

Orbital approx imation, 815 
Orbital correlation (see orbital 

symmetry) 
Orbital mixi ng, 11, 35, 51, 831, 838, 845 

degenerate, 845 
e lectrophili c add ition, 562 
non-degenera te, 845 

Orbital overl ap, 8 
Orbital phasing, 5 
Orbital s teering, 498 
Orbital symmetry diagrams / rules, 879 

[2+2]cycloaddition, 880 
[4+ 2]cycloaddition, 882 
cycloadditions, 895 
electrocyclic reactions, 906 
generalized rule, 890 
sigma tropi c rearrangements, 913 

Organic ch romophores, 943 
Organic light emitting devices 

(OLEOs), 1019 
Organic magnetic materials 

molecu lar, 1024 
polymer, 1027 

Organic metal, 1007, 1032 
Organocatalysis, 505 
Organometallic bonding, 59, 862,867 
Organometallic chemis try, 705 
Organotransition metal chemistry, 705 
Orlon, 758, 791 
Ortho correction (group increments), 96 
Ortho / para directing, 609 
Orthogonal, 816 
Out-of-phase interactions, 11 
Ovchjnnikov fe rromagnet, 1029 
Overlap integral, 829 
Oxadi-TI-methane rearrangement, 976 

Oxallyl, 682 
Oxaphospheta ne, 600 
Oxibase scale, 463 
Oxidation, 557 
Oxidation sta te, 706, 708 
Oxidative addition, 717 

C-H activa tion, 722 
k ineti cs, 718 
mechanisms, 718 
stereochemistry, 718 

Oxirane, 1055 
Oxocarbenium ion, 577 
Oxya nion hole, 500 
Oxy-Cope rearra ngement, 921 
Ozone, 902 

p 
Pairing theorems, 843 
Palladium coupling reactions, 742 
PAMAM, 764 
Paramagnet, 1023 
Paramagnetic, 712 
Paraquat, 247 
Partial charges, 13 
Partial rate factors, 609 
Particle in a box, 21 
Partitioning effect, 608 
Patch clamp, 360 
Paterno- Bi.ichi reaction, 972 
p atomic orbita ls, 4 
Pauli principle, 6, 816 
Pauling electronega ti vity sca le, 12 
pd hybrids, 61 
POI, 786 
Peierls distortion, 1002, 1009, 1033 
Pen tadieny l, 844 
Pentane conformations, 99 
Peptide, 606 
Peptide bond, 23 

s-cis, 334 
s-trans, 334 

Peptide synthesis, 606 
Percent crystallinity, 758 
Perdeuterio, 552 
Perfect enzymes, 529 
Pericyclic reactions, 878 

chelotropic reactions, 924 
cycloadditions, 893 
electrocycl ic reactions, 903 
hydrophobic effect, 923 
photochem ical, 892 
selection rules, 928,968 
semi-empirical vs. ab initio 

treatments, 900 
sigmatropic rearrangements, 910 

Periodic boundary conditions, 198 
Peripheral crowding, 246 
Periplanar, 95 
Permutation operator, 816 
Peroxide effect, 571 



Peroxides, 72 
homolysis, 373 

Peroxyl rad ical, 673 
Persistence, 83 

radical, 84 
Perspex, 791 
Perturbation 

first-order, 36, 845 
second-order, 36, 845 

Perturbation methods, 200 
Perhtrbation theory, 844 
pH, 262 
pH indicators, 264 
PH5,55 
Phase separa tion: intermediate-scale, 

760 
Phase space, 1004 
Phase transfer agent, 507 
Phenanthrene, 119 
Phenonium ion, 660, 736 
Phonons, 1032 
Phosphatidylcholine, 191 
Phosphatidylethanolamine, 191 
Phosphatidylserine, 191 
Phospholipids, 190 
Phosphorane, 474,502 
Phosphorescence, 951 
Photoaffinity labeling, 984 
Photochemical reactions 

acid-base, 965 
adiabatic, 964 
cycloadd ition, 970 
cycloaddition: aromatics, 974 
diabatic, 963 
dinitrogen extrusion, 981 
di-TI-methane rearrangement, 974 
hot ground state, 964 
Norrish I, 976 
Norrish II, 978 
olefin isomerization, 964, 965 
oxadi-TI-methane rearrangement, 

976 
pericyclic, 892, 968 
thymine dimeri zation in DNA, 971 

Photochromism, 969, 982 
Photo-Claisen reaction, 997 
Photocycloaddition, 970 
Photodynamic effect, 990 
Photodynamic therapy, 991 
Photoelectron spectroscopy, 827 
Photo-Fries reaction, 978,997 
Photohydra tion, 997 
Photoinduced electron transfer (PET), 

955 
Photolithography, 1036 

acidity function, 269 
mask, 1036 

Photophysical processes, 936 
Photopolymerization, 952 
Photoreduction, 978 

Photoresist, 1036 
nega tive, 1037 
positive, 1037 

Photosta tionary state, 966 
TI-allyl complex, 475 
'IT bonds, 11, 26 
TI(CH2), 33 

carbocation stabiliza tion, 89 
TI(CH2) orbitals, 855 
TI(CH 3), 32, 114 

carbocation stabiliza tion, 89 
'IT complex, 555, 608 
'IT effe cts, 180 
'IT hydrogen bonds, 183 
Pinacol rearrangement, 674 

stereoelectronics, 676 
'IT orbital, 11, 39, 41 
7r* orbital, 11, 39, 41, 42 
TI-'lT interaction, 184 
'IT, 7r* transition, 942, 943 
TI, 7r* state, 942 
7r* scale, 149 
'IT stacking, 184 
'IT symmetry, 32, 59 
Pitzer s train, 109 
pK., 91, 261 

carbon acids, 91, 280 
cationic heteroatom acids, 281 
heteroatom acids, 279 
hydronium, 292 

pKa shift 
color change, 264 
enzyme active sites, 273 
induced by BF3, 276 
proximity of a cation, 288 

Planar chirality, 301 
Planar graph, 326 
Planar methane, 853 
Planar methyl group, 30 
Plane polarized light, 309 
Plexiglas, 791, 793 
PM3,834 
PMMA [see poly( methyl 

methacrylate)] 
PND0,834 
Polar covalent bonding, 12 
Polar-'lT interactions, 241 

thermodynamic cycle, 242 
Polar reactions, 539 
Polar solvent, 146 
Polarizability, 24, 26, 121, 444, 1034 

atomic, 25 
molecular, 25 

Polarization, 36 
Polariza tion enhanced hydrogen 

bonds, 174 
Polarization fun ctions, 823 
Polaronic ferromagnet, 1029 
Polarons, 1011 

hopping, 1016 

INDEX 

Poled polymer, 1036 
Polyamides: DNA recognition, 232 
Poly(cis-1,4-isoprene), 758 
Poly(DCPD), 798 
Poly( ethylene ox ide), 758 
Poly(ethylene terephthalate), 758 
Poly(methyl methacrylate) (PMMA), 

757, 791, 793 
Poly(m-phenylene), 1019 
Poly(phenylene viny lene) (PPV), 1011, 

1018 
Po ly(p-phenylene) (PPP), 1008, 1011, 

1013 
Poly( propyleneim ine) dendrimer, 765 
Poly( tetrafluoroethylene), 791 
Poly(trans-1,4-isoprene), 758 
Poly( vi nyl ace tate), 791 
Poly( v inyl chloride) (PVC), 753, 758, 

791 
Polyacene, 1019 
Polyacetylene, 1002, 1004, 1009, 1015, 

1017, 1020 
degenerate ground state, 1010, 1015 

Polyacrylonitrile, 758, 791 
Polyaniline, 1021 

emera ldine base, 1022 
emera ldine salt, 1022 
leuco-emeraldine base, 1022 
leuco-emeraldine salt, 1022 

Polyarenes, 1018 
Polyarenevinylenes, 1018 
Polycyclic aroma tic hydrocarbons, 

119 
Polydispersity, 755 
Polydispersity index (PDI), 755 
Po lyethylene, 753, 758, 791,795, 797 

cycl ic, 747 
high-density (HDPE), 797 
linea r, low-densi ty (LLDPE), 797 
low-density (LDPE), 797 

Polyfl uorene, 1019 
Polyformaldehyde, 797, 798 
Polyimide, 789 
Polyions, 164 
Polyisocyanates, 337 

helical structure, 337 
Polyisothionaphthalene, 1019,1021 
Polymers 

additives, 762 
amorphous, 757 
biosynthetically prepared, 756 
branched,760,793 
cross-linked, 760 
crystalline, 757 
defects, 754 
diblock, 760, 785 
glass, 757 
hy perbranched, 768 
linear, 759 
living, 785 
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Polymers (continued) 
molecular weight analysis, 754 
monodisperse, 756 
phase behavior, 760 
processing, 762 
production output, 753 
sta rbu rst, 763 
thermal transitions, 757,758 
topology, 759 

Polymer processing, 762 
Polymerization 

acyclic diene metathesis (ADMET), 
801 

addition, 780 
anionic, 793 
atom transfer radical, 787 
cationic, 794 
chain-growth, 781 
chain transfer, 793 
condensation, 780,788 
emulsion, 792 
free-radical chain, 783 
group transfe1~ 799 
kinetics, 782 
li ving, 785 
radical, 787, 791 
ring-opening, 780, 797 
step-growth, 781 
thermodynamics, 787, 788 
Ziegler-Natta, 794 

Polymeriza tion vs. cycl ization, 384 
Polypropylene, 331,753,758,791,796 

atactic, 331 
isotactic, 331, 332 
syndiotactic, 332 

Polypyrrole, lOJ 4, 1019 
Polysaccharides, 334 
Polystyrene, 33], 753,758,791,794 
Polythiophene, 1019 

conformation, 116 
Polyureas, 789 
Polyurethanes, 789 
Ponderal effect, 652 
Porphyrins: aromaticity, 119 
Positional isomerization, 674 
Positive cooperativity, 213 
Positive photoresist, 1037 
Potential energy, 66, 67,809, 814 

chemica l potential, 158 
Potential energy diagrams, 66 
Potential function, 74 
Potential surfaces, 74 

butane rotation, 93 
cyclohexane, 107 
ethane rotation, 93 
torsional, 92 

Potentiometric titration, 265 
Power, light, 936 
Power density, light, 936 
Precursor polymet~ 1017 

Pre-exponential factor (A), 367 
Preorganization, 224, 227, 231, 235, 

246,320 
Prephenate, 922 
Pre-vitamin D, 969 
Primary hydrogen bonds, 175 
Principle of hard and soft acids 

and bases (HSAB), 290 
Principle of least motion, 362 
Principle of non-perfect 

synchronization, 519 
Prior rapid equilibria, 397 
Probe pulse, 399 
Proch ira!, 316,343 
Proline: s-cis/ s- trans, 334 
Propagation, 570 
[l.l.l]Propellane, 125, 126 
Propene, 43 

ecli psed, 114 
ionization energy, 44 
LUMO, 113 
orbita l mixing diagra m, 44 
radical cation, 58 
secondary orbital interaction, 114 
staggered, 114 

Proper rotations (C,), 311 
Pro-R, 316 
Pro-5,316 
Protein folding, 762 
Proteins, 333,336 

as condensation po lymers, 790 
d isulfide bonds, 123 
structures, 1058 

Pro ti c solven t, 146 
Proton donor ability, 263 
Proton inventories, 438,440 
Proton sponges, 179 
Proton transfer, 522 
Protonated cytidine, 287 
Protona tion state, 263 
Proximity, 495 
Pseudo-acids, 5] 9 
Pseudo-Favorskii rea rrangement, 682 
Pseudo-first order kinetics, 387 
Pseudo-jahn-Teller effect, 118, 862 
Pseudo-pericyclic reactio ns, 932 
PTFE, 791 
P-type doping, 1011 
Pulse radiolysis, 401 
Pump- probe, 399 
Purple benzene, 226 
Pushing electrons, 1061 
Pyramida l inversion, 56, 57, 323 
Pyramidal methyl group, 31 
Pyramidalization: cations, 89 
Pyranosides 

endocycl ic cleavage, 478 
exocyclic cleavage, 478 

Pyrene, 237,954 
2-Pyridone, 155 

Pyridoxal phosphate, 286 
Pyrolysis, 594 
Py rrole: resonance s tructures, 22 

Q 
QMOT (see qualita tive molecu lar 

orbital theory) 
Quadricyclane, 973 
Quadrupole, 19 
Quad rupole moment, 19, 181,240 

benzene, 20 
Quadrupole-quadrupole interaction, 

185 
Qualitative molecular orbital theory 

(QMOT), 28, 51 
rules, 28 

Quantum number 
azimuthal, 4 
magnetic, 5 
principal, 4 
spin,5 

Quantum yield, 952 
Quaternary ammo nium: formal 

charge, 7 
Quenching, 954 

R 
Racemate, 343 
Racemic, 300 
Radial distribution function g(r), 146 
Radiation less vibrational relaxation, 

944 
Radiative lifetime, 948 
Radiative energy transfer, 956 
Rad ical : rearrangements, 683 
Radical addition, 569 

c:x effects, 572 
(3 effects, 572 

Radical aliphatic substitution, 671 
Radical anions, 570 
Radical cage mechan ism, 425 
Radical cation Diels-Aider reactions, 

925 
Radical cations, 57 

coniormations, 115 
pericyclic reactions, 925 

Radical chain mechanism 
autoxidation, 674 
halogenation, 671 

Radical clock, 478,558 
Radical copoly merization, 792 
Radical initiators, 570 
Radical polyme rization, 791 
Radical rearrangements: SET, 669 
Radical stabilities, 84 
Radicals, 57 

additions to unsaturated 
compounds, 569 

aliphatic substitution by, 671 
alkyl, 84 



Radicals (continued) 
allyl, 84 
aromatic substitutions, 615 
benzyl, 84 
eliminations from, 596 
group increments, 86 
molecular orbitals, 57 
persistent, 85 
phenyl, 84 
pyramidalization, 96 
rearrangements, 683 
substitution, nucleophilic, 668 
stability, 83 
vinyl, 84 

Random copolymer, 760 
Rate constants and relative rate 

constants, 363 
addition of bromine to alkenes, 552 
acetolysis of cyclohexyl brosylates, 

660 
calculating, 403 
electrophilic aromatic substitution, 

611 
hydrogen abstraction by radicals, 672 
intramolecular cyclizations, 497 
migration in pinacol rearrangement, 

676 
rotation vs. cleavage in 

te tramethylenes, 688 
SN2,652 

Rate enhancement, 491 
Rate laws, 364 
Rate-controlling step, 361 
Rate-determining step, 361 
Rate-limiting step, 361 
RDX, 127 
Re,317 
Reaction constant, 447 
Reaction coordinate, 359, 490 

changes in vibrational state, 412 
entropy, 412 

Reaction coordinate diagram, 359,362 
catalysis, 492 
enzyme, 527 
general and specific catalysis, 521 
H ammond postulate, 376 
kinetic control vs. thermodynamic 

control, 381 
Reaction order, 364 
Reactive intermediate, 52 
Reactivity ratios: radical 

copolymerization, 792 
Reactivity vs. selectivity principle, 377 
Rearrangement, 674 

Baeyer-Villiger oxidation, 681 
Beckmann, 678 
benzilic acid, 675 
biradical, 685 
enzymatic, 677 
Favorskii, 682 

Rearrangement (continued) 
Hofmann, 679 
pinacol, 675 
radical, 683 
Schmidt, 680 

Red shift, 943 
Reduced mass, 76, 423 
Reduction, 557 
Reductive elimination, 724 

mechanisms, 725 
Reference state, 212 
Reformatsky reaction, 623 
Regiochemistry, 322 

addition of hydrogen halides, 548 
Baldwin's rules, 568 
benzyne reactions, 612 
electrophilic addition to ligands, 735 
electrophilic aromatic substitution, 

608 
eliminations, 588 
free radical halogenation, 671 
hydroboration, 555 
hydration of alkenes, 546 
hydration of alkynes, 548 
nucleophilic addition to cx,l3-

unsaturated carbonyls, 567 
radical addition to alkenes, 572 
radical addition to aromatic rings, 

616 
Regioselective, 322 
Relative configuration, 343 
Relative permittivity, 148 
Relaxation: radiationless, 944 
Relaxation methods, 401 
Reorganization energy A-, 405 
Replica molding, 1041 
Residual motion, 216 
Residual stereoisomerism, 323 
Resistance, 1016 
Resistivity, 1016 
Resolution, 343 
Resonance, 20, 26,71, 278 

amide,23 
carbonyl, 42 
energy, 20 
singlet state, 58 

Resonance assisted hydrogen bonds, 
173 

Resonance condition, 959 
Resonance effects, 444 
Resonance fluorescence, 946 
Resonance integral, 829, 838 
Resonance saturation effect, 282 
Resonance stabilization energies 

allyl, 84 
benzyl, 84 

Resonance structures, 20 
enolates, 282 
reasonable and unreasonable, 21 

Restoring force: lattice, 1032 

I NDEX 

Restricted Hartree- Fock (RHF), 818 
Retinal, 968 
Retro Diels-Alder, 903 
Retro-aldol, 634 
Retrocycloadditions, 902 
Retroene reaction, 932 
Reverse aldol reaction, 582, 634 
Reverse Michael addition, 582 
p: Hammett, 447 
Rhodopsin, 968 
Ribonuclease A 

proton inventory, 440 
Ribosome, 243 
Ribozymes, 523 
Ricin A, 526 
Ring strain, 108 

additivity, 110 
cyclic, 110 
group increment corrections, 108 

Ring systems 
bicyclic, 110 
spiro, 110 

Ring-closing metathesis (RCM), 745 
Ring-opening metathesis polymeri­

zation (ROMP), 746,798, 1017 
zero-order kinetics, 394 

Ring-opening polymerization, 780, 797 
Ring-opening reactions: radicals, 685 
RNA, 334,335,1060 
RNase A, 335 
ROMP (see ring-opening metathesis 

polymerization) 
Roothaan procedure, 826 
Rose bengal, 990 
Rotation 

improper, 311 
proper, 311 

Rotation barrier, 93 
allyl, 84 
CHrX,97 
foldedness, 97 
large, 127 

Rotational entropy, 70 
Rotaxanes, 246, 328, 329 
R,S system, 304,343 
Rule of increasing electron demand, 486 
Rules of QMOT, 28 
Rydberg state, 965 
Rydberg transition, 965 

s 
S0, 939 
S1,939 
Saccharides, 175 
Saddle point, 357, 361, 424 
St. John's wort, 990 
Salt bridge, 164, 229, 230 

buried, 165 
Salting out, 646 
Sandmeyer reaction, 612, 726 
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s atomic orbitals, 4 
Saturation behavior, 217 
Saturation kinetics, 396 
Saytzeff elimination, 588 
Saytzeff's rule, 593 
SBR rubber, 794 
SBS rubber, 795 
Scalemic, 343 
Scanning electron microscopy (SEM), 

1040 
Scanning probe microscopy, 1040 
Scanning tunneling microscopy (STM), 

1040 
SCF theory, 821 
Schiff base, 597 
Schmidt rearrangement, 680 
Schrock-Hoveyda catalyst, 746 
Schri:idinger equation, 21,809, 815 
s-cis, 343 
SE1,715, 1076 
S£2,715,734, 1076 
Sealing temperature, 788 
SEAr, 607 
SE2Ar, 1076 
sec-butyl carbocation, 698 
Second harmonic generation (SHG), 

1034 
Second hyperpola rizability, 1034 
Second order kinetics, 364, 386 
Secondary amide dimers, 172 
Secondary hydrogen bonds, 175 
Secondary orbital interactions, 900 
Second-order perturbations, 845 
Second-order, nondegenerate mixing, 

35 
Secular determinant, 828,830,832 
Secular equations, 830, 832 
Selective, 377 
Selenoxide elimination: tunneling, 436 
Self-assembled monolayers (SAMs), 

778 
Sel £-assembly 

v ia coordina tion compounds, 244 
via hydrogen bonding, 245 

Self-consistent field (SCF), 821 
Self-exchange reactions, 403 
Semiconductor, 1007 

intrinsic, 1007 
Semi-empirica l molecular orbital 

methods, 834 
Semi-pinacol rearrangement, 676 
Sensitivity constant, 447 
Sensitivity factor, 468 
Sensitization, 956, 957 
Sensitizer, 575, 957 
Sergeants and soldiers principle, 338 
SH1, 1076 
SH2, 1076 
Sharpless epoxidation, 558 
SHG, 1035 

Shikimate, 922 
Short range order, 146 
Short-strong hydrogen bond, 177 

fractionation factors, 439 
Si, 317 
a: Hammett, 451 
a bonds, 11, 26 
a(CH2),33 
a(CH3),32 
a complex, 551,608 
a conjugation, 654 
a1, 311 
a( out), 32 
a participation, 658 
a planes, 29 
a +, 451 
a * orbital, 45, 121 
a symmetry, 32, 59 
Sigma tropic rearrangements, 911 

orbital symmetry rules, 913 
stereochemistry, 913 
theoretical analysis, 911 

[1,5] Sigma tropic shift, 911 
[3,3] Sigma tropic shift, 911 
a v, 311 
a values, 446 
Sign inversions, 890 
Simmons-Smith reagent, 575 
Single excitations, 885 
Single-electron transfer (SET), 612, 668 
Single-molecule kinetics, 360 
Single-site catalysts, 796 
Singlet dioxygen, 924, 989 

lifetimes, 990 
Singlet manifold, 939 
Single t state, 58 
Single-walled carbon nanotubes 

(SWNT), 777, 1021 
Singly occupied molecular orbital 

(SOMO), 57, 841 
Slater determinant, 817 
Slater-type orbital (STO), 822 
Slipped stack, 184 
Smectic phase, 771 
Smiles rearrangement, 699 
S,, 311 
SN1, 637, 1075 

prior equilibrium, 398 
R group structure, 653 
satura tion kinetics, 397 

SN1', 638,1075 
SN1 andSN2 

overall picture, 646 
reaction coordinate diagrams, 408 

SN2,637, 1075 
R group structure, 651 

SN2Ar, 1076 
SN2', 638, 1075 
SN2 transition state, 641, 652 
SN2Ar, 611 

Soap scum, 774 
Soft compound, 444 
Soft lithography, 1041 
Soft reactants, 289 
Solid state terminology, 1002 
Soliton, 1011, 1015 
Solubili ty, 153 
Solubility parameters (8), 150 
Solute flux, 156 
Solute mobility, 155 
Solutions: thermodynamics, 157 
Solvation, 284,495 

computational modeling, 194, 825 
implicit model, 196 
non-competitive, 232 

Solvation energy, 153 
Solvation trends, 166 
Solvatochromism, 148, 948 
Solvent cage,549,640 
Solvent effects, 445, 455 

elimination vs substitution, 583 
nucleophilic aliphatic substitution, 

643 
Solvent ionizing ability, 457 
Solvent isotope effects, 437 
Solvent scales, 146 
Solvent-separated ion pairs, 647 
Solvolysis, 637 

activation parameters, 373 
bridgehead reactants, 654 
relative rates, 654 

Solvophobicity, 194, 237 
Sommelet-Hauser rearrangement, 699 
SOMO (see singly occupied molecular 

orbital) 
Sonagashira coupling, 742 
sp hybrid orbitals, 9 
sp2 hybrid orbitals, 9, 61 
sp3 hybrid orbitals, 9 
Spandex, 790 
SPARTAN, 825,835 
Spatial temporal postulate, 494 
Special-salt effect, 647 
Specific acid, 507 
Specific base, 507 
Specific catalysis, 507 

kinetic plots, 510 
Specific-acid catalysis, 507 
Speci fic-base catalysis, 507 
Specta tor bonds, 880 
Spherand, 227 
Spin, 816 
Spin adduct, 479 
Spin orbital, 816 
Spin paired, 5 
Spin trap, 479 
Spin- orbit coupling, 950, 988 
Spin preferences, 859 
Spiro, 110 
Spiro[2.2]pentane, 110 



Spiropentane thermal rearrangement, 
700 

Squalene, 550,618 
Square planar, 710 
Square pyramidal, 710 
SRN1 reaction, 615, 670, 1076 
Stability, 83 

kinetic, 79 
thermodynamic, 79 

Stabilized, 83 
Stabilized carbanions, 57 
Stable carbenes, 59 
Stable ion media, 89,481 

thermochemistry in, 90 
Stable te trahedral intermediate, 498 
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Standard state, 68, 78, 159 

changing, 211 
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Starburst polymers, 763 
Stark-Einstein law, 939 
State correlation diagram, 883, 970 
State symmetry, 884 
Stationary point, 363, 856 
Statistical perturbation theory (SPT), 
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calculating drug binding energies, 

201 
Steady state approximation (SSA), 
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Step-growth polymerization, 781 

kinetics, 782 
Stepwise reaction, 878 
Stereocenter, 301, 343 
Stereochemistry, 297 
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addition, Curtin-Hammett principle, 

379 
addition of hydrogen halides, 548, 

551 
addition of halogens to alkenes, 552 
aldol, 634 
a-alkylations, 633 
[3-hyd ride elimination, 729 
connectivity, 300 
cycloaddition, 896 
descriptors, 303 
electrocyclic reactions, 906 
electrophilic addition to ligands, 734 
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hydroboration, 555 
metal complexes, 718 
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563 
nucleophilic addition to ligands, 

735 
nucleophilic aliphatic substitution, 
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Stereochemistry (contin ued) 
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R group in oxidative addition, 719 
reductive elimination, 725 
sigma tropic shifts, 913 
supramolecular, 324, 328 
topological, 324, 326 
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Stereoelectronic effect, 124 
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on eliminations, 590 
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Stereoheterotopic, 315 
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Stereoisomers, 298, 343 

flow chart for classification, 299 
Stereopopulation control, 498 
Stereoregularity, 754 
Stereoselective, 319,343 
Stereospecific, 319,343 
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Steric effects, 445, 454 
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Steric parameters, 104 
Steric repulsion, 8 
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Steric strain, 92 
Sterics, 8, 26, 104 
Stern-Volmer analysis, 954 
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Stiff vibration, 76 
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Stille coupling, 742 
ST0-3G, 822 
Stokes shift, 946 
Stopped-flow method, 399 
Strain, 66 
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•
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Baeyer, 109 
catalysis, 505 
Pitzer, 109 
ring, 108 
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torsional, 94 
transannular, 109 

Strain energy, 82 
cyclic systems, 111 
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Streptavidin, 249, 984 
Stripping agent, 1037 
Strong electrolyte, 164 
Structure-activity relationship (SAR), 

208, 442 
Structure-function relationship, 442 

IN D EX 

Structure-functi on relationship 
(continued) 

leaving group, 651, 670 
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nucleophile, 648 
organometallic substitutions, 716 
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Reductive elimination, 724 
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Substituent effects, 441 
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Substituent parameter, 445 
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activation parameters, 373 
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autoxidation, 673 
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orbital considerations, 643 
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binding, 208 
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lrans-decalin, 108 
Transient spectroscopy, 480 
(O,O)Transition, 941 
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Trityl radical, 84, 1027 
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Two-electron integrals, 819 
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Z scale, 148 
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