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Nuclear Magnetic Resonance Imaging in Chemical Engineering

Forward

The field of nuclear magnetic resonance imaging (NMRI) has seen extraordinary
technical advances since the seminal demonstrations of the technique by Paul
Lauterbur and Peter Mansfield in the early 1970s. Driven by industrial and
academic scientists and engineers, the advances in radiofrequency, magnet and
gradient capabilities have been nothing short of remarkable. Most of these efforts
have focused on biomedical applications, small animal and human imaging. The
commercial (i.e., for profit) and research (i.e., grant funding) opportunities are
unusually rich in the biomedical arena. Importantly for the life sciences, the
primary imaging substrate is liquid-state water, which affords long NMR coher-
ence times (tens to hundreds of milliseconds) and high spin densities (= 100 molar
equivalent protons). The advantages conferred upon the field of NMRI by the
~70% water content of living systems cannot be overstated. Were water molecules
NMR silent, it is unlikely that NMRI would have undergone such explosive
technological developments and today it might be little more than a curiosity,
pursued in a few academic and industrial laboratories.

Of course, water molecules are not NMR silent and NMRI engineering has,
indeed, advanced at a remarkable pace to provide extraordinary technical capabil-
ities. These capabilities now enable studies of systems beyond those in the bio-
medical arena, systems that are, in many respects, far more technically challeng-
ing. This has led to the development of innovative and fascinating strategies and
tactics to deal with “NMRI-unfriendly” samples and conditions.

Coherence times in the solid-state can be distressingly short, tens to hundreds of
microseconds, stimulating the development of novel spatial encoding methods.
Samples to be examined can be fairly large, perhaps the wing of an aircraft or a
truck tire or a gasket for a rocket engine, requiring the development of single-sided
or inside-out NMRI scanners. Conversely, samples can be particularly small, for
example, the output of a capillary separation column or a micro-fluidics reaction
mixture, motivating the development of ultra high sensitivity micro-coils that can
operate at very high magnetic field strengths. For samples composed of porous
materials — filters, ceramics, concrete, etc. — the focus of interest is often the void
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structure within, which has lead to the development of diffusion and susceptibility
sensitive methods that employ NMR active fluids and gasses. Reaction engineering
is commonly presented with heterogeneous samples undergoing complex flow
patterns, requiring the development of velocity and displacement-sensitive imag-
ing strategies. Combustion and catalytic processes taking place at high temper-
atures have motivated the development of special NMRI probes for dynamic
monitoring of samples under extreme conditions.

This monograph provides a snapshot of current state-of-the-art technology and
applications by the leading practitioners of NMRI in the broadly defined field of
chemical engineering. The Editors have chosen internationally respected labora-
tories to contribute to sections on Hardware and Methods, Porous Materials, Fluids
and Flow, and Reactors and Reactions. The result is an excellent compilation for
the NMRI student requiring an introduction to the field, the junior scientist
looking for an NMRI solution to a chemical engineering problem, or the NMRI
expert anxious to understand more fully what the competition is doing. Hopefully
this volume will be viewed as a timely contribution to the field and will find a place
on the bookshelves of NMR scientists and engineers interested in exploring the
power of NMRI beyond its traditional applications.

Joseph J. H. Ackerman Summer 2005
Associate Editor of Journal of Magnetic Resonance and

Professor and Chair of the Chemistry Department,

Washington University in St. Louis



The Discovery of Spin Echoes

If one enters a territory of thought or a field of scientific research which is relatively
unexplored there is a good chance of making new discoveries by the happy event of
accident in the laboratory or by a startling original combination of ideas in the
mind. These occurences are favoured for those who apply themselves consistently
and consequently do not dabble trivially in a wide variety of new fields as each
emerges into the ephemeral limelight. Caution here, however, because persistent
application within a restricted field is not in itself sufficient; there is even less
chance for discovery if an attitude of hidebound rigour suppresses the imagination.
I went through the experience of overcoming these conditions and was lucky
enough to discover a new effect called “Spin Echo”. This effect was found by
accident in my laboratory because a particular combination of operations with my
equipment happened to be just adequate to satisfy the conditions necessary for
generation of the spin echo. At the time, I was in fact investigating another kind of
signal, the occurrence of which was well established and the form of its response
well known. An essential feature, however, contributing to the discovery of the new
effect was that, on this occasion, the well known signal was to be obtained by a
rather unorthodox experimental technique; the experiment used radiofrequency
pulses of power instead of the continuous wave power normally employed.

As a postdoctoral research student at the University of Illinois I happened to be
the first to use radiofrequency pulses of the right sort to look at nuclear magnetic
resonance (NMR) signal transients. I learned about radar and sonar in the Navy
during World War II, so I was inclined to work with pulse techniques when I
carried out my physics thesis later in NMR at the Physics Department of the
University of Illinois. My thesis did not reveal spin echoes however, but instead
involved the measurement of NMR transient signals during the action of a driving
pulse of radiowaves. The signal was seen only on the top of a pulse pedestal. My
thesis problem was scooped by someone else who published the same experiment
on mutations of the nuclear moment. I stayed at Illinois as a one-year postdoctoral
research associate to make better measurements with apparatus improved to give
shorter, sharper, and more intense pulses.

One day in July, 1949 a strange signal appeared on my oscilloscope display
without any corresponding pulse excitation. So I kicked the apparatus and breathed

vil
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The Discovery of Spin Echoes

a sigh of relief when the unexpected signal went away. After my first observation of
the spin echo signal (which at that time was simply an unexplained spurious
nuisance), I had to overcome the tendency to ignore it. In real life most of the
disturbances that distract from our known goals turn out to be undesired and
irrelevant. In the laboratory we call them artifacts or “false glitches”. Consequently,
the danger exists of overlooking the “significant glitch” and simply coercing the
results to conform with the expected answer; in so doing perhaps missing out on a
new discovery. A week later the unwanted signal returned and this time I was
sufficiently intrigued to check it further and found that it could be explained as a
real effect — a spontaneous spin echo from the protons in the test sample of
glycerine which was being used for the experiment that I expected to be carrying
through. In about three weeks I was able to predict mathematically what I
suspected to be a constructive interference of precessing nuclear magnetism
components by solving the Bloch nuclear induction equations. Here for the first
time, a free precession signal in the absence of driving radiation was observed and
accounted for afterwards. The spin echo began to yield information about the local
atomic environment in terms of various amplitude and frequency memory beat
effects, relaxation effects, all certainly not understood in the beginning.

In brief the spin echo is displayed by atomic nuclei which behave like spinning
bar magnets. Species of a sample of nuclei (protons in water for example) are first
lined up in a constant magnetic field. An applied radio frequency pulse to the
sample causes the nuclei to tip in unison and after the pulse is removed the nuclei
emit a coherent radio signal. The signal gradually disappears as the nuclei get out
of phase while they precess individually about the constant magnetic field. The
nuclei completely misalign, but yet there remains a hidden order of precession in
the spin ensemble. The nuclei can be caused to realign and produce a spontaneous
echo radio signal following the action of a second radiofrequency pulse, or sub-
sidiary echoes after more than two pulses.

As T look back at this experience, it was an awesome adventure to be alone,
during and for an interval of time after this discovery, with the apparatus showing
one new effect after another, when there was no one in the Illinois Physics
Department experienced in NMR with whom I could talk. Little did the early
NMR resonance community realize that the analogue of spin echo hidden memory
contained in excited phases of all kinds of states of matter, including plasmas,
would be obtained in the future by use of optical laser, electric, and acoustic pulses
as well. And now today the use of spin echoes is a standard procedure for magnetic
resonance imaging of the human body for medical diagnosis.

Brasenose College Magazine (Oxford), 1997
E. L. Hahn (Honorary Fellow)

Professor of Physics, University of California,
Berkeley, USA
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Preface from the Editors

Nuclear Magnetic Resonance, NMR, is now about 60 years of age. Over the years it
has been declared dead surprisingly often, using the arguments that everything has
been described theoretically, that all basic experiments had been done and that
technological development would increase the power of NMR only marginally, at
best. Most of these predictions have turned out to be so entirely wrong that the
skeptics have now given up.

However, a certain discrepancy remains in the way NMR is understood, which
can be explained by the various points of view that are assumed by different people.
The year 1945 did not merely represent the birth of a new method for under-
standing the properties of matter; nor did it see the birth of an entirely new branch
of science, although some may prefer to view it that way. Although NMR is based on
fundamental aspects of physics and chemistry, the principles of which were mostly
understood and described in seminal works during the first two decades of the
lifetime of NMR, during this time, NMR has developed a whole toolbox of methods
that can deal with almost any question arising in the context of structure and the
dynamics of matter.

Of the many areas where NMR is applied these days, two can be considered as
being established. The most important is certainly its use for structure elucidation,
from small molecules up to medium-sized proteins in solution; no university with
an analytical lab can afford to be without a liquid-state, high-resolution NMR
system. Most chemistry students will come into contact with NMR at least once
during their courses. Second, is diagnostic medical imaging, which many of us
may have experienced personally. From the first crude and blurred NMR images
that were acquired over 30 years ago, incredible developments have been achieved
by the efforts of researchers and industry alike.

With all this progress taking place, it is somewhat surprising that the commer-
cially important sector of industrial production, synthesis and quality control has
only taken notice of NMR relatively recently. When we were collecting information
and literature during the early stages of the preparation of this book, we realized
that NMR spectroscopy has indeed gained widespread acceptance for analysis
purposes, although this is still not usually on-line or in-line. However, the poten-
tial, from a scientific and more significantly also from an economic point of view,

XV
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Preface from the Editors

of MR imaging in the various fields of Chemical Engineering is vastly under-
exploited. After over a decade of systematic research in non-medical fields of
transport phenomena by NMR, both hardware and measurement techniques
and data interpretations have become sufficiently robust to enable routine appli-
cations to be made in the near future, so a compilation of current trends and case
studies appeared absolutely necessary. Collating and combining this information
from different sources seemed particularly appropriate to us, as there are no books,
periodicals nor conferences which treat this rapidly expanding field in a dedicated
manner.

As a result of all these considerations, we decided to include only those works
that employ NMR imaging methods (in the wider sense, i.e., pulsed field gradient
NMR) in a fashion that is not yet established, i.e., utilizing novel NMR methods
and techniques, or demonstrating its great potential for applications that have not
been routinely explored by NMR imaging. This is why only a few contributions are
presented from the well established branch of pulsed field gradient NMR for
porous media studies, utilizing diffusion for materials characterization. Even
with this limitation, there remains a wide range of applications by so many great
scientists that can not be included in one book. We have tried to present a variety of
work with the purpose of giving a flavor of what we regard as state-of-the-art of non-
medical NMR imaging. This book does not aim to highlight who is leading the field
in non-medical NMR imaging, but rather intends to convince many scientists and
chemical engineers how “cool” NMR imaging is and that it is worth looking into.

Hopefully the reader will benefit from this manifold approach, which casts light
on the topic from a range of perspectives. Many of the contributors were originally
physicists or chemists who became curious about particular applications, while an
increasing minority of workers are contributing expertise from a Chemical Engi-
neering aspect and introducing questions that are completely new to the funda-
mental researcher.

We considered the possibility that the audience of this book will probably share
the same varied backgrounds as its authors. Even more generally, we want to reach
researchers in academia and industry alike. For the academic sector, it is mainly
postgraduate students but also faculty members who are addressed, all of whom
are willing to gain an overview of existing techniques, limitations and strategies to
solve individual problems from an engineering perspective. From many discus-
sions with engineers we concluded that such an overview and a demonstration of
the feasibility of the methods were desired. For the academic NMR researcher, who
is often restricted to model systems and might lack insight into “real” problems,
the various examples in the book provide a link to applications. Industrial re-
searchers, or decision makers, will gain a sufficiently detailed view of the NMR
toolbox, which can enable them to estimate the applicability of NMR to their
particular problems, with respect to, for example, cost efficiency and output
interpretability, and provides them with contact points to obtain further informa-
tion. The Introduction and the various chapters are written in such a way that
together they can help the reader understand the essential results without any prior
knowledge of NMR.



Preface from the Editors

Finally, we must confess that compiling this book was great fun. For once, we
could collect together excellent pieces of work in this field without being jealous
that we haven’t done the particular work ourselves! We are most grateful to all
contributing authors who shared our point of view that a demonstration of the
power and, in addition, the beauty, of NMR imaging is the best way to spread the
news that it is an exceptionally versatile tool. This book is about applications; it tells
the reader what is possible, and how to solve a particular problem that he or she has
encountered in the lab or the factory. It does not give a final recipe to the reader, but
provides him with a lot of the necessary ingredients to allow him to find the best
solution. If the book succeeds in doing this and makes the reader familiar with a
technique or an application he or she hasn’t thought of before, then the goal has
been achieved.

Santa Barbara Song-I Han
Aachen Siegfried Stapf
Autumn 2005
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1
Introduction
Siegfried Stapf and Song-1 Han

1.1

A Brief Comment

Whenever one wants to present an experimental technique for a certain applica-
tion, one is faced with the question of how much depth the introduction should go
into. This is particularly true for NMR, which has developed into an area of
research of literally arbitrary complexity, while the basics of NMR imaging can
be grasped sufficiently well with little background knowledge. Because this book
focuses on applications of NMRI to chemical engineering problems, we will
provide the reader with only the basic tools of NMR imaging that are necessary
to appreciate the full potential and flexibility of the method as such, in fact its
beauty. Much as the admiration for a masterpiece of music does not necessarily
require the possession of the skills to reproduce it, but it benefits from a certain
understanding of the structure and the context of the composition. Owing to the
limited space that is available, however, it must remain beyond the scope of this
Introduction to give a complete account of even the simplest relationships. Those
readers who are already familiar with the basics of NMR may glance over this
Introduction. Laypersons will obtain a crude overview but are directed to a limited
number of standard textbooks given at the end of this chapter, a list which is not
intended to be complete but should give a starting point for learning more about
NMR and is kept short intentionally. Of the large number of NMR textbooks
available, only relatively few concentrate on imaging techniques, and the majority
of these are aimed at the medical researcher. In fact, medical imaging is in a very
advanced state as far as applications are concerned, and it is worthwhile looking
across the boundaries to get an overview of advances in, e. g., fast imaging, contrast
factors, motion suppression or data processing techniques. For a more thorough
understanding, the reader is referred to the lists of references at the end of each of
the 29 chapters in this book, which together give an extensive account of the state-
of-the-art of non-medical NMR imaging.
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1.2
The Very Basics of NMR

If one dissects the abbreviation NMRI into its individual words, the essential
features of the method are all covered: we are exploiting the interaction of the
Nuclear magnetic properties with external static Magnetic fields that leads to
Resonance phenomena with oscillating magnetic fields in the radiofrequency
regime in order to obtain an Image of an object. The use of the term “nuclear”
has become so unpopular in medical sciences that the abbreviation “MRI” is more
common nowadays; although the “N” just states that the experiment is performed
on the atomic nuclei, which make up all matter, including our body — to distin-
guish it from techniques that use the response of the electron. We should merely
keep in mind that we are dealing with a quantum mechanical phenomenon.
However, most of the systems that are relevant to NMR imaging are weakly
coupled homonuclear systems of solution or soft materials where motional aver-
aging and secular approximations are valid for simplified classical description to be
sufficient. If one wants to exploit, e.g., the dipolar coupled spin network in ordered
soft materials or large molecular assemblies for contrast imaging, a more detailed
knowledge of the quantum mechanical relationships becomes inevitable.

We attempt to describe NMR Imaging in a simplified manner using only three
essential equations that explain why we see a signal and what it looks like. The first
equation describes the nuclear spin magnetization, thus the strength of the NMR
signal (and indeed much more):

YR+ 1)

My=N
0 3kg T

B, (1.1)

This equation is called the Curie law and relates the equilibrium magnetization M,
to the strength of the magnetic field By. The constants have the following meaning:
I is the nuclear spin quantum number (see below), y is the gyromagnetic ratio
specific for a given isotope, % is Planck’s constant, kp is Boltzmann’s constant, N is
the number of nuclei and T is the temperature.

What it essentially tells us is that the magnetization increases linearly with the
number of nuclei and the magnetic field, and with the square of the gyromagnetic
ratio y. M, is the quantity which after all translates into the NMR signal that we
measure, so it should be as large as possible. In order to obtain maximum
magnetization, one therefore wants to use a very strong magnetic field (although
the ease with which weak fields can be generated possesses a significant attraction,
see Chapters 2.2 and 2.4), and take advantage of a nucleus with a large v. Of all
stable isotopes, the nucleus of the hydrogen atom, 'H, has the largest y. Further-
more, it is contained in all organic matter and the 'H isotope has almost 100%
natural abundance, which is the reason why the vast majority of imaging experi-
ments are done with 'H nuclei. However, several advanced applications are
presented in this book that exploit the additional information provided by other
nuclei such as 2H (Chapter 2.8), Li (Chapter 3.4), 2Na (Chapters 3.4 and 5.4), *°Cl
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(Chapter 3.4), the metals Al, >V and *Mn (Chapter 5.4) or the monatomic gas
129%e (Chapters 2.6 and 5.3).

The origin of the Curie law is found in the nuclear equivalent of the magnet-
ization, the spin. It resembles a compass needle that is located at the core of the
nucleus; brought into a magnetic field, its energy state will depend on its orienta-
tion relative to the field direction. The spin is a quantum property, i.e., it can only
assume quantized (half-integer or integer) values, given by the total spin quantum
number: I=0, +1/2, +1, ... . The main difference from a real compass needle is
that when a spin is brought into the magnetic field, all the different orientations it
can assume correspond to only a limited number of discrete energy levels, quan-
tized between —I and +1I in half-integer steps, so that 2I + 1 possibilities result. One
often symbolizes this effect by an arrow of a constant length that is oriented at well
defined angles relative to By, but this is merely a crutch for visualizing the quantum
mechanical property through a classical one. Independent of how one imagines the
spin, one needs to keep in mind that only by bringing the spins into an external
magnetic field can the different orientations of the spins differ in energy, which —
as stated above — takes place in a non-continuous but quantized fashion, with
energy differences of AE = hwy, where o, is the Larmor frequency. Its meaning
will be discussed shortly. Keep in mind that not one but an ensemble of spins are
present, which are distributed between the discrete energy levels. According to
thermodynamics, the lower energy states are more likely to be populated — the
average number of spins found in the different energy level states is given by the
Boltzmann distribution:

n

2 ey [T
n - P kBT

+

N|—=

No|—

Here we have restricted ourselves to the case of two energy levels as are found for
I=1/2: =1/2, +1/2 (Figure 1.1). It describes the 'H nucleus and many other
isotopes that are important for imaging. The Curie law originates from the
Boltzmann distribution. If we insert typical values for the magnetic field strength
(say, 10 tesla) and room temperature (T = 298 K), we end up with a tiny fraction of
0.007 % in population difference for the 'H nuclei. This difference is what provides
the NMR signal. If we add up all (quantum mechanical) spins to a (classical) bulk
magnetization, most of them cancel out, but only this very small population
difference determines the actual value of M,. For this reason NMR is traditionally
regarded as an insensitive method. Although advanced techniques have made
sample volumes down to nanoliters and concentrations down to micromolar
detectable under certain circumstances, NMR spectroscopy and imaging can still
not compete in terms of sensitivity with techniques such as fluorescence spectro-
scopy or atomic force microscopy, which are basically capable of detecting single
atoms or molecules. However, the power of NMR lies in its unique ability to encode
a cornucopia of parameters, such as chemical structure, molecular structure,
alignment and other physical properties, interaction between atoms and mole-
cules, incoherent dynamics (fluctuation, rotation, diffusion) and coherent flow

3
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Fig. 1.1 Schematic representation of the po-  commonly used for high-resolution spectro-
pulation difference of spins at different mag-  scopy. The energy difference between the two
netic field strengths. The two different spin states corresponds to the Larmor frequency,
quantum number values of the 'H spin, +}4  which is about 425 and 850 MHz for "H nuclei,
and -4, are indicated by arrows. Spins assume respec-tively, at the two given fields of 10 and
the lower energy state preferentially, the ratio 20 T, respectively. For comparison, if the exper-

bet-ween “upper” and “lower” energy level iment had to be performed in the Earth’s mag-
being given by the Boltzmann distribution. netic field (left part), the frequency would be as
The field strengths resemble typical values low as 2 kHz, which is in the audible range.

(translation) of the sample into the complex NMR signal, instead of simply
measuring signal amplitudes of carriers that can be referred to distance or position
information.

The longitudinal magnetization M,, which we have just defined, is an equili-
brium state for which a direct measurement would be of limited use for our
purposes. The principle of NMR techniques, however, is not to measure this
equilibrium quantity, but the response, thus the change of non-equilibrium trans-
verse magnetization with time, which induces a voltage in a receiver coil enclosing
the sample. When subjecting the spin system to an oscillating radiofrequency (rf)
field, resonance phenomena can be utilized in such a way that, at the end of the
irradiation, the magnetization M is manipulated to be oriented perpendicular to
the magnetic field By, i.e., out of its equilibrium. In this state, the spin ensemble’s
net magnetization is precessing about By, and this precession takes place in a
coherent manner (“in phase”) among the spins in the ensemble as long as this
coherence is not destroyed by natural or artificial influences. It turns out that
controlling the time evolution of the coherence by means of a series of 1f field and
static magnetic field gradient pulses (pulse sequence) leaves a wealth of possibilities
to encode information into the signal and extract it again at the time of acquisition.
The time-dependence of M in the magnetic field, describing this precession
motion, follows the second essential equation:

M _ M x B 1.2

The time dependence of the magnetization vector, M(t), is thus related to the cross-
product of M and B. Keep in mind also that the magnetic field can be time-
dependent. We have replaced By by B to indicate that the magnetic field can consist
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of different contributions. In particular, the rf field that interacts with the spins in
the sample is a time-dependent magnetic field, By, it is precisely this field that,
when taken into account during the application of the rf pulse, results in the
magnetization being rotated out of its equilibrium orientation. To a first approx-
imation, however, we consider the magnetic field to be static. We can then solve Eq.
(1.2) and obtain:

Mx = M() sin ot
MY = M cos wpt
M, = Myexp(iwot)

The quantity of interest is the precession of the components perpendicular to By
that are measured in the experiment by induced voltage in the coil, which is
subsequently amplified and demodulated. We can write them either as individual
components M,, M,, or by a vector M,, which combines both of them. In the static
field, the precession about By occurs with the Larmor frequency wy=yB,. If we
neglect those processes which dampen the amplitude of the rotating transverse
magnetization as precession proceeds, this already describes the frequency that we
pick up with our receiver coil, and it is the third and perhaps the most important of
our three fundamental equations of NMR:

=] (13)

Now what do we learn from this? Given that the gyromagnetic ratio y is known for
all nuclei with a very high precision, the measurement of the signal frequency w,
allows us to determine the actual value of the magnetic field precisely! Indeed this
is what NMR is basically doing, with one remarkable exception: B is not just the
externally applied field, but it is the magnetic field at the local position of the nucleus
itself, which may vary from one nucleus to the other. A large part of the toolbox of
NMR is built around this simple dependence. There are two regimes that can be
distinguished, providing totally different information about our system.

The microscopic regime is given by the immediate vicinity of the nucleus. It is
surrounded by electrons the motion of which — just like the motion of any electric
charge — induces a magnetic field that shields the nucleus from the external field,
resulting in the nucleus specific local magnetic field. The single electron of the
hydrogen atom shields a fraction of some 10= of the external field. Because the
shielding depends on the actual charge distribution which, in turn, is a conse-
quence of the molecular environment of the hydrogen atom, a particular moiety
can be identified by the shielding effect it has on the nucleus. From o = yB we see
that the resonance frequency of all nuclei varies proportionally with the field
strength. The difference relative to a standard sample is called the chemical shift
and is measured in unitless numbers, given as ppm (parts per million, 1079).
Comparing all proton-containing chemical substances, the total range of 'H nuclei
resonance frequencies covers about 12 ppm. For instance, in an external magnetic
field of 9.4 tesla, i.e., at a resonance frequency of about 400 MHz, the maximum

5



6

1 Introduction

90" (x) 180°(x) Echo (-y)

A [

f 2 . |
L 4
z z z
y \ —> Y 1 C;‘——’ y
X X X
z z
———>»>y == y
T X &

Fig. 1.2 Behavior of the magnetization in a
simple echo experiment. Top: a free induction
decay (FID) follows the first 90° pulse; “x”
denotes the phase of the pulse, i.e., the axis
about which the magnetization is effectively
rotated. The 180° pulse is applied with the
same phase; the echo appears at twice the
separation between the two pulses and its
phase is inverted to that of the initial FID.
Bottom: the magnetization vector at five stages
of the sequence drawn in a coordinate frame
rotating at w, about the z axis. Before the 90°
pulse, the magnetization is in equilibrium, i.e.,
parallel to the magnetic field (z); immediately
after the 90° pulse, it has been rotated (by 90°!)
into the transverse (x,y) plane; as it is com-

posed of contributions from different parts of
the sample, the slightly different local fields
lead to a loss of coherence, i.e., to a free induc-
tion decay in the pick-up coil; before the 180°
pulse, the different contributions (narrower
arrows) have lost part or all of their coherence;
after the 180° pulse, each partial magnetization
has been flipped (by 180°!) due to the effect of
the electromagnetic field of the pulse, but still
sees the same, slightly different local fields; at
a time corresponding to twice the pulse spacing,
the different phase shifts relative to the average
value have been reverted, all partial magneti-
zations are in phase again, and their signal con-
tributions add up coherently — so a spin echo is
generated.

difference in frequencies observed is only about 4800 Hz. To distinguish subtle
differences between the molecules, the resolution of a good spectrometer must be
much better, often values of 1071 (i.e., 0.4 Hz in our example) can be reached.

The macroscopic regime is the one that is directly accessible by the magnet
designer. By introducing, on purpose, an inhomogeneity to the magnetic field
by means of additional coils, B and therefore w are made functions of the position.
Of course, this only makes sense if each value of the field B occurs only once in the
entire sample volume, so that an unambiguous assignment of the position is
possible. The most obvious solution is the generation of a linear field dependence
B(r) = By + gr for which inversion of the frequency into position is directly appli-
cable. The following chapter will address this relationship.
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What we have said up to now can be summarized in a simplified graphic
representation of a basic NMR pulse sequence. The effects of either the microscopic
or the macroscopic regime on the magnetization are visualized by the schematic
picture given in Figure 1.2, which relates the behavior of the magnetization (the
broad arrows in the sketches at bottom) with the events that take place in the
transmitter/receiver unit of the spectrometer (top row). At the beginning, the
longitudinal magnetization is in equilibrium and no signal is detected. The first
rf pulse (it is called a 90° pulse as the pulse duration is just long enough to rotate
the longitudinal magnetization by that angle) delivers M to the transverse plane
and creates transverse magnetization. Here, the x in the subscript of 90° indicates a
rotation about the x axis to place the transverse magnetization along the y direction.
Immediately after such a 90° pulse it still possesses its original magnitude but is
forced to precess in the transverse plane about By, inducing a signal in the receiver
coil, the so-called free induction decay (FID). The transverse magnetization (also
called coherence) is a sum of many contributions, originating from different spin
positions inside a molecule as well as from different regions in space. Both effects —
which we earlier termed microscopic and macroscopic — and also some others,
generate a certain spread of local fields B and of Larmor frequencies o, so that
the individual contributions to the initial (maximum) magnetization start to “fan
out” — note that the plot in Figure 1.2 must be understood as the rotating frame, i.e.,
we assume a point of view that is rotating with the carrier frequency of the
transmitting radio field about the z axis. Some partial magnetizations (they are
also called isochromats) precess faster, others precess slower than the average.
Eventually, their vectors add up to zero and no signal is detected in the receiver.
The 180° pulse “flips” all isochromats around, so that the faster ones suddenly find
themselves at the trailing edge, but because the physical reason for their precession
frequency has not changed, they begin to catch up with the slower ones. This
process goes completely unnoticed by the operator of the NMR spectrometer,
because the isochromats remain in a decoherent state relative to each other, and
their vectorial sum is still zero. Only after a time that is exactly twice the separation
between the two rf pulses do they get in phase again, and in this moment, the broad
arrow, the complete magnetization, is regained, but now in the direction opposite
to where it had pointed to immediately after the first rf pulse. This is because the
180° rotation was performed about the x axis, as depicted in Figure 1.2. By
changing the phase of the rf pulses, i.e., by changing the axis about which the
rotation of the magnetization vector takes place as discussed above, the final
direction of this arrow can be chosen at will. The recovered magnetization induces
a voltage in the receiver coil, seemingly out of nowhere — this is the so-called spin-
echo that Erwin Hahn saw for the first time in 1950, much to his surprise (see his
memo about the discovery of the echo at the beginning of this book). The second half
of this echo is identical to the FID at the beginning of the sequence, apart from
their initial signal amplitudes due to microscopic or macroscopic processes that have
happened to the system during the time between the FID and echo acquisition.
Comparing echo and FID amplitudes can give a first starting point for analyzing
the dynamics that are taking place in the sample; using the echo and continuing

7
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the procedure with the application of more rf pulses allows one to recycle the very
same magnetization many times and extract even more information from its
behavior.

The microscopic and macroscopic field dependences are the two basic building
blocks of NMR. The second one is essentially what this book is about, NMR
Imaging. However, the first one — the basic principle of NMR spectroscopy — is
always present, and can be exploited as additional information in an NMR image to
distinguish different species in a heterogeneous sample, something that no other
imaging technique is able to achieve with such large versatility and specificity.

One can probably guess that NMR is more complicated than this short descrip-
tion suggests. Just a few of the complications arising in a “real” experiment are:
how to distinguish between the different influences (microscopic and macroscopic)
on the resonance frequency; how to generate three-dimensional images from the
simple linear dependence of the field strength; how to measure motion; and how to
deal with the myriad of various microscopic effects arising from interactions of the
nuclei with each other and with the external fields. We will address the most
relevant ones in the following chapters, focusing on the macroscopic aspects and
treating the microscopic influences mostly as markers that help us to introduce
contrast into our images.

1.3
Fundamentals of NMR Imaging

In this section, we will describe three building blocks of NMR imaging: phase
encoding, frequency encoding and slice selection. All three are related to the signal by
the fourth equation:

o(r) = Y|B(r)| = v(|Bo| + g - 1) (1.4)

Here we have introduced the position dependence of the magnetic field through its
first derivative, the gradient vector g, which renders the resonance frequency
proportional to the position of the spin, r. More precisely, the gradient has the
properties of a 3 x 3 tensor because the derivatives of all three orthogonal compo-
nents of B need to be computed. However, B is usually taken as pointing in the z
direction, and its x/y components are negligible just as their spatial derivatives are.
Note that the product g-r indicates that only those components of the position
vector which are parallel to the gradient direction possess a different resonance
frequency.

We now have to face the question: how can we express the imaging experiment
by a mathematical formalism? To begin with, a physical object can mathematically
be described by a density function of position: o(r). If we apply an rf pulse to this
object, and record the signal from the sample following the influence of the
gradient, it will consist of contributions from all volume elements of the sample.
In order to generate the image of the object, we will have to modify the weighting
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function (the effective gradient g turned on during the time t, hence gf to
reconstruct the actual spin-density distribution. This approach is equivalent to a
scattering experiment which is known from many fields of materials research: a
wave of defined properties (wavelength, polarization) is aimed at an object and the
scattered waves are investigated in terms of the above mentioned weighting
function, which corresponds to the reciprocal space. The principle is the same
whether light, X-rays, phonons or particles such as electrons and neutrons are
considered; for the last of these, it is their wave properties that define the scattering
effect. For instance, the structure of a crystal is obtained from an X-ray or neutron
scattering pattern, which is related to the Fourier transform of the density function
of the scattering centers, averaged over the whole sample. The Fourier trans-
formation translates information from the reciprocal space, or k-space, to the direct
space, or r-space; k and r are therefore Fourier conjugate variables.

In a similar fashion, the information in NMR imaging is sampled in the
reciprocal k-space and is then Fourier transformed into r-space, thereby reproducing
the spin-density distribution o(r), or shape, of the object. There is, however, one
major difference that makes NMR a particularly strong tool for investigating
matter: unlike the classical scattering techniques, which only provide an intensity
measure as their result, the NMR information is a complex number and also
contains the phase of the signal. By applying field gradient pulses, the position can
be encoded into the phase of the signal as a function of k, while its magnitude
remains available for other information such as additional k-space dimensions, or
chemical information via the modulation of the signal magnitude according to the
gradient weighting function or the precession frequencies of the sample. This is
the principle of multi-dimensional imaging, including imaging containing chem-
ical shift resolution.

Let us now derive the equations that relate the spatial information to the signal
behavior. As we have seen previously, a spin at position r possesses a Larmor
frequency w(r) = y|B(r)| = y(|Bo| + g - r). It is convenient to subtract the refer-
ence value, given by the “average” field, wg = y|By|, so that we obtain the frequency
difference relative to an (arbitrarily chosen) position r= 0:

o(r) —wo=yg-r

In NMR, data acquisition is demodulated with the carrier frequency corresponding to
the magnetic field strength in use, w,; which is chosen usually close to wy. Now
assume that the gradient g is applied only during a certain interval 6. We call this a
gradient pulse — hence the frequently used term “pulsed field gradient (PFG) NMR” —
and it can be of arbitrary shape, but a rectangle with sharp edges is often used and
facilitates the following discussion (see Figure 1.3). (In fact, elaborate hardware
development has been carried out over many years to produce short and stable
gradient pulses with sharp edges, which are required for many applications — see,
for instance, Chapter 2.1.) After the gradient pulse is switched off, the difference in
frequencies leads to an accumulated phase shift, & = [w(r) — wy] d, with respect to
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v =B, w()=yB{r=y(B,+gn

p=(w-0)t=0 o(N=(wv-o,)t=ygrt
Fig. 1.3 Effect of a pulsed magnetic field
gradient of strength g on the phase of a signal
contribution originating from spins at position
r. Prior to the gradient pulse, all spins
experience the constant magnetic field By and
thus possess the same Larmor frequency; the
phase shift relative to this average value is

w=yB,
o(r)=ygrd

zero. During the gradient pulse, the field
becomes position-dependent and a phase shift
¢ is accumulated that is proportional to
position r and time t. After the gradient pulse
(i-e., after completion of the phase encoding
step), the spins memorize their individual
phase shifts ¢p(r) =y g r d.

the reference. Thus, the resulting phase shift of spins at position r following a
gradient pulse of duration & and strength g can be written as

o(r)=vg-rd (1.5)
If we consider that the signal generated by the precessing magnetization is a
complex number, the phase shift created by this gradient pulse leads to the NMR
signal, which is the multiplication of the unperturbed NMR signal with the phase
factor exp[id(r)]. In order to compute the total signal arising from all spins within
the sample with a spin-density distribution o(r), we simply have to integrate all
phase factors over the entire volume:

*f@r = [o(r)

= [o(r)e lZTITI( r}dr

In this equation, we have made the replacement k = (1/2 7t)ygd in order to introduce
the Fourier conjugate variable to r. This is because formally Eq. (1.6) is a Fourier
transformation. What we really want to know is the shape of the sample, o(r), which

exp[iyg - rd]dr
(1.6)

we can derive by applying the inverse Fourier transformation to the signal function:

= [S(k

However, in order to be able to apply the inverse Fourier transformation, we need
to know the dependence of the signal not only for a particular value of k (one

) exp[—i2mk - r]dk (1.7)

gradient pulse), but as a continuous function. In practice, it is the Fast Fourier
Transform (FFT) that is performed rather than the full, analytical Fourier Trans-
form, so that the sampling of k-space at discrete, equidistant steps (typically 32, 64,
128) is being performed.

The recipe for the first building block of NMR imaging, the phase encoding, thus
goes like this: apply a phase gradient of effective area k; acquire the signal S(k);
repeat for a number of different equidistant values of k; perform the inverse
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Fig. 1.4 Phase encoding scheme in three ween the rf pulses and before the acquisition of
dimensions. Three pulsed gradients in ortho- the echo signal. In practice, the gradients are
gonal directions are applied and are varied often applied simultaneously. The indices 1, 2

independently of each other (symbolized by the and 3 represent orthogonal directions with no
diagonal line). The actual timing of the gradi- priority being given to a particular choice of
ents is arbitrary provided they are placed bet- combinations.

Fourier transformation to reconstruct the spin-density function of the sample, o(r).
The variation of gradients is symbolized by diagonal lines in Figure 1.4.

Note that variation of the phase encoding gradient along one direction, say k,,
allows the reconstruction of the profile only in this direction, g(x). An example of
this is shown in Figure 1.5, where the projection of a cylindrical object (such as a
test tube filled with water) is depicted with the aid of simulated data. A series of
FIDs is drawn in succession, a typical way of saving the data in a single, long vector
file where each FID is being acquired in the presence of a particular gradient value,
so that the range —kymax ... kymax iS covered and k, =0 is in the center, giving
maximum signal intensity. Figure 1.5 also demonstrates the effect of an insuffi-
cient coverage of k-space on the image quality: if at the largest value of k, used, the
signal has not yet vanished, cut-off artifacts in the image do arise.

However, extension of the sequence towards two- or three-dimensional encoding
is straightforward, the only requirement being that all gradient pulses are stepped
independently of each other. They might be applied either simultaneously or
sequentially, they only have to be placed somewhere between the first excitation
of the sample by an rf pulse and the final signal acquisition (see Figure 1.4).
Equation (1.7) already contains this possibility; however, in Eq. (1.8) we have split
the three orthogonal components and express the same relationship by a three-fold
integral to highlight the three-dimensional nature of the experiment:

0(x,y,2) = [S(ky, ky k) exp[—i2nk,x] exp[—i2mk,y]
exp|—i2n k.z] dk, dk, dk, (1.8)

The choice of gradient strength and duration can be optimized if the size of the
object is known. From Egs. (1.5 and 1.6) it becomes clear that a large gradient will
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lead to an ambiguous assignment of positions if the maximum phase angle
exceeds 2 w. One must therefore make sure that the difference between phase
shifts generated for spins at the extreme ends of the sample is smaller than 2 x for
each different value of the gradient. In other words, 25t > 2(Y8maxOrmax) /(1) if the
gradient is varied in the range —g.x ... +8max in 1 steps. The coverage in r-space
achieved with a particular set of gradient values is called the field of view (FOV) and
is obtained from

2n
2 Y8max©

For n gradient steps (n different k values), the image function o(r) also possesses a
resolution of n points as a consequence of the FFT procedure. Naturally, a larger
Zmax Tesults in a better resolution if the number of steps » is chosen in such a way
that the FOV slightly exceeds the object size itself. Note that a choice of a too small
field of view will lead to so-called aliasing, i.e., those picture elements that
correspond to a phase shift that exceeds the range n, will appear at the other
side of the image so that superposition of two or more signal contributions into the

1
Fov="

(1.9)

Fig. 1.5 Simulated NMR data from a cylind-
rical object projected onto a direction perpen-
dicular to the cylinder axis. Left: 128 steps of k,
were applied and the succession of FIDs are
plotted; k-space is covered sufficiently well, i.e.,
the signal has decayed to zero at the largest
values of k,. The Fourier transform of the series
of FIDs (taken from the first points or from the

integrals over each FID) is a satisfactory re-
presentation of the projection of the sample
shape. Right: only the central 32 k, values were
acquired; the Fourier transform suffers from
bad resolution, but also from a non-vanishing
baseline due to the fact that the signal at the
largest k, values had not vanished.
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correct field-of-view too small field-of-view

Fig. 1.6 Left: the field of view has been chosen sufficiently large to
cover the whole object; a correct image is obtained. Right: the field
of view is only half as wide; the top and bottom portions of the
object are folded back into the opposite side of the image. In a real
NMR image, the assignment of position becomes ambiguous.

image (backfolding) can occur. Figure 1.6 demonstrates the effect of backfolding
for an FOV smaller than the object.

In order to demonstrate how the Fourier relationship works, Figure 1.7 shows
what a two-dimensional object — a letter “i” in a circle — would look like in an NMR
image, that is, its spin-density function o(x,y) is shown, and the original signal
function which is obtained by varying k, S(k,, k,). While S(k,, k,) is a complex
function, only its real part is plotted. Because of the reciprocal relationship between
rand k, one can roughly say that the signal of high intensity in the vicinity of k=0
contains information about the general shape of the sample, and the small con-
tributions at large k values is responsible for the fine structure, i.e., the resolution
of the image. Although this is an oversimplified view, it is often helpful to keep this

-0 -®
-

Fig. 1.7 Two-dimensional objects in position three individual objects. Likewise, the Fourier
space (top row) and their Fourier transform,  transform is additive and the signal functions
corresponding to the shape of the signal func- corresponding to each of the objects are shown
tion S(k, k) (bottom row). The actual object, a for comparison.

letter “i” inside a circle, is shown as the sum of

13
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S
Gon=N Ag
Ag
P 5=n At

Fig. 1.8 Demonstration of the formal equiva- gradient strength g, is maintained but the
lence of phase encoding and frequency encoding. total duration 0 is split into eight equal steps,
In the top figure (phase encoding), the gradient At. The signal is acquired n times (here n = 8),
of duration & and strength g..., is split into following a gradient of duration iAt where i is
eight equal steps of Ag. The signal is acquired varied from 1 to n. In both cases, the signal

n times (here n = 8), following a gradient of  corresponding to the same n =8 k values
strength iAg where i is varied from 1 to n. In  between zero and ks is sampled, where

the bottom figure (frequency encoding), the Kmax = (2 7)Y Zmax©-

inverse relationship in mind and to estimate which effect the distortion of a
particular part of the k-space data will have on the r-space image. In principle,
only an analytical Fourier transformation of a continuous signal function S(k)
renders a perfect result; the compromise of a finite sampling of k-space gives rise to
imperfections in the NMR image, which arise on top of potential physical prob-
lems, such as hardware imperfections. We will not discuss the manifold possibil-
ities of how image artifacts can arise and how they can be identified and compen-
sated, but refer the reader to the textbooks at the end of this chapter, where this is
discussed in great detail.

The foremost advantage of phase encoding is the fact that the signal is acquired in
the presence of a homogeneous magnetic field; the signal thus contains the full
spectroscopic information and this can be exploited to generate an image with
individual spectra contained in each voxel representing the local chemical environ-
ment. This is one of the most powerful implications of NMR imaging. Just to name
one important example, an inhomogeneous distribution of a mixture of liquids can
be imaged while obtaining the full spectroscopic dimension, distinguishing the
different phases and/or chemical species in the mixture. By this means, chemically
selective, spatially resolved monitoring can be employed to study complex mix-
tures. The disadvantage of phase encoding is its inherent slowness. To generate a
three-dimensional image with a satisfactory resolution of, say, 64 x 64 x 64 points,
an equivalent number of 64 individual signals have to be acquired. Allowing for a
repetition time of 1 s between acquisitions, this corresponds to an experimental
time of three days! The repetition time depends on the relaxation parameters of the
sample; for liquids, it is in the order of several seconds so that three-dimensional
phase-encoded images become prohibitively slow to measure.

One way out of this dilemma is the so-called frequency encoding technique. It is
often referred to as an approach that is very different from phase encoding, but
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actually, it is only the timing of k-space sampling which is modified: in frequency
encoding, the signal is acquired while the field gradient is present (see Figure 1.8);
it is then referred to as a read gradient. Equation (1.5) is still valid, so that each
subsequent point of acquisition at a given time ¢ is under the effect of a longer read
gradient field and thus contains a different phase angle. The full acquisition of one
line in k-space takes only a few milliseconds; Fourier transformation of this signal,
S(k), again yields the profile of the object in the corresponding direction, o(r), so
that Eq. (1.7) also maintains its validity. In frequency encoding the time ¢ is varied
at constant gradient strength, thus it is also possible to write the signal of the
frequency encoding technique as S(t), and its Fourier transformation directly
renders the frequency distribution of spins in the sample. Because w = ygr, this
frequency distribution is proportional to the spin-density distribution of the object.
The difference in the phase encoding method is that the signal is acquired after it was
subjected to a gradient field of duration & and strength g. Normally the gradient
strength gis varied, and for each such step a new signal is utilized, formed either by
excitation or echo formation.

While frequency encoding is time-saving because it samples one dimension in k-
space in a single acquisition, its disadvantage is that the spectral information of the
spin system is masked by the spatial encoding; the result will be a superposition of
chemical shift and positional information. In other words, an object filled with a
substance that has a spectrum consisting of two lines will render a double image
because the physical reason for the frequency shift cannot be separated in a
straightforward manner. However, substances with simple spectra such as water
are often considered, or the separation between different spectral lines is negligibly
small. This has turned a combination of frequency encoding in one dimension and
phase encoding in one or two further dimensions into the most widespread imaging
technique. Figure 1.9 gives a schematic example of a suitable pulse sequence,

a0’ 180" Echo

I I a
[
f [,

p read -i

hase
6, w

phase
G,

Fig. 1.9 Schematic plot of a basic three-dimensional imaging
pulse sequence with frequency encoding along one axis (read),
and phase encoding along the two remaining orthogonal direc-
tions. The choice of directions is arbitrary, as is the position of
the phase gradients within the sequence.
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Fig. 1.10 Soft rf pulses (left) in the shape of a that deviates only slightly from a perfect rect-
sinc (sin x/x) function, and their Fourier trans- angle. A cut-off sinc function, such as the one
forms (right), being equivalent to the excited  shown in the bottom part of the figure, prod-
slice in the presence of a constant magnetic  uces a distorted slice profile which is, however,
field gradient. The well defined sinc function  often sufficient for slice-selection in multi-
(top) produces an excitation that is a slice dimensional imaging.

where the succession of gradients is arbitrary provided all phase encoding steps are
completed before the beginning of the signal acquisition.

It must be mentioned that the reconstruction of a two- or even three-dimen-
sional spin density distribution employing only frequency encoding is possible by
varying the direction of the gradient, either by actual rotation of the sample or the
gradient coil itself, or the rotation of the gradient fields by appropriate combina-
tions of g, and g, gradients. The technique is known as backprojection/reconstruc-
tion and is similar to image processing routines used for generating 3D X-ray
images in Computer Tomography (CT). While the advantage is that a crude
picture of the sample can be obtained immediately, long before the image
acquisition is completed, some disadvantages are the lower signal-to-noise ratio,
resolution and image quality, and that it does not allow the assignment of spectral
features in the object. Because of its limited use for materials and process studies,
we will not discuss the backprojection technique further. One other important
realization of imaging in inhomogeneous fields, namely the exploitation of the
existing stray field found in every magnet, or the construction of a magnet with a
well defined static constant field gradient, is described in some detail in Chapters
2.3 and 2.4.
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Often, a cross-sectional image of an object contains all the necessary information
that the researcher is interested in. However, such a two-dimensional cross section
represents the integration over the third, non-encoded dimension. It is desirable to
“cut out” a plane of the object, i.e., to produce an image of only a well defined slice
without taking the remaining volume into account. Slice selection is indeed possible;
again, it exploits the fundamental relationship w =yB, but in a slightly different
sense. So far we have implicitly assumed that all rf pulses in the imaging sequences
affect the whole number of spins in the same way. This is strictly true only for a
hard pulse, i.e., a pulse with a bandwidth greatly exceeding the range of Larmor
frequencies in the sample. The bandwidth of an rf pulse is given by the reciprocal
of its duration: a short pulse possesses a broad frequency spectrum. More precisely
speaking, the frequency spectrum of an rf excitation is the Fourier transform of its
shape function. However, because of w(r) — wy = vy gr, the frequency is propor-
tional to the position in the presence of a magnetic field gradient g! We now only
have to define the shape of the slice we want to excite, and perform the inverse
Fourier transformation to find out what the equivalent pulse should look like. For a
rectangular slice, this is particularly simple — the Fourier transform of a rectangle is
the sinc function, sin x/x (see Figure 1.10). Generating an rf pulse of the correct
length that is modulated by a sinc function will thus excite a rectangular slice of the
sample and leave the remaining spins unaffected. Today pulses of virtually arbi-
trary shape can be generated with high temporal resolution. In practice, the
function is cut at a certain number of periods to limit its duration, resulting in a
somewhat imperfect shape of the slice, which is usually tolerated (see Figure 1.10).
In typical imaging, the shaped pulse or soft pulse has a duration in the order of
milliseconds, compared with the hard pulse of some tens of microseconds. The
terms “hard” and “soft” can thus also be understood in the sense of the power level
of the pulses, which necessarily is much higher if a very short pulse must achieve
the same 90° rotation of the magnetization.

a0’ 180° Echo
I a
A
f ﬁ___':\. 4

read
G -
h
G phase _7

slice

Fig. 1.11 Typical basic three-dimensional negative intensity directly before the actual
imaging sequence with slice selection, frequen- read gradient. The shape of the 180° rf pulse
cy encoding and phase encoding in three ortho- is drawn schematically to indicate that a soft
gonal directions. The compensating lobe for  pulse is used.

the read gradient is drawn as a rectangle with
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The shape of any rf pulse can be chosen in such a way that the excitation profile is
a rectangular slice. In the light of experimental restrictions, which often require
pulses as short as possible, the slice shape will never be perfect. For instance, the
commonly used 90° pulse is still acceptable, while a 180° pulse produces a good
profile only if it is used as a refocusing pulse. Sometimes pulses of even smaller flip
angles are used which provide a better slice selection (for a discussion of imaging
with small flip angles, see Section 1.7).

From the three building blocks, we can construct a typical NMR imaging
sequence that is routinely employed for acquiring slices of an extended object
(see Figure 1.11). It consists of a slice selection gradient in one direction, a
frequency gradient in a second and a phase encoding gradient in the third
direction. The directions are orthogonal to each other and their order is arbitrary,
hence the usual labeling by “read, phase, slice” instead of “x, y, z”.

A final but important comment has to be added to the discussion of the sequence
in Figure 1.11. The read gradient is preceded by a negative lobe of half'its area. The
reason for this is that one wants to scan the whole k-space dimension with the read
gradient. If we could switch on the gradient and begin acquisition immediately, the
first acquired point would represent k=0 and only positive values of k would be
scanned. By applying a negative lobe before acquisition, the origin is moved
towards a negative value before acquisition is begun; applying a lobe with half of
the negative area of the read gradient means that the condition k= 0 appears at the
center of the acquisition window. The timing of the sequence is such that the echo
generated by the rf pulses also appears in this instance. It is called spin echo and
refocuses the effect of constant background gradients, and also the spreading in w
brought about by the properties of the sample spectrum (see also discussion of
Figure 1.2). The combination of negative and positive lobes of g...q also produces
an echo, the gradient echo. It appears at the point in time when k=0, or, in other
words, when f 8,..0dt = 0, i.e., the total effect of all gradients in the read direction
vanishes. The integral is the mathematical definition of the area of the gradient, or
the zeroth moment of the gradient, m,. We will see in the following section why it
makes sense to use this general nomenclature.

1.4
Fundamentals of Detecting Motion

With the three building blocks phase encoding, frequency encoding and slice selection,
it is possible to map the spin density of arbitrary objects, with the main limitation
given by the linewidth and the relaxation times (see Section 1.7). One of the main
interests of NMR imaging in chemical engineering applications is the detection
and quantification of motion. Simplified, motion can be expressed by an average
velocity which, in turn, is computed from measuring the position difference, or
displacement, divided by the time which has passed between the position-encoding
events. One could, in principle, acquire two images and analyze the difference
between their spin-distribution functions. With typical two-dimensional NMR
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images requiring acquisition times between 1072 and 107 s, this would allow the
determination of only relatively small velocities. Furthermore, there is no way to
follow a particular spin under stationary flow conditions: the shape of a water-filled
pipe will always look the same irrespective of the flow velocity. There are indeed
ways to tag a certain subset of spins and follow their motion, which will be
discussed in Section 1.5.

A much simpler and more flexible approach, however, extends the scheme of
pulsed magnetic field gradients discussed above to include more complex time
dependences. To see how this can be done, we write down the general dependence
of the phase shift accumulated at time t subject to a space-dependent Larmor
frequency:

t

o(r) = [ol)-r()d= [vg) ()

If we expand the position of a spin into a Taylor series:
r(t) =ro + vot +3aot” + ...

we obtain:
t

O(r,t) = y/ g(t) - [ro+ vot+3laot” +...]dt

0 t t t
:y[ro/g(t)dH- Vo/g(t)tdt+ %ao/g(t)tzdt +o] (1.10)
0 0 0
=vy[romo + vomy + Jagm, +...]

Terms of higher order than acceleration are usually not considered in NMR
experiments. We can thus identify three integrals that are the respective Fourier
conjugates to position 1y, velocity vy and acceleration ay.

The zeroth moment, m,, was mentioned above. It is nothing more than the total
area of the gradient [see Figure 1.12(a)]. If the area vanishes, the signal is inde-
pendent of spin position. This is the case, for instance, for a bipolar gradient with
positive and negative lobes of equal area [see Figure 1.12(b)].

The first moment, my,, encodes velocity. One can easily show that the bipolar
gradient in Figure 1.12(b) has a first moment of my = gdA, while my=0. Sym-
metrical gradient pairs are therefore the simplest way to measure velocities, while
introducing no effect of position on the signal, i.e., the velocity encoded by such a
gradient pair alone represents all spins in the whole sample. If phase encoding is
achieved without an additional influence from velocity, the conditions myg# 0,
m; =0 need to be met simultaneously [see Figure 1.12(c), and the more detailed
discussion of Figure 1.16].

The second moment, m,, encodes acceleration. If only acceleration is to be
measured, the conditions mg =0, m; =0 have to be fulfilled. Figure 1.12(d and
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Fig. 1.12 Typical pulsed gradient shapes
commonly used for imaging or measurements
of motion. (a) A single gradient pulse, which is
used for phase encoding of position, also has
all other moments non-vanishing, so that the
signal phase is affected by position, velocity
and acceleration. (b) A bipolar gradient is the
basic building block of most measurements of
diffusion or flow; due to its vanishing zeroth
moment, its application does not contain any
position information. (c) A phase encoding
gradient that is insensitive to motion needs to
have a more complex shape, a minimum of two
lobes are required. (d) Two bipolar gradients

arranged back-to-back generate an encoding
that is affected neither by position nor by
velocity, but higher-order terms such as accel-
eration can be measured. The variant shown in
(e) is equivalent to (d) but with the time
intervals between pulses kept to a minimum.
Note that in all cases, the effective gradient is
shown; each 180° rf pulse applied anywhere
within the sequence has the effect of reverting
the sign of all gradient pulses that are pre-
ceding it so that the effective gradient becomes
the negative equivalent to the physically
applied gradient.

e) show two commonly used realizations. There is not as yet a wide range of
applications where acceleration is actually the topic of interest; but see, for ex-
ample, Chapters 2.9, 4.6 and 4.8. A detailed discussion of acceleration measure-
ments and commonly used encoding schemes is given in Chapter 2.9.

In this section, we will focus on the different types of motion and their exper-
imental determination, and will not consider imaging itself; Section 1.5 will then
combine the two encodings of position and motion into velocity imaging sequences.
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Let us first have a closer look at the dependence of the signal on the application of
a pair of gradients with equal duration and intensity but opposite direction. This
pair represents a two-fold encoding of position into the phase of the spins; the total
phase can be written as

O(r1,12) =0 (g 11 + g, 12)
=2n(kir; + ko)
:Zﬂkl(fl —1'2)
=—-2nqR

(1.11)

where r;, r, are the positions at the times of the first and the second gradient pulses,
respectively. Because of the interdependence of the gradients, only one variable
wave vector remains, and it determines the phase shift proportional to the displace-
ment, R. In order to symbolize that displacements are encoded rather than positions,
the corresponding wave vector is renamed q. While it is obvious that g = k; = —k;, a
change of variable names often facilitates the discussion of more complex encoding
schemes when distinguishing whether position or displacement ought to be
encoded (Note that in the contributions of this book, the nomenclature may differ).
The signal, expressed as a function of g, can now be written as

S(q) = /F(R,A) explizn g R]dR (1.12)

Equation (1.12) is formally equivalent to Eq. (1.6), which defines the position encod-
ing, but it contains as a kernel the distribution function of displacements, P(R, A).
This function is also called propagator and it should, if used correctly, include one
further variable, the encoding time A between the gradient pulses over which the
displacement R is determined. It is important to consider A because in many real
situations, not only the average displacement but also the shape of the propagator will
depend on the length of the interval during which it is being measured.

The bar above the symbol of the propagator denotes an ensemble average over
the whole sample, or a selected volume of it — the position information is lost. The
averaging is contained in the formal description of the propagator which can be
written as

ﬁ(R,A) = /Q(I’l)P(I'1|I1+R7A)dI1 (1.13)

In this expression, the propagator is decomposed into the spin density at the initial
position, o(r;), and the conditional probability that a particle moves from r; to a
position r; + R during the interval A, P(rq1|r1 + R, A) . Note that this function
cannot be directly retrieved because it is “hidden” in the integral. The propagator
experiment is one-dimensional; however, by making use of more complex and
higher-dimensional experiments, conditional probability functions such as the one
mentioned here can indeed be determined (see Section 1.6 for examples).

Just as we obtain the spin density distribution o(r), and hence the projection of
the investigated object, in phase encoded imaging, we can reconstruct P(R, A) by
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Fig. 1.13 Left: schematic plot of the distribu- water flowing under laminar conditions in a
tion of flow velocities, v, for laminar flow of a circular pipe; the probability density of dis-
Newtonian fluid in a circular pipe; the max-  placements is constant between 0 and
imum value of the velocity, occurring in the Zmax = Vzma\, Wwhere A is the encoding time
center of the pipe, is shown for comparison.  of the experiment.

Right: experimentally obtained propagator of

applying the inverse Fourier transformation, where we have to scan g-space by
varying the strength of the gradient pair. The resulting propagator might not be as
intuitive as the function o(r), but it is a valuable tool to check distributions of
displacements or velocities by comparing them with particular models. Some
classical examples will be given here.

Perhaps the most simple flow problem is that of laminar flow along z through a
cylindrical pipe of radius r,. For this so-called Poiseuille flow, the axial velocity v,
depends on the radial coordinate r as v,(r) = Vg [1 - (72)2}, which is a parabolic
distribution with the maximum flow velocity in the center of the pipe and zero
velocities at the wall. The distribution function of velocities is obtained from
equating [ P(r)dr = [ P(v;)dv, and the result is that P(v,) is a constant between

P(X)
-500 0 500 1000 1500 2000 2500 3000 -1000 -500 0 500 1000
Z[um] X [um]
Fig. 1.14 Propagators for water flowing with  displacement and an increasing probability
an average interstitial velocity of 610 um s™  density at large displacements are observed as
through a sample of sandstone of 15.3% A increases. Right: propagators in the x
porosity. The curves in both plots refer to direction (perpendicular to the flow axis); the

encoding times of A =50, 85, 140, 220, 330, decay of the peak near zero displacement is
500, 750, 1100 and 1650 ms. Left: propagators also observed, but the spreading towards larger
in the z direction (along the flow axis); the displacements remains symmetrical.
disappearance of a pronounced peak near zero
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0 and vy, The propagator has the same shape, as it measures the distribution of
downstream displacements, Z =v,A. The term propagator is often used synony-
mously for the distribution of velocities which is justified in this and similar cases,
but not in general.

Figure 1.13 compares a diagram of the parabolic velocity profile with an example
of an experimentally obtained propagator P(Z) for flow in a pipe. It turns out that
for this simple case, the shape of this distribution function is very sensitive to
imperfections in the flow, which makes the determination of the propagator a
suitable method to assess the quality of laminar flow. For instance, taking a closer
look, the rectangular shape of the propagator is broadened by self-diffusion that
takes place both parallel and perpendicular to the flow direction, and is thus
dependent on the measurement time: for very short A, self-diffusion contributes
a considerable broadening while for long A, radial Taylor dispersion leads to a
change of flow velocities, also smoothing the edges of the propagator. It has been
found that subtle changes in the propagator shape can be distinguished far better
than direct determinations of the velocity at a given point.

A second example for a propagator is shown in Figure 1.14 where water was
pumped through a core of sandstone. Flow through structured media is often
characterized by a wide range of displacements, which might be decomposed into a
stagnant and a mobile fraction. This also becomes observable for flow through
rock, where the relatively low porosity of 15.3 % leads to a large fraction of the water
remaining stagnant (the peak near zero displacement in Figure 1.14). More
discussions of this phenomenon and the interpretation of propagators can be
found, for instance, in Chapters 3.3, 4.1, 5.1 and 5.5.

In Figure 1.15, the propagator of free self-diffusion is shown. Actually, self-
diffusion was the first case where the propagator terminology was discussed in the
NMR context by Kirger (see also Chapter 3.1). The propagator of free diffusion is of

P(R)

S(q)
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Fig. 1.15 Left: propagator for unrestricted self-
diffusion. The propagator P(R, A) is shown for
increasing encoding times A and becomes
broader with increasing A, while its intensity at
zero displacement is reduced due to the re-
quirement that the area remains normalized to
unity. Right: signal function as would be ob-

tained in an experiment, S(q), plotted semi-
logarithmically over g2 In this representation,
the slope of the decaying function is equal to
(4 7)2AD, so that the diffusion coefficient D
can be obtained directly by comparing at least
two measurements taken at different values

of g.
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Gaussian shape; the mean-squared displacement of spins or molecules follows the
same Gaussian evolution as the concentration of a pointlike source. It has the
shape

P(R,A) = (4nDA) */? exp[—R?/6DA| (1.14)

and is identical in all three directions. The result of an NMR experiment with an
encoding wave vector q is as follows:

S(q) = exp|-(2n)’¢’R? /2] (1.15)

This is, of course, again a Gaussian function.

The Gaussian shape of a propagator leads to one considerable advantage as far as
NMR experiments are concerned. It is not necessary to resolve the full shape of the
propagator, it is fully described by three parameters: amplitude, center position and
width. While the amplitude is usually irrelevant and the average displacement of
free diffusion is zero (which has the consequence that the signal function S(q)
contains no complex phase factor), only the width of the propagator is of interest.
One can obtain this quantity by performing a simplified experiment. If one plots
S(q) as In S over ¢, a straight line is obtained (right part of Figure 1.15). The slope
of this line is proportional to the self-diffusion coefficient, D, and can — at least in
principle — be obtained by measuring at just two different q values. Experimentally,
a larger number of gradient steps are executed in order to verify the linear behavior
of the function: any deviation from the linear shape is indicative for either
restricted diffusion or multi-component diffusion. In medical imaging, for in-
stance, where experimental time is critical and prior knowledge about the expected
range of D is at hand, measurements at individual values of q with varying
direction are combined to generate the full set of elements of the diffusion tensor,
which is nowadays used routinely for fiber tracking in the human brain. This is
already one example of the combination of motion encoding and NMR imaging
which will be discussed further in the following chapters.

Restricted diffusion, correlated motion of spins, or any deviation from a “free”
behavior of the molecules will result in a propagator shape different from a
Gaussian one. A wide range of studies have dealt with such problems during the
last two decades and NMR has turned out to be the method of choice for quantify-
ing restricted diffusion phenomena such as for liquids in porous materials or
dynamics of entangled polymer molecules.

It should be mentioned that the Gaussian propagator is also encountered in flow
processes: the long-time limit of flow through a structured medium (see Figure
1.14), when the stagnant fraction has disappeared, is characterized by a displace-
ment distribution of molecules which is centered about the average value,
<R>=<v>A, and having a Gaussian shape which is given by the mean-squared
displacement <(R— <R>)%> = 6 DA [or, <(Z — <Z>)*> = 2DgA if displacements in
only one dimension are regarded, which is normally the case in NMR experiments].
Deg is often called the dispersion coefficient. Contrary to the concept usually
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encountered in chemical engineering, as the result of a PFG-NMR measurement
D is frequently a time-dependent quantity which increases as A becomes larger,
the asymptotic limit often not being available in the limited timescale of an NMR
experiment. It is thus not unusual to find it to be considerably different in
magnitude from the dispersion coefficient determined by classical, tracer methods
often used in chemical engineering (see also Chapter 3.3).

The shape of the displacement, or velocity, distribution function alone just
represents an average over the motion within the investigated fluid. It cannot be
distinguished whether a broadened propagator is the result of a distribution of
spins moving at different, but individually constant velocities, or the consequence
of all spins undergoing the same dispersion process that makes them assume
different velocities as a function of time. This distinction can be made with the help
of additional encoding steps, thus making use of the next-higher moment of
gradients, m,. Consider the consecutive application of two gradient pulse pairs
of equal magnitude, in other words, q; and g, = g;: the total phase shift will be twice
that being produced by a single gradient pair:

¢, (R1,Rz) =27 (q; R1 + q, R2) =21 q, (R1 + R3)

Now the second encoding pair should be applied with opposite sign in another
experiment, so that g, = —q;, where the total phase shift depends on the difference
between displacements during the two intervals only:

¢_(R1,R;) =21 (q, Ry + g, R;) =21 qy (R1 — Ry)

(Note that this is almost the same relationship as we used to describe the result of a
gradient pulse pair, but now it applies to a pair of gradient pulse pairs and we
subtract displacements rather than positions.) By carrying out both experiments,
which consist of a simultaneous variation of all four gradients, we obtain a measure
of the average velocity (q, = q;) or the change of velocities (q, = —q;) between the
two encoding events, which can also be interpreted in a sense as acceleration. It is
measured with the second sequence because here, m; =0, but m, # 0. Random
motion will contribute to both decay functions, whereby coherent flow of spins will
be refocused by the second sequence so that only the incoherent part of the flow
affects the signal of the second sequence. So, comparing the results of both
experiments allows us to single out the individual contributions to the displace-
ment statistics. This procedure was suggested by Callaghan, Seymour and co-
workers who discussed not only the distribution functions but also the different
dispersion coefficients related to coherent and incoherent motion. It can be
extended towards a general case where both gradient pairs are varied independ-
ently of each other. This method will be discussed along with other higher-dimen-
sional techniques in Section 1.6.
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1.5
Bringing Them Together: Velocity Imaging

With the tools to generate images and to measure different parameters of motion,
we are now able to build more complicated pulse sequences that are capable of
measuring a range of combinations of both parameters. Frequently, one wants to
obtain a pictorial, and also quantitative, representation of a flow field. The same
spins must then be encoded with respect to position and velocity. Other applica-
tions require spatially resolved maps of diffusion or dispersion coefficients. Motion
can, on the other hand, also be determined indirectly by making use of the
magnitude of magnetization, which is a consequence of polarization, excitation
and relaxation effects. For instance, a tracer acting as a relaxation agent can be
introduced into the fluid stream and will affect the signal inside the investigated
object upon its arrival in the volume of interest, where a complete image of the
instantaneous tracer distribution will be acquired. The technique is thus favorable
for slow transport processes on time scales of seconds to hours and allows
computation of diffusion and transport coefficients from a series of NMR images
(see Section 1.8 for a discussion of relaxation contrast, see also Chapter 2.9). One
other possibility is frequently used in angiography, the medical field of monitoring
blood transport in vessels. If an image is performed in a particular slice of the
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Fig. 1.16 Typical motion-compensated, velo-  directions given for read, phase and slice. The
city encoding imaging sequence. The basic diagonal lines indicate that the magnitude of

scheme from Figure 1.11 is amended by addi- this gradient pulse pair is varied in a number of
tional compensating gradient pulses for the  steps; the experiment, however, can also be
read, phase and slice directions. The velocity —executed with a single magnitude value by
encoding pair of gradient pulses of duration & comparison with an equivalent sequence with-
and separation A is drawn on a separate line; out the velocity encoding gradients.

in reality, it is applied along any of the three
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excitation volume of the resonator by using a slice selective rf pulse, blood leaving
this slice during the pulse sequence before acquisition will lead to a loss of signal
intensity, as new blood that enters into this slice has not been encoded by the pulse
sequence. By applying various types of fast imaging sequences, the opposite
contrast can be produced, i.e., fresh blood appears bright in the image because it
carries full equilibrium polarization while the polarization of the spins in the blood
fraction that has remained inside the sensitive volume has not recovered to its full
amplitude due to fast repetition of excitation pulses. These strategies allow the
estimation of slice-averaged or even pixel-averaged flow velocities but do not
measure velocities directly. We refer the reader to standard textbooks of medical
MRI for a more detailed description of these techniques. Although rarely used at
present, some of the MRI techniques turn out to be worthwhile tools for NMRI in
chemical engineering. The difference in medical applications compared with many
chemical engineering applications is that it is mostly water and soft tissues that are
the subject of the imaging so that one can rely on longer lifetimes of coherence and
more homogeneous magnetization distribution inside the sample.

Before we elaborate on velocity imaging in the “proper” sense, we have to face the
side-effects that flow has on our NMR image, i.e., the possibility of blurring or
losing the signal of certain volumes because the spins move out of the detection
coil before they can contribute to the signal. In fact, blurring — as we would observe
in optical photography of a moving object — is an inadequate description of the
image artifacts arising due to motion, which can be much more complicated than
just reducing the spatial resolution of an image. A plethora of ghosts, double and
multiple images, unwanted signal attenuation, etc. can arise, but once they become
visible in the NMR image, they can be identified and taken care of. The best way to
avoid artifacts is proper design of the pulse sequence that suppresses motion
effects as effectively as possible. Figure 1.16 shows a sequence that exploits the
moment formalism to generate a correct velocity encoded image. It is one of the
simplest of such sequences and is known by the term “flow-compensated, velocity
encoding, imaging sequence”. The meaning of this seemingly paradoxical name is
to introduce velocity encoding only in the direction where it is desired (for example,
along the main axis of motion), and to suppress unwanted artifacts due to motion
along other axes that might affect the image quality.

Following the discussion on moments, this leads us to the following require-
ments:

« my#0, m =0 in the phase direction — the position encoding needs to be
preserved, but it will be insensitive to motion — realized by a pair of rectangular
gradients with equal duration and intensity ratio 3:1.

« my =0, m =0 in the slice direction — the gradient will excite a slice but leave no
residual phase shift depending on either position or velocity — realized by a pair
of negative lobes on both sides of the actual slice gradient with the same total
duration but 1/3 of the slice gradient strength (see Figure 1.12 ¢).

« my=0, m =0 in the read direction — these conditions can only be met for the
center of the acquisition window! While my # 0 before and after this echo so that
position encoding is actually possible at all, it is unavoidable to have my # 0 during
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the same period because it is the evolution of the phase under the gradient that is
determined. By rendering m; = 0 at the time of the echo, the influence of velocity
on the signal is minimized, but in general the read direction will always be the one
which is most severely affected by motion. Note that higher orders of motion can
also be compensated if the gradient pulse trains fulfill conditions such as m, =0
and so on, at the cost of more complicated and longer encoding schemes. For
some typical combination of gradient pulses and the resulting moments, the
review article by Pope and Yao provides a very useful overview.

In order to actually generate a velocity image, in addition to the compensated
phase, slice and read gradients, a gradient pair is introduced that has the purpose of
encoding velocity. It can be applied in any of the three directions, and at any time
within the sequence. However, practical experience — or a thorough computation of
the combined effect of all applied gradients as well as the hard-to-control back-
ground gradients and susceptibility effects — suggests short and symmetrical
sequences, the flow encoding direction to coincide with the phase-encoding direc-
tion if image and flow information is to be encoded along the same direction and
read gradients to be used along the direction of slowest motion. The best solution
for a particular application cannot be given in general and will depend on many
factors such as field strength, available hardware, sample shape and material,
magnitude of velocities and much more. More advanced pulse sequences which
allow the acquisition of images or the measurement of velocities in short times are
discussed in the following chapters.

Figure 1.16 contains all that is necessary to generate a three-dimensional image
with a three-dimensional velocity field overlaid to it. But how do we proceed to
obtain the desired result? First of all, we need to remember that velocity information
is brought into the signal by the bipolar encoding gradient via a phase shift according
to Eq. (1.11). Often we are satisfied with the measure of an average velocity in a pixel,
so we might want to use this phase shift directly and translate it into velocities with
the proportionality ¢(v) = 2:tq - v - A. (Note that instead of displacements, we are
expressing our result in terms of velocities v, which is fully equivalent provided that
during the encoding time A, velocities within the pixel do not change significantly.)
However, as the image reconstruction process itself also relies on phase informa-
tion, the bipolar velocity encoding gradient just adds an extra contribution that
cannot easily be separated from the phase shifts resulting from the imaging
gradients. The solution is to acquire two images, one with and one without (q= 0)
the velocity encoding gradient. Both images are processed, and the phases in each
pixel are computed — because of the fact that the signal is complex, the phase angle is
given by ¢ = tan™! [Im (S)/Re (S)], where Im and Re denote the imaginary and the real
part of the signals, respectively. One can then subtract the phases of each pixel, and
the difference renders the velocity in that pixel directly. In a real experiment,
imperfect field and gradient distributions, as well as local susceptibility variations
can, and usually will, give rise to uncontrollable shifts of the reference phase, which
are also eliminated by this subtraction procedure. However, in practice one might
deduce the difference phase from two experiments with finite but different q values,
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which takes just the same effort but can occasionally be a more robust approach. The
result of such a procedure contains the information of the spin density of the object
plus the average velocity per pixel in one direction. We can simply repeat the
experiment with the vector g aligned in the other two orthogonal directions and
obtain a set of data that can be used to reconstruct a vector plot, where each vector
contains all velocity components in each pixel. Because of the reference measure-
ment, we need four individual experiments to achieve this. However, only certain
components of the velocity, or only two-dimensional images corresponding to
selected slices of the object, are sufficient to describe the flow field of interest. The
reader is referred to the many examples throughout this book where the experi-
mental procedure to acquire velocity images is explained in more detail (see, e.g.,
Chapters 4.3, 4.6, 5.1, 5.2, 5.5).

Whenever a velocity distribution within a pixel is suspected, the propagator can be
obtained by using the same pulse sequence, but varying the magnitude of the
velocity encoding wave vector in full analogy to the measurement of the pure,
spatially unresolved propagator described in the previous section. This case is
actually shown in Figure 1.16 where the diagonal lines in the flow encoding
gradient symbolize repeated application with different values. It should be noted
that here, just as in all propagator and velocity encoding experiments, the range of
gradients has to be considered. In complete analogy to encoding of position, the
range of velocities covered, also called field of flow (FOF), is given by:

n—1 271

FOF = _—
2 YgmaxOA

As in imaging, aliasing can occur if velocities outside the FOF exist. For measure-
ments of average velocities, the same condition holds if the total phase shift due to
velocity exceeds 2 . For velocity fields of simple structure, this problem can be
accounted for by so-called unwrapping algorithms (see e.g. Chapters 2.9 and 4.2).

The tagging technique is a different approach to determining velocities in a
moving object. It is often used for visualization, but can also be extended to provide
quantitative information about flow fields (see Chapter 4.5). The principle consists
of “tagging”, or labeling, a certain region of the sample by manipulating the
magnetization inside this volume and acquiring the image after some delay during
which the labeled volume is deformed. For flow systems with time-invariant flow
patterns, movies can be reconstructed from a series of such images with different
delay periods. A simple realization is the tagging of a single slice, which is achieved
by applying a soft pulse in the presence of a pulsed field gradient, exactly as has
been described in Section 1.3 for slice selection. This slice can be “dark”, i.e., the
spins in the slice are saturated by the rf pulse and the subsequent imaging
sequence generates an image of the total volume minus the saturated spins, which
show up as a dark stripe. Figure 1.17 (top) contains one possibility of what such a
pulse sequence can look like, and snapshots for a vertically falling film of silicone
oil are presented as an example for this method (Figure 1.18). By applying the slice
selective pulse at a different position within the sequence, or simply by subtracting
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Fig. 1.17 Top: single-slice tagging sequence.
The 90° soft pulse in the presence of a mag-
netic field gradient excites the magnetization
inside a slice and transfers it to the transverse
plane. The subsequent so-called spoiler gradi-
ents destroy any coherence of this magnetiza-
tion so that it will not contribute to the signal
later on in the sequence (the spoiler gradients
are drawn in three orthogonal directions, but a
single direction is often sufficient). The follow-
ing imaging sequence acquires a signal of the
whole object with the exception of the spins
inside the slice that has been excited in the
beginning and that has been deformed due to

motion during the waiting time A; a single
black stripe inside an otherwise undisturbed
image is observed. Bottom: the DANTE (Delays
Alternating with Nutations for Tailored Excita-
tion) sequence excites a two-dimensional grid,
which is the result of two trains of short pulses
in the presence of two gradient pulses which
must be in the same direction as the read and
phase gradients of the imaging module. The
final image contains a black grid that is
deformed during the waiting time A by com-
parison with an equivalent sequence without
the velocity encoding gradients.

the image from a reference spin-density image acquired without a tagging element,

images can be obtained which highlight

the bright moving volume in front of a

dark background (see, for example, Chapter 3.3).
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Another common approach is the generation of a grid of dark lines in the volume
of interest of the object. It follows the same relationship that determines the shape
of a single excited slice discussed in Figure 1.10. If a train of n short rf pulses of
duration At, separation t and a total flip angle of, say, 90° is applied in the presence
of a gradient of magnitude gy, the excitation profile is given by the Fourier trans-
formation of this function. What one obtains is again a grid in frequency space
which, because of the field gradient, translates into a grid in position space. In the
image, n dark stripes at a distance 27t/ygyt and with a width of 25t/yngyt will appear.

A=1ms A=10ms A=30ms

A=T70ms A=90ms

Fig. 1.18 A film of silicone oil of 1 mm thick- tagging and imaging modules of the pulse
ness is flowing along a vertically oriented sequence. Owing to the smaller film thickness
planer sheet of PMMA. In a tagging experi- at the edges of the plate, the falling velocity is
ment, a horizontal slice of 2 mm thickness is  smaller in the outer region as compared with
marked and its deformation is recorded as a  the center of the film. Courtesy of M. Kiippers,
function of the separation time A between the PhD thesis, RWTH Aachen, 2005.
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The total effect of such a train is that of a 90° pulse on all spins outside of the dark
stripes (although the total flip angle is not restricted to being 90°). The same
element can be repeated with the gradient in an orthogonal direction, and the
signal arising following these two composite pulses can further be used as the
preparatory magnetization for an imaging sequence. The scheme of this so-called
DANTE (Delays Alternating with Nutations for Tailored Excitation) pulse sequence
is shown in Figure 1.17 (bottom). By shaping the envelope of the individual short rf
pulses in a sinc-like fashion, as opposed to all pulses having the same intensity,
rectangular stripes can be generated, while the sequence shown in Figure 1.17
results in sinc-shaped dark stripes with less defined boundaries. Examples of a
DANTE tagging sequence applied to flow is nicely demonstrated in Chapter 4.4. A
tagging experiment often makes complicated motion more readily available for the
experimenter than a proper g-encoded image. While it does require a similar
amount of experimental time, it is limited to displacements exceeding the image
resolution. The ultimate time limit — for phase encoding as well as for tagging — is
the longitudinal relaxation time of typically a few seconds in liquids; if it is greatly
exceeded, the information encoded into the spin system is lost, or — for tagging —
the contrast between tagged spins and the environment has disappeared.

1.6
More Advanced Techniques I: Multiple Encoding and Multiple Dimensions

The principle of how to design a hierarchy of pulse sequences to encode and
correlate more complex motional information is discussed here using an example of
a 2D correlation experiment called VEXSY (Velocity EXchange SpectroscopY) (see
Section 4.6 for an example study). Based on the capability of NMR to correlate
information in a multi-dimensional fashion, building blocks of NMR can be com-
bined, correlated and extended to access higher order motions, such as acceleration.
In a 2D VEXSY experiment, two independent pairs of bipolar gradient pulses
(separation between the bipolar gradients is A) are used to encode for displacements.
These displacements (or velocities: displacement divided by A) are correlated at two
different times separated by t,, termed the mixing time. This is in the form of a
classical NMR exchange experiment, which is used to find correlations between
features in the frequency spectrum by the identification of cross-signals in a two-
dimensional density representation S(f;, f;). Following the same principle that these
off-diagonal cross-signals represent spins that are correlated and have changed or
transferred their magnetization following various coupling mechanisms during a
mixing period or pulse, also the off-diagonal cross-signal in a 2D VEXSY map
represents spins that are correlated and have changed their initial velocity after a
mixing time of t,. A 2D VEXSY experiment can be based on a spin echo where
transverse magnetization carries the signal of the moving spins during t,,, or on a
stimulated echo where the longer living longitudinal magnetization carries the
signal. When velocity change over a longer observation period is to be determined,
or fast decaying spins due to short T, (inherent property of the spin) or T,* (caused
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Fig. 1.19 Spin-echo based pulse sequence to each gradient pulse, A the separation between
encode velocity change. The gradients are each pair of bipolar gradient pulses and t,, the
stepped pair-wise independently (2D VEXSY)  mixing time between the bipolar gradient pairs.
or simultaneously (1D VEXSY). For a VEXSY  The opposite polarity of the bipolar gradient
experiment, k; to k, are usually applied along pair is realized by an inversion 180° pulse.
the same spatial direction. 0 is the duration of

by inhomogeneous magnetic fields) are carrying the signal, a longer t,, compared
with the coherence lifetime needs to be employed. Then, a VEXSY sequence based
on a stimulated echo is the method of choice.

Let us go into more detail about the VEXSY pulse sequence illustrated in Figure
1.19. Here, the pulsed gradient pairs based on a spin echo are incremented in
parallel so as to phase-encode the spins for molecular translational motion. As
discussed, a pulsed gradient pair based on a stimulated echo may be employed for
longer t,,. Both pairs of field gradient pulses, the amplitudes of which are inde-
pendently stepped, define a q vector. They are usually applied in the same spatial
direction so that the set of spins traveling at constant velocity will have identical R,
and R, displacements, thus contributing to the signal on the diagonal in the (R;,
R,) space. By contrast, a migration of spins from one region of the displacement
spectrum to another over the time t,, will lead to off-diagonal contributions. The
off-diagonal signal represents all spins that have changed their initial velocity, thus
revealing complex motion, including accelerated motion. Application of VEXSY,
mainly to fluid flow and particle motion problems, has increasingly been reported
in the literature in recent years and the interpretation of such correlations has been
discussed by means of coordinate transformations and suitable 1D-experiments.

Following the concept of a VEXSY experiment that correlates displacements
(usually) (see Section 4.6) the same direction but at different times and which allows
the computation of velocity autocorrelation functions, the correlation between other
quantities can be determined and visualized in terms of two- or higher-dimensional
PFG experiments. For instance, applying two individual gradient pulses rather than
two gradient pairs allows one to correlate positions at different times rather than
displacements as given by the VEXSY scheme. This provides access to the conditional
probability between positions at two times as was described in Eq. (1.13) but cannot be
extracted from a one-dimensional experiment. In a similar fashion, displacements at
the same time but along different directions have been measured. What is obtained isa
two-dimensional propagator, P(X, Z, A), which can, for instance, be used to inves-
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tigate how displacements along a flow axis (Z) are related to those perpendicular to the
flow axis (X). Some examples are discussed in more detail in the review by Stapfet al.

1.7
More Advanced Techniques II: Fast Imaging Techniques

In order to observe transient phenomena with NMR imaging, the use of rapid flow
imaging techniques is necessary. Under these circumstances, it is essential to have an
observation time that is short relative to the time scale of the physical property to be
measured. Transient dynamics include, for example, turbulent flow at high Reynolds
number, flow and dispersion through porous media and extensional deformation.
There exist an overwhelming number of different pulse sequences and acronyms for
fast imaging sequences, especially in the medical MRI literature. Here, we will
present prominent and representative sequences out of a wide variety of fast imaging
methods. However, once the principle is grasped, it is straightforward to understand
other sequences or even create new sequences that are adjusted to your needs.

One means to overcome the dilemma of long experimental time is to employ
small flip angles for the imaging sequence so that — because there is no longer any
need to wait a multiple of the relaxation time T; for recovery of magnetization —
much shorter repetition times can be used between the image encoding cycles.
This method is termed Fast Low-Angle SHot imaging (FLASH). The fast repetitive
excitation of the residual z-magnetization causes signal depletion but this is partly
compensated to a certain degree by partial magnetization recovery due to spin—
lattice relaxation. A typical flip angle (6 in Figure 1.20) is about 5°. In reducing the
flip angle, the total image acquisition time of FLASH is reduced at the expense of
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Fig. 1.20 Gradient-echo based pulse sequen- such a way in a FAST sequence so that the
ces based on low flip angles. When low flip  transverse magnetization does not vanish
angles and short image repetition times are  during the completion of the sequence. In
employed at the expense of transverse mag-  order to employ phase-encoding for 2D or 3D
netization during the course of the complete  imaging, a “re-winding” phase-encoding gra-
image acquisition, this represents a FLASH dient (*) has to be included at the end of each
sequence (without *). The combination of flip acquisition before the next excitation cycle.
angle and repetition time can be adjusted in
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Fig. 1.21 Echo Planar Imaging (EPI) pulse sequence. Gradient-
echo based multiple echoes are used for fast single-shot 2D
imaging. Slice selection along G and frequency encoding along
G, are utilized. Phase encoding is realized using short “blipped”
gradient pulses along G,.

the image signal magnitude. Thus, it is possible to trade off imaging speed with
signal amplitude ratio in a controllable manner. Another way of employing low flip
angles for fast image acquisition is, rather than suppressing the transverse coher-
ence as in FLASH, to preserve it under steady-state free precession conditions. Here,
the initial magnetization for each phase encoding step along the indirect dimension
remains the same throughout the course of the experiment. This, in combination
with rewinding the phase gradient in each cycle, is utilized in a sequence known as
the Fourier Acquired Steady-state Technique (FAST).

Another fast imaging technique tailored for examining solid samples with
extremely short T,* relaxation times is to employ pure phase-encoding, acquire a
single point instead of a full FID and to leave the phase encoding gradients turned
on during the entire sequence in order to save the gradient switching and stabi-
lization time. The modification of the weight function to access the k-vector is
realized via a step-like change of the gradient function. The acquisition of only one
point per phase encoding cycle, i.e., rf pulse and gradient step (SPI, SPRITE, see
Chapter 3.4 for more details and specific illustrations of pulse sequences) with
minimized dead and waiting time between the rf pulse and acquisition makes this
sequence fast and robust.

Finally, instead of exciting the rf source prior to each phase encoding step, the rf
source for the entire sequence can be obtained in a single step or a few steps
utilizing gradient-echo or a spin-echo based multi echo trains. The latter is created
by repeatedly refocusing the coherence created by a 90° pulse using a train of 180°
pulse with a tailored phase relationship [known as a Carr—Purcell-Meiboom-Gill
(CPMG) sequence]. Here, instead of exciting a fresh signal for each phase encoding
step, multiple echoes created by one or a few echo trains are utilized so that one
echo provides one k-line along the phase encoding step. One prominent example of
gradient-echo based sequences is the Echo Planar Imaging (EPI) method. EPI is
the fastest pulse sequence available, offering acquisition times of 100 ms and below
to obtain T,* weighted two-dimensional images (see Section 1.8), but experiencing
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certain compromises regarding the image quality. Figure 1.21 shows one variant of
a gradient-echo based EPI sequence. Here the entire echo train is acquired follow-
ing a single rf excitation pulse, and the phase encoding of each line is achieved by
adding a constant-amplitude gradient lobe, or “blip”, after each frequency-encode
gradient reversal. To run EPI sequences successfully, high quality gradients and
gradient amplifiers are beneficial. EPI suffers from a number of limitations,
among them are the fact that it cannot be applied to samples with short T,*
relaxation times (e.g. due to variation in susceptibility in heterogeneous samples)
and inhomogeneous magnetic field environment (non-perfect shimming). How-
ever, its speed makes it useful if, for example, dynamic events of rather homoge-
neous soft samples are to be examined.

One prominent multiple spin-echo based sequence, where portions of the k-
space dataset are acquired within a single echo train, is termed Rapid Acquisition
with Relaxation Enhancement (RARE). The so called Turbo Spin Echo (TSE)
sequence is a commercial version of RARE. RARE is based on a CPMG echo train
and an example sequence is displayed in Figure 1.22. The acquisition of the first
echo signal is conventional and includes a phase encoding and read gradient.
However, before the second echo can be acquired, the phase encoding has to be
“rewound” to undo the de-phasing of the spins. The “rewinding” is realized by a
phase encoding step of equal strength but opposite sign applied after the com-
pletion of the data acquisition. In addition, phase correction of the data is required.
The whole sequence is repeated after a recovery time with different phase encoding
steps. Within one echo train, a portion of k-space is covered. So, if | echoes are
acquired per scan and n scans are acquired with varying phase encoding gradients,
a total of I x n number of k-lines will be collected. In other words, each echo is
responsible for a different portion of the k-space. One drawback is that different
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Fig. 1.22 RARE sequence. Here the formation strength but opposite sign is applied after the
of the first spin echo is conventional. The completion of the data acquisition. In addition
CPMG form of spin echo is used to avoid the to rewinding, a phase correction of the data
accumulation of flip angle errors over the echo is required. If the entire k-space data set is to
train. However, before the second echo can be be acquired with multiple RARE echo trains,
acquired, the phase-encoding has to be “re-  the whole sequence is repeated with different
wound” to undo the dephasing of the spins.  phase-encoding steps until the entire k-space is
Therefore, a phase encoding step of equal covered.
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lines of k-space will have different T, weighting because they are acquired at
different echo times. Depending on the exact design of the sequence, one can
assign any of the echoes to acquire the center or outer part of the k-space which
affects the contrast of the image. Examples of the use of RARE-type sequences can

be found in Chapters 5.2 and 5.5.

Another spin-echo based fast imaging sequence is known as ni-EPI, where the
entire k-space dataset is acquired within one CPMG echo train. Each echo in the
presence of a read gradient acquires one k-line. All lines in the 2D k-space are
covered by walking along the second dimension by means of blip pulses along the
phase encoding direction. The blip pulses have to be adjusted accordingly so that
the spacing of the k-lines along the second dimension correctly represents the field
of view. Because of the incorporated Carr—Purcell train of n pulses which generate
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Fig. 1.23 (a) m-EPI pulse sequence with velo-
city encoding and pre-slice selection. The dot-
ted lines represent crusher gradients. During

acquisitions crusher gradients are used in the
read and the slice directions to avoid unwanted
phase encoding effects. (b) Schematic diagram
of the trajectory followed by the sequence. “a”
represents the time point of the sequence after
slice selection, crusher gradients, velocity filter
and 2 7 pulses prior to the beginning of the

first read gradient. The k-line from “a” to “b” is

acquired in the presence of the first read grad-
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ient, the negative phase gradient leads us to
“c”, the third m pulse to “d”, the first negative
phase blip to “e” and the second read gradient
pulse during acquisition reads another k-line
from “e” to “1”. The next m pulse leads us to
the lower part of the k-matrix. On the left, the
trajectory is shown while on the right, the order
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leaving of odd and even echo data are acquired
is depicted. (Taken from S. Han, P.T. Callag-
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an echo train, each of which is the source of one k-line, the k-space trajectory jumps
between the upper and the lower half of the 2D k-space, which necessitates a
subsequent data sorting prior to Fourier transformation. One version of a n-EPI
sequence including slice selection and a velocity encoding filter and the corres-
ponding k-space raster is shown in Figure 1.23. The data are initially acquired at the
borders of k-space, the low k-data being acquired at the middle of the echo-train. An
inherent difficulty of ni-EPI is the differing amplitude and phase modulation and
the relative k-space shift of even- and odd-numbered echoes. One reason for this is
the effect of imperfect rf pulses . One way to minimize cumulative effects due to rf
pulse imperfections along the echo train is to replace the refocusing = pulse by a
composite sequence of three rf pulses of (m/2)s— (7), — (7/2)s, Which gives a better
spin-state inversion if non-perfect pulses are employed. Another is the discrepancy
between the precise area under the positive and negative k-space blips, resulting in
a nonlinear k-space rastering after sorting the k-space data. These effects resultin a
ghost image which appears displaced along the phase encoding direction, and
shifted by one-half of the field of view. The problem can be minimized by using
different k-space trajectories, by manual adjustment of gradient values to reduce
this artifact, or by employing appropriate post-processing techniques, for example
phase and amplitude correction of either even or odd numbered echoes.

These fast imaging techniques, such as gradient-echo based EPI or spin-echo
based RARE, or ni-EPI sequences, can be applied to observe transient dynamic
processes by taking a series of “snap shots”. Each snap shot has to be fast enough
that the motion appears “frozen” during one such image acquisition. A funda-
mentally different approach to obtaining motional information is to utilize the
above discussed bipolar gradient pair as a velocity filter prior to a fast imaging
sequence, e.g., a 1-EPI sequence, as depicted in Fig. 1.23. Such a CPMG echo train
based sequence is preferred if materials with short T,* are to be examined because
static field and susceptibility variations due to the sample’s inhomogeneity can be
refocused. The following is an example of how velocity encoded images can be
obtained in much less than one second using a PGSE filtered ni-EPI sequence.

One experiment consists of two successive n-EPI imaging sequences, one with
and the other without a velocity filter preceding the imaging sequence [see Figure
1.23(a)]. The phase contained in the ratio of the two signal matrix ideally provides a
phase shift in each pixel due to translational motion alone as discussed in section
1.5. The slice selection can be realized by a self-refocusing selective storage
sequence. A combination of a soft (t/2), sinc-pulse and a hard (rt/2)_, pulse applied
prior to the actual g-encoding n-EPI sequence stores the signal from the desired
slice as longitudinal magnetization, while leaving undesired magnetization in the
transverse plane, where it is subsequently de-phased by crusher gradients applied
in all three orthogonal directions. The advantage of this pre-slice selective techni-
que is that it permits an arbitrarily short echo time in the subsequent EPI
sequence. Using this sequence, a 2D velocity map with 64 x 64 pixels can be
obtained in a few hundred milliseconds or even less, including two image acquis-
itions of about 50-100 ms duration and a waiting time in between to allow the
spins to return to near equilibrium magnetization.
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1.8
Introducing Color into the Image: Contrast Parameters

The image brightness is a direct measure of NMR signal intensity obtained
under the particular pulse sequence used in the image acquisition. This bright-
ness does not only reflect spin density, but is weighted by the chemical con-
stitution, the hardness or softness of the material, the diffusion coefficient, the
translational motion or motion on a much faster time scale, depending on the
design of a sequence. The contrast of an image reflects the heterogeneity of the
sample with respect to the chemical and physical properties mentioned. This is
because these properties reflect on NMR parameters such as NMR signal am-
plitude, frequency, T; and T, relaxation times and line shape. So, the NMR
sequence can be designed accordingly to obtain the desired contrast. The wide
range of contrasts that can be imposed on a spin-density image is a unique power
of NMR imaging.

A very different view of the understanding of the contrast is to regard any extra
dimension in addition to the mere image in a multi-dimensional imaging experi-
ment as “contrast”. For example, instead of a velocity filtered imaging sequence, an
extra dimension representing the velocity distribution function utilizing pulsed-
field gradient methods can be acquired. Here, a series of velocity contrast images
can be created from such data. We should also clarify the term weighted image and
parameter image: a weighted image still contains the spin-density in the signal
amplitude and represents a classical contrast image, whereas a parameter image
only contains the pure parameter (e.g., velocity, diffusion coefficient, T}, T,) values
in each pixel of the image. For example, Chapter 3.3 presents T; and diffusion
coefficient parameter images.

Motional contrast is particularly prominent in imaging methods for chemical
engineering applications. All methods to access diffusion, velocity or other trans-
lational motion that have been discussed in detail earlier can be employed as
“filters” prior to an imaging sequence to obtain, for example, velocity or diffusion
weighted images. It is important to distinguish between coherent and incoherent
translational motion that can be accessed directly, and molecular rotational and
tumbling motion on a much faster time scale, which reflect themselves on T; or T,
relaxation times. In the following, we will discuss the characteristics of relaxation
contrast in detail.

The relaxation times are actually the most basic contrast mechanism of NMR
imaging. Medical NMR imaging makes great use of such relaxation contrast. Up to
this point, we have mentioned the word “relaxation” occasionally but have gen-
erally either ignored the existence of relaxation or have described it as a limiting
factor for the execution of an NMR experiment. However, relaxation times reveal a
wealth of information about the system under study, and their computation and
interpretation represent a considerable fraction of the wide range of NMR research
fields. Without going into much detail (the reader is referred to the textbooks listed
at the end of this Introduction, particularly to the book by Kimmich), it is worth-
while summarizing the essential features of relaxation.
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First of all, one can introduce relaxation phenomenologically by amending the
equation describing the time-dependence of the magnetization vector [Eq. (1.2)] by
a decaying term:

dM

3 = VM xB — R(M — My) (1.16)
Here, R denotes the relaxation matrix that has the diagonal terms R, =R, = 1/T;,
R,,=1/T,. Putting Eq. (1.16) into words, the transverse magnetization M, will
decay from its initial value to zero with a time-constant T, while — at the same time
— the longitudinal component M, returns to its equilibrium value, My, with a time-
constant T;. The definition of these time-constants is based on the assumption that
the relaxation process follows an exponential behavior. This is often the case, but
not always; if a different time-dependence is found, the relaxation time loses its
meaning in the stricter sense. It is then formally replaced by a function that can be
splitinto a sum of many exponentially decaying functions, or a different measure is
used; for practical reasons, the time during which the magnetization decays to e
of its initial value is often simply called the relaxation time T; or T,.

What is the origin of the relaxation process? In principle, it is determined by the
interaction between spins. This is usually a dipolar interaction in the case of protons,
but other types of interactions can play a role, too. Once the spin system is brought
out of equilibrium by an rf pulse, it begins to return to the initial state, i.e., the
populations of the two energy levels shown in Figure 1.1, which have become
jumbled, have to be re-established. This is only possible if energy is exchanged
between neighboring spins, and an energy exchange generally requires a change of
orientations, and therefore motion. A completely rigid, immobile sample — which is
forbidden by Heisenberg’s uncertainty relationship and the laws of thermodynam-
ics, as it would be equivalent to zero temperature — will have an infinite relaxation
time! Transverse relaxation happens simultaneously, but is somewhat different as it
is described by a loss of coherence of magnetization which does not necessarily
require a change in the total energy. Because of the additional mechanisms leading
to this coherence loss, T, is often found to be shorter than T;. The T,* relaxation time
that is often described in the literature is not an intrinsic property of the material
itself and is called the effective transverse relaxation time. Inhomogeneity in static
magnetic fields and the sample’s magnetization due to susceptibility variations are
the cause of T,* and the resulting decoherence is reversible, while the true T,
describes an irreversible decay process. T,* is always shorter than T, and often
becomes important in imaging experiments where a “perfect” magnetic field cannot
be achieved. It is then the time constant that describes the free induction decay, but
the lost coherence can be recovered at the center of a spin echo, thus along the phase
encoding direction in a spin echo sequence, as is demonstrated in Figure 1.2.

What needs to be known to discuss the feasibility of a particular imaging
experiment is a good estimate for the relaxation times of the system under study,
which then need to be compared with the times required for executing the
sequence, frequently determined by hardware limitations. In a simple liquid,
one usually has T; =T, and both are in the range of several seconds. This is
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long enough for any pulse sequence, but might have the disadvantage that
repetition times, and therefore total measurement times, become prohibitively
long. The addition of soluble salts that form a hydrate shell can help, because the
additional relaxation mechanism introduced by the ions can reduce the relaxation
times by orders of magnitude.

However, for liquids with a high concentration of ions, or very viscous liquids,
the opposite problem can arise if the relaxation times become too short to complete
a full pulse sequence and to acquire the remaining signal. The extreme case is
represented by solids, which possess a very long longitudinal relaxation time T;
(anything from seconds to hours depending on the rigidity of the molecular
structure) while the transverse relaxation time T, becomes very short, often only
being in the order of 10 us. To a lesser degree, this also happens if liquids are in
contact with large specific interfaces that can act as additional relaxation sources.
For liquids in porous media, this is exploited in obtaining information about the
pore structure (see Chapters 3.3, 3.5, 3.6 and 3.7). If such systems are to be imaged,
dedicated strategies need to be developed — see Chapters 2.3, 3.4 and 5.4 for a
discussion of this specific topic.

One further point needs to be mentioned when probing the feasibility of a
particular experiment. Apart from its dependence on temperature and concentra-
tion (for instance of ions, solutes, impurities, isotopes), relaxation times — in
particular the longitudinal relaxation time T; — depend on the field strength.
This can be understood from the concept that energy exchange is most efficient
if the timescale of molecular motion is equal to the Larmor frequency. Often,
molecular motion takes place over a wide range of frequencies, so that the func-

10 10
AR '.
Pl solutions I
= 1 0-‘ J salurated sand
- 10°
= E ee®
K - at®
10%; Pl melts = e T L L
.uu-"'" 5 2
10° 10° 10" 10° 10 10 10 100 10* 10 10" 10'
v [MHz] v [MHz]

Fig. 1.24 Two examples of frequency-depen-
dent relaxation times — Ty is plotted as a
function of the proton resonance frequency

(Courtesy of S. Kariyo, PhD thesis, RWTH
Aachen, 2005). Right: relaxation times of water
protons in a clean sand compared with a soil

v =m/2 7w, which was obtained from measure-
ments at different magnetic fields strengths.
Left: polyisoprene (Pl) melts and solutions of
the same samples at 19 wt-% concentration
in cyclohexane. Numbers indicate the average
molecular weight. The difference between the
melt and solution increases towards lower
magnetic fields strengths, the frequency de-
pendence is more pronounced for melts.

sample at different saturation levels. The relax-
ation time of the water protons is strongly
dependent on the composition of the solid
fraction of the sample, but also on the mag-
netic field strength. Vertical bars indicate, from
left to right: Earth’s magnetic field (about

2 kHz), typical field strength for well-logging
apparatus (about 1-3 MHz), typical laboratory
fields (several hundred MHz).
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tional relationship can be rather complicated. However, T; is almost always
decreasing with lower magnetic field strength. While for a simple liquid, this
decrease is not measurable with field strengths accessible by commercial spec-
trometers, in solids, T; can decrease by as much as proportional to the square of the
field strength. As a consequence, an experiment that is feasible at high fields might
be more difficult at low fields, or vice versa, the relaxation contrast can become
much more pronounced at low fields, which is one of the features that make
experiments at low magnetic fields attractive (see also Chapters 2.2 and 2.4). Figure
1.24 demonstrates that the difference in T; can indeed be dramatic — for polymer
melts, it is reduced from hundreds of milliseconds at high fields to a few milli-
seconds at low fields, where an imaging experiment would therefore require a
different strategy. Fluids in soil, which are often investigated at rather low fields,
also possess a frequency-dependent relaxation time, but the influence of the solid
material’s properties can be considerably larger.

One way of imposing T contrast to obtain Tj-weighted images is by setting the
repetition time of the sequence to an intermediate value between those of the
different components of the heterogeneous sample. Pixels representing short T;
material will appear with near full brightness, while those representing long T;
material will be largely saturated and will be darker. Alternatively, we can obtain a
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Fig. 1.25 (a) Chemical shift imaging (CSI)
sequence with slice selection along z, and phase
encoding along x and y spatial dimensions. The
NMR signal is acquired in the ab-sence of
gradients. The sequence prior to sig-nal acqui-
sition can be regarded as a filter deliv-ering
chemical shift spectra for each of the image

pixels. (b) Volume selective spectroscopy
(VOSY) sequence based on a stimulated echo
sequence using three selective pulses of arbi-
trary flip angle (013, 0y, 03). These soft pulses are
used for volume selection along x, y and z. The
echoes L1, V1 and V2 can be exploi-ted for
localized spectroscopy of the selected volume.
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toluene .

benzene
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Fig. 1.26 Imaging of '®Xe using (a) regular  and benzene. All tubes contained dissolved
imaging and (b) chemical shift selective hyperpolarized '®Xe in the solvent. Selective
imaging sequence along the cross section of  excitation chose only the desired image, as is
three NMR tubes containing toluene, water demonstrated for '?°Xe dissolved in water.

T)-weighted image by setting the echo-time of the pulse sequence to a value in the
middle of the range we are trying to discriminate (see for example Figure 5.1.1).
The repetition time would be set long to prevent saturation in any signals with long
T;. An example of such T, contrast imaging is shown in Figures 5.1.4 and 5.1.8.
Alternative possibilities of how to exploit the relaxation and viscosity or diffusivity
properties in a sample at the same time are presented in Chapters 2.7 and 4.7.
The most powerful and also unique “contrast” of NMR imaging, is its capability to
differentiate the chemical constitution of the material via the chemical shift dis-
persion of the NMR nuclei to be examined. The most prominent pulse sequence to
obtain an image where each pixel contains a full chemical shift spectrum is called
chemical shift imaging (CSI). Figure 1.25(a) illustrates a CSI imaging sequence in
which the three dimensions of spatial encoding are imposed before acquiring the
signal in the absence of a magnetic field gradient. Each NMR spectrum obtained
corresponds to a single point in k-space and delivers full chemical shift information
for each pixel in the image after Fourier transformation. CSI is the most informative,
but also the most time-consuming approach. Instead of acquiring the entire chem-
ical shift information as an extra dimension, one can reduce one dimension by
utilizing frequency selective 1f pulses, which only excite a narrow frequency band-
width of interest. Here the frequency selective pulse acts as a filter prior to the
imaging sequence and imposes a contrast to the image reflecting the chemical
composition of the sample. Figure 1.26 illustrates nicely the effect of chemical shift
selective imaging on three NMR sample tubes containing toluene, water and
benzene placed inside an NMR imaging probe. Hyperpolarized 2°Xe was inserted
into all three tubes and subsequently the 12Xe NMR imaging signal was obtained.
Note that 12°Xe has a large chemical shift range so that different solvents such as
toluene versus benzene lead to a 10 ppm shift, which makes chemical shift selective
imaging very easy. In (a), a regular spin warp imaging sequence was applied using
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full rf excitation and in (b), only the '%Xe dissolved in water was selectively irradiated
in order to obtain an image only from the water-containing part of the sample. See
Chapter 5.5 for further investigations using CSI.

Another approach to obtain spatially selective chemical shift information is,
instead of obtaining the entire image, to select only the voxel of interest of the
sample and record a spectrum. This method called VOlume Selective spectroscopY
(VOSY) is a 1D NMR method and is accordingly fast compared with a 3D sequence
such as the CSI method displayed in Figure 1.25(a). In Figure 1.25(b), a VOSY
sequence based on a stimulated echo sequence is displayed, where three slice
selective pulses excite coherences only inside the voxel of interest. The offset
frequency of the slice selective pulse defines the location of the voxel. Along the
receiver axis (rx) all echoes created by a stimulated echo sequence are displayed.
The echoes V2, V1, L2 and L3 can be utilized, where such multiple echoes can be
employed for signal accumulation.

Discussion about contrast in NMR imaging can be continued extensively. We
have merely mentioned the most basic contrast parameters for NMR imaging.
There are endless varieties of “filter” sequences that can be set prior to an imaging
sequence to specifically weight or select the NMR image according to the phys-
icochemical characteristic of the sample. Some examples such as contrast repre-
senting dipolar coupling of various strength, order and alignment, viscosity and
temperature can be created. However, here we will end our introduction in the
hope that we have provided some basic ideas and tools of NMR imaging. This
introduction reflects the way in which we started to understand the principle of
NMR imaging when we were students and newcomers to NMR imaging. In a way,
we are speaking out loud as if we are talking to a class. So, if a book could be written
as interactively as teaching can be performed in a class, we are sure that many
addenda, extensions, alterations and corrections would have been made to this
introduction because, as always, we are still learning.

Bibliography

Textbooks

P. T. Callaghan 1994, Principles of Nuclear
Magnetic Resonance Microscopy, Clarendon
Press, Oxford, 490 pp. Standard reference
textbook for imaging, some examples but
with a focus on theory.

E. Fukushima, S. B. W. Roeder 1986, Experi-
mental Pulse NMR — a Nuts and Bolts Ap-

proach, 10" edn, Perseus Publishing, Cam-

bridge, MA, 556 pp. Standard textbook on
basics of NMR, focus not on applications.
R. Kimmich 1997, NMR. Tomography, Diffus-
ometry, Relaxometry, Springer, Berlin, 510

pp. Standard textbook, theory and methods —

applications mostly as examples.

B. Bliimich 2000, NMR Imaging of Materials,
Clarendon Press, Oxford, 568 pp. Focus on
theory and basics, collection of specific ap-
plications in the sense of examples; some
flow topics covered.

D. W. McRobbie, E. A. Moore, M. ]. Graves,
M. R. Prince 2003, MRI — From Picture to
Proton, Cambridge University Press, Cam-
bridge, 359 pp. Excellent textbook aimed at
the medical user, but equally useful for be-
ginners and as a reference.

M. T. Vlaardingerbroek, J. A. Den Boer 1999,
Magnetic Resonance Imaging: Theory and
Practice, Springer, 481 pp. Very good textbook,
mostly techniques, medical applications.



V. Kuperman 2000, Magnetic Resonance Imag-
ing: Physical Principles and Applications,
Academic Press, New York, 182 pp. Text-
book — hardware and technique, some flow.
R. S. Macomber 1998, A Complete Introduction
to Modern NMR Spectroscopy, Wiley Inter-
science, New York, 382 pp. Standard text-
book mainly aimed at chemistry students.
H. Friebolin 2005, Basic One- and Two-Dimen-
sional NMR Spectroscopy, 4™ edn, Wiley-
VCH, 400 pp. Standard textbook for the
chemistry student, a good introduction and
overview.
. Bliimler, B. Bliimich, R. E. Botto, E. Fuku-
shima (eds.) 1998, Spatially Resolved Mag-

Bibliography

Publ., Butterworth-Heinemann, London,
234 pp. Specialized, aimed at petroleum in-
dustry, compares with other techniques.

Selected Review Articles
J. M. Pope, S. Yao 1993, (Quantitative NMR

L.

imaging of flow), Concepts Magn. Reson. 5,
281-302.

F. Gladden, P. Alexander 1996, (Applications
of nuclear magnetic resonance imaging in
process engineering), Meas. Sci. Technol. 7,
423-435.

. J. McDonald 1997, (Stray field magnetic

resonance imaging), Prog. Nucl. Magn. Re-
son. Spectrosc. 30, 69-99.

netic Resonance: Methods, Materials, Medicine, W.S. Price 1997, (Pulsed-field gradient nuclear

Biology, Rheology, Geology, Ecology, Hard-
ware, VCH, Weinheim, 774 pp. Collected
lectures from an MR imaging conference,
various fields, also contains chemical engi-
neering and transport.

. M. Haacke, R. W. Brown, M. R. Thompson,
R. Venkatesan 1999, Magnetic Resonance
Imaging: Physical Principles and Sequence
Design, Wiley & Sons, Chichester, 914 pp.
Extensive textbook with focus on funda-
mentals, not on applications.

. Kirger, D. M. Ruthven 1992, Diffusion in
Zeolites, Wiley & Sons, Chichester, 500 pp.
Contains some NMR experiments, but
mostly other techniques.

. Albert 2002, On-line LC-NMR and Related
Techniques, Wiley & Sons, Chichester, 306
pp. Specialized, contains NMR spectroscopy
but not imaging.

HalliburtonEnergyServices 2001, NMR Logging

Principles and Applications, Gulf Professional

magnetic resonance as a tool for studying
translational diffusion: Part 1. Basic theory),
Concepts Magn. Reson. 9, 299-336.

W. S. Price 1998, (Pulsed-field gradient nuclear

E.

S.

L.

magnetic resonance as a tool for studying
translational diffusion: Part 2. Experimental
aspects), Concepts Magn. Reson. 10, 197-237.
Fukushima 1999, (Nuclear magnetic reso-
nance as a tool to study flow), Annu. Rev.
Fluid Mech. 31, 95-123.

. T. Callaghan 1999, (Rheo-NMR: nuclear

magnetic resonance and the rheology of
complex fluids), Rep. Prog. Phys. 62, 599-670.
Stapf, S. Han, C. Heine, B. Bliimich 2002,
(Spatio-temporal correlations in transport
processes determined by multi-PFG experi-
ments), Concepts Magn. Reson. 14, 172-211.
F. Gladden 2003, (Recent advances in MRI
studies of chemical reactors: ultrafast imag-
ing of multiphase flows), Top. Catal. 24, 19—
28.

45






2
Hardware and Methods

2.1
Hardware, Software and Areas of Application of Non-medical MRI
D. Gross, K. Zick, T. Qerther, V. Lehmann, A. Pampel, and J. Goetz

2.1.1
Introduction

NMR microscopy has become a well-established method in many different areas of
research. The scope of the disciplines involved is extremely broad and is still
expanding, encompassing chemical, petrochemical, biological and medical re-
search, plant physiology, aerospace engineering, process engineering, industrial
food processing, materials and polymer sciences.

One reason for the wide applicability of this method is the commercial avail-
ability of NMR microscopy accessories, which can be connected to commercial
NMR spectrometers. In the early days of NMR microscopy, investigations had to be
carried out to establish what types of objects were suited to the new method. What
image quality could be achievable with different objects in terms of signal-to-noise
ratio (SNR), contrast and resolution was not always predictable. The situation was
easier for medical and pharmaceutical applications, because the NMR properties
(T and T, relaxation, diffusion) are always the same for the same types of tissue
(fat, muscle, organs, cartilage, etc.) from humans and other mammals. Developing
standard imaging methods for predictable contrasts by applying standard acquis-
ition parameters was straightforward, e.g., for the repetition (I'R) and echo times
(TE). Even today such parameters and typical methods for the materials under
study are not always clear from the outset, because the T; and T, relaxation times,
the diffusion constants and the susceptibility properties of static and mobile
composite materials are not usually known in advance.

The most difficult materials to study by NMR microscopy are those with short T,
or T,* relaxation times and/or with low concentrations of the nuclear spins, which
normally result in poor NMR signal intensities. One possibility for improving the
image quality is to adapt the shape and size of the rf coils to the size of the objects in
order to achieve the best possible filling factor and therefore the best sensitivity [1].
In addition, methods with short echo or detection times have been developed, such

47



48

2 Hardware and Methods

as backprojection reconstruction, strayfield imaging, constant time or single-point
imaging. The study of fast dynamic processes requires gradient systems for
switching the pulses with fast rise and fall times (20 to 100 us). Such gradient
systems are usually actively shielded to prevent eddy currents from the metal
constructions in the shim systems and in the magnets, which would cause addi-
tional delays. Last but not least, the gradient amplifiers have to deliver extremely
precise and stable pulses at a minimum noise and hum level. All of these require-
ments and properties, found by many research groups worldwide, have been taken
into account by the manufacturers so that most objects can now be investigated
with commercially available hardware and software, as described in the following
chapters. Nevertheless, dedicated hardware and software still play an important
role in new research and it is very useful to keep the hardware as modular and as
easy to modify as possible. A recent example is the implementation of RheoNMR
[2] to the existing NMR microscopy accessory. Other examples of applications and
of the outlook for the future will be shown in this chapter.

2.1.2
Hardware

NMR microscopy systems are built as add-ons to NMR spectrometers. The general
technology of an NMR spectrometer is not the subject of this chapter, only the parts
that are of particular importance in NMR microscopy applications, such as the
magnets, the shim systems, the gradient systems, the NMR microscopy probes and
the gradient amplifiers, will be described in some detail.

2.1.21
Magnets

The first MRI experiments used resistive magnets with coils usually built from
copper requiring a permanent power supply. With such magnets, only fairly low
fields can be achieved, mainly because the heat generated by the current in the
resistive coil limits the possible current strength. Nevertheless, such systems have
been built commercially for clinical MRI. For NMR microscopy so-called iron
magnets, resistive magnets with an iron yoke amplifying the magnetic field
through the ferromagnetic properties of the iron, were used initially. These
magnets have similar problems to the resistive type described above with respect
to heat, and they usually run with permanent water cooling. In addition, the
stability of the magnetic field is a problem in such systems. Usually the field is
regulated by means of a hall generator, but for high resolution NMR a deuterium
lock is needed in order to achieve sufficient field stability. Today these magnets are
mainly used in EPR, because EPR requires a wide range of magnetic field
strengths, which can easily be provided by the iron magnet.

Interest in permanent magnets is increasing in non-medical NMR imaging. One
reason is obviously the lower costs, permanent magnets do not need a power
supply or cryogenic liquids. Only the temperature has to be kept very stable,
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because the field strength is usually strongly temperature dependent. Another
interesting feature of such magnets is that they can be fairly compact and can
therefore be used in mobile systems. The well known example of a mobile MRI tool
based on permanent magnets is the NMR Mouse [3]. Permanent magnets are used
routinely in bench top NMR instruments.

Almost all high resolution (HR) spectroscopy and most MRI experiments use
super conducting magnets. In a super conducting magnet the resistive wires are
replaced by super conducting wires. These wires consist of thin filaments of a super
conducting material (for example, Nb, NbSn) embedded in a copper matrix. With
current technology the wires have to remain at a temperature of 4.2 K, in some cases
even lower, in order to keep them super conducting. On the other hand, the samples
should usually stay at ambient temperature inside the magnet. Therefore, super
conducting magnets are usually built in the shape of a torus or a double cylinder.

NMR magnets are usually in a so-called persistent state, i.e., the resistance is
almost zero. Such a magnet can stay on field for many years without being
recharged, even the field drift is often negligible, and is much more stable than
a magnet connected to a noisy power supply. Moreover, the law of conservation of
the magnetic flux in a super conducting coil, which is not fully applicable in a
type-2 super conductor, helps to keep the magnetic field constant. Only environ-
mental influences, such as vibrations, temperature instabilities in the dewar or
external magnetic fields, can disturb the stability of such a magnet. All these
disturbing effects can usually be kept orders of magnitude less than the intrinsic
instabilities of the other types of magnet.

While in iron magnets the magnetic field is mainly confined in the iron yoke and
therefore the stray field is very small, super conducting magnets have a large stray
field. This stray field leads to several safety problems in the surrounding environ-
ment of the magnet, i.e., bigger areas have to be restricted in access, computer
screens are affected, and so forth. This problem was first addressed for clinical
magnets using a so-called passive shield, an iron case made of tens of tons of iron.
Modern so-called actively shielded magnets (ultra shield) containing an additional
coil to reduce the stray field are now used. This technology has become more
efficient and even cheaper than the passive shielding. Therefore, in general, it is
now applied for all super conducting NMR magnets. Besides the reduction of the
stray field, the active shielding also reduces the sensitivity of the magnet to
magnetic fields in the environment.

Today all “standard” imaging applications use super conducting magnets, there-
fore from now on they will just be referred to as magnets. There are two major
types, the so-called vertical bore magnets mainly used in spectroscopy (Figure
2.1.1), and the so-called horizontal bore magnets used in medical and biological
imaging (Figure 2.1.2).

In general, vertical bore magnets are usually cheaper compared with horizontal
systems of the same field strength. Moreover, vertical bore magnets can provide
much higher magnetic fields, currently 21 T, 900 MHz with an open bore of
52 mm, compared with horizontal bore magnets, currently 11.7 T, 500 MHz
with an open bore of up to 300 mm. From the scientific point of view, the main
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ULTRASHIELD"
7O00WB PLUS

Fig. 2.1.1 Vertical wide bore magnet, 16.44 T,
700 MHz, 89-mm inner diameter (Bruker-
BioSpin AG, Fillanden, Switzerland).

difference between horizontal and vertical bore magnets is the direction of the
magnetic field versus the direction of gravity. In a vertical bore system the direction
of the magnetic field is parallel to the direction of gravity, in a horizontal bore it is
perpendicular. This can have direct effects on the experiment, for example when
looking at transport phenomena driven by the gravity field. Chemical reactions in a
reactor may depend on the transport effect, which is driven by gravity.

In general, the optimal choice of the type of magnet depends on the application,
for many different reasons. For example, in medicine, even knowing nothing about
physiology, it seems clear that a patient should be lying down. Looking at the brain
activity of monkeys, it appears favorable to have the monkey sitting in the magnet,
hence a vertical magnet is required (Max-Planck-Institute for Biological Cyber-
netics, Titbingen, Germany). Another example in biology is the growing of plants,
such as entire trees, which will only work properly in a vertical system (Landbow
University, Department of Molecular Physics, Wageningen, The Netherlands).

Outside of biology and medicine similar arguments hold. A simulation reactor
investigated by MRI must reproduce the physical properties of the original reactor,
in particular the direction of the Earth’s gravity relative to the direction of flow in
the reactor can be very important. If the original reactor is a vertical cylinder, the
simulation must be similarly orientated, then a vertical bore system is required.
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Fig. 2.1.2 A 7-T and 300-MHz horizontal bore
magnet with inner bore diameter of 160 mm
(Bruker-BioSpin GmbH, Rheinstetten, Ger-
many).

2.1.2.2  Shim Systems

One of the most important features of NMR magnets, besides the stability of the
magnetic field, is it's homogeneity. State-of-the-art spectroscopy systems reach a
field homogeneity of 1071 in the volume of interest, imaging systems require, at
least for localized spectroscopy applications, a homogeneity of 10-8. This homo-
geneity is not only a feature of the magnet, but it includes the field disturbances
introduced by the magnetic susceptibility of the various components inside the
magnet bore. In order to fulfill these requirements a couple of different measures
have to be taken.

Firstly, the magnet itself must be sufficiently homogeneous, which is basically
provided by the coil design, the precision of the manufacturing and the quality of
the materials used. After a magnet is built it is tested and optimized. This can be
done by means of the so-called cryogenic shims, i.e., additional gradient coils built
in the magnet dewar used to correct for field inhomogeneity. These coils are
usually charged after the magnet has been brought to field and will stay at the
same current for the lifetime of the magnet. Another technique is the so-called iron
shim, where pieces of iron are fixed around or inside the magnet bore to correct for
inhomogeneity by introducing additional field gradients. Secondly, a device is
needed in order to correct for variable inhomogeneity introduced by exchangeable
rf coils, gradient systems and mostly by the sample itself. This is usually achieved
by a so-called room temperature shim system, a set of resistive gradient coils built
into the room temperature bore of the magnet. Being resistive coils, these shim
coils are permanently driven by high stability power supplies. As the current
requirements of such shim coils are much smaller than that of the main coil (a
couple of hundred milliamps, compared with several hundred amps), a much
higher stability can be achieved here.

A set of shim coils usually represents the field expansion according to spherical
harmonics. Depending on the required accuracy, more or fewer orders of the
expansion are used. Clinical imaging systems usually use only the first order
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shims x, y and z, and the second order in the z direction, known as z?. High
resolution systems use up to six orders in the z direction. Traditionally each shim
function was built as a separate coil, nowadays so-called matrix shim systems are
used. In a matrix system, a shim gradient is produced by a combination of currents
in different coils. This technique simplifies the manufacturing of the shim set, but
it requires a higher precision of the currents. Therefore, combined systems are
often used, where the most critical shims are still built conventionally.

2.1.2.3 Gradient Systems

In contrast to the shim gradient system used to homogenize the magnetic field, in
MRI the term gradient system typically implies a set of gradients used to create an
inhomogeneous magnetic field in a well defined manner. In some cases, partic-
ularly in horizontal bore systems, both functions (shim and imaging gradients) use
the same physical gradient coil set. In NMR microscopy systems, a universal shim
system, also used for spectroscopy, is usually used together with a separate,
dedicated imaging gradient system. The major difference between a shim and
an imaging gradient coil is the fact that the imaging coil must be fast switchable,
while the shim coil is typically driven by a constant current.

The majority of all imaging systems use the so-called linear gradients, where
only the first order of the expansion of the field is used. The gradients (G, = 8B,/x,
Gy =9B,/dy, G, =93B,/dz) should be constant over the field of view; this is known as
gradient linearity.

X X

Fig. 2.1.3 A pair of saddle coils creates an x or arrows indicate the magnetic field created by
y gradient (left), a pair of Maxwell coils creates one current element. The magnetic field of
a z gradient (right). The arrows on the coils  interest consists of the superposition of all z
indicate the current direction, the circles with components of these field elements.
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In super conducting magnets having a cylindrical bore in the z direction, the
same basic coil designs are always used. In the z direction a so-called Maxwell Pair,
a pair of turns with opposite current, saddle coils in the x and y directions, are used
(Figure 2.1.3). The saddle coil design makes use of the fact that in the very high
field in the z direction only derivatives of the z component need to be considered,
all other components are negligible.

The basic designs for the gradient coils have been optimized over the years, and
today so-called streamline designs are used. Current distributions are calculated
numerically in order to optimize various parameters: the gradient strength, the
gradient linearity, the active volume, the inductivity and the electrical resistance.
These parameters often contradict each other, for example a high gradient strength
(which is required) leads to a large inductance and a high resistance (not required).
Hence, a compromise for the particular application of the gradient system has to be
found. In addition, the calculated current distribution has to be in a shape that can
be produced without too much effort. This leads to geometrical restrictions, and the
current distribution is normally confined to the surface of a cylinder. The calcu-
lated current distribution is usually not achieved by winding wires round to give the
coil, moreover the construction starts with a solid copper tube, where the structure
is realized by cutting the copper out and filling the gaps with epoxy. Such a
technology has two major advantages, the “thickness of the wire” can be varied
along the coil, and the electrical resistance is lower because the amount of
conductive material is bigger.

When the current is switched rapidly in a conventional gradient system, the time
variable stray field of the gradient coil induces eddy currents in the metal compo-
nents of the magnet dewar. In particular, metal at very low temperatures allows for
very long decays of these currents on a time scale of milliseconds to seconds,
because of the low resistance. These eddy currents create slowly decaying gradients
opposite to the inducing gradient, which mainly increases the effective gradient
switching times. The eddy current effects are usually compensated for by means of
the so-called pre-emphasis, a method where the gradient pulse shapes are modified
in order to compensate for eddy current effects. The pre-emphasis has to take
account of the several different time constants of the various components, allowing
for eddy currents. These time constants can be fairly long, even longer than the
repetition time of the experiments, which makes the compensation very difficult.

A major breakthrough in gradient technology was therefore the development of
actively shielded gradients. In an actively shielded gradient system the stray field
outside is compensated for, in a manner similar to the magnet stray field in actively
shielded magnets, by a second outer coil. The pre-emphasis only has to take account
of the eddy currents generated inside the gradient coil, for example on the rf coil. The
outer coil is electrically in series with the gradient coil and can therefore produce the
same quality of compensation for each gradient strength. In the so-called streamline
design (Figure 2.1.4), the gradient coil and the compensation coil can usually be
calculated as a package [4-6]. Depending on the geometry the shield coil will reduce
the effective gradient inside, so another compromise has to be found. In practice the
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Fig. 2.1.4 Streamlined x or y gradients.

shield coil must have a significantly larger diameter than the gradient coil, the
smaller this ratio the less effective the gradient system will be.

Another major achievement in gradient technology was the introduction of water
cooling. Owing to the much better heat transport capabilities of water compared
with air, the cooling could be improved significantly and therefore the possible
duty cycles could be increased. Modern gradient systems require water cooling by
design.

2.1.2.4 Rf Coils/Probes
In all NMR fields the sensitivity of the rf coils is a major issue, in NMR microscopy
this is usually even more so than in clinical MRI, because the signal-creating
volume scales with the third power of the geometrical dimension. In clinical
systems the image resolution is in the range of millimeters, while in NMR micro-
scopy resolutions down to less than 10 yum per pixel are sometimes required. Being
a non-destructive method, the sample size is usually given and in order to achieve
the optimal sensitivity the size of the rf coil must be adapted to the sample.
Therefore a large range of different coil dimension for various applications, from
micro coils (below 1-mm diameter) up to whole body coils for horses are in use.
Depending on the dimensions, different coil designs are used.

Solenoid coils are the most efficient, the magnetic field strength in the coil for a
given current and, as a result, the generated voltage of a given induction is about
double compared with other designs. The disadvantage is that a solenoid must be
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oriented perpendicular to the main magnetic field, which is perpendicular to the
bore of the magnet. This makes the access difficult, or even impossible, for bigger
objects. Therefore, solenoid coils are typically used for small objects, up to 5-mm
diameter. Another disadvantage of solenoid coils is the fact that the magnetic
susceptibility of the wire cannot be neglected. Thus using susceptibility compen-
sated wire for the coils, as in high resolution probes, improves the situation
drastically. For medium sizes, 5 to 10 mm, the traditional saddle coils used in
high resolution NMR have proved to be very good. Using modern susceptibility
compensated wire they provide both high magnetic field homogeneity and good rf
homogeneity. For larger diameters, saddle coils show characteristic artifacts in the
images, therefore other designs have to be used. For coil diameters larger than
10 mm, initially the so-called Alderman Grant resonators, were used. They show a
very good homogeneity provided electrically inactive samples are loaded. Electri-
cally active samples, such as water, destroy the homogeneity of such resonators
particularly at high fields. Finally, this coil design does not improve the image
quality compared with saddle coils. Today so-called birdcage resonators are used
virtually everywhere for diameters larger than 10 mm, at least at high frequencies.
Originally birdcage resonators had 8 or 12 rungs. At higher fields it turns out that
more rungs are required to provide good rf homogeneity. In principle the same
approach as that used for the gradients is used, an optimal rf current distribution,
usually on the surface of a cylinder, for a given volume is calculated numerically.

2.1.2.5 Hardware Set-up
The whole NMR imaging sensor system usually consists of a magnet, a shim
system mounted inside the room-temperature bore of the magnet, a gradient
system mounted inside the shim system and the rf coil mounted inside the gradient
system. In the case of a saddle coil or a birdcage resonator, open access can be
realized from the bottom to the top of the entire system with the coil diameter.
As already mentioned, the variation of even one geometrical parameter can
change the performance or the possible applications of the whole system drasti-
cally. Two short examples are given below, when considering a wide bore (wb)
magnet with an inner diameter of 89 mm equipped with a room-temperature shim
system with an inner diameter of 72 mm. (a) For a maximum sample diameter of
30 mm the outer coil diameter can be limited to 40 mm. This outer coil diameter
allows for an inner gradient system diameter of 40 mm. Taking into account the
maximum possible outer diameter for the gradient system of 72 mm, one can
reach a gradient strength of typically 1.5 T m~! (Gradient System Micro2.5, Bruker-
BioSpin GmbH, Rheinstetten, Germany). (b) For a maximum sample diameter of
38 mm the outer diameter of the rf coil can be limited to 57 mm. Building a
gradient system of an inner diameter of 57 mm with an outer diameter of 72 mm, a
maximum gradient strength of 300 mT m™' can be reached (Gradient System
Mini0.5, Bruker-BioSpin GmbH, Rheinstetten, Germany). The gradient strength
in this case is smaller because of the larger inner diameter, and the less than
optimal ratio between the inner and outer diameter of the gradient system.
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2.1.2.6  Gradient Pulse Generation

Imaging experiments require the generation of a fully flexible gradient amplitude.
Amplitude variations of any shape within the physical limits of the gradient
hardware must be possible. Imaging methods often do not have long relaxation
delays and may consist of many changing gradient shapes and switching events.
Therefore, the gradient amplitudes cannot be preloaded to a memory, but must be
calculated on the fly.

Gradient generation and amplification systems are generally particularly sensi-
tive to low frequency noise and power supply hum. Other than in hifi systems they
have to support frequencies down to zero hertz. As each analog amplification stage
introduces noise one has to switch from digital to analog signals as late as possible.
Analog voltage connections between the various hardware units with different
power supplies introduce hum, because they reference to different ground levels.
Currents flow between these ground levels and modify the transferred signal
accordingly. In order to optimize the situation, the digital to analog (D/A) converter
has been built into modern power amplifier housings to keep the ground levels as
close as possible.

The final stage of the gradient generation must of course be the analog signals.
For many reasons, mainly to avoid changes of the current due to temperature
dependent changes of the resistance of the gradient system, the final stage must be
a current controlled amplifier. Current regulated amplifiers are by design subject
to oscillation problems, therefore a great deal of effort must be made to match the
amplifier to the impedance of the gradient system. There are two principal
technologies, so-called linear power supplies and switching power supplies. Linear
power supplies usually provide better stability and less noise, but owing to the
transistor technology they are limited to about 120 V. For higher voltages, switch-
ing amplifiers are the usual choice, but they can not be used at present for high
gradient diffusion systems.

The linearity, the pulse reproducibility and the stability of the complete system
must be in the range of a few parts per million, otherwise image distortions or the
wrong results in the diffusion experiments would be created.

213
Software

Modern NMR software covers all facets of MR applications and assists the labo-
ratory staff and the research groups not only in the standard procedures of scan
preparation, data acquisition, reconstruction and analysis, but also offers an
appropriate development environment for user defined measurement methods
and data analysis algorithms and provides easy-to-use tools for data management,
documentation, export and archiving. The software allows the user to run complex
NMR machines in a routine manner and to integrate the spectrometer into the
laboratory infrastructure [7].

Modern NMR software packages were developed more than 10 years ago. Since
then, the programs have experienced numerous extensions, modifications and
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migrations into different computer platforms. Initially, the software had to run on
dedicated systems or high performance workstations, whereas today the software
mainly runs on personal computers, as a result of their steep rise in performance at
reasonable prices. Such software is capable of handling a wide variety of applica-
tions, ranging from spectroscopy, NMR microscopy applications, small animal
biological applications up to whole body applications in clinical systems.

2.1.3.1  User Community

The NMR user community is divided into two different groups, the routine and the
research users. The routine users typically run predefined protocols with stand-
ardized parameter sets, requiring maximum sample throughput and the most
efficient usage of the system’s resources. To support these needs, modern NMR
software offers parameter sets, which can be adapted for dedicated applications and
then run in a well proven measurement workflow with just a few user interven-
tions. Icon-based workflow support simplifies the user’s view of the instrument,
hiding its complexity, and highly versatile interactive graphic toolboxes offer all of
the functionalities needed for convenient and precise geometric definitions, a
decisive prerequisite for efficient set-up and scanning of the results. Scripts allow
command sequences to be executed easily, typically empowered with flow control
logic. Thus, the user can include data acquisition, reconstruction, analysis and data
management tasks in fully or partially automated procedures, which can contain
interactive stops to allow user decisions.

Research users need full access to the functional elements of the spectrometer
system and require the most efficient and flexible tools for MR sequence and
application development. If the measurement methods delivered with the software
do not adequately address the specific investigational requirements of a research
team, modern NMR software is an open architecture for implementing new and
more sophisticated functionality, with full direct access to all hardware controlling
parameters. After evaluation, the new functionality can be developed with the help
of toolbox functions that allow rapid prototyping and final builds, to enable the new
sequence to be executed by non-experienced personnel and then used in routine
applications. These toolboxes provide application oriented definitions and connect
to standard mechanisms and routine interfaces, such as the geometry editor,
configuration parameters or spectrometer adjustments.

2.1.3.2  Acquisition Software

The acquisition software sets up the right hardware parameters to begin an
acquisition and controls the data flow during the acquisition. It can be controlled
in two different ways, the routine way and the research based way with full access
to all hardware based parameters. The routine way of starting an experiment
requires the existence of a high level method, which is mainly a software module
that translates high level, easily understandable parameters into low level, machine
readable parameters.
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2.1.3.3  Methods, Scripts and Automation Processes

Methods and scripts are software resources that help the operator to set up complex
investigations without concentrating on the basic requirements. Furthermore,
these software modules can handle the interaction between various parts of the
NMR software package, to support the geometry editor, auto adjustments, routine
parameter handling or pulse handling program.

Scripts are often fairly simple software components that can be generated very
quickly to execute recurring operations or collect multiple operations into a large
block for efficient usage. Scripts can be simple shell scripts with no graphical
output capability, but the use of extended graphical toolbox scripts provides a
simple way of implementing software features with easy user interaction.

Methods, on the other hand, are more complex pieces of software. They are
written in a highly sophisticated programming language and are the connective
link between the operator and the complex base level parameter system. One main
advantage of the method programming is the possibility of using predefined
toolbox functions for the common pulse program features. Additionally, the pro-
grammer can include all the experimental knowledge in the method and allow all
users to profit from this experience without specific know how of all method and
machine details. The possibility of a method of storing the high level parameters in
protocols and loading them again in a very defined style enables the NMR software
to run experiments in an automated way.

The automations are often controlled by scripts that define the protocols, the
methods, the timing of an automation and the interaction of the methods and
automation or geometry settings. The easy way to expand scripts with user function-
ality enables the research user to implement special functionality to support non-
standard hardware and create complex laboratory-built automation scenarios.

2.1.3.4  Relaxation and Density Analysis
The measurement of relaxation times (spin-lattice relaxation time T; and spin—
spin relaxation time T;) and proton density is important for characterizing material
properties. Quantitative knowledge of T; and T, relaxation times is a prerequisite
for optimizing contrast in imaging and spectroscopic methods. Both parameters
are dependent on the magnetic field strength, where the proton density is a sample
specific parameter. T) measurements are often carried out using inversion recovery
methods, T, measurements are mainly acquired by Carr—Purcell-Meiboom-Gill
(CPMG) whereas spin density images can be obtained in many different ways.
To generate relaxation dependent parameter maps, a series in time of NMR
images at the same position in the sample needs to be acquired. The pixel intensity
in images acquired at different points in time varies, depending on the change of
the spin states in the pixel considered, usually following exponential functions. The
task of the post-processing software is to calculate parameter maps by fitting
exponential functions for each individual pixel and representing the resulting
values in parameter images as pixel intensities, whereas the exponential decay
represents the relaxation time and the intensity at ¢ = 0, the spin density. Modern
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software can be configured to run such post-processing calculations fully automati-
cally and instantly display the results. Thus, the acquired images do not have to be
displayed to the operator, but the desired parameter maps are produced without
having to perform all of the time consuming routine post-processing steps.

2.1.3.5 Diffusion Analysis

Diffusion is the process by which molecules are transported as result of Brownian
motion. The mean square of the distance covered by a diffusing molecule is
proportional to the time and the diffusion coefficient of the investigated medium
(Fick’s first law). Magnetic resonance imaging makes use of magnetic field
gradients to phase encode the spin system in order to detect phase shifts caused
by motion. For coherent motion in the presence of a gradient pulse there is a phase
shift of the received signal. For incoherent motion, the diffusion process, there is
an amplitude reduction due to phase dispersion [8-10]. Consequently, image areas
of reduced or restricted diffusion show relative signal hyper-intensity.

Diffusion weighted imaging (DWI) is the only non-invasive and non-contami-
nating method capable of self-diffusion imaging and quantification. DWI provides
images with contrast enhancement between areas with low and high diffusion
rates. The diffusion constant can be measured by acquiring a series of diffusion
weighted images, each with a different level of diffusion labeling. Furthermore,
from the same image series a diffusion parameter map can be calculated by fitting
an exponential function to every single pixel along the diffusion dimension.

A specialty of diffusion weighted imaging is the diffusion tensor imaging (DTI).
The prerequisite for diffusion tensor analysis is a set of diffusion images in
numerous independent directions. In the analysis, diffusion tensor maps can be
calculated and visualized using pseudo color or vector diagrams. Maps of special
classification numbers can be calculated by post-processing software to enable
diffusivity, anisotropy, apparent diffusion coefficient and eigenvector analysis.

DTI has already been demonstrated to be effective in analyzing the internal
microstructure of different tissues. For instance, orientation of nerve fiber bundles
in the white matter of the brain or hollow fiber orientations in material science can
be visualized using DTI [11].

2.1.3.6  Velocity Maps, Rheology Analysis

Velocity maps of simple or complex liquids, emulsions, suspensions and other
mixtures in various geometries provide valuable information about macroscopic
and molecular properties of materials in motion. Two- and three-dimensional spin
echo velocity imaging methods are used, where one or two dimensions contain
spatial information and the remaining dimension or the image intensity contains
the information of the displacement of the spins during an observation time. This
information is used to calculate the velocity vectors and the dispersion at each
position in the spatially resolved dimensions with the help of post-processing
software. The range of observable velocities depends mainly on the time the spins
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stay in the rf coil, the T, relaxation time and the available gradient strength. From
these velocity maps additional information of the investigated systems, such as
shear rate or time dependent strain maps, can be obtained, which is used widely in
NMR rheology applications to determine fluid properties. Typically, the results are
displayed in pseudo color images, where the parameter intensities are color coded,
or in vector diagrams, with the orientation of the flow represented by the direction
of the vector and the velocity by its length.

2.1.3.7 Data Formats

Modern NMR software is capable of exporting a large variety of data formats to
support external post-processing and third party software. The most basic format is
the raw format, where the data are exported in integer or float format without any
additional information about the image properties. This format allows the research
developer to use the NMR data very easily for further investigations and calcula-
tions in post-processing software without hesitating over the right format or
reordering of the data values. The disadvantage of the raw format is that informa-
tion in addition to the data file is necessary to inform about size, orientation, field
of view and so on. For long-term studies it is often necessary to combine data that
have been acquired over a long period of time, with the help of external programs.
Thus, the data export into well-defined, world-wide accepted software formats is a
very important feature of modern NMR software. In a very general way, these
exports support formats such as the well-known image formats bitmap and jpeg, or
spreadsheet formats to support, for example, Microsoft Excel or Microsoft Word.
The world standard for NMR imaging data and transfer is currently designated as
Digital Imaging and Communications in Medicine (DICOM). It embodies a
number of major enhancements to previous versions of the American College of
Radiology and National Electrical Manufacturers Association (ACR-NEMA) stand-
ard, which was defined in the 1970 s [12]. DICOM specifies a hardware interface, a
minimum set of software commands and a consistent set of data formats. The
DICOM standard is an evolving, manufacturer independent, standard and it is
maintained in accordance with the procedures of the DICOM Standards Commit-
tee. The current definition of the DICOM standard is described in “Digital Imaging
and Communications in Medicine, National Electrical Manufacturers Association,
2001, Part 1,3,4”. In addition to DICOM, the manufacturer independent standard
for imaging, JCAMP-DX [13] is the standard for NMR spectroscopy. It is an
evolving, open-ended, machine-independent, self-documenting file format for
exchanging and archiving spectroscopic data. The name JCAMP-DX is used to
describe data files that are compliant with the form and style described in the
relevant protocols.

2.1.3.8  Regions of Interest, Statistics
A basic method of image analysis is the use of regions of interest (ROI). These ROI
can have very simple shapes such as circles or rectangles, but can also have very
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complex outlines, which are defined by irregular shapes. The outlines for ROIs
with irregular shapes can be defined manually by selecting the desired outline, or
by more complex automatic and semi-automatic algorithms, such as region grow-
ing. In the ROIs, the mean value of the intensities, standard deviations, histo-
grams, areas and volumes can be calculated for use in further analysis steps.

2.1.3.9 Image Algebra

Image algebra is an easy way to apply simple mathematical operations to images.
These operations can be calculations with any constants or other images from a
measurement series. Typical applications for this easy but important feature are
difference images, increase of signal-to-noise by summing up echo images, user
defined image scaling or detection of local contrast changes by quotient calculation.

2.1.3.10 3D Visualization

A three-dimensional (3D) dataset can be obtained by acquisition of concatenated
two-dimensional (2D) data sets or real 3D imaging methods. Post processing
offers the possibility of investigating such data sets in different ways, depending
on the desired information. One can select between different types of 3D visual-
izations. These types can be multi-planar formatting, surface rendering, volume
rendering, maximum intensity projection, vector displays, movies, or pseudo color
visualizations. Multi-planar formatting allows the data to be rotated and shifted in
any direction and stores an aligned data set in new data sets. Consequently, any
data set can be aligned to a sample specific coordinate system without having to
consider the right positioning of the sample during the experiment, which is a big
time benefit in the sample preparation period. All calculations are carried out by
fairly simple matrix manipulations, followed by data interpolation to the new pixel
grid.

In comparison with the multi-planar formatting, surface rendering is a 2D
projection feature, which reconstructs a surface of any selected object for surface
structure investigations or volume determinations. It is an indirect method of
obtaining an image from a volume dataset. The surfaces are produced by mapping
data values onto a set of geometric primitives in a process known as “iso surfacing”.
Typical NMR images are not binary images but have a wide range of intensities.
Owing to partial volume effects and limited resolution the exact detection of a
surface is often very difficult. Dedicated algorithms such as region growing or
marching volumes are applied for an optimum surface detection to support the
surface detection process. After this process, the surface can be reconstructed by
rendering the data sampled onto a regular, 3D grid to create a smooth, even
contoured surface. This final surface is a 3D object, which can be rotated along
any axis and by using shading techniques, a 3D impression in a 2D projection is
generated.

Volume rendering is a technique for displaying a sampled 3D scalar field
directly, without first fitting geometric primitives to the samples. It is a recon-
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struction of a continuous function from this discrete data set, and projection of it
onto the 2D viewing plane from the desired point of view. Iso-surfaces can be
shown by mapping the corresponding data values almost to opaque values and the
rest to transparent values. The appearance of surfaces can be improved by using
shading techniques. These interiors appear as clouds with varying density and
color. A big advantage of volume rendering is that the interior information is not
discarded, so that it enables the 3D data set to be looked at as a whole. Disadvan-
tages are the difficult interpretation of the cloudy interiors and the long time,
compared with surface rendering, required to perform the volume rendering.
Maximum intensity projection is a 3D rendering technique that is extremely
effective for the visualization of 3D angiographic image data. It is a technique used
to produce 2D images of 3D data from different viewpoints, using advanced
methods such as illumination, shading and color, by integrating the 3D data along
the line of sight. Calculated data sets can be presented as 2D projections from any
viewpoint, so moving images from different rotations angles can be recorded.

2.1.3.11  External Programs

In addition to the system controlling and data processing NMR software, a huge

variety of third party software is available for any type of NMR imaging analysis

and visualization. The following list is a selection of some of the commercially
available software and software that is free, which can import NMR data in
different formats.

+ IDL - software for data analysis, visualization and cross-platform application
development (http://www.rsinc.com/)

+ PV Wave — development solutions that allow users to import, manipulate,
analyze and visualize data rapidly (http://www.vni.com/)

+ Image] — this is a public domain Java image processing program inspired by
NIH Image that can be extended by plugins (http://rsb.info.nih.gov/ij/)

+ 3D Doctor — advanced 3D modeling, image processing and measurement soft-
ware (http://www.ablesw.com)

+ Matlab — high-level technical computing language and interactive environment
for algorithm development, data visualization, data analysis and numerical
computation (http://www.mathworks.com/)

+ Scilab - scientific software package for numerical computations (Freeware)
http://www.scilab.org

+ MAWI - software tool for 3D image processing developed especially for the
analysis of images of microstructures (http://www.itwm.fraunhofer.de/mab/
projects/MAVI)

+ AVS - Advanced Visual Systems interactive data visualization software (http://
WWW.avs.com)

+ Amira— Advanced 3D Visualization and Volume Modeling (http://amira.zib.de/).
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2.1.4
Areas of Application

The types of objects and the corresponding areas of research where NMR micro-

scopy is involved are manifold [14]:

+ hard materials such as rocks, oil cores, timber, polymers, composite materials [15]

« plant materials, including living plants, seeds, leaves, roots, berries and flowers

« initial, intermediate and final food products [15]

« animal tissue samples such as excised perfused organs (kidney, heart), eyes,
embryos

+ living animals such as mice, rats, fish and insects.

Results are published in various scientific journals, not always in the typical NMR
journals. An efficient overview of the existing areas of application is given at the
ICMRM (International Conference for Magnetic Resonance Microscopy), where
contributions from all of these areas are usually presented. Figure 2.1.5 represents
all oral and poster presentations at the ICMRM 2003 at Snowbird, UT, USA [16],
sorted according to the major topics or keywords of the individual contributions.
The assignments into the various categories cannot always be made definitively,
because sometimes there are overlapping criteria, e.g., in cases of flow investiga-
tions in porous media.

FluxGates/Squids/Hall ICMRM Snowbird, Utah 2003
3% 165 contributions
TheorylMethods

11%

Resolution
1%

Probes
5%

NMR Mouse

Porous Systems
12%

11 % with 129Xe,
Fiow 3He, C2F6, SF6

3% 15%
Low Field Imagers
5%
Rheo NMR
2%
Polymers/Gels
Plants 8%
5%
Other Materials
Cell Cultures 1%
3%

Food
Tissue/Organs 1%

12%

Fig. 2.1.5 Oral presentations and posters contributions of the
ICMRM 2003, sorted according to the major topics.

13%
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Some topics and the number of contributions per selected category vary from
conference to conference as a result of changes in the major areas of research and
by the number of conference participants per research area. Other conferences take
place covering specialized topics where NMR microscopy plays an important role,
e.g., the “International Conference on Magnetic Resonance in Porous Media”, the
“International Society for Magnetic Resonance in Medicine” or the “International
Conference on Application of Magnetic Resonance in Food Science”.

NMR microscopy is ultimately an innovative method of research and it is not
surprising that most of the commercially installed systems, approximately 80%,
are installed in public scientific research centers, where new applications are
continuously being developed. The method is not particularly widely distributed
in industry, where standardized methods are more often used. However, NMR
microscopy is mainly used in the pharmaceutical industry for the development of
new drugs, in the food industry for the development of new types of food, in the
chemical industry for creating and characterizing new materials and in the poly-
mer industry, e.g., for creating new mixtures for tires.

Many investigations are made using the commercially available “standard” NMR
microscopy hardware and software, although in some cases this hardware is modi-
fied in order to fulfill specific requirements and to expand the number of possible
applications. Such modifications and expansions then become part of new com-
mercially available hardware and software if they are useful for a larger number of
users, as was the case recently with the development of the Rheo-NMR [17].

Some applications are shown in the following sections, where the standard
hardware, software and methods have been partially modified or connected to
special experimental constructions. In the past, other applications have been
performed by specific groups, who built their own dedicated 1f probes and/or
gradient systems. These originally specialized products have now found their way
into the commercially available NMR microscopy products of today [18, 19].

2.1.4.1  Polymers at High Temperatures
The properties of polymers such as hardness, stability, elasticity and ageing are
caused by the composition, the cross-link density and by the mobility of the
molecular groups or molecular chains. The mobility is linked directly to the applied
temperature. Higher mobility at higher temperature results in longer T, relaxation
times and, as a consequence, in an increase in the signal-to-noise ratio in the NMR
images [20]. Therefore, the probes used in NMR microscopy studies should cover a
wide temperature range. However, the typical imaging probes used usually cover
a temperature range between — 20 and + 80 °C. This range can be extended from
—100 to + 200 °C with dedicated rf inserts or dedicated probes (Figure 2.1.6). At the
same time it is also important to keep the water-cooled gradient systems at room
temperature.

The performance of such a probe can be demonstrated for polymer studies by
heating a phantom sample up to 460 °C. The sample was made from a PTFE plug,
two pieces of a PVC hose and a silicon rubber hose. The deformation and the
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Fig. 2.1.6 Unassembled
NMR microscopy probe
with dedicated 15 mm
resonator for expanded
temperature ranges be-
tween —100 and +200 °C
(probe base, glass dewar,
rf resonator, temperature
sensor and fixation
parts).

decomposition were shown using a 3D spin-echo imaging method. The results are
shown in Figure 2.1.7. No image intensity was visible at room temperature. The
PVC and the silicon rubber material became visible at temperatures higher than
350 K, and the polyethylene material at 415 K, caused by the higher mobility of the
molecules with increasing temperature. The decomposition of the individual parts
of the sample started at approximately 440 K. Gas bubbles and voids became visible
first in the silicon rubber, then in the PVC and the PTFE material.

Fig. 2.1.7 Effect of high temperatures on a heating (right). The NMR images (middle) are

composite polymer phantom made from a taken as 2D cross sections from 3D data sets
polyethylene plug (white), a PVC hose (trans-  through the phantom at 353, 390, 415, 440, 440,
parent) and a silicon rubber hose (yellow) 460, 460 and 350 K over a time period of

shown at room temperature (left) and after approximately 80 min for the complete process.

2.1.42  Processing of Bread in Food Research

NMR microscopy is used in the food industry to study the properties and quality of
the starting materials, changes to the properties during the production, mixing/
stirring, fermentation, cooking processes and the properties of the final food
products, e.g., the moisture distributions can be monitored [21]. Dynamic proc-
esses such as re-hydration, drying, freezing, melting, crystallization and gelation
have been investigated [14].
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Using the following example of bread from the fermentation of the dough to the
bread during and after baking, some of the aspects mentioned above can be
demonstrated. An important parameter for the characterization of the fermenta-
tion process is the porosity and the mass density of the fresh bread yeast dough
[22]. PTFE tubes with an inner diameter of 15 mm were filled with various types of
dough. The fermentation was observed for 20 h. Figure 2.1.8 (left) shows four
images of the interior of the yeast dough after different fermentation times. The
evolution of the decreasing average mass density during the fermentation depends
on the composition of the dough and the fermentation temperature (Fig. 2.1.8,
right). There are phases of decreasing and again increasing mass density, which is
combined with a different structure of the final baked bread.

The baking process of dough can be observed directly in an NMR microscopy
probe at temperatures up to 473 K [23]. Figure 2.1.9 shows two dough samples
baked at 423 and 438 K. The thickness of the crust and the frequency distribution
of the pore diameter differ significantly. Histograms of the signal intensity were
derived as a measure of the homogeneity of the product quality after baking. The
frequency distribution of the signal intensity is clearly correlated with the baking
temperature.

2.1.4.3 Flow in Complex Systems

NMR microscopy is appropriate to study the flow behavior of complex materials,
the flow in complex geometric structures and processes such as extrusion, injection
moulding, flow in nozzles, pipes, etc., because the velocity vectors can be directly

Fig. 2.1.8 2D slices from a series of 3D data to the density of the dough and contain

sets, acquired every 30 min (left). The average information about the change in porosity
signal intensities from a region of interest from during the process. [400 MHz, 9.4 T, 3D spin
the center area of all 3D data sets were echo 128 x 128 x 128 pixels, FOV (field of view)
determined and are shown for the various 20 x 20 x 20 mm, resolution 156 mm, total
times (right). The intensities are proportional time 27 min per 3D data set, 40 data sets].
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Fig. 2.1.9 MRI (400 MHz, 9.4 T) of the cake  time 11 h, spatial resolution 140.6 um]. Baking
dough (12.5-mm outer diameter) after baking, temperature and time: 423 K, 46 min (left),
measured at room temperature. [3D spin echo 438 K, 41 min (right). PTFE tape was used to
(matrix 256 x 128 x 128, FOV 36 x 18 x 18 mm, stabilize the position of the samples during the
TE 5.3 ms, TR 200 ms, 12 averages, experiment MRI.

determined at each location [24-26]. The flow through porous media or complex
structures plays an important role in process engineering and in nature. Examples
are filters, catalysts, separation column-—trickle-bed reactors, flow and storage of
ground water, and flow of water and oil in rocks, where the homogeneity of the
flow, bypass-flows and chemical reactions can be studied. The influence of wall
effects that are dependent on the fluid and the properties of particles has been
quantified for the flow in porous media [27].

In another type of flow experiment the flow of fluids driven by rotating elements
is studied by Rheo-NMR [2, 17, 28]. Rheo-NMR encompasses all NMR applications
dealing with the combination of flow behavior, flow-induced structural changes
and NMR data. Thus, it is possible to realize flow experiments (viscometric flows:
tube-, Couette-, plane shear-flow, plate/plate, cone/plate) in NMR devices in order
to determine the corresponding velocity profiles. Through additional information
(tube-flow: pressure drop, Couette: torque), assuming constitutive-laws, it is pos-
sible to derive the corresponding viscosity- and wall-slip functions and to study and
quantify flow-induced structural changes by means of appropriate NMR experi-
ments.
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Fig. 2.1.10 Complete cell with a paddle with one row of holes
(blade stirrer), mounted in a glass tube (left), a second paddle
with two rows of holes (middle) and a propeller mounted on a
rotation axis (right) used to study the velocity distribution in
different types of mixers.

The rheo cells can easily be replaced by various types of mixers, propellers or
paddles (Figure 2.1.10). It is then possible to analyze the temporal evolution of
chemical/physical reactions of mixing, demixing and sedimentation of materials in
process engineering, e.g., during the mash process or fermentation [28, 29]. The
stirring mechanics and speed can be optimized for various materials of different
particle sizes and viscosity.

Fig. 2.1.11 The horizontal in-plane (left and middle) and the
vertical (right) velocity components of the water are shown in a
color encoded display style. The black structure in the images is
the material of the paddle. The plane shown here crosses one of
the holes of the paddle.
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Fig. 2.1.12 Vector
diagram of the velocity
distribution of flowing
water driven by a paddle
with holes. The diagram
was calculated by the
AMIRA software
(http://amira.zib.de).

The typical observable velocity range is, theoretically, between 0.1 and
1000 mm s~!. Experimental constraints may decrease this range.

Early experiments were carried out with a water or a beer-mash filled “paddle
cell” [29]. The holes are drilled into the paddle at an angle of approximately 15° in
order to generate a vertical mass transportation during the rotation of the paddle.
The velocity of the water is determined by a 3D spin-echo method. The data
acquisition has to be triggered with the help of the position of the rotating paddle.
The velocity components are shown in Figure 2.1.11. For an easier interpretation of
the data, velocity vectors can be calculated (Figure 2.1.12). Further experiments
with mixtures of liquids and with a different mixer geometry are in progress.

2.1.5
Outlook

For a manufacturer the difficulty is to estimate future developments or trends in
NMR microscopy. Based on dedicated laboratory-made hardware developed by the
NMR microscopy users and on their requests for new commercial hardware and
software, the following topics could become more important: micro-coil applica-
tions, multiple receiver systems and multi-coil arrangements, NMR microscopy at
very high magnetic fields, MAS imaging and localized 'H MAS spectroscopy and
localized single-shot 2D spectroscopy. There are no clear-cut distinctions between
most of the individual topics, as will be discussed in the following sections.

2.1.5.1  Micro-coil Applications
Micro-coils can be used to reach higher spatial resolutions, as a result of the
increase in sensitivity of very small rf coils. The possible resolution in NMR
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Fig. 2.1.13 Planar spiral micro-coil of 1.2 mm outer diameter
(left), mounted as an exchangeable rf insert on a standard NMR
microscopy probe (right) (Bruker-Biospin GmbH, Rheinstetten,
Germany). The micro-coil is embedded, together with a glass
sample holder, in a slotted PTFE holder.

microscopy is limited physically by the diffusion of the nuclei between the ex-
citation and the detection of the NMR signals. Therefore, resolutions of 5 um can
in principle be attained for objects with high water contents in experiments with
echo times of a few milliseconds. In small objects with a slower diffusion or with
restricted diffusion, resolutions down to 1 um may be reached. The commercially
available gradient systems, providing about 300 G cm™! gradient strength, are just
strong enough. However, in practice the limiting parameter is the sensitivity of the
tf coils. The relatively small number of spins per voxel prevents the acquisition of
images with reasonable signal-to-noise and contrast-to-noise ratios. The sensitivity
may be improved by further developing the micro-coils. Nano-technology is be-

Fig. 2.1.14 Single-cell image from an onion,
acquired with a 1.2 mm spiral planar micro-coil
at 500 MHz, 11.7 T. A 2D spin-echo technique
without slice selection was used, 8 averages
were accumulated in 7 min. The in-plane
resolution is 7 um per pixel.
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coming more and more available for the development and production of small
structures such as micro-coils of high precision and high sensitivity [30]. The
materials of the micro-coils, the sample containers and the samples themselves
have to be selected very carefully in order to minimize distortions caused by the
different susceptibility properties of the individual components. Figure 2.1.13
shows a spiral shaped flat micro-coil of 1.2 mm diameter, which was mounted
as an exchangeable 1f insert on a commercial NMR microscopy probe.

A “single cell layer” of an excised piece of onion epidermis was selected as a test
object for this micro-coil, (Figure 2.1.14), and an imaging experiment was carried
out, similar to the one by Mansfield et al., who used a laboratory-made micro-coil
probe and gradient system [31]. Other micro-coil types, e.g., volume coils or coils
that are immersed into the objects, can be adapted to specific applications and
mounted on commercial imaging probes.

2.1.5.2 Multiple Receive Systems and Multi-coil Arrangements

Multiple receive systems with multi-coil arrays have become widely distributed in
medical MRI. The benefit is the enhancement of the signal-to-noise ratio per time
or a reduction of the acquisition time. This technique is not used in NMR micro-
scopy for objects of intermediate size in standard bore (52-mm id) and wide bore
(89-mm id) magnets, which are the most widely distributed magnet types for NMR
microscopy. The main reason is the restricted space in such magnets for the shim
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Fig. 2.1.15 Schematic (left) and photograph (right) of the
750 MHz four-coil probe (courtesy of A. Purea, T. Neuberger, A. G.
Webb, Institute of Physics, University of Wuerzburg, Germany).
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system, the gradient system and finally the rf coil array with integrated preampli-
fiers. However, going to really small objects such as single cells, tumor spheroids
or tissue samples, allows the use of numerous small 1f coils or micro-coils, where
many objects, one per coil are investigated in a parallel or interleaved acquisition
mode. This can be extremely valuable, because many such small coils can be
mounted in the homogeneous volume of the magnets [approximately 30 to 45 mm
along the B, direction (the static magnetic field)] and in the linear range of the
gradient systems (approximately 20 to 40 mm along the B, direction). The simul-
taneous investigations can therefore increase the sample throughput enormously,
which is an important issue, because the experiment time for such small samples
is usually in the range of several hours and the system access time especially at
high field systems is always limited. Multi-channel NMR microscopy systems are
commercially available, but the multi-coil probes are still custom built. Purea et al.
[32] have described the development of a four-channel probe that consists of four
individual solenoid coils (length 2.8 mm, outer diameter 2 mm) stacked along the z
axis (Figure 2.1.15). The probe was designed for a 17.6 T (750 MHz) wide-bore
magnet, and operates within a 40-mm inner diameter gradient set with a max-
imum strength of 1 Tm™!. Practical use of the probe was demonstrated by
obtaining four three-dimensional T; maps of chemically fixed Xenopus laevis
oocytes simultaneously at a spatial resolution of 30 x 60 x 60 um.

2.1.5.3  Very High Magnetic Fields

Magnets with extremely high magnetic fields of from 17.6 T (750 MHz) to 21.14 T
(900 MHz) have been installed in facilities throughout the world within recent
years. These magnets are mainly used for high resolution (HR) and solid state
NMR, and only seldom for NMR microscopy investigations, although a gain in

Fig. 2.1.16 Trabecular bone structure, muscle after removal of the soft tissue (right). Image
and tendon of a mouse tail in vitro at 21.14 T, parameters: multi-slice spin-echo method,
900 MHz (left). The trabecular structure and 512 x 256 pixels, FOV 6 x 3 mm, resolution
the muscle tissue are clearly resolved, the 11.7 pm per pixel, slice thickness 64 pm, TR
tendon tissue is not visible because of the (repetition time) 2's, TE (echo time) 8.7 ms.
short T, relaxation rime. The bone is shown
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sensitivity is observed in imaging applications at the higher fields. Experiments on
fixed chicken embryos at 17.6 T resulted in a gain in SNR of a factor of 3.5
compared with at 7 T, if all experimental parameters were kept the same [33].
The short relaxation time of the 3D spin-echo experiment caused some saturation,
otherwise the gain in SNR at the higher field would have been even larger, but at
the expense of a longer experiment time.

Inhomogeneities in the objects are critical at the very high magnetic fields. They
can cause strong local magnetic field gradients due to the different magnetic
susceptibility properties of the various materials. Such strong local field gradients
result in geometrical image distortions. The susceptibility changes are proportional
to the magnetic field strength. No air bubbles or air filled voids must be included in
the objects. Special care must be taken over the choice of the objects and the
preparation of the samples to be investigated at the very high magnetic fields
(Figure 2.1.16). It is anticipated that spectroscopic imaging experiments (chemical
shift imaging, localized spectroscopy) of small objects (cell clusters, tumor sphe-
roids, histology samples) will deliver valuable results in the near future.

2.1.5.4 MAS Imaging and MAS Localized Spectroscopy
The investigation of “semi-solid” objects such as lipid membranes [34], liquid
crystalline dispersions [35, 36], drug delivery systems [37], food [38] and also

Fig. 2.1.17 Conventional NMR microscopy
gradient system (Micro2.5, 2.5 Gecm™ A7,
40-mm inner diameter) (right) and a conven-
tional MAS probe (left). The probe is mounted
into the separate gradient system instead of
the original imaging probe.
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Fig. 2.1.18 Image of the water in cylinders of a into the space left between the phantom and
phantom (left). The image was rendered from a the sealing Teflon plug and from there it is
3D data set using the software Image) [42] in centrifuged to the rotor walls. Also shown is an
combination with volume| [43]. Some water  image of a piece of cable (right), cut at one
was centrifuged into the small cylinders per-  side, where the inner copper wire has been
pendicular to the rotation axes. The water that removed from the insulation and replaced by
does not fit into the cylinders is centrifuged ~ adamantine.

biological tissues [39, 40] can be very efficient using NMR methods. However, these
objects are difficult to study by HR NMR and MRI because of the very broad
resonance lines caused by dominating anisotropic NMR interactions, such as
magnetic susceptibility, chemical shift anisotropy or even dipolar coupling.

The combination of magic angle sample spinning (MAS) with spatially localized
methods used in MRI provides an enormous reduction in the linewidths simulta-
neously with spatially resolved images or spectra from localized volumes of “semi-
solid” samples. Such experiments were initially developed by pioneering workers
[18, 19] who built dedicated hardware and created dedicated acquisition methods.
Today it is possible to combine conventional triple axes gradient systems used in
NMR microscopy applications with conventional magic angle sample spinning
(MAS) probes. No further modifications are required (Figure 2.1.17).

In previous studies, probes with special designs of gradient coils wrapped
around the stator were used. However, the combination of a separate gradient
system and an MAS probe has some important advantages: (a) The gradient coils
are separated from the radiofrequency components of the probe thus minimizing
any impact of the gradient coils on the radiofrequency properties of the circuits of
the probes. (b) An external cooling of the gradient coils can be used, thus enabling
high currents, high gradient strengths and high linearity. (c) There is no torque
acting on the stator caused by high currents in the gradient coils, which could
otherwise compromise the mechanical stability and disorient the sample, thus
leading to distorted NMR results.

Some experiments were carried out on an Avance 400-MHz wide-bore spec-
trometer (Bruker-Biospin GmbH, Rheinstetten, Germany) to demonstrate the
quality of this new combination. The probe was inserted into the gradient system
in such a way that the sample is located in the center of the gradient system and the
rf coil axis was aligned along the direction of the room diagonal, defined by the
gradient axes system. Samples were spun between 3500 and 7000 Hz.
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The accuracy of the triggered MAS images was shown by a KelF cylinder (diameter
3 mm) in which three interconnecting and rectangularly arranged cylinders of
diameters 1, 0.7 and 0.3 mm, respectively, were drilled. This phantom was inserted
into a 4-mm MAS rotor and spun at 3500 Hz. The cylinder along the spinning axes
was filled with a drop of water. The rotor was tightly closed with a Teflon plug. The
image obtained using a 3D gradient-echo experiment is shown in Figure 2.1.18 (left).
It is clear that no blurring effects are visible, which could be to due to instability of
sample spinning or inaccurate matching of the sample spinning with the spinning
ofthe gradient. In fact, it is impossible to tell whether this image is made by a rotating
sample or not. A second phantom was made from a 5-mm long and 2.5-mm thick
piece of cable, where the inner copper wire was removed from the insulation and
replaced by adamantine. The cable insulation was slotted on one side. The acquis-
ition parameters were the same as for the KelF experiment. Figure 2.1.18 (right)
shows the precise image obtained from the semi-solid materials of the phantom.

Spatially localized NMR spectroscopy was performed using a sample composed
of a monoolein-D,0 dispersion forming a cubic liquid-crystalline phase [41]. The
spectra were selected from a slice of 300-um thickness. The direction of the
gradient was along the spinning axis. A spectral resolution was obtained that
had never been observed before when selecting the whole volume of the sample.
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2.2

Compact MRI for Chemical Engineering
Katsumi Kose

2.2.1
Concept of Compact MRI

More than 10000 clinical MRI systems are now routinely used in hospitals
throughout the world. MRI systems for engineering purposes, however, are less
common, for several reasons. The first is that the samples and objectives in
engineering cover a wide range and a single MRI system cannot meet the variety
of demands. The second is that existing commercially available MRI systems which
usually use superconducting magnets are very expensive, require large installation
spaces and cannot be moved. MRI systems for engineering, therefore, should have
design flexibility and be inexpensive, compact and portable. The concept of “com-
pact MRI” was proposed based on these background considerations (1-3).

Figure 2.2.1 shows a functional block diagram of an MRI system. As shown in the
figure, the MRI system can be divided into two functional sub-systems: electrical and
magnetic sub-systems. The magnetic sub-system consists of a magnet, gradient coil
set and rf coil(s). The dimensions and specifications of the magnetic sub-system

Small signal unit |

NMR signal Magnet

Gradient coil
RF coil
Power unit
RF power
Gradient current

Electric subsystem Magnetic subsystem

Fig. 2.2.1 Functional block diagram of an MRI system.
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Fig. 2.2.2 Compact and portable MRI system
with a 0.3-T, 8-cm gap permanent magnet.

units depend on the sample size and shape, and its physical and/or chemical
properties. Those of the electrical sub-system units, however, do not depend on
the sample properties for most MRI applications. After consideration of the above
situation, the concept of “compact MRI” was proposed: the electrical sub-system was
installed in a single portable rack and the magnet was a dedicated permanent
magnet. Figure 2.2.2 shows a typical example of a compact and portable MRI system.

222
System Overview

Figure 2.2.3 shows a typical block diagram for a compact MRI system. The square
box surrounded by the dotted lines shows the electrical sub-system, which is stored
in a single portable rack as shown in Figure 2.2.2. The electrical sub-system is thus
often called the (portable) MRI console. In accord with Figure 2.2.3, an MR image
acquisition process is described as follows.

Imaging parameters such as the repetition time, spin-echo time, image matrix
size, number of signal accumulations, and so on, are input from the keyboard or
mouse to the PC (personal computer), and the pulser (pulse programmer) outputs
the rf pulse shape (and phase) and gradient waveforms for the image acquisition
pulse sequence. The modulator generates the rf pulse by mixing the rf pulse shape
and the Larmor frequency reference signal. The transmitter amplifies the rf pulse
to excite the nuclear spins of the sample placed in the rf coil. The gradient drivers
amplify the gradient waveforms to drive the gradient coils to generate magnetic
field gradients over the sample.

The NMR signal is detected by the 1f coil (single coil configuration) and amplified
by the preamplifier. The amplified signal is then demodulated using the Larmor
frequency reference signal to generate the NMR signal in the rotating frame. The
detected NMR signal is digitized using the AD converter (ADC) and stored in the PC.
After a complete matrix of NMR data has been collected, the image reconstruction
(essentially 2D or 3D FFT) is performed and the MR image is shown on the display.

In the following sections, each hardware unit will be described in detail.
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¥
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Fig. 2.2.3 Typical block diagram of the compact MRI.

223
Permanent Magnet

The discovery of high performance permanent magnetic materials, such as Nd-Fe-
B compounds (4), has made mid-field (ca. 0.3-0.4 T) whole-body MRI permanent
magnets very compact (5). This magnet technology has been applied to the
permanent magnets of the compact MRI system (6). In addition to the clinical
whole-body MRI magnet design, a novel permanent magnet design was introduced
for the compact MRI system (7-9).

Figure 2.2.4 shows two typical magnet configuration designs. The left figure
shows a conventional magnet configuration design with an iron yoke. This design
is usually applied to relatively low field (ca. 0.2-0.5 T) compact MRI magnets. The
right figure shows a novel design without a yoke (7-9). This design originates from
the “magic ring” or “magic sphere” proposed for particle accelerators (7). However,
in the actual manufacturing process, the ring or sphere was replaced by a square or
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Pole piece

4 \

h /

Magnetic
material

Yoke

Fig. 2.2.4 Yoked permanent magnetic circuit (left). Yokeless
permanent magnetic circuit (right).

cube and the magnet configuration was constructed using blocks of permanent
magnets with flat faces as shown in Figure 2.2.4. When Nd-Fe-B compound
materials are used, the magnetic field between the magnet gap can be ca. 1-4 T
because the residual magnetic flux density of such materials is around 1 T.

Figure 2.2.5 shows examples of the permanent magnets: the left figure shows a
0.2-T, 25-cm gap yoked permanent magnet and the right figure shows a 1.0-T, 6-cm
gap yokeless permanent magnet. Although a 1.0-T, 6-cm gap permanent magnet
can be made using the yoked magnet design (6), the magnet’s weight would be
about 1400 kg. However, when the yokeless magnet design is used, the weight of
the 1.0-T, 6-cm gap permanent magnet reduces to about 200 kg, as we can imagine
by comparing the photographs in Figure 2.2.5.

The magnetic field homogeneity is the next important requirement for MRI
magnets. In many MRI applications, the magnetic field homogeneity of around

Fig. 2.2.5 Yoked magnet, 0.2-T, 25-cm gap (left). Yokeless
magnet, 1.0-T, 6- cm gap (right).
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100 Hz (in resonant frequency) is sufficient, because the T, of protons of most
liquids is longer than several ms. When the magnetic field strength is 0.2 T or the
Larmor frequency of protons is about 8 MHz, the magnetic field homogeneity
should be better than 10 ppm. When the magnetic field strength is 1.0 T or the
Larmor frequency of protons is about 43 MHz, the magnetic field homogeneity
should be better than 2 ppm.

To obtain a homogeneous magnetic field for MRI, magnetic field shimming is
necessary. The first step in this process is “passive shimming”, performed by
attaching iron or permanent magnetic material chips onto the surface of the pole
pieces. This shimming is usually performed in the manufacturing process of the
permanent magnets. If the homogeneity achieved after this first step is not
sufficient for a specific MRI application, a second step is required. The second
step in the shimming process is usually performed by adjusting the currents in
gradient coils and higher-order shim coils.

The stability of the magnetic field is another critical requirement for MRI
permanent magnets. Because the temperature coefficient of the residual magnetic
flux of the Nd-Fe-B material should be about — 1100 ppm °C~!, the magnetic fields
of permanent magnets made with this material exhibit a similar temperature
dependence. The temperature drift of the magnetic field of permanent magnets
is serious, especially for high magnetic field magnets such as 1.0 T, because the
temperature induced drift of the Larmor frequency increases proportionally with
the magnetic field strength.

Figure 2.2.6 shows the Larmor frequency and temperature of a 1.0 T perma-
nent magnet measured over approximately half a day while a 3D spin-echo
imaging sequence was applied. The temperature was measured at three locations;
on each of the two sides of the magnet, using Pt resistance thermo-sensors, and
in the middle of the magnet gap space, using a thermocouple. In Figure 2.2.6, the

r
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frequency (converted)

5
Temperature (degree) &
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Time (hour)

® Frequency
© magnet gap
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Fig. 2.2.6 Temperature drift of a 1.0-T yokeless permanent
magnet.



82

2 Hardware and Methods

left graph shows the measurements when the electric currents in the field
gradient coils were off and the right graph shows the measurements when the
currents in the gradient coils were on.

The Larmor frequency f(T) MHz was plotted as a temperature (T) by assuming
the following relationship: f{iT) = 44.064{1 — 0.0011(T — 25.0)]. This equation is based
on the fact that the Larmor frequency is 44.064 MHz at 25.0 °C and the assumption
that the temperature coefficient of the magnetic flux density of the permanent
magnet is — 1100 ppm °C~L. The right-hand graph in Figure 2.2.6 clearly shows
that the electric current of the magnetic field gradients considerably affect the
magnet temperature and Larmor frequency (magnetic field strength). The Larmor
frequency change of =3.4 kHz h~! due to this heating can be corrected using a time-
sharing internal NMR lock technique with a computer controlled direct digital
synthesizer board (6). By using the NMR lock technique, MR microscopy images
were successfully acquired at a high magnetic field using permanent magnets.

224
Gradient Coil

The compact MRI uses permanent magnets with planar pole pieces. The gradient
coils, therefore, have planar structure. For construction of planar gradient coils,
Anderson’s classical paper is very instructive (10). However, to obtain a large
homogeneous region for linear magnetic field gradients between the magnet
pole pieces, some optimization or inversion technique is required. Among several
design techniques for gradient coils, the target field approach is the most straight-
forward and widely used (11-13).

Figure 2.2.7 shows planar gradient coils designed and manufactured using the
target field method. These gradient coils were designed for a 0.2 T permanent
magnet with a 16-cm gap, 40-cm diameter pole pieces and 12-cm diameter
spherical homogeneous region. Although this gradient coil set produced better
gradient fields than those produced by a classical design gradient coil set, the
effects of magnetic materials used for the magnetic circuit were not considered. A
design method that includes static and dynamic properties of the magnetic
materials of the permanent magnet is challenging and will be developed in the
future.

2.2.5
Rf coil

The compact MRI system has an advantage for rf coil design because solenoid coils
can be used in most applications. The solenoid coil has about three times better
SNR than that of the saddle-shaped coil (14). Even if the saddle-shaped or birdcage
coil is used in the quadrature mode, the solenoid coil will still have better SNR
because an SNR gain of only about 1.4 times is obtained in that mode.

Figure 2.2.8 shows a typical tuning and matching circuit for an 1f coil. If the self-
inductance of the rf coil is too large for the tuning and matching, the rf coil wire
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Fig. 2.2.7 Planar gradient coils designed and
manufactured using the target field method
and genetic algorithm [18]. Left: G, or G, coil.
Middle: G, coil. Right: three axis gradient coil
set made by accumulating three flat gradient
coils.

should be separated into several segments using capacitors that are serially con-
nected. With this technique, the solenoid coil and tank circuit can be used for a
wide frequency range and various sample dimensions.

2.2.6
MRI Console

Figure 2.2.9 shows a typical portable MRI console. The MRI console consists of a
digital system (PC), MRI transceiver, 3 channel gradient driver and rf transmitter.

0
N1

Ay
-

_”’I?I;‘ Fig. 2.2.8 Tuning and matching circuit for an
rf coil.
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All of the units are installed in a single 19-in portable rack and the total weight is
about 80 kg.

2.2.6.1 Digital System (PC)

All of the digital modules are installed inside the industrial PC as shown in Figure
2.2.10. The major functions of the MRI digital system are implemented by three
commercially available ISA boards.

The pulse programmer is implemented using a DSP (digital signal processor)
board (DSP6031, MTT Corp., Kobe, Japan) with a TMS320C31 DSP chip running
at the 40 MHz clock frequency (15). The pulse programmer has 100-ns time
resolution using an internal-timer interrupt sequence. The DSP board has four
channels with 16-bit DA converters: three of them are used for the gradient
waveforms and one for the rf pulse shape (optional). It has 8-bit digital outputs,
which are used for trigger signals for the 1f pulses and data acquisition.

The Larmor frequency 1f reference signal is generated using a DDS (direct digital
synthesizer) board (FSW01, DST Inc., Asaka, Japan). This board can generate
coherent and spectrally pure rf signals from 5 to 200 MHz, of which the frequency
is controlled via the ISA bus. This board has an essential role in the NMR lock
process.

The data acquisition is performed using an ADC board (PC-414G3, DATEL,
USA). Because the ADC board has 14-bit resolution, simultaneous two-channel
acquisition capability up to 1 MHz sampling rate and 32 Kword FIFO buffer
memory, it has sufficient performance for most MRI applications.

Digital system (PC)
MRI Transceiver

3CH Gradient driver

RF Transmitter

Fig. 2.2.9 Portable MRI console.
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Fig. 2.2.10 Block diagram of the digital system of the compact
MRI constructed within a PC.

The PC system runs under a Windows95/98/2000 operating system and is
capable of real-time image acquisition, reconstruction and display (16, 17).

2.2.6.2 MRI Transceiver

Figure 2.2.11 shows a typical block diagram of the MRI transceiver used for the
compact MRI system. The waveform generator can be replaced by the DA converter
on the DSP board described in the previous section. Because the typical input/
output power level for the transmitter and from the preamplifier is about 1 mW, a
commercially available transmitter and preamplifier are directly connected.

waveform Q

DSP —» »

generator modulator Transmitter

ADC <— Filter <
1Q

demodulator

Preamp

>
<

ADC €— Filter <

Fig. 2.2.11 Block diagram of MRI transceiver.
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Power op-amp

Input signal

Gradient coil

Shunt resistor

Fig. 2.2.12 Gradient driver using a power operational amplifier.

2.2.6.3 Gradient Driver

Figure 2.2.12 shows the output circuit of the gradient driver. The power operational
amplifier (op-amp) drives the gradient coil in the constant current mode, because it
operates so that the input signal voltage and the voltage at the shunt resistor
become equal. However, if the operation voltage of the op-amp is not sufficiently
high during the gradient current switching, the op-amp drives the gradient coil in
the constant voltage mode. The gradient driver, therefore, should be designed or
chosen by considering the electrical property of the gradient coils and require-
ments for the gradient field switching.

2.2.6.4 Rf Transmitter

The rf transmitter amplifies an rf pulse signal of about 1 mW up to several W or up
to several kW. The amplifier should work in a linear mode (class AB) because
excitation pulse shape for slice selection must be reproduced. Class AB 1f trans-
mitters such as these with blanking gates are widely available commercially.

2.2.7
Typical Examples of Compact MRI Systems

Up until now, several tens of compact MRI systems have been constructed and
used for various purposes. Among them, two typical systems that use a yoked
magnet and a yokeless magnet are described below.

2.2.7.1  MRI for On-line Salmon Selection

Salmon roe is a favorite food for Japanese people, often served with sushi. Salmon
are captured in the ocean (about 1000 salmon in one fishing expedition) and
separated into female and male in the fishing ports, because female salmon sell
at a much higher price than male salmon. However, as selection by external
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Fig. 2.2.13 Compact MRI for on-line salmon
selection.

appearance is a very time consuming task (at least 30 s for one salmon even by an
expert selector), development of a high-speed and automatic salmon selection
system was desirable. MRI is a promising tool for salmon selection because the
T, of salmon roe is expected to be short compared with the surrounding tissues.

Figure 2.2.13 shows an overview of the MRI system developed for salmon
selection. A 0.2-T C-shaped yoked permanent magnet with a 25-cm gap [50-ppm
homogeneity for 15-cm DSV (diameter spherical volume), weight 1.4 tons] is used
for the magnet. For the rf coils, two solenoid coils with a 14-cm circular aperture
and 14 cm x 18 cm oval aperture were developed.

Figure 2.2.14 shows cross-sections of salmon acquired with a gradient echo se-
quence (TR =30 ms, TE = 15 ms, slice thickness = 4 cm, image matrix = 128 x 128,
total acquisition time = 3.84 s). For the female salmon, roe were clearly visualized
as dark regions because the T, is shorter than that of the surrounding tissues. For
the male salmon, milt was observed instead of roe. However, the image intensity of
the milt was similar to that of the surrounding tissues.

The required speed for salmon selection is one salmon per second. To achieve
this speed, projection data of a specific slice of a salmon should be used and the
imaging capability is thus indispensable in developing a selection strategy for the
projection data.

b)

Fig. 2.2.14 Cross-sectional images of (a) female and (b) male
salmon displayed from head (left) to tail (right).



88

2 Hardware and Methods

2.2.7.2 Desktop MR Microscope

If a small magnet for MR microscopy of small samples (<1 cm?) could be devel-
oped, a handy or desktop MR microscope could be constructed. The yokeless
permanent magnet is best suited for this purpose.

Figure 2.2.15 shows a desktop MR microscope using a small yokeless permanent
magnet. The magnet has the following specifications: magnetic field strength
0.98 T; dimensions 28 cm (width) x 24 cm (height) x 18 cm (depth); gap width
41 mm; homogeneity 14 ppm over 13 mm DSV; weight = 85 kg.

The bottom image in Figure 2.2.15 is a maximum intensity projection of a
100 um cubic-resolution 3D-image dataset of a blue berry acquired with this
system. The network structure of the fruit is clearly visualized. If the MRI console
and permanent magnet can be made smaller, a true desktop or handy MR micro-
scope will then be constructed.

Fig. 2.2.15 Desktop MR microscope: system
overview (top left); yokeless permanent magnet
(top right); and maximum intensity projection
image of a blue berry (bottom).



References

1 K. Kose 1999, Portable MRI Systems,
presented at the 5™ International Con-
ference on Magnetic Resonance Micro-
scopy, Heidelberg, Germany.

2 K. Kose, Y. Matsuda, T. Kurimoto, S.
Hashimoto, Y. Yamazaki, T. Haishi, S.
Utsuzawa, H. Yoshioka, S. Okada, M.
Aoki, T. Tsuzaki 2004, (Development of
a compact MRI system for trabecular
bone volume fraction measurements),
Magn. Reson. Med. 52, 440-444.

3 K. Kose (ed.) 1984, Compact MRI, Kyor-
itsu Publishing Company, Tokyo.

4 M. Sagawa, S. Fujimura, N. Togawa, H.
Yamamoto, Y. Matsuura 1984, (New
material for permanent magnets on a
base of Nd and Fe), J. Appl. Phys. 55,
2083-2087.

5 T. Miyamoto, H. Sakurai, H. Takabaya-
shi, M. Aoki 1989, (A development of a
permanent magnet assembly for MRI
devices using Nd-Fe-B material), I[EEE
Trans. Magn. 25, 3907-3909.

6 T. Haishi, T. Uematsu, Y. Matsuda, K.
Kose 2001, (Development of a 1.0 T MR
microscope using a Nd-Fe-B permanent
magnet), Magn. Reson. Imag. 19, 875-880.

7 K. Halbach 1980, (Design of permanent
multipole magnets with oriented rare
earth cobalt material), Nucl. Instrum.
Meth. 169, 1-10.

8 H. Zijlstra 1985, (Permanent magnet for
NMR tomography), Philips J. Res. 40,
259-288.

9 H.A. Leupold, E. Potenziani II, M. G.
Abele 1988, (Applications of yokeless flux
confinement), J. Appl. Phys. 64, 994-5990.

References

10 W. A. Anderson 1961, (Electrical current
shims for correcting magnetic fields),
Rev. Sci. Instrum. 32, 241-250.

11 R. A. Turner 1986, (A target field ap-
proach to optimal coil design), J. Phys. D:
Appl. Phys. 19, 147-151.

12 R. Turner 1993, (Gradient coil design: a
review of methods), Magn. Reson. Imag.
11, 903-920.

13 J.-M. Jin 1998, Electromagnetic Analysis
and Design in Magnetic Resonance Imag-
ing, CRC Press, Boca Raton.

14 D. I. Hoult, R. E. Richards 1976, (The
signal to noise ratio of the nuclear mag-
netic resonance), . Magn. Reson. 24, 71—
85.

15 K. Kose, T. Haishi 1998, (Development
of a flexible pulse programmer for MRI
using a commercial digital signal pro-
cessor board), in Spatially Resolved Mag-
netic Resonance, eds. P. Blumler, B. Blu-
mich, R. Botto, E. Fukushima, Wiley-
VCH.

16 K. Kose, T. Haishi, A. Caprihan, E. Fu-
kushima 1996, (Real-time NMR image
reconstruction systems using high-
speed personal computers), J. Magn.
Reson. 124, 35—41.

17 T. Haishi, K. Kose 1998, (Real-time im-
age reconstruction and display system
for MRI using a high-speed personal
computer), J. Magn. Reson. 134, 138—
141.

18 S. Handa, F. Okada, K. Kose 2005, (Ef-
fects of Magnetic Circuits on Magnetic
Field Gradients Produced by Planar
Gradient Coils, Proc 13th ISMRM, 851).

89

23
Drying of Coatings and Other Applications with GARField
P. J. Doughty and P.J. McDonald

2.3.1
Introduction

Conventional magnetic resonance imaging, using spectrometers with switched
magnetic field gradients, is of great utility in elucidating many processes in
chemical engineering and related materials sciences. Inevitably, however, there
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are situations that exceed the limitations of conventional apparatus, whether for
reasons of linewidth, sample geometry or spatial resolution. The drying and curing
of layers of liquid dispersions and solutions used as coating materials, such as
paints and varnishes, or alternatively as bonding materials, such as glues and
adhesives, is one such example. This forms the primary focus of the applications
discussed in this chapter. In typical use, paint or glue layers are at most a few
hundred microns thick. They begin life as liquids, but rapidly become solid. Issues
of interest include the through-depth uniformity of drying and the process of film
formation from coalesced particles or concentrated solution. In principle, MRI can
follow these processes. However, high spatial and sometimes temporal resolution
is required over a wide range of T, times. This requirement for high spatial
resolution (few microns) across a thin planar sample, encompassing a range of
T, values, points towards the use of a strong permanent gradient profiling method-
ology. GARField, which stands for Gradient At Right-angles to Field, is a bench-top
permanent-magnet system designed for such a niche application. GARField mag-
nets form the instrumentation focus of the chapter. Although GARField was
developed for the through depth characterization of paint layers, it is also finding
other niche applications, including the characterization of skin-care products, such
as cosmetics. This too will be explored in this chapter.

The relatively low entry level instrumentation cost and the relatively simple
experimental methods associated with GARField — both comparable to a standard
bench-top relaxation analysis spectrometer as commonly used by the food industry,
for example, for water/fat ratio determinations — offer potential advantages to the
industrial based user. Indeed, the overwhelming majority of the applications
development work described here has been carried out in collaboration with major
multi-national industrial corporations such as ICI Paints, Unilever and Uniqema,
with industry sponsored research laboratories and associations such as Traetek,
and with a range of small-medium sized enterprises.

23.2
GARField Magnets

2.3.2.1 Historical Origin

GARField magnets owe their development to Stray Field Imaging (STRAFI) [1-3].
Both replace the conventional pulsed field gradients of an MR imaging system with
a static gradient. STRAFI exploits the large static field gradient necessarily sur-
rounding a high-field super conducting NMR spectroscopy magnet. The primary
raison d’etre of STRAFI is profiling (imaging) centimeter sized samples with very
broad resonance linewidths, i.e., short T, relaxation times, usually solids. Itis also a
solution to profiling through paint layers, and as such facilitated early feasibility
studies and development work. However, for such applications there are signifi-
cant problems and downsides. Firstly, the field lines around a high field magnet
are necessarily curved. Consequently, the excitation plane represented by a surface
of constant field magnitude is shaped like a saucer. This presents an inherent limit
to the spatial resolution through a planar sample. Secondly, resolution is also
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limited by sample curvature resulting from, e.g., meniscus and edge drying effects.
A small, radiofrequency, surface sensor coil sensitive only to a central region of the
layer is preferable, but this cannot be made efficiently for the inherent geometry of
STRAFI with By parallel to G. Lastly, using a magnet designed and manufactured
to generate a highly homogeneous magnetic field for use in NMR spectroscopy
applications to then produce a large field gradient for profiling through paint layers
instead, is a waste of a good resource. It is not cost effective and, in any event, it is
far from an optimum technological solution.

2.3.2.2 GARField Magnet Geometry

The attraction of a magnet with an in-built static gradient to create a simple MR
profiling system coupled with consideration of the limitations of STRAFI, just
discussed, led to the design of the GARField magnet [4]. The magnet is designed
specifically to produce the optimum magnetic field to profile through thin planar
sample layers with T, within the 50 us to 1 ms range, such as paints, and as such is
an example of a growing class of application specific magnet designs. Others
include magnets for down-borehole logging, or quality control on or in a produc-
tion line, as well as the NMR MOUSE; these are variously discussed elsewhere in
this volume. Such magnets need not be unduly expensive. GARField magnets, for
instance, can be of comparable cost to those supplied with conventional bench-top
instrumentation.

The GARField magnet consists of two shaped pole pieces providing a static
magnetic field, By, as illustrated in Figure 2.3.1. The field is oriented approximately
in a horizontal direction, z. By design, the magnitude of the magnetic field, | By |,
is constant in the horizontal plane, xz. This is more important for good resolution
than ensuring high field homogeneity — the field curves slightly. There is a strong
magnetic field gradient, G,, in the vertical direction, y. The shape of the pole pieces
is determined analytically, using a scalar potential method to solve the Laplace
equation, V2¢ = 0. The exact shape is given by a contour of ¢, as described else-
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Fig. 2.3.1 A schematic diagram of
GARField magnet pole pieces and the
field pattern they produce together
with a magnified sketch of the sample
and sensor mounting showing the
relative field, gradient and profile [I(r)]
orientations.
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where [4].The resultant magnet is characterized by the parameter G,/ | By|, which
is a constant across the inter-pole piece volume for any given implementation.

The field orientation allows the excitation field, B;, of the sensor also to be
oriented in the vertical direction parallel to the gradient. This differs from the
situation in STRAFI. The advantage of the GARField layout is that a B, excitation/
sensor coil can be made from a small surface winding below the sample, able to
excite/sense a well defined central region of the sample away from edge effects.

It is the authors’ experience that the improved geometry of the magnet and
sensor coil fully compensates for the much lower resonance frequency of a GAR-
Field system compared with a standard STRAFI set-up, and as such means that the
sensitivity of the two is comparable. Equally, while STRAFI can offer larger
gradient strengths, the improved geometry of the GARField magnet and the fact
that only a small region of sample is examined (lever effect, meniscus, field profile)
all conspire to indicate that the best resolution achievable in practice with GAR-
Field is 2 or 3 times as good as with STRAFI.

2.3.2.3 GARField Implementation

The GARField magnet was first implemented using a combination of NdFeB
magnet blocks and shaped steel pole pieces to produce a magnet characterized
by G,/ | Byl =25 m, Figure 2.3.2. The minimum pole piece separation is 10 mm
[4]. In use, the NMR probe sensor coil is mounted on a cradle between the poles at a
position where the gradient is 17.5 T m™! and the pole piece separation is =20 mm.
The corresponding field strength is 0.7 T, giving a 'H resonance frequency of
around 30 MHz. The sample is inserted from above onto the cradle, above the
NMR coil. The height and leveling of the cradle is adjustable to allow the sample to
be positioned accurately within the magnetic field. Optimization is achieved by
adjusting the cradle so as to sharpen the edge of a profile recorded from the base of
a flat sample, such as a drop of oil on a glass cover slip. With care, the probe and
sample can be leveled to within a few microns over the excited region (approx-
imately 3 mm in diameter).

Spin-echo Fourier transform imaging methods are used with a quadrature echo
sequence: a,~1—(o,~t—echo-1),. Here a,, is a radiofrequency pulse of nominal flip
angle 90° and relative phase x or y at the center of the profile, t is the pulse gap and
n is the number of echoes recorded. Each NMR echo train signal is averaged over a
number of scans, each separated by a repetition delay time, tzp (normally >3T; to
allow the initial magnetization to be restored). Each averaged echo signal is Fourier
transformed to produce a profile. Owing to the increasing distance from the coil,
the pulse flip angle, a, associated with the pulses varies across the sample. To
compensate for this, the experimental profile intensity is generally normalized to
that recorded from an elastomer standard of known uniform composition. As in
conventional T, weighted MRI, image contrast is provided by a combination of 'H
concentration and nuclear spin relaxation signal attenuation. The latter is sensitive
to molecular mobility, a fact that must be taken into account when analyzing
GARField profiles. If desired, profiles resulting from different echoes of the
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Fig. 2.3.2 A wire frame drawing and photograph of a Mark |
GARField magnet as manufactured by Resonance Instruments
Ltd. The third picture is a close up of the sample space.

sequence can be co-added to improve the signal-to-noise ratio. If this is not done,
then they can be analyzed separately on a point-by-point basis to yield spin—spin,
T), relaxation maps from across the sample. Unusually for MRI, very mobile liquid
samples characterized by a high self-diffusion coefficient can exhibit shorter
apparent T, values and hence less signal than less mobile samples: this is because
the data are recorded in a strong field gradient [5]. The precise parameters used
during a given experiment are varied to suit the circumstances, with consequent
implications for performance. Pixel resolution of around 6-12 um is routinely
possible, with temporal resolution of from one to a few minutes. The spatial
resolution is usually determined by the sample condition, whether it is truly planar
or not.
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233
Applications

2.3.3.1  Coatings and Glues

Chemical coatings cast from dispersions or solutions are used very widely in the
modern world for both functional and decorative purposes. The need for a better
understanding of the processes by which they are created is driven by the desire for
continuously improved material performance and properties and increasingly by
legislation restricting the release of volatile organic compounds (VOCs) into the
atmosphere. There are many approaches to the restriction or elimination of the
release of VOCs during film formation worthy of investigation, some of which have
been studied using GARField. The products used in this area consist of three basic
types. The first are typically dispersions of either oil drops (emulsions) or polymer
particles (latexes) suspended in a solvent. During film formation, the solvent
gradually evaporates, promoting particle compaction and coalescence, leading to
a homogeneous film. Subsequent cross-linking can harden the layer. To produce a
uniform film, these processes, illustrated in Figure 2.3.3, must occur in an orderly
fashion. The second are polymer solutions that increase in concentration by solvent
evaporation, eventually drying and film forming. The third are multi-component
systems that flow and then cross-link on mixing. For the first two cases in
particular, GARField MR profiling experiments have allowed the development
and testing of models of the film formation process at a level of detail that has
not previously been possible.

2.3.3.2 Latex Dispersions

Multi-component cross-linking latex dispersions are a potential replacement for
many film-forming compounds. These overcome many of the obstacles to obtain-
ing waterborne coatings at room temperature without the release of VOCs, and
form hard, mechanically strong and chemically resistant films of great utility. For
convenience and efficiency, photoinitiated free-radical polymerization is appealing.
A study of such a photoinitiated cross-linking latex system provides a particularly
powerful demonstration of the utility of GARField [6]. The particular materials
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and - Fig. 2.3.3 The stages of film formation from an

cross-linking aqueous dispersion.
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studied consist of a latex dispersion with a dissolved cross-linker and photoinitia-
tor. The main contributory processes to film formation were confirmed to be water
evaporation and photoinitiated free-radical polymerization. However, the relative
rates of interdiffusion of each of the components across the layer, oxygen inhibition
of free-radical polymerization reactions and the ingress of atmospheric oxygen into
the surface as well as formulation turbidity were all shown to play an important
role in determining the detailed behavior of the system. It proved possible to
investigate each of these processes individually using GARField by systematically
varying the formulation and/or experimental conditions. Each was studied in an
essentially similar fashion.

A layer of the sample was cast onto a glass cover-slip, which, in turn, was placed
on the GARField sample cradle and exposed to light and air [Figure 2.3.4(a)].
Profiles were recorded at regular intervals throughout the drying and film for-
mation, allowing the changes in the sample to be monitored continuously. The
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Fig. 2.3.4 Film formation of a photoinitiated  the lower surface (left) after a 90 min induction
cross-linking latex coating as measured by period due to oxygen absorption. The profiles
GARField. (a) The coating is exposed to air shown were recorded 10, 90, 100 and 110 min
(evaporation) and light from above. (b) A sam- and 2, 3, 4, 5, 6 and 17 h after casting the layer.
ple comprising a combination of only polymer (d)The full formulation film forms in the central
and water dries from the upper surface (right) layers first. In this final time series, the profiles
as shown by a time series of profiles, recorded shown were recorded after 10 min (dotted

at 10, 20, 30, 40, 50, 60, 70, 100 and 120 min trace, T; attenuated) and then, from the top
after casting the layer. (c) A combination of  down, 30, 60 and 90 min and 2, 3, 6 and 17 h
polymer and photoinitiator only cures from after casting the layer.
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various mixtures could be profiled with the same MR parameters, allowing direct
comparison of profiles for different samples.

Figure 2.3.4(b) shows 'H profiles of the drying of the pure latex. The pulse gap, T,
is 95 us. The profile resolution is 9 um. The signal intensity primarily reflects the
mobile water content. The initial profile of the layer is uniform and shows the
thickness of the layer to be approximately 400 microns. The glass substrate is to the
left, and the air is to the right. As water evaporates away from the top surface, the
upper surface recedes, providing a check on the evaporation rate. Also, the profiles
develop a negative gradient across the layer, reflecting water loss and particle
compaction at the surface.

Figure 2.3.4(c), shows a similar experiment involving the photoinitiator and
cross linker only, exposed to light from above (right-hand side). The initial profile
is essentially uniform, and does not change appreciably for the first 90 min. This is
due to polymerization inhibition by oxygen dissolved in the mixture. After this
time, the intensity begins to drop rapidly at the base of the layer, indicating that
polymerization occurs here first. The lower signal intensity is due to the reduced
mobility (shorter T,) of the cross-linked polymer. The reason for the slower
progression near the surface is the inhibition of polymerization by additional
atmospheric oxygen, which continues to ingress into the layer throughout the
experiment.

A time series of profiles for the complete formulation of the three components
(latex, cross linker and photoinitiator) exposed to light and allowed to evaporate is
shown in Figure 2.3.4(d). The series clearly illustrates both the complexity of the
processes occurring and the ability of GARField profiling to visualize them. The
curious behavior of losing the signal first in the center of the layer, i.e., polymer-
ization initially occurs in the centre of the layer, is explained by a combination of
the two major factors just described: evaporation and (oxygen inhibited) photo-
initiated cross linking, and the fact that, unlike the photoinitiator and cross linker
only mixture, the complete formulation is turbid. Light cannot penetrate so easily
to the base of the layer.

Detailed quantitative analyses of the data allowed the production of a mathemat-
ical model, which was able to reproduce all of the characteristics seen in the
experiments carried out. Comparing model profiles with the data enabled the
diffusion coefficients of the various components and reaction rates to be estimated.
It was concluded that oxygen inhibition and latex turbidity present real obstacles to
the formation of uniformly cross-linked waterborne coatings in this type of system.
This study showed that GARField profiles are sufficiently quantitative to allow
comparison with simple models of physical processes. This type of comparison
between model and experiment occurs frequently in the analysis of GARField data.

2.3.3.3  Alkyd Emulsions

A separate approach to the problem of VOC release during film formation is the
use of polymer films cast from aqueous emulsions. Alkyd emulsions in particular
have been proposed as new environmentally friendly paints and have therefore
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attracted study by GARField [7]; this work has aspects that are quite distinct from
that already discussed. The GARField study complements work already done on
lateral or in plane drying of alkyds [8] and other colloidal layers [9] using conven-
tional MR microscopy, not described here. The combination of these two techni-
ques is particularly powerful.

Routh and Russel [10] proposed a dimensionless Peclet number to gauge the
balance between the two dominant processes controlling the uniformity of drying
of a colloidal dispersion layer: evaporation of solvent from the air interface, which
serves to concentrate particles at the surface, and particle diffusion which serves to
equilibrate the concentration across the depth of the layer. The Peclet number, Peis
defined for a film of initial thickness H with an evaporation rate E (units of velocity)
as HE/ Dy, where D, = kpT/6mur — the Stokes—Einstein diffusion coefficient for the
particles in the colloid. Here, r is the particle radius, u is the viscosity of the
continuous phase, T is the absolute temperature and kg is the Boltzmann constant.
When Pe>>1, evaporation dominates and particles concentrate near the surface
and a skin forms, Figure 2.3.5, lower left. Conversely, when Pe<<1, diffusion
dominates and a more uniform distribution of particles is expected, Figure 2.3.5,
upper left.

Routh and Russel’s ideas were demonstrated experimentally using GARField
profiling of drying alkyd aqueous emulsion (mean droplet size 133 nm) layers of
varying thickness, under different conditions of evaporation. The profiles, Figure
2.3.5, right, show that during the early stages the layers dry as anticipated. In these
profiles, the signal originates predominantly, but not exclusively, from the water. It
is possible to calibrate for the water content across the layer experimentally given
certain assumptions, but this has not been done here [7]. With low Peclet number
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Fig. 2.3.5 Profiles recorded from a drying alkyd left. The Peclet number is defined as HE/D
emulsion layer are shown on the right. At low where H is the film height, E the evaporation
Peclet number (upper set of profiles), drying is rate and D the particle diffusivity. The upper set
uniform whilst at high Peclet number (lower  of profiles are recorded 62, 602, 821, 956 and
set), particles concentrate at the surface. 1061 min after the layer was cast; the lower set
Schematics of the process are shown on the 2, 7, 13 and 31 min after the layer was cast.
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layers (Figure 2.3.5, upper right, where Pe = 0.2), signal intensity remains uniform
across the layer as it dries, confirming a uniform concentration of water across the
dispersion. With high Peclet number, (Figure 2.3.5, lower right, where Pe = 16), a
negative gradient in signal intensity develops across the layer as water evaporates
away from the top surface faster than it is replenished by diffusion across the layer.
During this period, irrespective of the Peclet number, the layer thins uniformly
with time indicating that the drying rate is evaporation limited. The surprising
aspect of these profiles, not predicted by the theory, is that the layers attain uniform
concentration once again before the layers are completely dry. Uniform concen-
tration typically recurs at a water fraction of about 15%. At this point, a second,
much slower stage of drying commences during which, irrespective of the initial
Peclet number, a concentration gradient once again develops. This too has been
observed by GARField [7], although the data are not presented here. During the
second stage, the drying rate, as revealed by the sample thinning, follows the
square root of time and is therefore diffusion rather than evaporation rate limited.
The “final” water content is about 2 %. An inordinate amount of time is required to
remove this final water fraction and the films remain tacky at the end of the
experiment. In further profiling experiments (again the data are not reproduced
here), it was found that the “dry” layer could be easily rewetted by casting a fresh
coat on top of the first. In such experiments the water fraction recovered to, but
never exceeded, 15%, the value that characterizes the boundary between the first
and second stages of drying.

The fact that rewetting is possible at all suggests that the alkyd particles do not
fully coalesce at the end of the second stage of drying. It has been proposed that
these experiments provide evidence that the alkyd emulsion adopts a bi-liquid foam
structure during the second stage of drying in which the deformed alkyd droplets
are separated by thin layers of water trapped in surfactant bilayers. Moreover, it is
suggested that the start of the second stage characterized by a water fraction of 15%
and the final state, 2%, represent two distinct metastable thermodynamic phases
of the bilayer: a carbon black film and a Newton black film [11]. Numerical models
of water transport across a layer of this form, during the second stage of drying,
give good qualitative agreement with experiment.

2.3.3.4 Polymer Solutions

The Peclet number concept has been extended to the investigation of the process of
glassy film formation from polymer solutions. Skin formation in drying polymer
layers can slow solvent evaporation, trap solvent in the film and lead to surface
wrinkling, thereby affecting the film formation process. The situation is exacer-
bated in the case of semicrystalline polymers, as crystalline regions may form
during film formation as well as amorphous (glassy) regions, producing a film
with regions of varying physical properties. GARField has provided one of the first
viable means of assessing the through depth composition of a polymer solution
layer during drying, thereby enabling some advances in the understanding of such
processes. The specific system studied is poly(vinyl alcohol), PVOH [12]. Akin to the
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dispersions, layers of different thickness were observed to dry as a function of
evaporation rate. Once again the Peclet number, Pe= HE/D, was introduced to
gauge the relative strength of water evaporation against polymer diffusivity in
determining the uniformity of polymer concentration in the drying layer. Addi-
tionally, a second dimensionless parameter, a reduced drying time tp, defined as
the ratio of the typical time required for the polymer to dry to a glass and the time for
the layer to crystallize, was introduced. This led to a two-dimensional parameter
space, Pe — tp within the four quadrants of which different characteristics of the
dried layers are expected. GARField profiling experiments similar to those carried
out with the alkyd emulsion described above have confirmed this description of the
behavior of the drying of PVOH layers. Figure 2.3.6 shows profiles recorded from
drying layers for the three of the four quadrants that are accessible experimentally.
When tp << 1, the reduced drying time constant is low and a glassy film is expected.
Experimentally, the profiles — which predominantly reflect the water content —
show that the layers dry to little or no residual water. When tp >> 1, the crystal-
lization process dominates, and a more crystalline film is expected. This traps water
in the lower layers in the later stages of drying, as revealed by the intense peak
which remains at long times in the lower right profile set. When Pe << 1, drying is
uniform and when Pe >> 1 it is not. Experimentally, the profiles in the lower part of
the figure show much more uniform water concentration than those in the upper
part. In the upper part, they show a strong water concentration gradient.
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Fig. 2.3.6 The two dimensional Pe—tp space, quadrant (Pe= 0.24, Tp = 0.32), the drying is
which characterizes the drying of semi-crystal- uniform but no water is trapped due to faster
line polymer solutions, in this case PVOH. In  drying (the profiles shown were recorded

the lower right quadrant (Pe =0.18, Tp =5.8), approximately every 21 min). In the upper left
the drying is uniform but, because it is slow  quadrant (Pe= 1.46, Tp =0.17), the increased
(the profiles shown were recorded at approxi- Peclet number causes the drying to be non-
mately 12 h intervals), a crystalline layer forms uniform, (the profiles shown were recorded
that traps residual water. In the lower left every 77 min).
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2.3.3.5 Glue Layers
GAREField profiling has been applied to the curing of wood glue layers and also to
their characterization in terms of moisture penetration and transport. Systems
studied consist of commercial and model wood glues and resin and hardener
components. These typically cure on application or mixing within tens of minutes
to hours, depending on formulation, composition and temperature. As the glue and
hardener molecules become less mobile as they cure, it is possible to use GARField
profiling to monitor the curing process. Curing is revealed by a loss of signal. The
time taken for the signal intensity from a given glue layer to halve provides a
measurable characteristic parameter related to the cure time. Comparison of meas-
urements made in this way with published working times for a range of glues has
been used to validate the method [13]. This type of non-destructive testing offers a
new means of measuring the cure time for wood glues under different conditions.
An extension of this work is the investigation of water transport across fully
cured glue lines bonding pieces of wood. Figure 2.3.7 shows an example. In these
experiments, two thin layers of wood, in this case pine, around 500 um thick [13],
were glued together. The top layer was then constantly exposed to water while
GARField profiles were recorded across the bonded sample. The lower part of
Figure 2.3.7 shows exemplar profiles. The water reservoir is to the extreme right
beyond 1300 um on the scale. The signal-to-noise ratio is low in this region as it is
at the limit of the profile field of view. The upper wood layer is from 800 to 1300 pm
and the lower layer from 300 to 800 um. The glue layer is at 800 um and a marker
tape is positioned at 300 um. During the experiment, the signal intensity was
observed to grow in the upper layer of pine as water diffused into the wood.
However, there was no comparable increase in the lower level indicating that the
glue, in this case urea formaldehyde, acts as a water barrier. The upper part of the
figure shows the time dependence of the average signal intensity in the upper and
lower layers of glued samples for three different glues: urea formaldehyde, phe-
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nolic resorcinol formaldehyde and poly(vinyl acetate). The different glues studied
showed various behaviors, from dissolving on contact with water [poly(vinyl ace-
tate)], to acting as a water resistant barrier for up to 24 h (urea formaldehyde).

2.3.4
Human Skin Hydration

Human skin is the largest organ in the human body. It is fundamentally important
to health as the semi-permeable barrier — the first line of defence — between the body
and the external world. However, it remains relatively inaccessible to conventional
magnetic resonance imaging, firstly because it is thin and therefore requires high
spatial resolution, and secondly because it is characterized by relatively short T,
relaxation times, particularly in the outermost stratum corneum. Conventional stud-
ies have not usually achieved a resolution better than 70-150 um, with an echo time
of the order of a millisecond or so. As a planar sample, skin has proved amenable to
GARField study where it has been possible to use both a shorter echo time and
achieve a better spatial resolution, albeit in one direction only. Such studies have
attracted the interest of the pharmaceutical and cosmetic industries that are inter-
ested in skin hydration and the transport of creams and lotions across the skin.
Following preliminary experiments to test the feasibility of profiling skin with
GARField [14], studies have been conducted using skin both in vitro [15] (abdominal
tissues, obtained following cosmetic surgery, cleaned and stored frozen until re-
quired for use) and in vivo [16] (of the finger, hand and lower arm). It has proved
possible not only to detect a signal from these samples, but also to distinguish
regions in the skin with different characteristics. Profiling experiments on in vitro
skin layers using two different pulse gaps, T = 500 and 150 ps, illustrate this. Results
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are shown in Figure 2.3.8. The in vitro samples were prepared for use by slowly
defrosting in a fridge overnight before use, followed by partial hydration by flotation
on a bath of water for around 30 min. They were then placed on glass coverslips on
the GARField probe cradle. The shorter echo time permits detection of the signal
from both slow and fast moving hydrogen nuclei. The two profiles shown in the
lower part of Figure 2.3.8 were recorded some 90 min apart and show good
reproducibility. They reflect primarily the hydrogen density, which is strongly
correlated to the water density, in the skin layer. The density is more or less uniform.
The two profiles in the upper part of Figure 2.3.8 were recorded similarly, but with a
longer echo time. This leads to attenuation of the more mobile signal components
(due to faster diffusion in the field gradient) and the resultant profiles therefore
preferentially visualize less mobile regions, and show that the skin is divided into
two layers. These have been identified with the viable epidermis and the stratum
corneum. The ability to distinguish these regions has been tested by repeated experi-
ments, and a high degree of reproducibility has been achieved in the results.

In vitro skin work has been extended to look at the ingress of liquids into skin in
order to explore the possibility of using GARField profiling to characterize the
efficacy of skin-care product ingredients in crossing the skin barrier. Liquids
studied in these experiments include decanol, glycerine and squalane. These
liquids produce a large magnetization signal that can be observed as the liquid
diffuses into the skin layer. Typically, the skin layer was prepared as before, and
profiles were taken at appropriate time intervals after a layer of the liquid was
applied to the top of the skin. The profiles for glycerine [see Figure 2.3.9(a)] show
extremely clearly the progress of a glycerine front into a skin layer. The first profile
(with the lowest magnetization) is that of the mobile moisture in the initial skin
layer with no glycerine present. Once again, the viable epidermis (to the left) and
the stratum corneum (to the right) can just be distinguished as regions of differing
intensity: the whole layer is around 110-um thick. The remaining profiles were
taken at intervals after application of the glycerine layer. They show the ingress of a
glycerine front into the skin from right (stratum corneum) to left (viable epidermis).
These data demonstrate the diffusion of glycerine into the skin, and allow the
diffusion coefficient to be estimated by determining the gradient of a plot of the
displacement of the glycerine front against the square root of elapsed time for each
profile [see Figure 2.3.9(b)]. The fact that this plot is linear indicates that a Fickian
diffusion process is occurring with a diffusion coefficient of the order of
1.3+£0.5x 107 cm?s™! (based on a series of such experiments). The ability to
determine this type of information is almost unique to GARField.

The fingertip skin can be profiled in vivo using the Mark I GARField magnet.
Using a larger Mark II GARField magnet, see Section 2.3.5, Further Develop-
ments, it is possible to profile lower-arm skin of volunteers in vivo. Not only is this
area of greater biological/biomedical interest, but the ability to gain sufficient
access to mark and place the volunteer’s arm with far greater precision in the
magnet has greatly enhanced the reproducibility of the experiments. The lower
curvature of the arm compared with the fingertip also improves the profiles
obtained, reducing the occurrence and the scale of sample leveling artifacts.
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Fig. 2.3.9 A time series of profiles showing the is shown by the lowest trace. The inset shows
ingress from right (stratum corneum) to left the advance of the glycerine front against the
(viable epidermis) of glycerine into human skin square root of time from which Fickian

in vitro. The skin before application of glycerine diffusion is inferred.

Preliminary studies, which have repeated many of the in vitro experiments in vivo,
reported that the differentiation between stratum corneum and viable epidermis is at
least as good, if not better in vivo and that many of the other experiments are
similarly reproduced [16).

2.3.5
Further Developments

The original GARField magnet was built with a “belt-and-braces” approach to
ensure that, on completion, it met its design specification as closely as possible.
In particular, access to the sample volume space is from above only, due to the
symmetrical design of the yoke, which surrounds the poles from the sides. In the
design of a second GARField magnet, a less cautious approach has allowed many
improvements. A mark-I1 GARField has been built with a C-frame yoke that allows
access from the side as well as from above, and the whole magnet has been scaled-
up in size by a factor of 3/2, so that the pole piece separation, and therefore the
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maximum sample (and probe mounting) size, have been increased correspond-
ingly. This has been achieved without a reduction in field strength. The design of
the pole pieces has also been changed so that they are now curved on both their
upper and lower sides, so as to provide two different G,/B, ratios: 16.67 and
33.33m™!. This allows measurement of samples at two different gradient
strengths, but at the same field strength, allowing the separation of signal attenu-
ation due to diffusion and normal spin—spin relaxation.

The increased size of the NMR probe mounting space has also been used to
advantage. The increased space permits the inclusion of a second, switched
magnetic field gradient based on a conventional current winding. The switched
gradient allows in-plane spatial resolution. In a typical measurement using this
approach, first demonstrated with STRAFI [17], the vertical dimension is imaged
with standard GARField profiling techniques, while the orthogonal in-plane direc-
tion is imaged at much lower resolution using the switched gradient. In this
manner, compensation can be made for minor sample leveling errors and planar
inhomogeneities due, for example, to meniscus effects.

The GARField philosophy of designing the magnetic field to meet the require-
ments of experiment has also been applied to the development of another perma-
nent magnet based MRI profiling system, designed to study the cements and
concretes widely used in the construction and civil engineering industry. In this
case, the intention is to be able to profile non-destructively the moisture within the
surface layers of a sample too large to place between the poles of a magnet in situ,
with a portable instrument similar to the well known NMR Mobile Universal
Surface Explorer (MOUSE) [18]. The magnet design objective is a planar field of
constant magnitude (but not necessarily constant direction) displaced from the
magnet surface with an orthogonal gradient in field strength. The design criteria
can be met by a linear array of permanent magnets with their north—south axis
rotated 180° periodically one from the next. The system is further improved by the
use of a sensor coil constructed of windings with the same periodic pitch, but
displaced from the magnets by one quarter of the spatial period. Such a pattern
ensures that the B; excitation magnetic field is everywhere normal to the B,
measurement magnetic field [19]. A system has been constructed with three
permanent magnets positioned horizontally next to each other and two excitation
windings as illustrated in Figure 2.3.10. As constructed, the magnetic field
corresponds to a 'H resonance frequency of about 3 MHz at a distance of
50 mm from the surface. The magnets can be moved relative to the sample surface
using stepper motors visible in the lower part of the figure, which shows the
magnet as built. By raising the sensitive plane, a profile of signal against depth can
be built up. In addition to the MOUSE, other approaches to achieving similar ends
for comparable applications have been proposed by Callaghan and coworkers [20],
Fukushima and coworkers [21] and Marble and coworkers [22].

A potential application of this system is the assessment of the curing and efficacy
of hydrophobic coatings applied to cementitious and other building materials. In
situ work has yet to be carried out, but laboratory studies suggest that this will be
possible [23, 24]. The left part of Figure 2.3.11 shows the ingress of a commercial
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Fig. 2.3.10 A schematic (top) and photograph
(bottom) of the surface GARField magnet.

In the schematic the detector coil (hatched
boxes) and its associated field lines are shown
(dotted) and are seen to be always orthogonal
to the permanent magnet field lines (solid).
The magnitude of the static field is constant
in the horizontal plane (thick black line). A
stepper motor and gear-drives for raising the
whole assembly relative to the external surface
are visible in the photograph.

hydrophobic silane coating into building sandstone. The subsequent loss of signal
is due partly to evaporation of the carrier solvent and partly to curing of the coating
on the internal pore surfaces. Subsequent experiments show that the coating
initially impedes the ingress of water, but ultimately allows water pumping
through the treated layer (Figure 2.3.11, right part). Although water pumping
through treated surfaces is often suspected, and can lead to serious degradation,
few techniques can reveal the process in so dramatic a fashion.

2.3.6
Conclusion

GARField has found a niche application area in the characterization of drying and

film forming from aqueous dispersions and in skin-care. As a bench-top perma-

Hydrophobic coating
I
Mortar surface exposed treated layer

Mortar surface water build up
(not seen) in untreated
r/ interior

millimeters 2

Fig. 2.3.171 Left: the ingress of a hydrophobic silane coating into
building sandstone. Right: subsequent water ingress and
pumping through a treated surface.
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nent magnet which can be readily coupled to any one of a range of low-cost, low-
frequency and low-resolution commercial spectrometers it affords an entry level
route to routine coatings characterization. The range of possible applications
continues to grow and advances continue to be made in the basic instrumentation.
The future for GARField looks bright.
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Depth Profiling by Single-sided NMR
F. Casanova, J. Perlo, and B. Bliimich

2.4.1
Introduction

Nuclear magnetic resonance (NMR) is an established analytical tool, widely used
for determining structures and conformations in chemistry, biology, medicine and
material science [1, 2]. Material characterization is carried out by measuring NMR
parameters such as chemical shift, nuclear spin relaxation times, dipolar couplings
and self-diffusion coefficients. NMR methods are usually developed to work in the
strong and homogeneous fields of superconducting magnets, but the limited
working volume of these devices, where the sample must be accommodated,
dramatically limits the areas of application of NMR techniques for in situ studies.
In contrast to conventional NMR, where the sample is adapted to fit into the probe,
inside-out NMR uses open magnet geometries specially adapted to the object
under study. Such magnets are inexpensive and can be used as portable sensors,
which offer access to a large number of applications that are inaccessible if using
closed magnet geometries. Historically the inside-out concept was conceived as a
procedure for examining geological formations [3], but in recent years a number of
tool geometries have been designed and optimized, depending on the application,
for material analysis and quality control [4, 5], moisture detection in composites [6,
7], medical diagnostics [8, 9] and the analysis of objects of cultural heritage [10, 11].

The price paid in gaining this open access is that it is impossible to attain high
and homogeneous magnetic fields, a fact that reduces the number of available
experimental techniques which can be implemented with these sensors. Although
the presence of a static gradient is in general a disadvantage, it can be exploited to
obtain depth resolution into the material. The procedure is wholly equivalent to
that used by the STRAFI technique [12], where the strong stray field gradient of
superconducting magnets is used to obtain profiles with high spatial resolution.
However, the lateral gradients of the magnetic field generated by single-sided
magnets determine the rather poor depth resolution. Several attempts have been
made to increase the gradient uniformity by tailoring the magnet geometry, but
spatial resolution of better than half a millimeter is hard to achieve. Previous
designs demands required the magnet to generate planes of constant field over a
large depth range. This field profile is convenient because it allows the selection of

107



108

2 Hardware and Methods

slices at different depths into the object, simply by electronically switching the
tuning frequency. However, this strong requirement forces the optimization
procedure to vary the position and orientation of a large number of permanent
block magnets, and results in complicated magnet arrays. Although the retuning
procedure is simple and fast, important distortions are introduced into the profile
when contrasts by relaxation or self-diffusion are used to improve the discrimi-
nation of heterogeneities in the material. The static field changes by several MHz
in a few millimeters, restricting the use of the T; contrast in samples with
frequency dependent T;. Moreover, the transverse relaxation time T, measured
by a Carr—Purcell-Meiboom-Gill (CPMG) sequence in inhomogeneous fields,
which is a mixture of T; and T, [13], changes with the depth as a consequence of
the variation of the By and B, field profiles. Even the contrast by self-diffusion is
distorted as a consequence of the variation of the static gradient magnitude as a
function of depth. These problems can be circumvented if the sample profiling is
performed by changing the relative position of the sample with respect to the
sensitive slice, keeping the excitation frequency constant. Besides being a distor-
tion free procedure, it only requires a plane of constant magnetic field at a fixed
distance from the sensor surface to be generated, a fact that considerably reduces
constraints imposed on the design of the magnet. Taking advantage of this
simplification we have recently presented a new single-sided NMR sensor based
on a novel geometry that offers the possibility of obtaining microscopic depth
resolution [14]. By repositioning the sample, profiles with a spatial resolution of
better than 5 um have been achieved. An important fact to point out is that the
magnet is of extremely simple construction and is inexpensive to manufacture,
which is an important factor when such tools are intended for quality control. In
the following sections the sensor is described briefly, and a number of important
applications are presented where the high spatial resolution plays a determining
role in obtaining valuable information about the sample structure.

242
Microscopic Depth Resolution

2.4.2.1  Sensor Design
The magnet geometry optimized to generate a plane of a highly constant magnetic
field is shown in Figure 2.4.1. It is based on the classical U-shaped geometry [5],
where two block magnets with opposite polarization are placed on an iron yoke
separated by a gap dg. The main difference between the U-shape and the new
design is the splitting of the two block magnets leaving a small gap ds, which is a
crucial factor in the improvement of the uniformity of the gradient. In the first
approach the value of dg defines the distance from the magnet surface where the
field magnitude is constant along z. Once this has been chosen, the value of ds is
adjusted to define a constant field along x at the same depth.

The prototype described in this work uses NdFeB permanent magnet blocks of
40 x 45 x 50 mm? along x, y and z, respectively, placed on an iron yoke 25 mm
thick. The gap dp was set to 14 mm, and ds was determined to be 2 mm by
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Fig. 2.4.1 Magnet geometry used to generate a tioned to leave a gap dg of 14 mm and magnets
highly flat sensitive volume. It consists of four with the same polarization are separated by a
permanent block magnets positioned on an  small gap ds of 2 mm. The drawing also shows
iron yoke. The direction of polarization of the the position of the plane where the field is
magnets is indicated by the gradient color, two constant, which for these dimensions is at

of them are polarized along y and two along —y. 10 mm from the magnet surface.

Magnets with opposite polarization are posi-

accurately scanning By along x via the NMR resonance frequency of a thin oil film.
For these dimensions the plane of constant field is generated at 10 mm from the
magnet surface (Figure 2.4.1). At this position the magnetic field is 0.411 T (along
z) and the gradient is 20 T m™! along the depth direction. It must be pointed out
that the spot where the field can be considered constant has a limit of 1 x 1 cm?,
after which the lateral gradients increase dramatically. The objects to be scanned are
in general larger than this spot, so that the lateral selection of the sensitive volume
poses a major problem in the design of a sensor intended for high depth resolution.
This selection is achieved by appropriate choice of the dimensions of the rf coil,
which, for the present sensor, is a two-turn rectangular coil 14 mm along x and
16 mm along z wound from 1 mm diameter copper wire. Besides the lateral

Fig. 2.4.2 Photograph of the lift used to
reposition the sensitive slice across the sample
g with a precision of 10 pm. The object (in this
case the lower surface of the arm) is placed on
top of the plate A, which is parallel to the
movable plate B where the sensor is mounted.
In this instance the surface of the object is
precisely aligned with the flat sensitive slice.
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selection, an important characteristic of the rf coil is a small inductance to prevent
detuning due to loading changes during the scanning procedure.

2.42.2 Scanning Procedure

The profiling method requires the sensitive slice to be shifted through the object.
Figure 2.4.2 shows the mechanical lift used to move the sensor with respect to the
sample. The object under study, for instance the lower surface of the arm in the
picture, is positioned on top of a flat holder (A) and the NMR sensor is placed under
iton a movable plate (B). The mechanical construction allows one to move the sensor
up and down with a precision of 10 um. The distance between the rf coil and the
sensitive slice defines the maximum penetration depth into the sample (maximum
field of view of the 1D image). Depending on the application, the position of the rf
coil with respect to the sensitive slice can be changed to maximize the sensitivity.

2.4.2.3 Spatial Resolution Tests

The maximum spatial resolution achievable with the new magnet can be deter-
mined by measuring the Point Spread Function (PSF) [15]. It can be obtained as
the image of a sample much thinner than the expected width of the PSF, but for the
present resolution limit it is impractical to build such a sample slice. As an
alternative, the PSF can be obtained as the derivative of the step image of a flat
oil-glass interface. Figure 2.4.3(a) shows the 1D image of the interface obtained by
centering the oil surface along the sensitive slice, and using 5-ps long rf pulses to
excite a slice much thicker than the expected width of the PSF. Figure 2.4.3(b)
shows the PSF, which is symmetrical and has a width of 2.3 ym; this is the
maximum spatial resolution achievable with the present sensor.
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Fig. 2.4.3 (a) Image of a flat oil-glass
interface centered along the sensitive
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Depending on the transmitter power available and the bandwidth of the rf
circuit, a thick slice can be excited and imaged by direct Fourier transformation
of the acquired signal. However, when a CPMG-like sequence is applied for
sensitivity improvement or to produce relaxation time contrast, the thickness
that can be effectively excited is reduced by both the off-resonance excitation and
the B; magnitude variation across the slice. If not having amplitude variations in
the profile of a uniform sample is the criterion taken, then the maximum slice
thickness that can be imaged is estimated to be 50 um. When a large region needs
to be scanned, the slice is repositioned across the sample by moving the sensor in
steps equal to the maximum slice thickness. A full profile is then obtained by
combining the set of slices necessary to cover the desired field of view.

To illustrate the performance of the method, a phantom consisting of a sandwich
of two latex sheets 70 pm thick separated by a 150 pm glass slide was scanned by
moving the position of the sensor in steps of 50 pm (Figure 2.4.4). It is important to
point out that the image reconstruction is straightforward: portions of 50 um are
obtained in each step and then plotted one next to the other. No correction,
interpolation or smoothing is required at the places where two consecutive portions
join. The high resolution can be appreciated from the sharp edges of each latex sheet.

2.42.4 Relaxation Contrast

The slice selection procedure can be combined with a number of pulse sequences
to spatially resolve NMR parameters or to contrast the profiles with a variety of
filters. The most commonly used acquisition schemes implemented to sample
echo train decays are the CPMG [(7t/2)—(7t)o0] Or @ multi-solid echo sequence [(rt/
2)o—(7/2)90). In these instances, the complete echo train can be fitted to determine
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Fig. 2.4.4 Profile of a sample made from two an echo time of t¢ = 345 ps. Using a recycle
latex layers 70 ym thick separated by a 150 pm delay of 50 ms each image was acquired in 30 s
thick glass spacer. The full profile is the com- and the total profile in 5 min. In this experi-
bination of 10 images with an FOV of 50 pm, ment the acquisition window was set to 300 ps,
covering a total depth of 500 ym. Each of these which in the presence of a gradient of 20 T m™
images is the FT of the echo signal obtained as defines a nominal resolution of 4 ym. For this
the addition of the first 16 echoes acquired particular instance, the rf coil was positioned
during a CPMG sequence and 512 scans with 2 mm from the sensitive plane.
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the Tyeq, or different parts of the train can be co-added to obtain relaxation time
weighted profiles. We have found this last option more convenient, especially when
the echo envelope has a complicated time dependence, or when T.g is comparable
to the echo time. Therefore, a weighting function is defined as follow:

o i Js . i '
w(is, i, Ji, tE) = - .fz S(j tE)/Z S(ite)
JiTJt J=h i=i;

where S(t) is the intensity of the signal at time t, and the integration limits i, i, j;
and ji are adjusted to obtain the optimum contrast. In the following sections, and
depending on the application, the acquired echo train decay is co-added for
improvement in the sensitivity or the function w is evaluated to produce profiles
weighted by relaxation or by diffusion.

2.4.2.5 Scanning Large Depths

In many cases not only high spatial resolution but also a large penetration depth is
desired. This can be achieved by increasing the dimensions of the magnet blocks
and gaps keeping their proportion fixed. When the sensor is scaled up the depth
where the plane of constant field is generated as well as the maximum resolution
are scaled up by the same factor. Although magnet scaling is the natural procedure
to reach larger depths, it leads to a non-desired increase in the sensor size. A more
elegant solution is to keep the sizes of the magnet blocks constant and to increase
the gaps keeping their proportions fixed. Setting dp = 20 mm and ds = 3 mm, the
sensitive volume is defined at 18 mm from the magnet surface, where By=0.25T
and Gy=11.1Tm . Combining this magnet with an rf coil 22 x 25 mm? a
working depth or maximum field of view of about 10 mm is defined. An object
made of three rubber layers separated by glass spacers was scanned, and the results
are shown in Figure 2.4.5. It is important to stress the excellent sensitivity of the
device even at this large penetration depth. Each point in the profile corresponds to
a 100-um thick slice at 10 mm from the sensor and requires a measuring time of
only 3.
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; Fig. 2.4.5 Profile of a phantom made
of three 2-mm thick rubber layers

\ separated by glass slides of 2- and

| 1-mm thick. The CPMG sequence
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was executed with the following

1 l \ J[ parameters: repetition time = 50 ms,
0.04 lap s 0 L) te = 0.12 ms, number of echoes = 48
. . . i i i . and 64 accumulations. The profile
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Depth [mm] of 100 pm in 5 min.
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243
Applications

The possibility of obtaining high-resolution depth profiles with single-sided sen-
sors opens up the possibility of resolving the near-surface structure of arbitrarily
sized samples in situ. In this section a number of applications in material science,
medicine and artwork analysis are presented to illustrate the power of the described
profiling technique. Depending on the application, different experimental param-
eters were critical in obtaining the desired information. While high spatial reso-
lution was required, for example, to resolve thin multi-layer structures in PE
materials, a short experimental time was needed to follow the absorption of cream
into the skin, the appropriate contrast was required to resolve different paints and a
large penetration depth was needed to resolve the full structure of polymer coatings
on cement samples. For each particular situation the sensor was adapted to obtain
the best performance.

2.43.1 Solvent Ingress into Polymers

An important example of sample change is the ingress of liquids in contact with
the object surface. Even small amounts of solvent may invoke major changes in
material properties. In this work the water uptake in polyethylene (PE) was
followed as a function of the absorption time. A 3 mm thick PE sample was
initially dried in an oven at 100 °C over 48 h and then immersed in water at
room temperature. A series of profiles was measured for 0, 3, 6, 27 and 65 days of
exposure to water, where 0 refers to immediately after drying [Figure 2.4.6(a)]. The
profiles were obtained by scanning the sample with a resolution of 200 pm and
assigning to each position the amplitude resulting from the addition of the first 8
echoes acquired during a solid-echo train. The vertical scale in Figure 2.4.6 was
converted into water content (% by weight) via calibration. It is important to stress
that the variation in the signal intensity in the profiles is due to a lengthening of the
Tyt of the PE, which is influenced by the presence of water. This allows the
indirect quantification of tiny amounts of water having NMR signals smaller than
the detectable limit. The results show that the technique can be used to follow the
penetration front of solvents into hard materials. The sensitivity of the technique is
high enough even to detect the moisture of the sample due to the ambient
humidity. Figure 2.4.6(b) compares the profile of the dried sample with that of a
sample exposed for a long period of time to the humidity of the air at room
temperature. The profile reveals that the sample contains 1% moisture distributed
almost uniformly over its thickness.

2.4.3.2  Multi-layer Plastic Sheets

To reduce the permeation of specific compounds through plastic sheets, barriers
are introduced in multi-layer structures. Each layer provides its own performance
in terms of heat sealing, barrier properties, chemical resistance, stiffness, etc., and
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a)

OO~ _
—o— e

Moisture [%]

Z A ) . .
o oL Fig. 2.4.6 (a) Profiles showing the ingress

e of water in a 3 mm thick PE sample as
00 05 10 15 20 25 30 function of time for 0 (O), 3 (O), 6 (4),
Depth [mmi| 27 (V) and 65 () days. The profile

amplitude corresponds to the addition of
b) the first 8 echoes acquired with a solid-
echo train using tg =30 ps and 4-ps long

44 rf pulses. A nominal spatial resolution of
200 ym was set by acquiring an echo
31 window 6-ps long. The position of the

sensor was moved in steps of 200 pm
requiring 15 points to cover the complete
sample thickness. Using 1024 scans and a
14 e o recycle delay of 40 ms a total time per
oo \ point of 40 s was required. (b) Moisture
Ot Tt o *""\/\'\5—«:— profiles obtained after drying the sample
. . . . . ; . for 2 days at 100 °C and after subse-
00 05 10 15 20 25 30 quently exposing the sample to the
Depth [mm] humidity of air for 4 weeks.

Moisture [%)]
v

their combination yields a material with properties superior to the sum of the
individual ones. The barriers may be made of ethylene—vinyl alcohol copolymer
(EVOH), poly(vinylidene chloride) (PVDC), amorphous nylons, poly(ethylene ter-
ephthalate) (PET) and high-density polyethylene (HDPE), which are glued by
different types of resins. To tailor the properties of such composite materials,
test procedures are required. The single-sided sensor described in this work is a
new analytical tool in this regard.

The profiling technique was used to scan the multi-layer wall of a PE gasoline
tank. For this particular application, multiple layers are required to keep the vapor
emission below the limits imposed by environmental regulations. The tank struc-
ture consists of five layers, and starting from the outside they are regrind (recycled
HDPE), resin, EVOH, resin and white HDPE. This material has a short Tyg of the
order of 300 ps that remains constant across the different layers, with the exception
of EVOH layer, where Ty drops to 30 ps. Figure 2.4.7 shows a profile through the
tank wall. The amplitude of the profile has been computed as the sum of the first 8
echoes acquired applying a multi-solid-echo train using t; = 40 ps and 4-ps long rf
pulses. The profile clearly reveals the structure of the material, and the position and
width of each layer can be determined precisely. Besides providing structural
information, the technique can be applied to study the efficiency of the barriers
to stop the permeation of specific substances.
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Fig. 2.4.7 Profile of a PE gasoline tank wall. T; A nominal spatial resolution of 50 pm was set,
and T, were measured across the sample, and acquiring an echo window 20-pys long. The
uniform values of about 90 ms and 300 ps, position of the sensor was moved in steps of
respectively, were obtained, except for EVOH 25 pm requiring 160 points to cover the com-
where T, drops to 30 us. The profile amplitude plete sample thickness. Using 512 scans per
is the coefficient at zero frequency of the FT of point and a repetition time of 150 ms the

the signal obtained as the direct addition of the acquisition time per point was 75 s.

first 8 echoes generated with a solid-echo train.

2.4.3.3  Human Skin In Vivo

Clinical diagnostics represents one of the most important applications of NMR
imaging. However, the spatial resolution achieved in medical systems is of the
order of 1 mm, so that studies of skin are difficult. A particular topic of interest is
the effect of cosmetics and anti-aging products on skin. In this section we take
advantage of the high spatial resolution achieved with the described single-sided
sensor to study the skin structure in vivo. By choosing the right contrast, the
profiling technique can be used to follow the ingress of creams into the skin.

Skin consists of several layers, the two most important being a superficial epithelial
layer, the epidermis, and a deep connective tissue layer, the dermis. The epidermis is
itself stratified beginning from the stratum basale, where the cells are generated, to the
outer stratum corneum, where the cells are keratinized in a squamous structure. The
dermis is sub-divided in two layers, the thinner more superficial one that lies adjacent
to the epidermis (papillare) and a deeper one known as the stratum reticulare. Finally,
the hypodermis lies deeper than the dermis and consists of adipose tissue. This is not
part of the skin, although some of the epidermal appendages including hairs and
sweat glands often appear as if they penetrate this layer. The hypodermis does allow
the skin to move relatively freely over the underlying tissues.

The skin layers from the palm of the hand were scanned in vivo. A CPMG sequence
was applied to sample the echo train decays as a function of depth. The decay was
determined by both the relaxation time and the diffusion coefficient. To improve the
contrast between the layers, a set of profiles was measured as a function of the echo
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Fig. 2.4.8 Skin profiles measured in the palm t¢jr=10 ms, in this way w is calculated at
region as a function of the echo time. The constant time. A nominal spatial resolution of
profile amplitude is the value of the weighting 100 pm was set by acquiring a window 20-ps
function obtained for different echo times: long. The position of the sensor was moved in

te =35 (), 70 (O), 100 (A), 140 (V), 180 () steps of 50 pm in the first 500 ym and the in
and 220 ps (P>). The indices i, i5, ji and jr were steps of 100 ym up to 1000 ym. Using 64
recalculated for each subsequent experiment: scans and a repetition time of 300 ms a total
keeping teif=2.1 ms, t¢j;=2.1 ms, and time per point of 20 s was required.

time to increase the signal attenuation due to diffusion (Figure 2.4.8). It can be
observed that for t; short enough to neglect attenuation by diffusion, the amplitude
of the profile changes only in the region of the epidermis. This is in agreement with an
expected change from young soft cells (stratum basale) to dead cells (stratum corneoum).
By increasing tg, the amplitude of the profile is weighted by diffusion in a controlled
way. The results in Figure 2.4.8 show that the region corresponding to the epidermis is
the one less affected by diffusion, while the dermis reticulare is the one most affected.
The technique has been used to resolve the skin structure in various regions of the
body. The best contrast was obtained using i =1, ir=50, j;=51 and jr= 300 as
integration limits for the weighting function, setting the echo time to 70 us and
spatial resolution to 20 pm. Figure 2.4.9(a) shows the profiles measured on the palm
of the hand and on the lower-arm region. As expected, the profile measured in the
palm shows a thicker epidermis than that measured on the lower arm. Apart from
this difference, both profiles present the same trend for the subsequent layers. Both
reach a maximum in the amplitude with comparable values in the region associated
with the dermis papilare, and both decrease in the region corresponding to the
dermis reticulare. The last parts of the profiles again shows increasing values as a
consequence of the smaller diffusivity expected in the adipose tissue layer. The
assignment of the different strata was made based on literature data of histological
methods. To check the reproducibility of the profiles a number of volunteers were
examined, and a systematic difference was observed between male and female
subjects. Figure 2.4.9(b) shows the comparison of two representative examples
where the difference in the thickness of the epidermis can clearly be appreciated.
Skin functions as both, an important physical barrier to the absorption of toxic
substances and simultaneously as a portal of entry of such substances. The stratum
corneum of the epidermis is most significant in providing some degree of physical
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Fig. 2.4.9 (a) Comparison of skin

0 200 400 600 800 profiles measured on the palm (H)
Depth [pm] and the lower arm (). The profile
amplitude is the value of the weighting
0.8 b) function w (1, 60, 61, 300, 70 ps).

A nominal spatial resolution of 20 pm
was set acquiring an echo window 50-
0.6 ps long. The position of the sensor
was moved in steps to cover the
thickness of the epidermis (E), the
dermis papilare (DP), the dermis
reticulare (DR) and the sub-cutis (SC).
Using 64 scans per point and a repe-
tition time of 300 ms the total acqui-
sition time per point was 20 s. (b)
: = - 2 3 Comparison of skin profiles measured
0 200 400 600 800 in the palm of a male (M) and a female
Depth [um] (O) volunteer.
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protection from percutaneous absorption of chemicals. The thickness of the skin,
especially the stratum corneum, also determines the degree to which substances are
absorbed. Thicker skin is a greater barrier to the passage of foreign substances.
Depending on the skin thickness, variable absorption of substances is expected in
different regions of the body.

The technique used to measure the profiles of Figure 2.4.9 was used to study the
absorption of cosmetic creams through the skin. For these experiments a higher
resolution is required and a faster scanning is needed to follow the absorption as a
function of the application time. For this application a penetration depth always
lower than 1 mm is sufficient. This allowed us to use a smaller rf coil, generating a
stronger B; to increase the maximum thickness that can be properly excited to
100 pm by shortening the excitation pulses — this is in contrast to the 50 pm shown
in the experiment in Figure 2.4.4. A series of profiles showing the cream absorption
in the palm for different application times is plotted in Figure 2. 4. 10. The scanning
procedure was the same as the one described in the context of Figure 2.4.4, but now
the amplitude corresponds to w (1, 50, 51, 300, 70 ps). The change in the profile
shape as a function of time clearly shows the ingress of the cream into the skin.

This type of experiment allows quantification of the cream absorption time, as
well as the evolution after saturation and returning to its original state. These

17
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experiments have been performed on the palm where the epidermis is thicker, but
Figure 2. 4. 10(b) shows that the method also allows detection of the effect of skin
creams in regions where the epidermis is thinner, such as in the lower arm.

The results presented in this section demonstrate that this powerful profiling
technique is suitable for studying the effect of external agents on the skin as well as
how disease or environmental damage may alter the barrier properties of skin and
modify the absorption of substances. Although in vitro experiments were initially
carried out on skin samples obtained from surgery, we have found important
discrepancies with measurements carried out in vivo on corresponding regions of
the body. Given the free access offered by the open geometry of the sensor such
investigations can be conveniently performed in vivo.

2.4.3.4  Characterization of Paintings

The conservation of cultural heritage is a particular field where the use of non-
destructive characterization methods is mandatory, considering the uniqueness of
the objects under study. Even in cases where sampling of tiny volumes is allowed,
non-destructive testing offers the possibility of applying complementary techni-
ques to obtain more information on one specific sample. In this section we focus
on the application of the described profiling technique to study paintings. The
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analysis of paintings presents a number of challenges because of the high complex-
ity of these systems. Depending on the style, they are made up of several super-
imposed layers on a support, normally a wooden panel or canvas. Several paint
layers are often applied. A layer of varnish is usually applied after drying to protect
and saturate the colors. In general, the study of such multi-layered paintings
presents difficulties for most analytical techniques. The chemical properties of
adjacent areas can be completely different and should ideally be analyzed individ-
ually. It is actually impossible to physically dissect these structures by means of a
scalpel, as different layers are merged together in thicknesses ranging between 10
and 100 pm. Paints are a mixture of pigments and a binder, which cures into a
solid paint layer once applied to a surface [16].

For the studies in this work we used a set of reference samples that includes two
types of binders, tempera and oil, combined with a number of well-known pig-
ments. Following the techniques of the old masters, these paints were applied on a
standard wood support covered by a layer of gypsum to assure a homogeneously
colored and smooth surface. The materials used during the various periods and by
the different masters are well known and can be reproduced to calibrate different
experimental techniques. Conservators are interested in obtaining information
that helps to define the type of paint used in the artwork as well as the structure
and preservation of the support of the painting. As a first step the profiling
technique was applied to resolve the structure of reference samples with a single
paint layer prepared using the same pigment and two different binders, tempera
and oil (Figure 2.4.11). Besides distinguishing the type of binder, the method
resolves the wood, the gypsum and even the canvas layer between the wood and
gypsum. Such detailed information may be helpful in assessing the state of
conservation of the paintings, including the support structure.

In general paintings are composed of more than one layer of paint, complicating
the characterization by the possible mixing of the pigments. By focusing only on
the paint layer structure and using higher spatial resolution the method was used

gypsum
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Figure 2.4.11 Profiles of paintings
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b) (a) Profiles of a mono- (M) and a
double-layer (O0) painting where the
difference in thickness can clearly be
observed. (b) CPMG decays measured
at the points 1 (M) and 2 (O)
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layers with different pigments (terra
rossa and terra verde, respectively). The
change in the decay time is apparent,
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to resolve two paint layers 50 pm thick that were of the same binder but different
pigments. Figure 2.4.12(a) compares two profiles obtained for a single and a double
paint layer. For these experiments the resolution was set to 20 pm and the samples
were scanned in the first 200 pm only. The binder used in these samples was
tempera, and the pigments were terra verde and terra rossa. The profiles clearly show
the different thicknesses of the two samples. Figure 2.4.12(b) shows the CPMG
decays measured at the depths indicated as 1 and 2 in the figure. The position of
each of these points was chosen to be inside each of the two paint layers.

The echo decays show various characteristic time dependences, which can be due
to the different pigments. To study the dependence of the relaxation time on the
type of pigment, a series of samples with single paint layers was measured. Figure
2.4.13 shows the results obtained for five different pigments. The surprisingly large
variation in decays observed allows the color of the paint to be determined. Besides
being of relevance for conservators, the possibility of resolving pictures hidden
behind the superficial paint layer non-destructively offers an exciting potential for
the investigation of paintings.
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Fig. 2.4.13 CPMG decays of the pig-
ments terra rossa (O0), azurro oltremare
0.0 (@), terra verde (X), ocra giana (V) and
terra siena bruciata (). Based on the
different decay times the color of the

0 5 10 15 paint can be determined from the NMR
Time [ms] signal.

The results presented in this section are part of a preliminary study where the
performance of single-sided NMR as a non-destructive method of characterizing
paintings was tested. In contrast to other techniques, such as X-rays, which is only
sensitive to heavy nuclei, NMR detects the signals from hydrogen nuclei present in
every organic compound. A correct assessment of the current chemical and
physical state of the painting is crucial for making decisions with respect to
conservation and restoration efforts. The possibility of resolving multi-layer struc-
tures in paintings, distinguishing different pigments, provides conservators with
valuable information about the choice of conservation strategies or restoration
materials.

2.43.5 Multi-layer Cement Materials

As a final application of the profiling technique, the sensor for large depth
measurements described in Section 2.4.2.5 was used to resolve multi-layer polymer
coatings on concrete samples. Such coatings are used to protect concrete from
degradation and corrosion. They are applied to the concrete surface to reduce the
porosity in the upper first millimeters to prevent the penetration of water and
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Fig. 2.4.14 Profile of a multi-layer poly-
Fy mer coating used to protect concrete
surfaces from environmental corrosion.
The profile is the signal amplitude
resulting from the addition of the first
P 32 echoes acquired with a CPMG
5 sequence with tg =50 us. It has an FOV
ky L of 8 mm and was measured with a
0.0 o~ spatial resolution of 100 pm. Using 256
0

o
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scans per point and a repetition time of
2 4 6 8 100 ms, the total acquisition time per

Depth [um] point was 25 s.
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decrease the rise of sub-soil water by capillarity forces. Figure 2.4.14 shows a profile
of a sample that consists of four layers of epoxy plus sand, polyurethane (PUR) plus
sand, elastic polyurethane and epoxy. The application of this technique to the
systematic study of the effect of the layers to the attack of various substances will be
helpful in improving the quality of the material and to detect in situ the conserva-
tion state of buildings.

244
Conclusions

In this work we have taken advantage of a recently proposed magnet geometry that
provides microscopic depth resolution by generating a magnetic field with an
extremely uniform gradient. Thanks to the open geometry of the sensor, the
near surface structure of arbitrary large samples was scanned with a resolution
better than 5 pm. The scanning procedure is based on repositioning a flat sensitive
slice across the sample keeping the measurement conditions constant, a fact that
eliminates systematic errors which can otherwise be introduced into the relaxation
times and diffusion weighted profiles. The potential use of the profiling technique
was demonstrated in a number of applications, such as the measurement of
moisture profiles, the effects of cosmetics in human skin, solvent ingression in
polymers and the assessment of the state of paintings in the conservation of objects
of interest in cultural heritage.
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2.5
Microcoil NMR for Reaction Monitoring
Luisa Ciobanu, Jonathan V. Sweedler, and Andrew G. Webb

2.5.1
Introduction

Knowledge of kinetics is an important component of investigating reaction mech-
anisms. Such information greatly benefits drug design [1], drug metabolism [2] and
a variety of industrial processes [3]. A number of different analytical techniques can
be employed to investigate kinetic data. Spectroscopic tools are particularly useful
as, besides reaction rates, they can provide chemical information at the molecular
level. Nuclear magnetic resonance (NMR) is one of the most information-rich
techniques, able to provide a high degree of structural information. In this chapter
we describe past work, recent advances and future prospects for NMR as a tool for
studying chemical reaction kinetics, with an emphasis on small-scale reactions and
correspondingly small NMR detectors. In Section 2.5.2 both stopped- and contin-
uous-flow NMR techniques, the effects of flow on the NMR signal and the
engineering challenges faced when designing continuous-flow NMR probes are
discussed. Section 2.5.3 surveys applications of NMR in studies of equilibria and
kinetics of multicomponent mixtures, concentrating on the use of standard com-
mercial and continuous-flow NMR probes. Section 2.5.4 is dedicated to studies
performed using “microcoil” NMR probes and micromixers. It also summarizes
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the properties of micro-receiver coils and the sensitivity enhancements that can be
attained from their use, in addition to the basic characteristics of the most
commonly used micromixers. The focus of Section 2.5.5 is on the more recently
developed multiple microcoil NMR probes and their applications. Finally, in
Section 2.5.6, we summarize the present state and potential future applications
of NMR spectroscopy in the study of reaction kinetics.

2.5.2
NMR Acquisition in Reaction Monitoring: Stopped- and Continuous-flow

The process of acquiring time-dependent NMR spectra can be carried out using
two basic approaches. In the stopped-flow mode the system being studied remains
within the NMR detector for the entire data acquisition period. The chemical
reactants are either mixed in the NMR tube itself or are mixed outside and
introduced into the tube rapidly. This approach has the advantage of simplicity,
but is limited by the need for very rapid mixing when the time constant for the
reaction process is short. As diffusional mixing is relatively slow, some active form
of mixing is often needed, which itself can interfere with data acquisition. For
example, a settling period can be required so that liquid vortices subside to allow a
stable shim.

The alternative method is “continuous-flow”, in which the reactants flow
through the detection coil during data acquisition. Continuous-flow NMR techni-
ques have been used for the direct observation of short-lived species in chemical
reactions [4-6]. The main difference between stopped- and continuous-flow NMR
is that in the latter the sample remains inside the detection coil only for a short
time period, termed the residence time, t [7], which is determined by the volume of
the detection cell and the flow rate. The residence time alters the effective relax-
ation times according to the relationship in Eq. (2.5.1):

! _ 1 + L 251

Tn,effective Tn T ( o )
where n=1 or 2, which represents the longitudinal and transverse relaxation
times, respectively. It is clear from the above equation that as the flow rate
increases (t decreases), the longitudinal relaxation time of the system, T} cfective,
will decrease. Therefore, a shorter recycle delay can be used to allow complete
relaxation to occur between pulses, and more transients in a given period of time
can be accumulated. The theoretical maximum sensitivity is obtained when the
repetition rate is equal to the residence time in the NMR flow cell, providing that
the sample plug is several times longer than the detector length. This condition
assumes that the “fresh” incoming nuclei have been fully polarized by the time that
they enter the flow cell. In order to achieve the full equilibrium Boltzmann
magnetization it is necessary for the nuclei to have been in the main magnetic
field, before entering the NMR cell, for a long period of time relative to the spin
lattice relaxation time (T73). This becomes a concern for nuclei with long spin lattice
relaxation times (e.g., *C with T; = 10-100 s). One way to solve this problem is to
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install a large equilibration volume inside the magnet, in front of the detection cell.

Itis also clear from Eq. (2.5.1) that the linewidth of the observed NMR resonance,
limited by 1/T,, is significantly broadened at high flow rates. The NMR line not
only broadens as the flow rate increases, but its intrinsic shape also changes.
Whereas for stopped-flow the line shape is ideally a pure Lorentzian, as the flow
rate increases the line shape is best described by a Voigt function, defined as the
convolution of Gaussian and Lorentzian functions. Quantitative NMR measure-
ments under flow conditions must take into account these line shape modifica-
tions.

The experimental picture of continuous-flow NMR becomes more complicated
when one considers the presence of laminar, turbulent or more complex flow
patterns. The flow pattern is determined by the geometry of the flow cell and the
flow rate. Several techniques such as chromatography, laser Doppler velocimetry
and hot-wire anemometry can be used to visualize flow. These techniques have the
disadvantage that they require doping of the fluid, dye (chromatography) or
scattering centers (laser Doppler velocimetry) or insertion of a probe (anemome-
try). Given the use of NMR spectroscopy in reaction monitoring, the use of
dynamic NMR microimaging is a promising approach to measuring flow [8].
Compared with conventional methods, NMR microimaging has the advantage
that is totally non-invasive, can be used for measurements of both flow and
diffusion, can measure flow in three dimensions and is able to provide velocity
resolution of a few tens of microns per second.

There are several MR flow imaging methods including spin-tagging, time-of-
flight, phase-contrast and g-space imaging [9]. Using g-space imaging in the form
of pulsed-field gradient spin-echo (PGSE) experiments, Zhang and Webb [10] have
investigated the flow characteristics of Newtonian fluids in different flow-cell
geometries with flow-cell volumes of =1 pL. In the PGSE scheme the spins are
dephased by imposing a magnetic field gradient. After a time delay A they are
rephased by applying an identical pulse gradient after a phase inverting 180° pulse.
The signal from stationary spins is refocused whereas any motion occurring during
A which transfers spins to a new location results in a net phase shift. This leads to
the expression given in Eq. (2.5.2) for the signal in the PGSE experiment:

Ea(q) o (e/270) (e =477 DAY (2.5.2)

where v is the flow velocity, A is the time delay between the two gradient pulses, D
is the diffusion coefficient and g is defined as:

_vgd

= (2.5.3)

where vy is the gyromagnetic ratio, and g and & are the amplitude and the duration
of the gradient pulses, respectively. In order to measure spatially resolved velocity
maps, a series of MR images are acquired with gradient pulses successively
incremented by a value g, and then inverse Fourier transformation is performed
for each pixel in the image. The result is a Gaussian-shaped function, usually
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denoted P, centered at k, and with full width at half maximum kgwiy where k, and
krpwnwm are given by:

v = 5 max A 254

k Tnn VOgmaxV (2.54)

ki =~ /In2y26%2. DA (2.5.5)
tnp

where np is the number of increments in the PGSE gradient, N is the digital array
size for the g-space transformation and gy, is the maximum PGSE gradient
applied. The experimental results obtained by Zhang and Webb, supported by
computational simulations, showed that in the case of NMR cells with diameters
larger than the connecting tubing (e.g., the bubble-type flow cell), a gradual
tapering of the NMR cell should be employed to avoid the formation of eddy
flow effects.

253
Reaction Studies Using NMR

This section contains a brief survey of NMR spectroscopic investigations of chem-
ical reaction kinetics and mechanisms. One of the goals of reaction kinetics studies
is to measure the rate of the reaction (or rate constant) — the rate at which the
reactants are transformed into the products. Another goal is to determine the
elementary steps that constitute a multi-step reaction. Finally, and perhaps the
most important goal is to identify transitory intermediate species. NMR, in com-
mon with other spectroscopic techniques, is especially valuable in achieving this

|

\
|

Fig. 2.5.1 Schematic of an NMR flow cell used
to introduce and mix reactants and follow
\\ product formation used in a conventional 5-

N’ mm diameter NMR probe [11].
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(in 87.5% DMSO-12.5% MeOH) under the
flow rate conditions indicated (b, c and d).
Reprinted with permission from Ref. [5]. Copy-
right (1975) American Chemical Society.

final goal, allowing the monitoring of intermediates without the necessity of
isolation from reaction mixtures. Both continuous- and stopped-flow NMR experi-
ments have been used to monitor reaction intermediates and to perform kinetic
measurements down to the millisecond timescale.

The use of NMR for studying chemical reactions began about 30 years ago. In
1972, Asahi and Mizuta [11] reported a study of the performance of five different
types of flow cells used in NMR studies of chemical reactions: (a) a straight glass
tube, (b) a pipette-type tube, (c) a spiral capillary in a conventional sample tube, (d)
a jet in the base of a conventional tube, and (e) a conventional spinning tube with
an inlet at the base and an outlet at a height of about 50 mm. The best results were
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obtained using a flow cell of type (e) (Figure 2.5.1). The authors presented flow 'H
NMR results for the reaction of thiamine with the hydroxide ion.

In 1975, Fyfe et al. [5] reported studies on the reaction of 3,5-dinitrocyanoben-
zene with a methoxide ion. As illustrated in Figure 2.5.2(a), the NMR spectrum of
3,5-dinitrocyanobenzene exhibits two NMR peaks. The NMR spectra of the mixture
for two different flow rates, 30 and 50 mL min~!, are shown in Figure 2.5.2(b) and
(c), respectively. They were able to detect the presence of a reaction intermediate
[NMR peaks marked with an * in Figure 2.5.2(b) and (c)]. At higher flow rates the
relative intensities of the NMR peaks resulting from the unstable isomer increased.
When the flow was stopped [Figure 2.5.2(d)] only signals due to the stable isomer
(the final reaction product) were detected. The rate constant for the reaction
intermediate was found to be 0.94 s7..

Several other organic and inorganic reaction intermediates have been studied
using NMR methods. Trahanovsky et al. [12] reported a series of experiments in
which they studied unstable molecules, such as benzocyclobutadiene, using flow
NMR. Tan and Cocivera [13, 14] studied the reaction of 4-formylpyridine with
amino acids, imidazole and D,L-alanylglycine using stopped-flow proton NMR.

Although limited by sensitivity, chemical reaction monitoring via less sensitive
nuclei (such as *C) has also been reported. In 1987 Albert et al. monitored the
electrochemical reaction of 2,4,6-tri-t-butylphenol by continuous flow 1*C NMR [4].
More recently, Hunger and Horvath studied the conversion of vapor propan-2-ol
(1*Clabeled) on zeolites using 'H and *C in situ magic angle spinning (MAS) NMR
spectroscopy under continuous-flow conditions [15].

The application of NMR to the study of chemical reactions has been expanded to
a wide range of experimental conditions, including high pressure and temper-
atures. In 1993, Funahashi et al. [16] reported the construction of a high pressure
'H NMR probe for stopped-flow measurements at pressures <200 MPa. In the last
decade, commercial flow NMR instrumentation and probes have been developed.
Currently there are commercially available NMR probes for pressures of 0.1-
35 MPa and temperatures of 270-350 K (Bruker) and 0.1-3.0 MPa and 270-
400 K (Varian). As reported recently, such probes can be used to perform quanti-
tative studies of complicated reacting multicomponent mixtures [17].

In terms of biochemical applications, NMR can provide unique information
regarding protein folding, ligand binding and conformational changes. Grimaldi
and Sykes performed a study of conformational changes of concanavilin A in the
presence of Mn?*, Ca** and a-methyl-D-mannoside using stopped-flow NMR [18].
More recently, van Nuland et al. used NMR to study non-equilibrium events of
protein folding by recording NMR spectra after initiation of the reaction in the
NMR probe [19]. Various protein folding studies have been performed using high
pressure, high resolution NMR spectroscopy. In an excellent review article, Jonas
described a series of experiments dedicated to the analysis of pressure-assisted cold
denaturation and detection of protein folding intermediates as well as to the
investigations of local perturbations in proteins and the effects of point mutations
on pressure stability [20].
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254
Small-scale NMR Reaction Monitoring

Poor sensitivity and the consequent long measurement times, characteristic of
NMR, often preclude the acquisition of real-time data for reactions involving small
amounts of material. Other spectroscopic techniques, such as fluorescence and
mass spectrometry, have a significant sensitivity advantage. In fact most spectro-
scopic techniques have a 102~ 10° higher intrinsic sensitivity compared with NMR.
The signal-to-noise ratio (SNR) of the NMR experiment, assuming a coil having
uniform B field over a well defined volume, is directly proportional to the number
of nuclear spins in the system, as given by Hoult and Richards [21]:
2
ko B ViCy S 1(1+1) 1325 254

SR o A (R T R
\/ coil sample

where V; is the sample volume, k, is a constant which accounts for spatial
inhomogeneities in the B, field produced by the probe, C is the sample concen-
tration w, is the Larmor frequency, Afis the measured bandwidth, R.,; and Rempie
are the coil and sample resistances, respectively, and the factor of /2 is introduced
because the noise measurement is the root mean square (rms).

Equation (2.5.6) is valid for any coil geometry: however, we will focus on coils of
solenoidal geometry. The reason for this is that most microcoils are solenoidal,
given the intrinsically high sensitivity of this geometry and the relative ease of
fabrication at small sizes compared with alternative geometries, such as saddle
coils. Sample losses, Rempie, have two contributions, namely inductive and dielec-
tric losses. Inductive losses arise from radiofrequency eddy currents induced in the
sample in response to the rf excitation from the coil: these dissipate power in
conductive samples. Inductive losses can be modeled as an effective resistance, Ry,
in series with the coil. For a cylindrical sample of length 2 g and radius b, and a
solenoidal coil with n turns, length 2 gand radius a, Gadian and Robinson [22] have
shown that the value of Ry, is given by:
R — nwiuan’btgo 25.7)

™ 16(a? + g2) o
Dielectric losses arise from the direct capacitive coupling of the coil and the
sample. Areas of high dielectric loss are associated with the presence of axial
electric fields, which exist half way along the length of the solenoid, for example.
Dielectric losses can be modeled by the circuit given in Figure 2.5.3. The other
major noise source arises from the coil itself, in the form of an equivalent series
resistance, R.,. Exact calculations of noise in solenoidal coils at high frequencies
and small diameters are complex, and involve considerations of the proximity and
skin depth effects [23].

The factor B,/i in Eq. (2.5.6), the magnetic field per unit current, is defined to be
the coil sensitivity. For almost all coil geometries, the value of By/i is inversely
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Fig. 2.5.3 Typical NMR resonant tank cir-

l
R 1 cuit, showing coil loss mechanisms. This LC
ooll  —— “iune circuit is then placed in series with two
Cq T Ry R, matching capacitors (Cpatch). The resistance

of the circuit is represented by R, the

]|—C inductive losses by R,, and the dielectric

mateh losses by Cy, C4 and Ry.

proportional to the coil diameter. The net result is that for solenoidal coils of
diameter greater than about 100 um, the SNR per unit volume of sample is
inversely proportional to the coil diameter, and therefore proportional to
V;)ill/ *for a coil with a fixed length to diameter ratio.

The development of microcoil techniques has been reviewed by Minard and
Wind [24, 25] and by Webb [26]. In a more recent publication Seeber et al. reported
the design and testing of solenoidal microcoils with dimensions of tens to hun-
dreds of microns [27]. For the smallest receiver coils these workers achieved a
sensitivity that was sufficient to observe proton NMR with an SNR of unity in a
single scan of =10 um? (10 fL) of water, containing 7 x 10'! proton spins. Reducing
the diameter of the coil from millimeters to hundreds of microns thus increases its
sensitivity greatly, allowing analysis of pL to uL sample volumes.

Reducing the coil diameter improves the SNR, but also decreases the NMR
spectral resolution [26]. This is because the static magnetic field distortions (arising
from magnetic susceptibility mismatches between the coil windings, NMR tube
and surrounding air) within the sample become more pronounced the closer the
coil windings are to the sample. Static field homogeneity can be improved by
increasing the coil length: theoretically an infinitely long cylinder produces a
perfectly uniform magnetic field, irrespective of the magnetic susceptibilities of
the windings and surroundings. In 1995, Olson et al. [28] obtained high resolution,
proton nuclear magnetic resonance spectra on 5-nL samples by immersing the
NMR coil in a fluid with a magnetic susceptibility very close to that of copper, thus
approaching the ideal “infinite cylinder” geometry. In order to avoid background
signal from the surrounding fluid, a perfluorocarbon FC-43 (fluorinert) was
chosen. The coil used in their studies was a tightly wound 17-turn solenoid, with
an od of 357 um, id of 75 um and length of 1 mm. The coil was wound directly onto
a polyimide-coated fused silica capillary in which the sample was introduced. The
development of such probes has proved very useful in expanding the use of NMR to
the study of mass-limited samples. Such NMR microcoils have also been success-
fully used as on-line detectors in capillary separation [29-31].

Although one can potentially attempt to cool the rf microcoil, which according to
Eq. (2.5.2) would further improve the SNR by reducing the R term in the
denominator, in the case of microcoils the sample is extremely close to the coil
and if the sample has to be kept at room temperature, cooling the coil alone is
extremely difficult.
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The coupling of small coils with small-scale mixing devices is particularly
attractive, as very rapid and efficient mixing can be achieved at small size scales.
A number of devices have been designed to improve mixing at the micron scale.
These micromixers fall into one of two classes: (a) active mixers in which the flow is
controlled by using moving parts or varying pressure gradients [32-34] and (b)
passive mixers which utilize only a pump or pressure head to ensure a constant
flow rate [35, 36]. Passive mixers are more common given that they are easier to
manufacture and to interface with microfluidic systems. The fabrication and
design of such mixers have been described by Bessoth et al. [35]. A schematic of
such a micromixer is shown in Figure 2.5.4: the design is based on the principle of
distributive mixing. The diffusion time, t, of a molecule is proportional to the
square of the diffusion distance, L, and inversely proportional to the diffusion
coefficient, D: t o< L2/ D. Therefore, splitting the flows of two liquids (A and B) to be
mixed into n partial flow regions and rearranging them in thin laminae reduces the
mixing time by a factor of n’. The main component of the micromixer is a
microchip, which is made from a glass/silicon/glass sandwich. On the silicon
wafer, the inlet channel of the liquid A is split into 16 partial flows. On the reverse
side (layer 2) liquid B is also split into 16 partial flows. The two liquids come
together at the confluence point and the neighboring channels are repeatedly
combined and eventually united into a single outlet channel. For small molecules
with a diffusion coefficient D = 10~° m? s~! the mixing time achieved with such a
mixer is of the order of 25 ms, much shorter than it can be obtained using a single
Y-connector (=1-2 s).

(a) Inlet liquid B Inlet liquid A Oullet
| )
point of confluence g 1 mm
first bend & /a )
second bend ¢ g
g, )
(b) Inlet liquid B Inlet liquid A
a el
point of confluence — ! E@;

= inning of long channel

Fig. 2.5.4 (a) Schematic of layer 1 of a microfabricated micro-
mixer that can be used to initiate reactions. (b) Details of layer 1.
Reprinted from Ref. [35]. Copyright (1999) with permission from
The Royal Society of Chemistry.
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Using flow microcoil NMR in combination with a micromixer, Kakuta et al.
expanded the technique previously used by Nuland et al. and performed studies of
protein unfolding kinetics [37]. The use of continuous-flow and a micromixer
allows a longer observation time when compared with stopped-flow NMR. Kakuta
et al. studied real-time methanol-induced conformational changes in ubiquitin.
Under acidic conditions, methanol induces a transition from a native to a partially
unfolded state, the A-state. Certain amino acids in ubiquitin, His-68 and Tyr-59, are
well suited as proton NMR probes to follow such conformational changes. The
experiments were performed by mixing two solutions: 20% CD;0D-80% D,0 and
7 mM ubiquitin (pD = 2.4) and 80% CD;0D-20% D,0 (pD = 2.4). After mixing,
the composition of the resultant solution should be 50% CD;0OD-50% D,0 at
pD = 2.4. The conformational change takes place from the point of solution mixing
and continues until the solution reaches the NMR microcoil cell. The time-depend-
ent behavior of the two states, characterized by the intensities of the peaks of native-
and A-state His-68 and Tyr-59, is shown in Figure 2.5.5(a). Up to t= 40s the
population ratio, A/N, increases exponentially and reaches a plateau up to =80 s
after which it increases again. This behavior suggests that the conformational
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change in ubiquitin is at least second order, and that the protein may have more
than two states during this transition. A detailed analysis of the behavior within the
first 40 s after mixing is shown in Figure 2.5.5(b). The population ratio, A/N, can be
fitted to a single exponential with a rate constant of 0.21 s7%.

255
Multiple Microcoil NMR. Sensitivity and Throughput Issues

Another exciting area of instrumental integration is the development of multiple
microcoil NMR probes, which allows multiple detection points (time points) to be
monitored simultaneously, therefore increasing the amount of data that can be
acquired per unit time. The applicability of this technique to the study of chemical
reactions has been demonstrated by Ciobanu et al. [38]. These workers measured
the rate constant of the xylose-borate reaction using an NMR probe containing
three individual microcoils. Two fluid flows, containing the reactants, were mixed
and they then flowed through a capillary around which are wound multiple,
physically distinct NMR detector coils. The distance between the mixer and each
individual NMR coil, together with the flow rate used, determined the post-reaction
time being monitored. As in the experiments performed by Kakuta et al., signal
averaging can be performed for as long as necessary to obtain an adequate SNR, as
data measurement time and reaction time are decoupled via this experimental
method. However, the longer the required total data acquisition time, the greater
the amounts of reactants needed. The use of three small-volume microcoils (Figure
2.5.6) minimized the sample amount. In this particular application, as the reaction
progressed, a decrease in the height of the a and anomeric peaks characteristic to

LAem

ﬁg..
k¢

I
ul;
8y

/ S
”U’"'J TIRIRLLASS
xylose

Syringe pumping system Micro-coil
Fig. 2.5.6 Schematic of the experimental set- microcoils while data are being acquired. The
up used to monitor reaction kinetics with a total reaction time observed at each coil
multiple microcoil system. Two syringes on the depends on the flow rate and distance from the
pump inject the reactants into two capillaries. mixer. Reprinted with permission from Ref.
The reactants are mixed rapidly with a Y-mixer. [38]. Copyright (2003) John Wiley & Sons.
After mixing, the solution flows through the
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Fig. 2.5.7 The ratio of the peak amplitudes, coil 2; and circles, coil 3. The error bars represent
product/reactant, as a function of time with the the standard error obtained from ten measure-
data obtained from the system illustrated in ments. Reprinted with permission from Ref. [38].

Figure 2.5.5. Symbols: squares, coil 1; triangles, Copyright (2003) John Wiley & Sons.

xylose (reactant) and the appearance of a new peak (product) were observed. NMR
spectra, corresponding to successive reaction times, were recorded independently
and simultaneously with all three rf coils. The results from a quantitative analysis
of the spectra are presented in Figure 2.5.7. The data from all three probes were
plotted on the same axis in this figure and fell on the same curve, validating the use
of distinct NMR coils at multiple locations along the capillary/reaction time
coordinate. The ratio of the peak heights, product peak/reactant peak, was plotted
as a function of time. By fitting the experimental data to the theoretical product/
reactant ratio, a reaction rate constant, k; = 0.077 0.004 s~! mol~! L, for the second-
order reaction was obtained. The same method can also be used to perform
continuous-flow two-dimensional NMR experiments at a particular reaction
time, which demonstrates the capability of examining intermediate species. Figure
2.5.8 shows COSY spectra of the D-xylose-borate mixture for continuous- and
stopped-flow, respectively. The spectrum in Figure 2.5.8(a) was recorded for a flow
rate of 2 uL min~! corresponding to a reaction time of t = 165 s. The on-flow COSY
is highlighted by the presence of intense reactant peaks in the region of 3.0-
3.5 ppm. The spectrum in Figure 2.5.8(b) shows very weak reactant cross-peaks
(3.0-3.5 ppm) and strong cross-peaks for the xylose-borate product. Interestingly,
the cross-peak observed at 3.45-5.10 ppm in the continuous-flow COSY disap-
peared in the stopped-flow COSY. This suggests the presence of a reaction
intermediate, which, however, was not identified.

Further expansion of the probehead to more coils is also possible, with a
concomitant reduction in the total amount of material needed for a kinetic study.
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Fig. 2.5.8 COSY spectra of 300 mM D-xylose
plus 400 mM borate at pD = 10. The spectra
were recorded at 300 MHz with a single NMR
microcoil using the instrumentation shown in
Figure 2.5.5. (a) Continuous-flow. Flow rate =
2 uL min™, corresponding to a reaction time
t =165 s. The on-flow COSY is highlighted by
the presence of intense reactant peaks in the
region of 3.0-3.5 ppm. (b) Stopped-flow. The
spectrum shows very weak reactant cross

36 32

peaks (3.0-3.5 ppm) and strong cross peaks
for the xylose-borate product. Interestingly, the
cross peak observed at 3.45-5.10 ppm in the
continuous-flow COSY disappeared in the
stopped-flow COSY. Acquisition:

1000(t,) x 512(t;) data points; 16 scans per t;
increment, 0.256 s acquisition time; relaxation
delay 3 s (stopped-flow) and 1s (continuous-
flow). Reprinted with permission from Ref. [38].
Copyright (2003) John Wiley & Sons.
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Fig. 2.5.9 COSY spectra acquired at 600 MHz glycine. Data acquisition parameters: data

with an eight-coil probe along with the
chemical structures of the compounds used.
Each sample was a 10 mM solution in D,O
loaded into the coil via the attached Teflon
tubes, with the samples being: (A) sucrose, (B)
galactose, (C) arginine, (D) chloroquine, (E)
cysteine, (F) caffeine, (G) fructose and (H)

matrix 2048 x 256, 8 scans, sw = 6000 Hz,

sw; = 6000 Hz. Data were zero filled in t, to
2048 points, processed with shifted sine-bell
window functions applied in both dimensions,
symmetrized and displayed in magnitude
mode. Reprinted from Ref. [39]. Copyright
(2004) with permission from Elsevier.

Recently, Wang et al. [39] reported the construction of an eight coil probehead
operating at 600 MHz. By using four receivers and radiofrequency switches,
combined with careful timing of data acquisition, spectra from eight different
chemical solutions were acquired in the time normally required for one. Figure
2.5.9 shows two-dimensional COSY spectra of eight different compounds (sucrose,
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galactose, arginine, chroloquine, cysteine, caffeine, fructose and glycine) obtained
using the above mentioned NMR probe. Chemical reaction studies using such a
probe are planned.

2.5.6
Conclusions

Advances in NMR spectroscopy over the last ten years have revolutionized its
applications to the study of different chemical processes. The earliest experiments
involved the sequential accumulation of spectra following initiation of the reaction.
However, this approach was limited to relatively slow reactions. In order to monitor
rapid reactions one has to initiate the reaction within the active volume of the NMR
probe. This can be accomplished using various injection and continuous-flow
methods. Continuous-flow is particularly valuable as it allows the acquisition of
data at a particular reaction time for as long as is necessary. However, the longer
the acquisition time the more material is needed. The amount of material is
minimized using microcoil NMR probeheads. In order to increase the throughput,
probes that incorporate multiple microcoils have been designed. The recent devel-
opment of such probes is transforming NMR into a powerful technique for the
study of a wide range of chemical and biochemical reactions.

Besides basic research into reaction kinetics, the monitoring of product forma-
tion in a continuous fashion using NMR is particularly intriguing for industrial
applications in the chemical and pharmaceutical industries. As the components in
such large scale synthetic processes are often present at high millimolar to molar
concentrations, the relatively poor sensitivity of NMR is less of an issue. We expect
such applications to be demonstrated in the near future. Advantages of the
capillary sampling and microcoil approach to such applications include the ease
of sampling with a capillary, and the elevated temperature and pressure capabilities
of typical fused-silica capillaries, which will allow industrial processes to be
monitored continuously over a broad range of conditions.
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2.6
Broadening the Application Range of NMR and MRI by Remote Detection
Song-1 Han, Josef Granwehr, and Christian Hilty

2.6.1
Introduction

NMR remote detection is a new technique in which the signal detection location is
physically separated from the sample location where NMR or MRI information is
encoded. A mobile NMR-active sensor medium (or “nucleus”) interacts with the
host sample without altering it, and information about that sample environment is
encoded with radiofrequency (rf) and field gradient pulses as longitudinal magnet-
ization of the sensor. After the sensor has left the sample, its magnetization is read
out with an optimized detector, which can often be made much more sensitive
than the circuit used to encode the information. Remote detection capitalizes fully
on the unique strength of NMR - the wealth of encoding possibilities — while
providing a means to overcoming its inherent weak point, the low sensitivity.

139



140

2 Hardware and Methods

2.6.2
Motivation

NMR spectroscopy and magnetic resonance imaging (MRI) techniques are partic-
ularly powerful and versatile in providing information about atomic and macro-
scopic structures over a large length and time scale. Chemical constitution and
molecular conformations can be reconstructed, rotational and translational dy-
namics measured and thermal diffusion, coherent flow and macroscopic densities
mapped. However, NMR techniques are intrinsically insensitive compared with
other analytical and visualization tools. One reason is that for a thermally polarized
sample, even at high field, only a few ppm of the total number of NMR active nuclei
contribute to the overall signal. Furthermore, conventional rf detection scales up
unfavorably for use with large, bulky sample volumes and low magnetic fields.
Much effort has been invested in seeking techniques that provide for higher
nuclear spin polarization and higher signal detection efficiency to overcome this
sensitivity limitation. High magnetic fields would serve both aspects (the signal-to-
noise ratio scales with By’/%, where B, is the static magnetic field), however the
upper limit field strength for commercially available NMR magnets lies currently
at 21 T. Various hyper-polarization techniques [1-6] can provide percent-range
nuclear polarization, with signal enhancements of several orders of magnitude.
Cryo-cooled rf circuits give about four times higher detection sensitivity [7], and
when working with nanoliter to microliter range sample volumes, advantage can
be taken of the better mass sensitivity offered by rf microcoils [8-10]. However,
most of these techniques are only applicable to specific nuclei and samples or
enhance the detection sensitivity by just a small factor, despite a considerable cost
implication.

An important consideration for making NMR and MRI suitable for applications in
chemical engineering is to provide for flexibility in handling samples of various sizes,
materials, shapes or temperatures, while ensuring sufficiently high NMR detection
sensitivity. In this chapter, we present a novel technique known as NMR and MRI
remote detection [11, 12], which addresses these problems in a fundamental fashion,
as well as a few examples where remote detection has been applied successfully.

2.6.3
Principle of NMR Remote Detection

2.6.3.1  Spatial Separation of NMR Encoding and Signal Detection

The idea of NMR remote detection is to spatially separate the encoding of infor-
mation about a sample from the detection of the signal. The information is stored
as longitudinal magnetization M, of a mobile sensor medium, which can be
transferred between the sample and the detector (Figure 2.6.1). The encoding is
technically optimized to provide a high quality of the encoded information, while
the detector is optimized to measure M, as sensitively as possible. The sample is no
longer confined to conditions that meet both high encoding quality and detection
sensitivity. Optimizing for high detection sensitivity in conventional NMR or MRI
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typically means using high magnetic fields and small volume rf coils. On the other
hand, conditions for optimized encoding include a good rf and magnetic field
homogeneity, a sufficiently large rf coil volume to encompass bulky samples and
low magnetic fields if samples with large susceptibility gradients, due to para-
magnetic impurities and metallic components, are to be imaged.

As remote detection spatially separates the detection from the encoding, opti-
mized detection can be realized by a variety of means to sensitively read out M,.
Detection can be achieved not only by an 1f coil of optimized size — the detection
sensitivity is inversely proportional to the coil diameter [8-10] — but also by
alternative methods or devices. Examples of the latter include Superconducting
Quantum Interference Devices (SQUIDs) [13, 14], spin-exchange optical detection
[2] or atomic magnetometers [15-17] (Figure 2.6.1). This approach to optimizing
encoding quality and detection sensitivity individually by transporting only the
NMR information, but not the sample itself, to the detector can enhance the
sensitivity of NMR and MRI by orders of magnitude.

2.6.3.2 NMR Information Carrier

The question to be answered next is how the NMR information on the sample is
being stored and carried to the detection location. The information can be trans-
ported by any fluid that has NMR active nuclei with a sufficiently long spin-lattice
relaxation time, T, to enable reading out of the encoded information after the time
of travel to the detector. Furthermore, the carrier should be chemically inert so that
it does not alter the sample when passing through. Depending on the application,
the distance that the carrier travels during this time can span a wide range from
tens of millimeters to several meters. A variety of nuclei are suitable to act as NMR

(a) *Xe Polarizer (b) Encoding (c) Detection

+

SQUID
J |Detection

A

RF Coil
Detection

Optical
, |Detection

1¥e Sensor Flow

Fig. 2.6.1 Schematic of an experiment with remote detection.
The basic steps are: (a) the polarization of the sensor medium,
(b) NMR or MRI encoding using rf pulses and magnetic field
gradients and (c) signal detection. The NMR or MRI information
travels between the locations (b) and (c).
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signal carriers, among them laser-polarized *He or ¥Xe gas [1, 2], *C nuclei of
solvents or 'H nuclei of oil or water. The T of the carriers listed decreases in the
order in which they are given. If not in contact with any relaxation causing
substance or surface, this is up to 40 h for *He, tens of minutes for *Xe gas
and a few seconds for 'H of water. Accordingly, the traveling distances covered can
range from many meters down to only a few millimeters, depending on the choice
of the carrier. The long-lived inert noble gases *He or Xe have to be laser-
polarized in order to deliver high initial polarization, whereas for the shorter lived
'H of water, sufficiently high thermal polarization is achieved in the presence of
magnetic fields with medium to high strength. This discussion also shows that the
carrier can be in the gas or in the liquid phase, so that complex flow properties of
the carrier itself through porous samples can be studied.

Depending on the choice of the carrier medium, NMR spectra as well as NMR
images can be detected remotely using the same basic principle that will be
discussed shortly. However, for remote detection of NMR spectra, the information
carrier has to fulfill one more criteria. It has to show a chemical shift upon non-
covalent contact with the sample environment. Thus, differences in surface chem-
istry, pore size or other physicochemical properties of the material can be detected.
The best candidate nucleus from this point of view is 12°Xe, and other nuclei such
as °N and 3C also have potential to serve as sensor atoms, given that mechanisms
for hyperpolarization have been developed to overcome the signal limitation due to
their low density, low natural abundance and low gyro-magnetic ratio. The spin
polarization of ?Xe can be enhanced by 3-5 orders of magnitude relative to
thermal polarization by Rb-Xe spin exchange optical pumping using circularly
polarized laser light with the frequency of the Rb D, line [1, 2]. Figure 2.6.1 shows
schematically the basic steps of remote detection when using continuous-flow
laser-polarized %°Xe gas as the information carrier. All example data presented
in this chapter use this fundamental scheme.

The most basic experimental manifestation of travel information can be obtained
by tracing the flow of tagged spins from the encoding to the detection location. The
spins in the encoding coil are tagged by applying a m-pulse to invert the *°Xe
magnetization. Next, the arrival of the traveling spins is monitored continuously at
the detection location by repeated pulsing and the subsequent recording of the free
induction decay (FID) at the detection coil. An example of a travel time curve
obtained in this way is shown in Figure 2.6.2. At short times after the tagging, the
spin-encoded fluid packets have not yet reached the detector, therefore the detec-
tion signal shows maximum intensity. When encoded fluid begins to reach the
detector, the signal intensity becomes reduced, finally showing a negative intensity.
Later the signal slowly recovers to its maximum. The signal never reaches an
inverse value of the unencoded signal in this example, mainly due to dispersion
and mixing with unencoded spins (positive amplitude), but also because of an rf
field that is not perfectly homogeneous, B;, and the corresponding inhomogeneous
distribution of flip angles of the tagging pulse, which is a common problem with
large encoding volumes.
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Fig. 2.6.2 (a) Transportation of tagged spins  subsequently to detect the magnetization at
from the encoding rf coil to the detection rf coil the detector location as a function of the travel

using a remote detection set-up. (b) Basic time. (c) A typical travel time curve where
pulse sequence used to invert the magnetiza- encoding and detection were performed at high
tion of spins in the encoding coil, and field inside the same magnet

2.6.3.3  Encoding and Reconstruction of NMR and MRI Information

In general, a detectable NMR signal is induced by transverse magnetization that
precesses coherently with characteristic amplitude and frequency distributions in
response to the applied pulse sequence, a tailored series of rf and gradient pulses.
Any NMR signal that can be observed directly as a transient signal during an
evolution time ¢, can also be read out indirectly in a point-by-point fashion. When
using remote detection, at each time increment, t;, during precession, a projection
of the magnetization along the x or y axis is stored as longitudinal magnetization
using a m/2 storage pulse. As such, it is not affected by dephasing due to the
presence of inhomogeneous magnetic fields. It is then physically transported to the
detector during the travel time, where its amplitude is read out. Both the x and the y
components of the magnetization can be obtained in two subsequent experiments
and constitute one complex point of the NMR signal. This procedure is repeated for
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every time evolution increment t;, and the series of the signal points collected
corresponds to the indirectly detected NMR signal in the time domain. Its Fourier
transformation (FT) is the reconstructed NMR spectrum or image, depending on
the applied pulse sequence. One drawback is that the indirect acquisition inher-
ently adds one dimension to the remote experiment. However, as discussed above,
in many cases this is outweighed by a large gain in sensitivity due to the optimized
detection, whether it is achieved conventionally with an inductive coil or by other
means. When using inductive detection, the bandwidth of detection can be nar-
rowed, for example, by the application of pulse sequences such as spin lock
detection [18] or the use of multiple echoes with pulse train refocusing [19], which
can considerably enhance the detected signal. This is possible because in the
detected dimension, the signal amplitude, and not the frequency, carries the
indirectly detected frequency information.

To demonstrate these principles, the remote detection of the spectrum of 2°Xe
gas adsorbed onto the surface of aerogel fragments is presented [11]. The encoding
rf coil encompasses the sample, laser-polarized ¥Xe gas passes through and is
detected as it travels to the rf detection coil. Both coils are contained in the same
magnetic field and are built into the same NMR probe [Figure 2.6.3(a)]. Figure

detect (b) o feak :

|
zero|peak

0

|
absorbed peak

-50

150 100 50 0
direct detection in encoding coil (ppm)

_ _ _ _ _ ....... _ _ " (d) | | |
: = B = )
indirect dimension (ppm) remote detection in detection coil (ppm)

Fig. 2.6.3 (a) Set-up for remote detection with  (d) Remotely detected spectrum. The amplitude
two rf coils, one coil containing an aerogel sample modulation of the signal arriving at the detector

where 1Xe spectroscopic information is en- along the indirect dimension [inset in (c)] after
coded, and a detection coil through which the  FT gives the spectrum from the sample location
signal carrier passes. (b) '?°Xe spectrum, de- (d). The transiently detected signal arriving at

tected directly in the encoding coil obtained with the remote detector consists of only one peak for
one 7t/2 pulse and one signal acquisition. (c) and pure '*Xe gas [figure taken from11].
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2.6.3(b) shows the 2Xe spectrum of the sample detected directly in the encoding
coil. It contains peaks for the free 12°Xe gas and the ??Xe adsorbed inside the 100 A
small aerogel pores. Figure 2.6.3(c) correlates the transiently detected signal in the
detection coil with the remotely reconstructed '®Xe spectrum of the sample. The
inset of Figure 2.6.3(c) shows the amplitude modulation of the detected signal in
the indirect dimension of the remote data, which contains the spectral information
from the location of the sample. These experiments show the feasibility of remote
detection as a conceptually new approach to address the sensitivity limitations in
NMR spectroscopy.

2.6.4
Sensitivity Enhancement by Remote Detection

The separation of encoding and detection allows the use of different types of
detectors. While at high field it might be most convenient to use pulsed or
continuous wave inductive detection, where sensitivity improvements could orig-
inate from the possibility of concentrating the sensor spins into a smaller volume
than the encoding volume, at low fields alternative detection methods such as spin-
exchange optical detection [2] or magnetometers [13, 17] might be preferred. The
discussion of the sensitivity of remote detection can be split into a detector
independent part, which only includes the relative sensitivity between the remote
detector and the circuit that is used for encoding, and a detector dependent part,
which discusses the ability of the different detectors to measure the polarization or
the magnetic moment of the sensor spins.

2.6.4.1 Detector-independent Sensitivity

The most fundamental aspect of a sensitivity discussion of remote detection is the
fact that it is inherently a point-by-point technique. Each spectrum recorded by the
detector does not contain any information other than its amplitude. Conceptually, a
remote NMR experiment is very similar to a 2D NMR experiment with a z filter
between encoding and detection, which causes all transverse magnetization to
dephase. For 2D NMR experiments, it has been shown that the signal-to-noise ratio
(SNR) per square root time, which will be denominated as sensitivity in the
following, is the same as in the 1D case when neglecting T, relaxation [20, 21].
To compare the sensitivity of a remotely detected spectrum [Figure 2.6.4(b)] with an
equivalent experiment with direct detection [Figure 2.6.4(a)], we can use an
expression similar to the discussion in Ref. [20]:

max
tr

remote sensitivity tmex /o] | 1 [se(t )]2 dt,
S;
direct sensitivity NMR tfimx/ Ta] [ o
0

A e o2\ LA [T
VAT tmax P\Tm )| T e

(2.6.1)
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where 14 and 1, are the recycle delays and tJ** and £"* are the detection times in the
direct and the remote experiment, respectively [22]; A is the relative sensitivity
between the remote detector and the encoding circuit; s$(t,) = exp(—t,/T}) is the
envelope of the signal in the remote detection dimension, which decays with T}.
Because the encoding dimension of the remotely detected experiment samples the
same data points as the direct experiment, the signal decay in the encoding volume,
s (ta) = exp(—tq/TS), cancels from the sensitivity ratio. A matched filter for
optimum sensitivity in the remote dimension was assumed, which causes the
bandwidth of the detection to be Af = 4/T:. The factor 1/v/2 in Eq. (2.6.1) is
because only one component of the transverse magnetization can be stored and
read out at a time with remote detection, requiring two cycles to obtain the complex
signal. £7** /14 and #***/t, represent the duty cycle in the remote and the direct
experiment, respectively. For the approximation it was assumed that 14 =1, and
t"® > T3, As is visualized in Figure 2.6.4, if A=1 and the number of signal
averaging steps of an experiment with direct detection is equal to the number of
points detected indirectly with remote detection, the relative sensitivity is given by
the integral of all the remotely detected signals relative to the integral of all the
directly detected signals. An equal sensitivity is obtained only if the remote signal
does not decay during detection, because, in addition, the plain signal averaging in
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Fig. 2.6.4 Sensitivity comparison between
direct (a) and remote detection (b). With direct

Detect

detection, an FID is recorded transiently with
M data points, which are marked with the sym-
bols “x” in the first FID in (a). Remotely, M
encoding steps are necessary to obtain the
same data set, which allows one to perform M
signal averaging steps in the direct dimension
in the same time. The encoding and detection
steps in the remote experiment are interming-
led, therefore only a time overhead correspon-

encoding step corresponds to the m™ data
point with direct detection and marks the
magnetization at the beginning of the remote
detection. The sensitivity is proportional to the
total area under all the FIDs in both cases. With
identical detectors, we would obtain an equal
sensitivity with remote detection only if the
remote signal did not decay.
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the direct dimension does not show any signal decay and has therefore an infinitely
narrow bandwidth.

The situation is different in an experiment where the acquisition dimension of
the conventional, direct detection experiment itself measures only the magnitude
of a signal, as opposed to its time evolution. This is the case for example in an MRI
experiment with phase encoding in all three dimensions. Here, it is the 1D
sensitivity that has to be compared between remote and direct detection, because
the direct FID is no longer sampled point-by-point. Also, by following the treat-
ment of 1D sensitivity in Ref. [20], this yields:

e
1 e 2 d
max S
remote sensitivity A gmax /.| B br [s¢(t)] dte
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For the approximation it was again assumed that tq = T, and "™ > T%, 1% > T4,
A comparison between Egs. (2.6.1) and (2.6.2) shows that the potential signal
advantage of remote detection in the case of imaging experiments is considerably
larger than for spectroscopy experiments. This is because for imaging, the band-
width of the direct experiment is determined by the decay time and not by the
signal averaging. This is particularly important for samples with large suscepti-
bility gradients, which cause fast dephasing of the transverse magnetization.

In the above calculations it was assumed that all of the sensor medium is fully
regenerated between different repetitions of the experiment, which is reasonable
because it is not a T; decay that determines this “relaxation”, but a flow that forces
the encoded sensor to move ahead. Furthermore, multiplicative noise, or # noise,
was not considered. Depending on the type of experiment, this noise source can
have a considerable influence on the sensitivity [22-25]. Another factor that has
been left out is longitudinal relaxation of the sensor medium between encoding
and detection. This simply causes the remote sensitivity to be multiplied by a factor
exp(~t;/T1), with t, the travel time, which is close to unity for ??Xe, but can be
considerably smaller for a different sensor medium. Another aspect that has not
been covered is that the sensor medium could disperse between encoding and
detection, thereby being diluted with unencoded fluid. This would either require a
detector with a larger active volume so that all the encoded fluid can still be read out
in one experiment, or it requires multiple experiments to catch all the encoded gas.
In the case of a spectroscopy experiment without spatial dependence of the
encoded information, it is not necessary to gather all the encoded fluid, and the
signal would just be scaled proportionally to the amount of encoded fluid in the
detector. However, if spatial information is encoded, the entire encoded sensor
medium is required to be detected. If it is diluted, the sensitivity is reduced, but the
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image can still be reconstructed accurately. However, if some of the encoded fluid
remains undetected, the image will be weighted unevenly.

In experiments where the flow of the sensor medium is studied transiently, an
additional decay of the signal is present due to the continuous flow of the fluid out
of the detector. In a first approximation, this effect, which depends on the flow rate
and the detector volume, may also be included in the apparent transverse relaxation
time T}, and the above formulae can be applied to estimate the sensitivity. If
detection is carried out inductively with a train of n pulses, typically the time
between subsequent detection pulses should be chosen to be no less than 2T to
maintain good sensitivity and avoid artifacts. To increase the temporal resolution of
the flow detection further, the detector volume has to be reduced. If the number of
acquisitions n is increased, the noise of the integrated signal will scale with \/n. On
the other hand, the smaller detection volume allows for a more sensitive coil, again
compensating for the lost sensitivity. These parameters all have to be considered
when designing a remote NMR acquisition system. However, this calculation does
not take into account the potential gain of information by such an experiment,
which will be demonstrated in Section 2.6.5.3. Furthermore, if phase encoding is
performed in the flow direction of the sensor medium, it is possible that the
sinusoidal pattern of the longitudinal magnetization after the storage pulse is
preserved during the flow. If the temporal resolution of the detection is fast enough
to resolve this pattern, the sensitivity could be somewhat recovered. However, this
strongly depends on the sample object to be studied and is outside the scope of this
discussion.

2.6.42 Optimized Rf Coil Detection

In order to use Egs. (2.6.1) and (2.6.2) to estimate the sensitivity gain obtained by
remote detection, knowledge of the relative sensitivity of the detector and the
encoding circuit, A, is required. Here we discuss the sensitivity of an rf coil detector
as an example, because all the experiments presented in this text use inductive
detection at high field. The signal-to-noise ratio of inductive NMR detection can be
approximated by the following simplified equation [12]:

Quo K Qg

(SNR) = KnMo Ve TAfV. Mo AV,

(2.6.3)

where K is a numerical factor that depends on the coil geometry, the noise figure of
the preamplifier, and also takes into account various physical constants; n is the
filling factor of the sample in the detection coil; M, is the nuclear magnetization,
which takes into account the concentration of the target spins in the sample
volume; V. is the volume of the coil; Q is the quality factor and w, is the resonance
frequency of the rf circuit; T'is the temperature of the probe; and Afis the detection
bandwidth [26-28]. Afin a pulsed NMR experiment is inversely proportional to T,
and has already been included in Eqgs. (2.6.1) and (2.6.2). Therefore it is not
discussed any further in this section. my is the net magnetic moment of the spins
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inside the coil volume, which is transported without loss from the encoding to the
detection location in an ideal remote experiment. The SNR in a remote experiment
can be enhanced by optimizing the factorsm, My, V., Q, wo and T independently for
the encoding and detection steps, which is not possible in a conventional NMR
experiment. For example, an rf coil with better filling factor n and quality factor Q
can be used for detection than may be possible for the encoding coil due to
constraints imposed by the presence of the sample. A higher magnetic field can
be employed for more sensitive detection (wo), while a lower field may be used for
encoding, for example to decrease susceptibility artifacts in imaging. Alternatively
the detection coil can be cooled to enhance detection sensitivity while still preserv-
ing the optimal temperature conditions for the sample.

Finally, to estimate A at a given By and T, it is sufficient to consider the coil’'s Q
and V.. The B field, and thus the 7t/2 pulse length ty, are directly related to these
parameters, as expressed in Ref. [12]

m
(SNR), cxX Mo, /% o moB; o ?3 (2.6.4)

Consequently, knowledge of the to of both coils — for the same applied rf power —
allows a rough calculation of the expected signal-to-noise ratio, in agreement with
the principle of reciprocity [27]. The sensitivity ratio between the two coils is thus
given by

(sNR),  [o/vi #
A= TsNR)y Qe B, (2.63)

where d and r denote the corresponding parameters of the encoding and the
remote detection circuit, respectively.

2.6.5
Application of NMR Remote Detection

2.6.5.1 Broadening the Application Range

The possibility of detecting the NMR signal remotely from the sample location in a
more sensitive manner opens up a wealth of new applications. One prominent
example is NMR imaging at low magnetic field [29-33], including the earth field
[34]. Advantages are the narrower linewidth in the presence of a given relative
inhomogeneity, less distortion due to inherent susceptibility variations, which
occur for example at interfaces, better performance in the presence of paramag-
netic and metallic objects, greatly enhanced T; contrast, the possibility of accom-
modating larger samples and lower cost. Sensitive detection can be achieved, e.g.,
by inductive detection at high magnetic field, or by using alternative detection
techniques as named above, which scale more favorably at low magnetic fields. Low
field encoding together with high field detection implies a long travel distance of
the carrier nuclei between the different magnetic fields. It has already been
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demonstrated that NMR images encoded at magnetic fields of 4-7 mT can be
accurately reconstructed at 4.2 T utilizing laser-polarized 2°Xe gas for transporting
the encoded information over a distance of 5 m [11]. Although high field detection
using a superconducting magnet in combination with low field encoding is not
cost effective, new applications for NMR imaging can be opened up. A much
simpler set-up could be possible with a permanent magnet for detection, which can
have fields up to about 1 T. The possibility of remote low field NMR imaging
together with sensitive detection would free the remote detection technique from
the expensive and immobile high field NMR magnet and enable measurements to
be made outside a laboratory. Possible applications in chemical engineering
include the NMR imaging and flow study on a full-size, running chemical reactor,
separation column or extraction apparatus.

Although it may appear controversial, remote detection of NMR is not uniquely
applicable to large samples and reactors, but it can also be applied to miniaturized
microfluidic lab-on-a-chip devices [35-37]. This is because the chip device itself is
large and bulky compared with the micron scale fluid channels that are embedded
in it. The best sensitivity when working with such small volumes can be achieved
by using microsolenoid or microsurface coils [8, 38], but a much larger rf coil is
needed to encompass the entire chip device. The transportation of fluid through
the channel structure is an integral part of the operation of a microfluidic chip
device, which naturally fulfills the prerequisite for the application of remote
detection. A possible scenario is to use a large volume coil that encompasses the
entire chip for encoding, and subsequently leading the sensor molecules out of the
chip into a solenoidal microcoil for detection. Common to the applications of
remote detection in large and small samples is the fact that flow is an integral
part of the technique. It is not only essential for signal transportation, but can also
be studied in itself, whereby unprecedented information about the flow inside of
channels or porous samples can be obtained on a much broader time and length
scale than is possible by conventional NMR flow imaging.

2.6.5.2 Hardware for High Field NMR Remote Detection

In order to perform NMR encoding and remote detection in a high field, two rf
coils need to be accommodated within the same field. The first proof of principle
experiments for remote detection NMR spectroscopy and imaging wee performed
with probes containing both coils at once, as can be seen in Figure 2.6.5(a and b)
[11, 12]. Such a design requires the construction of a new probe for each type of
sample and experiment, and is therefore inconvenient. This section contains some
general suggestions for probe hardware design, showing how remote detection can
be made easily accessible for use with any high field NMR set-up [39].

Most of the commercially available NMR imaging probes have an accessible clear
bore above and below the coil, which can be used for remote signal encoding. A
detection-only probe can be inserted from the top into the bore of the magnet in such
a way that the detection coil sits immediately above the imaging coil [Figure 2.6.5(c)].
Similarly, an rf probe with a narrow body can be built that can be inserted into the
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Fig. 2.6.5 Hardware for high field NMR remote probe in (c) contains a relatively large saddle-
detection. Photographs (a) and (b) show la-  coil and is used for (flow) imaging. The detec-
boratory-built remote detection probes with tor probe in (d) contains a microsolenoid coil
both rf coils built into the same body; (c), (d) for optimized mass sensitivity, which is parti-
and (e) are detector-only remote probes that  cularly useful for microfluidic NMR applica-
can be inserted from the top or bottom into the tions. The same probe is shown in (e) with a
NMR imaging assembly, so that the well mounted holder for a microfluidic chip that is
shielded detection rf coil is placed immediately inserted into an imaging probe.

above or below the encoding coil. The detector



152

2 Hardware and Methods

NMR imaging probe and gradient stack assembly from below [Figure 2.6.5(d and e)]
so that the detection coil sits just below the imaging coil. This detection-only probe
can also be used together with other NMR probes with different characteristics for
encoding. In all cases, care has to be taken to adequately shield and decouple the
encoding and detection rf coil. In the probes presented in Figure 2.6.5, a well
grounded copper or aluminum “hat” on top of the detector serves this purpose.
Both saddle-coil [Figure 2.6.5(c)] and microsolenoid coil [Figure 2.6.5(d)] detectors
have been built for 'H, 2Xe and *C nuclei and have been successfully and
reproducibly applied for various studies including imaging and flow studies in
porous media, plants and microfluidic chip devices. The detector-only probes are
optimized for highest sensitivity, but the B, homogeneity at the detector location
may be compromised, because the two probes could be too large to fit inside of the
homogeneous spot of a high field magnet, requiring a trade-off when shimming the
magnet. Coils with the axial direction along the B, field would in principle be
preferable to facilitate transport of the carrier nuclei in a straight tube from the
encoding coil to the detector coil, but are not always easiest to manufacture and
suffer from a somewhat lower sensitivity compared with solenoid coils [26].

Low field encoding coupled with high field or non-inductive detection requires a
separate design. At present, considerable effort is being devoted to developing and
implementing low field and ultra low field NMR and MRI equipment [29-34]. A
few examples are reviewed in this book (Chapters 2.2-2.4). In principle, there is no
obstacle to coupling these possibilities to design commercially available remote
NMR and MRI equipment for low field studies.

2.6.5.3  High Field NMR Imaging with Remote Detection

In this example, high-field remote detection NMR imaging of a phantom with the
engraved letters “CAL” is performed with a continuous-flow of a gas mixture
containing 1% of xenon with natural isotope abundance. It is demonstrated how
a non-uniform flow pattern can influence the resulting image features, but also
how, in spite of this, an image without distortions can be reconstructed. In
particular, the non-uniform flow pattern and a mismatch in the sample volumes
of the encoding and detection cell lead to a partitioning of the encoded gas volume.
If individual partitions are detected separately and Fourier transformed, parts of
the image are obtained corresponding to the respective times of travel, as shown in
the right part of Figure 2.6.6. However, if the detection steps are repeated over a
time period sufficiently long to collect all the information in several batches, the
complete image can be recovered, as can be seen in the left image of Figure 2.6.6.
The spreading of the transported signal along the flow path in remote detection is
not necessarily reflected in a degradation of the image quality, as long as the entire
signal is collected to complete an individual signal point in the k-space. However, a
distorted flow path lengthens the experimental time. The experimental time may
be vastly reduced, while improving the sensitivity and resolution, by utilizing fast
pumping or injection devices and employing stop-and-go flow control systems. A
similar approach can be used not only to recover the image of an object, but in
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Fig. 2.6.6 Remotely reconstructed high field  Figure 2.6.5(b)], earlier batches of spins re-
NMR images of laser-polarized '2°Xe gas in the construct the upper part and later batches the
hollow “CAL” pores. Owing to the flow pattern lower part of the porous sample. After all
where the spins have to flow around two batches have been added up, a complete image
corners [see the probe design in is reconstructed [figure taken from 12].

addition to study the properties of the flow itself in a unique fashion, as discussed
in the next section.

2.6.5.4 Flow Detection and Visualization
The flowing sensor medium as an integral part of remote detection naturally leads
to the study of flow through porous media [40, 41]. In addition to carrying the
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information about an image of the sample, as in the previous section, the arrival of
the encoded sensor in the detector depends on the flow properties and the flow
path of the gas through the entire object [42]. Therefore it permits characterization
of flow with a time-of-flight (TOF) experiment [43], the principle of which is shown
in Figure 2.6.7(a). The difference with an experiment where remote detection is
used solely for sensitivity optimization is that in the present case, the detection
volume is typically chosen smaller than the effective void space volume of the
sample, to improve the temporal resolution. Also, the encoding and the detection
volumes should be placed as close to each other as possible to avoid additional
dispersion of the flowing sensor medium outside of the sample. If detection is
done inductively, for example using a probe of the same type as the one depicted in
Figure 2.6.5(c), a pulse train can be used as shown in Figure 2.6.2(b) to sample the
magnetic moment of the spins inside the detection volume in a strobe like manner.
Because the chemical shift of the sensor signal in the detector is known, contin-
uous wave detection is also possible. In combination with MRI encoding [44], the
dispersion curve for a fluid in each volume element of the sample can be measured.
A general pulse sequence is shown in Figure 2.6.7(b). As the flow between
encoding and detection removes any transverse magnetization, only one data point
can be encoded spatially at a time, but provided that the temporal resolution of the
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Fig. 2.6.7 General principle of time-of-flight  through the sample. In this case, § is 180°, and

flow detection. (a) Schematic of a set-up for
TOF experiments. An object of interest is
placed inside an environment optimized for
encoding (field gradients not shown). As the
sensor medium flows out of the analyte object,
its magnetization is recorded with a second
coil with a smaller volume, which is placed as
close to the encoding volume as possible. (b)
Generic pulse sequence used for TOF experi-
ments. Encoding along one dimension can be
done by inverting the magnetization of a slice

no storage pulse is needed. For 2D encoding, a
selective pulse with 3 =90° and a bipolar field
gradient G* is used for slice selection in one
dimension, and phase encoding gradients GP®
are used to resolve the other spatial dimen-
sions. 3D encoding can be done with a hard
90° preparation pulse and phase encoding in
3D. The spacing between the n detection
pulses defines the temporal resolution of the
TOF experiment.
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detection technique is fast enough, the complete TOF curve for the sensor can be
recorded transiently for each encoding step. This experimental approach to meas-
uring hydrodynamic dispersion is similar to the technique of an initial narrow-
pulse tracer injection, with the subsequent observation of the effluent concentra-
tion of the tracer [42, 45]. The difference is that when using MRI techniques the
point of injection can be defined non-invasively anywhere inside the porous
medium. Equally important is that the spin magnetization behaves as an ideal
tracer, as it does not affect the properties of the flowing medium.

Two fundamentally different approaches are possible for encoding. One employs
slice selective pulses to modify only the polarization of the sensor medium as a
function of position. The other uses phase encoding, where transverse magnet-
ization, M", coherently precesses for a given time under the influence of magnetic
field gradients, followed by a 90° storage pulse to transfer one component of M* to
longitudinal magnetization, M,, which is resistant to all types of decays except T;
relaxation as it flows or diffuses through inhomogeneous magnetic fields. This
second scheme, which employs a storage pulse, in principle allows the use of any
desired encoding sequence. However, the approach with a slice-selective pulse
only, can be used for encoding even if M* dephases too fast to allow for phase
encoding, for example if a sample with large susceptibility gradients is to be
characterized in a high magnetic field.

An example for gas flow using hyperpolarized *Xe gas in a mixture of 1% Xe
(natural isotope abundance), 10% N, and 89% He through a cylindrical glass
phantom is shown in Figure 2.6.8. Encoding was carried out with slice-selective
pulses to invert the magnetization of slices either perpendicular or parallel to the
flow direction. The sample was scanned by changing the rf offset frequency of the
inversion pulse. The magnetization was detected with a train of 90° pulses, spaced
by 100 ms. Each slice was recorded four times, with the position of the detection
pulses shifted by 25 ms between subsequent experiments. This interleaved data
acquisition allowed for a smoother representation of the TOF data and corresponds
to signal averaging, but while the time between detection pulses is not longer than
the time it takes the sensor medium to flow through the detection volume, the
temporal resolution is not improved. In the experiment with slice selection parallel
to the flow direction, the data are not perfectly symmetrical, as would be expected
from the symmetry of the sample. This is because the z gradient coils were
designed for smaller samples, and the phantom reaches outside the linear region
of the gradients. In the experiment with the inverted slices perpendicular to the
flow direction, the slope of the data in Figure 2.6.8(b) corresponds to the flow
velocity of the gas. As can be seen in Figure 2.6.8(a), the flow in this object changes
its direction twice, which is reproduced in the flow curve. At the turning point at a
TOF of about 3s, a splitting of the flow into two branches can be observed,
indicating that the gas is not homogeneously mixed at this point, but that one
fraction of the gas flows along a relatively well defined path, while a second fraction
is trapped in an inactive volume with only slow exchange.

The understanding of mass transfer in porous media is highly relevant not only
for the oil and gas industry, but also for process control or in chromatographic
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tis

Fig. 2.6.8 Time-of-flight dispersion curves dicular (lower) to the flow direction were in-
versus the encoding position of gas flowing  verted. (a) Cross section of the object perpen-
through a cylindrically symmetrical glass phan- dicular to the inverted slices. The arrows in
tom with large “pores” on the order of 1-cm  the lower graph depict the direction of the gas
diameter, obtained with slice selective inver-  flow. (b) Contour plots of the signal. (c) TOF
sion of magnetization. The flow direction signal of selected slices, as indicated by the
changes twice as the gas is flowing from inlet dashed lines.

to outlet. Slices parallel (upper) and perpen-

columns. While corresponding NMR techniques have been developed and success-
fully used for the study of liquids (e.g., Refs. [40, 44, 46]), measurements of
diffusion and flow of gases in porous media are still challenging [47-49] (see
also Chapters 2.5 and 5.3 for references). In the next example, gas flow and
dispersion in a porous Bentheimer sandstone rock is visualized. The same gas
mixture as above was used. The rock was cylindrically shaped with a height of
39 mm and a diameter of 24 mm. It had an effective porosity of about 15 %, and its
pore size was on the order of 100 um. The full three-dimensional space was
resolved using phase encoding. No signal averaging was carried out, except for a
four-step phase cycle to subtract the baseline, because M, of ¥Xe reaches a
maximum in the absence of encoding, and to obtain frequency discrimination,
because only one component of M* is retained with each storage pulse [25]. In
Figure 2.6.9 the isochronal regions, i.e., areas of the rock from where it takes the
gas an equal amount of time to reach the detector, are displayed. Figure 2.6.9(a)
shows a 3D representation, indicating that despite the homogeneity of the rock the
flow is neither perfectly homogeneous nor symmetrical. However, there are also no
regions that are blocking the flow path. Figure 2.6.9(b) shows a slice through the
same data in a 2D diagram. One can see that mass flow is present through the
entire cross section of the rock sample without interruption, except near the walls.
No channeling could be observed. The observation that the regions surrounded by
the contour lines do not get significantly broader for longer distances between the
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Fig. 2.6.9 Visualization of gas flow through a cylindrical surface represents the rock. (b) Only
porous sandstone rock. A 3D phase encoding a slice through the center of the rock is
sequence with a hard encoding pulse was used. displayed, showing the origin of the gas that is
(a) 3D representation of an isochronal surface flowing through the detector at different times
at different times after the encoding step. The after the tagging [figure taken from 43].
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position where the sensor medium was encoded and the detector indicates that
dispersion of the gas inside the rock is low.

These data show the great potential of remote detection especially for flow
studies, where the loss of a transient spectral or spatial dimension is compensated
by a transient flow dimension. If T,* of the mobile sensor medium inside a porous
object is long enough so that phase encoding is possible, this technique offers
unprecedented applications of MRI, because detection is carried out in a location
with no significant susceptibility gradient, where the signal decay is basically
limited by the residence time of the gas inside the active volume of the detector.
Even if M* dephases too quickly to allow any manipulation, it is still possible to
saturate the magnetization with slice-selective pulses and observe the dispersion as
a function of position, and full 3D information can be obtained with projection
reconstruction, applying multiple slice-selective pulses in different directions.

2.6.5.5 Microfluidic Flow and Miniaturized Devices

Miniaturized fluid handling devices have recently attracted considerable interest
and gained importance in many areas of analytical chemistry and the biological
sciences [50]. Such microfluidic chips perform a variety of functions, ranging from
analysis of biological macromolecules [51, 52] to catalysis of reactions and sensing
in the gas phase [53, 54]. They commonly consist of channels, valves and reaction
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chambers that are able to handle nanoliters to microliters of fluid. To enable
precise fluid handling, accurate knowledge of the flow properties within these
devices is important. Owing to the small channel size and the associated low
Reynolds number, laminar flow is usually assumed. However, in small channels,
fluid flow characteristics can be dominated by surface interactions, or viscous and
diffusional effects. In many instances, devices are designed to take advantage of
such properties, or exhibit geometries engineered to disrupt fluid flow, and are not
necessarily amenable to modeling in a straight-forward way [55, 56]. Currently,
methods used to gain experimental insights into microfluidic flow rely on optical
detection of markers [57, 58]. Here, we show that NMR in the remote detection
modality can be applied as an alternative method to profile flow in capillaries and
microfluidic devices.

The NMR signal is acquired remotely, as described in the previous section. In
particular, image information is encoded into the nuclear spins of the fluid con-
tained inside a microfluidic device. Subsequently, the fluid flows out of the chip into
a capillary, where it is detected using a microcoil with an inner diameter that
matches the capillary dimensions. The experimental set-up contains an encoding
assembly consisting of radiofrequency and pulsed field gradient coils designed for
imaging of macroscopic objects [lower part in Figure 2.6.5(c)]. A detection probe
[Figure 2.6.5(d and e)] containing the microcoil is placed immediately below (Figure
2.6.10) [59]. The benefit of using remote detection is, on the one hand, that it
overcomes the low filling factor inside of the imaging coil, which is on the order of
10~. In the case presented here, direct NMR detection would not achieve suffi-
ciently high SNR, while remote detection allows for the sensitive detection of the
liquid or gas flowing out of the microfluidic chip device into the detector. On the
other hand, through the separation of the detection and the encoding steps, remote

Fig. 2.6.10 Specialized experimental set-up
v for microfluidic flow dispersion measurements.
Fluid is supplied from the top, flows via a
capillary through the microfluidic device to be
profiled and exits at the bottom. The whole
apparatus is inserted into the bore of a super-
conducting magnet. Spatial information is
encoded by MRI techniques, using rf and imag-

ing gradient coils that surround the micro-
\_/ fluidic device. They are symbolized by the

hollow cylinder in the figure. After the fluid has

/ exited the device, it is led through a capillary to
a microcoil, which is used to read the encoded
| information in a time-resolved manner. The

flow rate is controlled by a laboratory-built flow
controller at the outlet [59, 60].
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detection enables the measurement of the time-of-flight for an ensemble of mole-
cules originating at any position on the microfluidic device without any additional
effort. In this way, it yields time-resolved dispersion images [43].

As an example, profiles of gas flow in different model microfluidic devices are
shown in Figure 2.6.11. In order to obtain adequate signal in the gas phase,
hyperpolarized xenon was chosen as the signal carrier. In the profiles, the vertical
axis corresponds to a spatial dimension that is resolved along the z axis parallel to
By, and the horizontal axis shows the time-of-flight from the corresponding
location inside of the chip. The NMR pulse sequence applied is shown in Figure
2.6.7(b), whereby for these profiles, the phase encoding option with non-selective
pulses was used.

In Figure 2.6.11(a), a straight capillary with 150-um inner diameter was profiled.
The gas flow direction was from the top to bottom of the figure. No divergence is
observed in the dispersion curve of the capillary, indicating that under the given
conditions the dispersion of flow is small, and that this scheme is thus adequate to
study the dispersion within a device of interest. This may appear unexpected, as
microfluidic devices are usually assumed to exhibit laminar flow, however it can be
explained by the fast lateral diffusion of individual gas molecules, which uniformly
sample the whole cross section of the tube in a very short time compared with the
travel time. Below each image, its projection is shown together with an independ-
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Fig. 2.6.11 Flow dispersion profiles obtained
with: (a) a capillary, (b) with a model micro-
fluidic chip device containing a channel en-
largement, directly connected to a capillary and
(c) with the same microfluidic chip connected
to a capillary via a small mixing volume. A
sketch of the model microfluidic device is
placed at the right side of each image, drawn to

800
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ently acquired overall travel curve (as in Figure 2.6.2), which was used to determine
the maximum travel time for the imaging experiment.

The profiles in Figure 2.6.11(b and c) were obtained with a prototype micro-
fluidic chip that had a channel depth of 55 um, and contained a horizontal enlarge-
ment in the center, as shown by the schematic next to the experimental data. The
difference between the two measurements is that in the case of (b), a direct
connection was used between the chip and the outlet capillary, while in (c), a
cylindrical mixing volume of 900 nl was present in between. In both images, the
loop of the connecting capillary is visible at low travel times. Subsequently, in (b)
the different flow velocities in the narrow (travel times 400-500 ms) and wide (500—
700 ms) sections can directly be observed due to the different slopes. Above
800 ms, gas that remains for a long time in a mixing volume at the connection
to the inlet capillary can be observed. It could be speculated as to whether the
relative weakness of the signal at the site where the channel widens (400-500 ms
and 700-800 ms) is merely due to fast flow in combination with limited spatial
resolution, or due to some other effect. The difference between the images in (b)
and (c) is, however, very clear. In (c), a residence time of up to 300 ms can be
observed at the mixing volume of the chip outlet. Moreover, in (c) the signal shows
a forking at a travel time of 350 ms, with one part coming from the enlarged section
of the channel and the other still from the mixing volume. While one population of
gas molecules passes this volume rather quickly, another population apparently
remains at that point for at least twice as long, indicating a non-uniform mixing of
the gas that is passing through this volume.

These examples illustrate that NMR imaging with remote detection is a viable
alternative for the study of flow properties inside microfluidic chip devices. While
an application to gas flow is presented here, the same experiments can be used with
liquids. In the latter case, hyperpolarization is not needed due to the higher spin
density, and thus the experimental set-up is simplified further. The method is only
limited by the intrinsic nuclear spin-lattice relaxation time of the fluid, which needs
to be in the order of seconds or more. Fortunately, this is the case for a large
number of fluids, including water and organic solvents. The present approach has
several advantages over other methods, such as the versatility in the choice of the
flow medium, the ability to work with opaque devices, and, depending on the
application, the absence of the need to introduce tracer substances into the fluid
flow. Foremost, however, the present method intrinsically provides additional
information contained in the time-of-flight dimension, which elucidates patterns
that may not be easily accessible with other methods presently available.

2.6.6
Concluding Remark

The main implications of the new remote detection methodology are the sensitivity
enhancement, which can be several orders of magnitude in certain applications,
the option to study flow transiently with time-of-flight techniques and the broad-
ening of the application range of NMR and MRI to samples that were previously
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impossible or extremely challenging to examine. Examples are large geological
samples, materials with paramagnetic impurities, reactors with heterogeneous,
paramagnetic catalysts or metallic components, porous media with a wide distri-
bution of pore sizes leading to flow and image properties over a large temporal and
spatial range and bulky microfluidic chip devices interlaced with small channels.
We have presented the principle and merit of the remote detection methodology on
several examples, and have provided ideas for future applications in chemical
engineering that can be developed by remote detection of NMR and MRI.
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2.7

Novel Two Dimensional NMR of Diffusion and Relaxation for Material
Characterization

Yi-Qiao Song

Abstract

Many materials are complex mixtures of multiple molecular species and components
and each component can be in multiple chemical or physical states. Realtime
determination of the components and their properties is important for the under-
standing and control of the manufacturing processes. This paper reviews a recently
developed technique of 2D NMR of diffusion and relaxation and its application to
identify components of materials. This technique may have further applications for
the study of biological systems and in industrial process control and quality assurance.

2.7.1
Introduction

NMR spectroscopy is one of the most widely used analytical tools for the study of
molecular structure and dynamics. Spin relaxation and diffusion have been used to
characterize protein dynamics [1, 2], polymer systems[3, 4], porous media [5-8],
and heterogeneous fluids such as crude oils [9-12]. There has been a growing body
of work to extend NMR to other areas of applications, such as material science [13]
and the petroleum industry [11, 14-16]. NMR and MRI have been used extensively
for research in food science and in production quality control [17-20]. For example,
NMR is used to determine moisture content and solid fat fraction [20]. Multi-
component analysis techniques, such as chemometrics as used by Brown et al. [21],
are often employed to distinguish the components, e.g., oil and water.

The usefulness of NMR in such analysis is because the proton spin-relaxation
time constants are different for different components, such as water, liquid fat and
solid fat. For example, the signal from solid fat is found to decay rapidly while the
liquid signals decay much slower. This phenomenon is the basis for an NMR
technique to determine the solid fat content [20]. However, as the relaxation time
constant of water, for example, could depend on its local environment, such as
protein concentration, it may overlap with that of oil and other components. As a
result, it could be difficult to formulate a robust and universal relaxation analysis. It
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is often dependent on the specific ingredient feeds and may need to be calibrated
frequently. In this chapter, a new type of two-dimensional (2D) NMR of relaxation
and diffusion will be discussed that might improve the characterization of food
products and materials in general, and other chemical engineering applications.

Conventional 2D NMR spectroscopy [22] is usually performed by measuring a
signal matrix as a function of two independent time variables. Then, 2D Fourier
transform is performed with respect to the two variables to obtain the 2D spectrum
as a function of the two corresponding frequencies. The new 2D NMR of relaxation
and diffusion is similar conceptually in that the signal matrix is measured as a
function of two variables. However, as relaxation and diffusion often cause the spin
magnetization to decay exponentially, the data matrix is analyzed by Laplace
inversion instead of Fourier inversion. The result of such an experiment is a 2D
joint probability distribution of T;-T, or D-Tj, or D-T, T,-T5, etc. Such experi-
ments were reported many years ago [23-25], however, its application was not
widespread due to the difficulty in data analysis using conventional Laplace
inversion techniques. A new algorithm (Fast Laplace Inversion, FLI) was developed
in 2000 [26, 27] which enables rapid 2D Laplace inversion using contemporary
desktop computers.

This chapter reviews all aspects of the 2D NMR of relaxation and diffusion.
Firstly, numerous pulse sequences for the 2D NMR and the associated spin
dynamics will be discussed. One of the key aspects is the FLI algorithm and its
fundamental principle will be described. Applications of the technique will then be
presented for several example systems.

2.7.2
Pulse Sequences and Experiments

A number of NMR pulse sequences for the 2D experiments can be generalized into
one that consists of two segments, segment 1 and segment 2. Each segment may be
composed of RF pulses, free evolution periods and magnetic field gradients. The
sequence is parametrized by two variables, x; and x;, for the two segments,
respectively. The spin system will in general evolve differently in the two segments.
Measurements will be performed as a function of x; and x, forming a 2D matrix,

M(:’Cl7 xz) = k(xh X2, Rl, Rz)f(Rl7 Rz)dedRz (271)

where R; and R; are the spectroscopic properties of the sample. The function k is
the response of the molecules with specific properties, e.g., R; and R, and is known
as a kernel function. The function f (Ry, R,) is the probability density (distribution)
of molecules with the properties R; and R;, which is often the quantity to be
measured. For conventional multi-dimensional Fourier spectroscopy, R; and R,
are frequency variables and the kernel k often consists of sine and cosine functions.
As a result, an inverse Fourier transform can be applied to the data M(x;,x;) to
obtain F.
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However, some aspects of the spin dynamics are better described using func-
tions other than Fourier series. For example, the magnetization decay in a CPMG
[28] experiment follows an exponential form,

k(t, T;) = exp(—1/T3) (2.7.2)

where 1 is the total time elapsed at the time of a given echo and T is the spin-spin
relaxation time constant. Notice that this is a one-dimensional kernel. Thus, a
numerical Laplace inversion [29-31] is required to obtain F as a function of T,.

In the following sections, we will discuss several examples of the 2D NMR pulse
sequences to illustrate the essential aspects required to obtain the correlation
functions of relaxation and diffusion.

2.7.2.1  Relaxation Correlation Experiment
The idea of exploration of relaxation correlation was first reported in 1981 by
Peemoeller et al. [23] and later by English et al. [24] using an inversion-recovery
experiment detected by a CPMG pulse train. This pulse sequence is shown in
Figure 2.7.1.

The data were obtained by repeating the sequence with a series of t; and acquiring
a series of echoes for each experiment. Thus, T, = 2nt, where n is the echo number
and t, is the time period between the first 90 degree pulse and the next pulse. The
first pulse inverts the spin magnetization from its equilibrium. Over the time period
71, the magnetization recovers along the z axis, a T; process. The recovery time, Ty,
and the echo time, 1;, are two independent variables and the acquired data can be
written as a two-dimensional array, M(t1,72). The range of t; is determined by the
T of the sample and often spans from a fraction of the minimum T; of the sample to
several times that of the maximum Tj. At the end of the t; period, the CPMG
sequence is initiated and a series of echoes is produced between every two adjacent
180° pulses. During 1;, the decay is due to T,. The echo spacing t, is often chosen to
be short, for example, 100 us, in order to acquire more echoes for better signal-to-
noise ratio and to reduce the potential diffusion effect due to background gradients.
This signal relates to the probability density f (T, T>) via Eq. 2.7.1 and the kernel is:

fp 2 2gp
> —> >
| | EARARA

| e

A
Y

T

Fig. 2.7.1 Pulse sequence of the T;-T, correlation experiment.
The wide and narrow bars are 7 and 7t/2 pulses, respectively.
During the 1, and T, periods, the spin system experiences spin
relaxation along the direction of and transverse to the magnetic
field, respectively.
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k(t1,72, T1, Tp) = (1 — 270/ T)e ®/T2 (2.7.3)

The function f(Ti, T>) corresponds to the density of molecules with relaxation
times of T; and T,. Therefore, f(Ty, T;) > 0 for all T; and T.

English et al. [24] recognized that a two-dimensional Laplace inversion can be
applied directly to the data to obtain f without specific modeling of the relaxation
mechanism in the samples. However, owing to limited computing resources and
the numerical algorithm, they were able to analyze only data sets with a small
number of 1; and 1;. Recently, a more efficient algorithm of FLI has been
developed [26, 27] to allow the analysis of 2D data sets that are much larger than
the previous ones using desktop computers. The essence of the computation
difficulty and the FLI algorithm will be addressed in later sections.

2.7.2.2 Diffusion-relaxation correlation experiments
Diffusion-relaxation correlation has been utilized to study biological tissues, e.g.,
compartmentalization in tissues [32-35]. In many reports, a sequence that com-
bines a stimulated echo-type sequence with a pulsed field gradient and a CPMG as
a detection has been described [35]. Other pulses sequences have also been used to
study the diffusion-relaxation correlation, e.g., Ref. [36].

Figure 2.7.2 illustrates two implementations of the diffusion-relaxation experi-
ment using the pulsed field gradient. In the first implementation, a spin-echo

% | /\I 1AL A
Gradll_l l_lg|

a) Segment 1 Segment 2

« 1« CATATALA

| [l |
b) Segment 1 Segment 2

Fig. 2.7.2 Diffusion-relaxation correlation se-  The detection (2") segment for both is a
quences using pulsed field gradients. (a) The CPMG pulse train that is similar to that in

first segment is a spin-echo with the echo Figure 2.7.1. The amplitude or the duration of
appearing at a time 21, after the first pulse. the gradient pairs in both sequences is
(b) The first segment is a stimulated echo incremented to vary the diffusion effects.

appearing at a time t.;,; after the third pulse.
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sequence is used for segment 1 with a gradient pair before and after the second
pulse. The first echo spacing tc,: is often fairly long, several milliseconds, to allow
sufficient time for the gradient pulses to yield appropriate diffusion decay given the
diffusion constant of the sample. The second echo spacing during segment 2 is
often very short, for example, 100 us, to increase the number of echoes and to
reduce the diffusion effect due to background gradients. The phases of the RF
pulses are 0 and 180° for the first pulse, and 90 for the remaining 180° pulses. This
phase cycling ensures that the first echo is the result of a spin-echo. The diffusion
decay caused by this segment is known [37] as

exp[—Dy?g?8* (A +28/3)] (2.7.4)

where v is the gyromagnetic ratio, D the diffusion constant, g the amplitude of the
gradients, 0 the during of the gradient pulse and A the time period between the two
gradients. This equation is valid within the Gaussian phase approximation, such as
diffusion in bulk fluids.

Stimulated echo with a pulsed gradient can also be used for the diffusion
weighting segment, Figure 2.7.2(B). The first three /2 pulses and the two asso-
ciated gradient pulses produce the stimulated echo. The & pulses then refocus the
magnetization repeatedly producing a train of echoes. Similar to the spin-echo case
for the diffusion weighting Figure 2.7.2(A), the period between the first two pulses
is often several milliseconds to allow sufficient gradient-induced modulation. In
addition, the diffusion time between the 2" and 3™ pulses (= A) allows a further
increase of diffusion weighting. A long A period can be particularly useful for
samples with a short T, but a long T;.

For the case of the spin-echo for diffusion weighting, the full kernel can be
written as

k = exp(—2t/T2)
-exp[—Dy’g*8% (A + 28/3)] (2.7.5)
-exp(—2nte,/Ts)

where the first factor is the T, decay during the first segment which can be a fixed
constant provided t.,; is kept constant for experiments with different gradient g.

For the case of the stimulated echo for diffusion weighting, the full kernel can be
written as

k = exp(—Zthl/Tz — Td/Tl)
~exp[—Dy’g?d* (A +25/3)] (2.7.6)
-exp(—2nte,/Ts)
where the first factor is the T; and T, decay during the first segment, which can be

a fixed constant provided t.,; and Ty are kept constant for experiments with
different gradient g.
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2.7.2.3  Correlation Experiments in Static Field Gradients

Similar to the pulsed field gradient, static field gradient can also be used to measure
diffusion. Static field gradient is always found away from the geometric center of the
NMR magnet, and in specifically designed magnets using permanent magnetic
materials, such as an NMR well-logging tool [38], a Garfield magnet [39] and the
NMR MOUSE [40]. Such a magnet can be much less expensive than magnets with
high field homogeneity and can offer a very stable magnetic field gradient.

In a constant field gradient, one can use the RF pulses to control and select the
desired coherence pathways. For example, the T;-T, sequence of Figure 2.7.1 can
be performed in the static field gradient. The presence of the static gradients has
two effects. The first is that all pulses can be slice selective and may not excite the
entire sample. Thus the echo signal amplitude and echo shape can be dependent
on the RF power and the pulse durations. The second complication is the presence
of multiple coherence pathways due to non-ideal pulses and off-resonance effects.
For instance, the nutation angle of an RF pulse will depend on the resonance
frequency offset from the pulse frequency. As a result, the CPMG echoes will have
contributions from many coherence pathways [41], some that are similar to spin-
echo, some similar to stimulated echoes and still other higher order echoes [42]. As
the diffusion decay is different for different coherence pathways, the CPMG echoes
may not follow a single exponential decay in static field gradient [41, 42]. Thus, it is
preferable to use a very short echo time t, to minimize the diffusion effect during
the CPMG segment. This scheme is particularly beneficial for the use with the FLI
algorithm.

Hiirlimann and Venkataramanan [43] have derived the kernel for the inversion-
recovery CPMG experiment in an inhomogeneous field:

k=(1—2e"/T)e 2/ Tor (2.7.7)

where T,y is a mixture of T; and T; because the contribution from the longitu-
dinal magnetization during the CPMG sequence due to the off-resonance effects.
For the spin-echo diffusion-relaxation experiment, they showed

k= exp(—2tp1/T2)
“exp [—ZDyzgztgpl /3)} (2.7.8)
~exp(—2ntep/ Toef)-

They also showed that a spin-echo segment with two m pulses improves the echo
signal due to the inclusion of a stimulated-echo coherence pathway.

The stimulated echo diffusion-relaxation experiment exhibits a kernel that is
similar to that of the one with the pulsed field gradients:

k= exp(—Ztcpl/Tz — Td/Tl)
-exp [*szgztﬁpl (T + 2tepn/ 3)] (2.7.9)
-exp(—2ntep/ Toef)-
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In an experiment, t., is to be varied systematically to obtain the 2D data matrix. For
the spin-echo and stimulated-echo based sequences, molecular diffusion causes
signal decay in the first segment, thus both are called diffusion-editing sequences.
As spin-relaxation also occurs during tcp1, the signal decay during the first segment
is not purely due to diffusion.

2.7.2.4 Mixed Diffusion and Relaxation Experiment

When T, is longer in a CPMG sequence under a constant gradient, the diffusion
effect can be observed. For the Hahn echo coherence pathway where every & pulse
refocuses the dephasing, the diffusion contribution is,

k=exp [—ZnDyzgztzpB]
x exp(—2ntep/ Toef)

(2.7.10)

Hence, a series of measurements with several T, values will provide a data set with
variable decays due to both diffusion and relaxation. Numerical inversion can be
applied to such data set to obtain the diffusion-relaxation correlation spectrum [44—
46]. However, this type of experiment is different from the 2D experiments, such as
T:-T,. For example, the diffusion and relaxation effects are mixed and not sepa-
rated as in the PFG-CPMG experiment Eq. (2.7.6). Furthermore, as the diffusion
decay of CPMG is not a single exponential in a constant field gradient [41, 42], the
above kernel is only an approximation. It is possible that the diffusion resolution
may be compromised.

2.7.2.5 Summary

Exponential decay often occurs in measurements of diffusion and spin-relaxation
and both properties are sensitive probes of the electronic and molecular structure
and of the dynamics. Such experiments and analysis of the decay as a spectrum of
T; or D, etc., are an analog of the one-dimensional Fourier spectroscopy in that the
signal is measured as a function of one variable. The recent development of an
efficient algorithm for two-dimensional Laplace inversion enables the two-dimen-
sional spectroscopy using decaying functions to be made. These experiments are
analogous to two-dimensional Fourier spectroscopy.

273
Laplace Inversion

The general strategies to solve this problem have been discussed extensively in the
literature on mathematics [47]. Numerical Recipes [48] and other NMR literature
[30, 31, 49] are a good introduction. Even though there are well-established
algorithms for performing a numerical Laplace inversion [29-31], its use is not
necessarily trivial and requires considerable experience. It is thus useful to under-
stand the essential mathematics involved in the analysis as a better guide to its
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application and to be aware of its limitations. The basic theory for the 2D inversion
shares many essential characteristics with the 1D algorithm and thus we will
review the 1D algorithm first and then discuss the unique aspects of the 2D
algorithm.

2.7.3.1  General Theory
The 1D Laplace inversion can be approximated by a discretized matrix form:

M = KF + N, (2.7.11)

where the data vector M is from a series of measurements, N is the noise, matrices
K and F are discretized versions of the kernel and f respectively. The true solution
to F should satisfy Eq. (2.7.11) by ||M — KF|| < o, where ||.|| is the norm of a vector
and o is the noise variance. However, given a finite signal-to-noise ratio, many
solutions satisfy this criterion — this is the manifestation of the ill-conditioned
nature of the Laplace inversion.

One technique uses regularization and obtains a fit to the data through mini-
mization of the following expression:

|IM — KF||* + a||F||? (2.7.12)

The first term measures the difference between the data and the fit, KF. The second
term is a Tikhonov regularization and its amplitude is controlled by the parameter
a. The effect of this regularization term is to select a solution with a small 2-norm
||F||* and as a result a solution that is smooth and without sharp spikes. However, it
may cause a bias to the result. When a is chosen such that the two terms are
comparable, the bias is minimized and the result is stable in the presence of noise.
When a is much smaller, the resulting spectrum F can become unstable.

In order to accelerate the minimization of Eq. (2.7.12), the data and the kernel
can be compressed to a smaller number of variables using singular value decom-
positions (SVD) of K,

K= UzvT (2.7.13)

where X is a diagonal matrix with singular values in a descending order, and U and
V are unitary matrices. For the exponential kernel, the singular values typically
decay quickly. We limit our algorithm to the sub-space spanned typically by the 10
largest singular values. Such a sub-space is adequate for the limited signal-to-noise
ratio (SNR) of the usual experimental data. Using SVD of K, (Eq. 2.7.12) can be
rewritten in an identical structure but with a compressed data M = U'MU and
kernels of much smaller dimensions. Then, the optimization of Eq. (2.7.12) is
performed in this reduced space.
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2.7.3.2  Fast Laplace Inversion — FLI
The 2D Laplace inversion, such as Eq. (2.7.1), can in fact be cast into the 1D form of
Eq. (2.7.11). However, the size of the kernel matrix will be huge. For example, a Tj-
T, experiment may acquire 30 T; points and 8192 echoes for each 17 assuming that
100 points for T; and T, are used, respectively. Thus, the kernel will be a matrix of
(30 - 8192) - 10000 with 2.5 - 10° elements. SVD of such a matrix is not practical on
current desktop computers. Thus the 1D algorithm cannot be used directly.

For many of the 2D NMR experiments, such as most of those outlined earlier,
the experimental design determines a unique structure of the kernels so that the
full kernel can be written as a product of two independent kernels:

k(x1,%2, R, Ry) = kq(%1, R1)ka (52, R2) (2.7.14)
For example, the kernels for the T;-T, experiment are

ky =1 —2exp(—11/Th)] (2.7.15)

ky = exp(—12/T>) (2.7.16)
Thus, the matrix form of Eq. (2.7.1) is then

M = K FK] + N. (2.7.17)

Here M and N are the data and the noise in their 2D matrix form. The matrix
elements are defined as (Kl)ij = ki(x1;, Ryj) and (Kz)ij = ky (%1, Ryj)-

With this tensor structure of the kernel, 2D Laplace inversion can be performed
in two steps along each dimension separately [50]. Even though such procedure is
applicable when the signal-to-noise ratio is good, the resulting spectrum, however,
tends to be noisy [50]. Furthermore, it is not clear how the regularization param-
eters should be chosen.

The major benefit of the tensor product structure of the kernels is that SVD of K;
and Kj is fairly manageable on desktop computers and will take from a fraction of a
second to tens of seconds, depending on the matrix sizes, using Matlab (Math-
Works). Once the SVD of K; and K; have been obtained, the SVD of the product
matrix can be evaluated. For example, the product of the singular values of K; and
K, will be the singular value of the product matrix K. As a result, for a 2D
experiment with similar SNR as in a 1D experiment, for example, SNR ~ 1000,
50-100 singular values are found to be useful for the 2D experiment while typically
10 are found for the 1D experiment. Once the SVD of the combined kernel is
obtained, the 2D inversion problem [Eq. (2.7.17)] is converted into a 1D problem
[Eq. (2.7.11)] and the existing algorithm for inversion, e.g., Ref. [31] can be used
directly. The detailed mathematics are presented in Ref. [26].
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2.7.4
Applications

Sedimentary rocks from oil reservoirs exhibit significant porosity where crude oils
and water often coexist to share the pore space. The characterization of the pore
structure and the fluids in situ is essential in the development of oilfields and
specifically in the design of the production strategy and the facility. NMR has
become an increasingly important well-logging and laboratory technique to quan-
tify rock and fluid properties. 2D NMR has recently been introduced to the
petroleum industry as a commercial well-logging service [58]. We will first review
a few examples of the 2D NMR experiments on the sedimentary rocks in laboratory
and well-logging applications.

In addition, the 2D NMR could find applications for other materials, in partic-
ular, as a tool for in situ characterization. The measurements of the relaxation and
diffusion do not require a high magnetic field, and they can be performed in a
grossly inhomogeneous field. Thus, a mobile sensor similar to the NMR MOUSE
[40] and the NMR logging tools [38], can be built to perform measurement in situ
and non-invasively. For example, many food products are primarily a mixture of
water and fat, such as dairy products. Quantifying the amount of water and fat is
important in the production facility as they are associated with the quality of the
products, such as texture and taste. NMR T, measurement has already become an
important quality control technique to quantify the moisture and fat content. We
will show a few examples of 2D NMR results from dairy products to suggest that
the 2D NMR technique could become a substantial improvement over the existing
technique.

2.7.41 Rocks
Figure 2.7.3 illustrates an example of a T;-T, experiment showing the raw data for
T, decays for several values of t1;. The existence of fast and slow relaxations is

Nugget
g A ]
Z 1. 2000
B 3 ]
-E. ﬂw
— O0f
S ol
5) ’“\ o
o ¥ "0.2ms Fig. 2.7.3 Echo signals as a function of 7 and
E { 7, for a Nugget sandstone sample obtained
[ 1 using the Tq-T, pulse sequence. The decays are
shown for 77 of 0.2, 10 and 2000 ms. The
-1 = 2 : experiment was performed at 2 MHz on a
0 0.05 0.1 0.15 0.2

. Maran Ultra spectrometer. Figure is taken from
Echo time, 75 (s) Ref. [27] with permission.
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Fig. 2.7.4 T;-T, spectrum for oolitic limestone. dark elliptical structures are grains of 200
The dashed lines in B are for Ty = T, and microns and the gray regions are open pores. The
T, = 4T,. The solid thick line is theoretical experiment was performed at 2 MHz on a Maran
behavior of the sum of surface and bulk con-  Ultra spectrometer. Figure is taken from Ref. [27]

tributions to Ty and T;. The inset is a 30-micron with permission. The A and B panels are two
thin-section micrograph of the oolitic rock. The different presentations of the same spectrum.

apparent from this graph. For instance, the decay with short t; = 0.2 ms is inverted
compared with that for long 1 = 2 s, however, the shapes of both are similar. For
71 = 10 ms, the fast relaxing components have already recovered substantially to
give rise to a positive signal at early 1, while the long T} components remain
negative.

The T;-T, correlation spectrum and a cross-section image for oolitic limestone
are shown in Figure 2.7.4. From the image, one can identify several features. The
dark circular structures are porous grains (ooids), and inter-ooid pores are about
100 um (the gray areas). In addition, there are pores within each grain, apparently
of much smaller sizes. As the relaxation times in rocks are known to be strongly
affected by the mineral surfaces, one could expect to observe a range of relaxation
times from this type of rock.

The T;-T, spectrum in Figure 2.7.4 clearly demonstrates two spectral features,
oneat T, ~ 0.1 s and the other at T, ~ 1 s. These two peaks have been interpreted as
the evidence of two distinct pore environments [42] with the peak of T; = 1 s to be
the intergranular large pores and that of T, = 0.1 s to be the intragranular pores.
Further analysis of the surface contributions to the spin relaxation showed that both
peaks are consistent with a single T} / T; ratio for surface relaxation, suggesting that
there is only one source of surface relaxation for both types of pores (intragranular
and intergranular) because they are bound by the same solid material.

The D-T, experiments were performed [51] for a Berea sandstone sample at a
proton Larmor frequency of 1.74 MHz and a static gradient of 13 G cm™!. The
sample was first vacuum saturated with brine, then centrifuged when immersed in
oil resulting in a saturated mixture of oil and water. A D-T, map was obtained
using FLI, shown in Figure 2.7.5. The T, and D distributions were obtained by
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Fig. 2.7.5 Two-dimensional D-T, map for whereas the white dot-dashed line shows the

Berea sandstone saturated with a mixture of  correlation between the average diffusion
water and mineral oil. Figures on the top and coefficient and average relaxation times of
the right-hand side show the projections of many oil samples. The contributions of the

f(D,T,) along the diffusion and relaxation water and oil phase strongly overlap in the T,
dimensions, respectively. In these projections, dimension, but are clearly separated in the 2D
the contributions from oil and water are map. From the relative contributions of the two

marked. The sum is shown as a black line. In signals, the water saturation was found to be
the 2D map, the white dashed line indicates  53.5%. Figure taken from Ref. [51] with per-
the molecular diffusion coefficient of water, mission.

projecting f (D, T;) along the D or T, dimension and are shown on the top and the
side, respectively. The D-T, distribution allows clear separation of the NMR
signals from the different fluid phases and reveals interesting correlations between
the relaxation and diffusion properties. In sedimentary rocks, T, has contributions
from the surface and bulk relaxation. For a broad range of materials where the
diffusion contrast might be smaller between the multiple components, the 2D
method is in general advantageous compared with the 1D method of T, or D alone.

The effects of restricted diffusion are noticeable for water in Figure 2.7.5 in that
the water signal is slightly below the diffusion constant for bulk water (dashed
line). In other rock samples with smaller pores, the reduction of D can be more
pronounced, e.g., for Indiana limestone [51]. In these experiments, molecules
diffuse over length scales of up to about 10 um. The pore space of Indiana
limestone has a structure at or below this length scale, where diffusion can be
strongly restricted. In contrast, the typical pore body size of Berea sandstone is
significantly larger, about 80 um [52]. For this reason, diffusion in this rock is not
severely restricted for the parameters of the experiment, except in the pore throat
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area. Theoretical studies of the D-T, behavior due to restricted diffusion in simple
pore geometry have been reported by Callaghan et al. [53] and Marinelli et al. [54].

2.7.42 NMR Well-logging

NMR has become one of the important services for oilfield development by
providing a direct measurement of porosity independent of the rock lithology
and an estimate of the pore size and permeability [14, 55]. Several designs of the
NMR logging instruments, e.g. Refs. [38, 56], often called inside-out NMR, are
currently used commercially primarily to perform measurements of T, and Tj
using CPMG and saturation-recovery types of sequences, respectively. For the
history of NMR well-logging, please refer to Ref.[57]. Since 2002, 2D NMR
sequences, such as D-T, and T;-T, correlation, have been used on the Schlum-
berger NMR tools [58].

The current NMR logging tools contain a permanent magnet inside the tool
housing and a magnetic field is projected outward, see Figure 2.7.6 for an illus-
tration. A 1f coil is built around the magnet to create an rf field outside the tool
housing. The combination of the rf field and the static field selects a region outside
the tool to satisfy the Larmor condition, which is indicated by the various grayish

0.001 0.01 0.1 1 10
To (ms)

Fig. 2.7.6 Left: A representation of a Schlum- that clearly separate and correspond to the
berger NMR well-logging tool [56]. The long  oil and water signals, respectively. The lower
cylinder is the tool body and the shaded areas peak corresponds to the oil phase, the higher

contain permanent magnets. The multiple peak corresponds to the water phase. Note that
sensitivity regions are shown as the colored  the T, distribution of the oil and water peaks
sheets that are outside the tool body. Right:  overlap significantly. From the map, a water

Two-dimensional D-T, map generated from  saturation of 53 % was measured. Figure taken
the diffusion-editing measurements and ana-  from Ref. [58] with permission.
lyzed using FLI. There are two distinct peaks
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sheets outside the tool body. The various sheets are resonance regions at different
frequencies, subsequently at different distances from the tool surface. These
resonance regions can be selected by simply switching the synthesizer frequency.

The diffusion-editing technique was tested in a oil well in the East Mount Ver-
non field, IN, USA [58]. The NMR tool was positioned at a depth of about 2900 feet,
in a zone that was expected to show a water saturation of about 50 %. A suite of data
consisting of nine diffusion-editing sequences was acquired with spacings of the
first two echoes varied between 2 and 12 ms in addition to the standard CPMG
measurement. Figure 2.7.6 shows the diffusion-relaxation map extracted from
these measurements by FLI. There are two clearly separated peaks. The diffusion
coefficient of the upper peak is close to the molecular diffusion coefficient of water,
and is therefore the water peak. The second peak, the oil peak, has a much smaller
diffusion coefficient, indicating that the oil in this well has a moderate viscosity.
The integral under each peak in Figure 2.7.6 corresponds to the saturation of the
respective phase.

2.7.4.3 Milk, Cream and Cheeses

Food products can generally be considered as a mixture of many components. For
example, milk, cream and cheeses are primarily a mixture of water, fat globules
and macromolecules. The concentrations of the components are important param-
eters in the food industry for the control of production processes, quality assurance
and the development of new products. NMR has been used extensively to quantify
the amount of each component, and also their states [59, 60]. For example, lipid
crystallization has been studied in model systems and in actual food systems [61,
62]. Callaghan et al. [63] have shown that the fat in Cheddar cheese was diffusion-
restricted and was most probably associated with small droplets. Many pioneering
applications of NMR and MRI in food science and processing have been reviewed
in Refs. [19, 20, 59].

In many products, the spin-relaxation properties of the components can be
different due to molecular sizes, local viscosity and interaction with other mole-
cules. Macromolecules often exhibit rapid FID decay and short T, relaxation time
due to its large molecular weight and reduced rotational dynamics [18]. Mobile
water protons, on the other hand, are often found to have long relaxation times due
to their small molecular weight and rapid diffusion. As a result, relaxation proper-
ties, such as T, have been used extensively to quantify water/moisture content, fat
contents, etc. [20]. For example, oil content in seeds is determined via the spin-echo
technique as described according to international standards [64].

However, T is sensitive to the molecular interactions of spins and dependent on
the molecular environment [60]. Thus, T, may overlap for different components in
certain materials and this technique alone may not be sufficient to identify the
components. The relaxation time distributions are often broad, e.g., in meat [21],
thus making it more difficult to associate the relaxation time constants with the
components.
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Our approach is to use the two-dimensional relaxation and diffusion correlation
experiments to further enhance the resolution of different components. It is
important to note that the correlation experiment, e.g., the T;—T, experiment, is
different from two experiments of T; and T, separately. For instance, the separate
T, and T, experiment, in general, cannot determine the T;/T, ratio for each
component. On the contrary, a component with a particular T; and T, will appear
as a peak in the 2D T1-T) and the T; /T, ratio can be obtained directly. For example,
small molecules often exhibit rapid rotation and diffusion in a solution and T;/T)
ratio tends to be close to 1. On the other hand, the rotational dynamics of larger
molecules such as proteins can be significantly slow compared with the Larmor
frequency and resulting in a T; /T, ratio significantly larger than 1.

In early 2004, Hiirlimann studied several cheese samples using D-T, correlation
experiments. The D-T, spectrum shows predominantly two signals, one with a
diffusion coefficient close to that of bulk water, and the other with a D about a
factor of 100 lower. The fast diffusing component is identified as water and the
other as fat globules. Two components of cheese in the D-T; map has also been
observed by Callaghan and Godefroy [65]. Recently, Hiirlimann et al. have per-
formed a systematic 2D NMR study of milk, cream, cheeses and yogurts [66]. Some
of the preliminary results are discussed here.

T1-T, and D-T, 2D spectra were acquired using the inversion-recovery-CPMG
(Figure 2.7.1) or the stimulated echo-CPMG [Figure 2.7.2(B)] sequence, respec-
tively, in the fringefield outside a 2-T superconducting magnet. The RF frequency
was 5 MHz and the static magnetic gradient 55 G cm™!. The two-dimensional data-
sets, shown in Figure 2.7.3, were analyzed using the FLI algorithm [26, 27]. For
milk, a single is peak is observed. For cream and cheese, two features are present.

The spectra of milk are dominated by the water signal due to the low fat content
in regular milk, = 3%. In cream and cheese, the water is removed from the milk
during the production giving rise to a much stronger fat signal. Many interesting
features are observed from the 2D spectra. For example, the two components are
easily identified from the 2D maps and we found that the water and fat contents
can be readily determined by integrating the corresponding regions in the maps.
The water T; and T, decrease from the regular milk, to cream and cheese, probably
due to the higher casein (protein) concentration. However, the T;/T), ratio of the
water component is found to be kept the same, =5, for all three samples. The
reason for this unique value is not clear at present, possible due to the particular
water-protein dynamics.

On the contrary, the fat signal and its relaxation time and diffusion constants
appear to be unaffected in different samples, except for the relative signal ampli-
tude increasing with the fat content. This is consistent with the knowledge of fat in
dairy products that it forms small droplets (globules) of a few microns in size and
the globules are well separated due to the coating of proteins at the surface. The
size of such globules can restrict the diffusion of the lipid molecules within the
globules [63].

The diffusion constant of water is consistent with the bulk water value for milk,
however, it is slightly reduced in the cream sample and significantly reduced in the
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cheese. It is possible that the reduction in D is due to the presence of the fat
globules as a barrier to water diffusion. Such a phenomenon has been observed in
inorganic porous media [67, 68], such as granular materials and rocks, as well as
the biological tissues [69]. In cream and cheese where the concentration of the fat
globules is higher, the water space is correspondingly reduced and surrounded by
the fat globules which are impermeable to water movement, thus restricting the
flow and the diffusion of water.

In summary, the new 2D experiments of relaxation and diffusion appear to offer
a new method to identify and quantify the components in dairy products. The two
components are well separated in the 2D maps while they can be heavily over-
lapped in the 1D spectrum. We find that some microscopic properties of the
products can be reflected in the relaxation and diffusion properties. These new
techniques are likely to be useful to assist the characterization of the products for
quality control and quality assurance.

2.7.4.4 Solid Samples: Candies, Chocolates and Pills

The new 2D NMR methods can be applied to many other materials. Even though
this technique is mostly sensitive to the mobile species of protons, we have found a
strong signal in many solid samples, such as hard candies, chocolates and pills. In
Figure 2.7.8, 2D relaxation correlation spectra are shown for a few samples to
demonstrate the feasibility of the new 2D technique. Although a specific interpre-
tation of the data is not yet available, one may observe several interesting differ-
ences of the spectra. Firstly, the peaks of the hard candy (A) are mostly along the
diagonal lines with a low T;/T, ratio, while the signals for the chocolates are
significantly away from the diagonal line with larger T; /T, ratios. Secondly, the
spectra of the two chocolate samples (one from the USA made by Hershey and the
other Swiss dark chocolate) show a very similar pattern. The Swiss dark chocolate
exhibits a relatively stronger peak at 5 ms than the peaks at longer T, s, whereas for
the Hershey chocolate, the peak height at 5 ms, T; s is slightly lower than the peak
at 20 ms. It is possible that this difference in the relative peak heights is related to
the difference in the ingredients.

2.7.5
Instrumentation

The 2D techniques discussed in this chapter can certainly be performed on
conventional high field NMR systems with the highly uniform magnetic fields.
However, many examples reported, for example, the work on milk and cheeses [66],
are performed at low magnetic fields with constant field gradients. This aspect is in
fact a strength of the new method, in that it does not require a highly uniform high
magnetic field. For instance, a magnetic field of 400 G can be easily achieved using
a permanent magnet with a cost far below that of a superconducting magnet.
Furthermore, because a constant field gradient is compatible with the method,
simple magnet designs can be employed compared with the complex designs
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Fig. 2.7.8 T;-T, spectra for a cough drop candy
(A), Hershey chocolate (B) and Swiss Thins,
dark chocolate (70% chocolate) (C). Experi-
ments were performed at 85.1 Mhz in a uniform
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are for the Tq/T, ratio to be 1 and 2.

required for the uniform fields, e.g., a Halbach design. This simplicity coupled
with the flexibility and the lower cost makes it possible to fit such a magnet into
existing production lines, for example, a pipeline or a conveyer belt.

The time required for the 2D experiment is another important consideration for
the feasibility of such techniques. As it is a 2D method, the total experimental time
is often determined by the number (N;) of values along the first dimension, e.g., 7;
in a T;-T, experiment. The required N; is a constraint to the range of the
parameter, the signal-to-noise ratio and the desired resolution in the spectrum
[70]. For example, one of the first 2D logging experiments used 9 values of t.,; and
was executed in about 10 min [58]. With a higher magnetic field and a better filling-
factor coil, the need for signal averaging can be reduced and the experimental time
minimized further. It is possible to perform such 2D experiments in 10-20 s.
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2.7.6
Summary

This chapter reviews the recent development of a new 2D NMR technique that
measures the correlation functions of relaxation and diffusion constants. The essen-
tial elements of the spin dynamics during such experiments are described and the
basic concept of the 2D technique is explained. In particular, the data processing using
the Fast Laplace Inversion (FLI) algorithm is discussed, which is one of the most
important aspects of the 2D methodology. Many examples of the 2D experiments are
reviewed, e.g., the study of the brine-saturated rocks and the evolution from milk to
cheese. We believe that one of the key advantages of this technique lies in its simplicity
and the significantly less stringent requirement on the magnetic field strength and
uniformity making it potentially suitable for broad applications in industrial processes
as a monitoring and quality control device. It might also be able to assist the biological
research on compartmentalization of plant and animal tissues.
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2.8
Hardware and Method Development for NMR Rheology
Paul T. Callaghan

2.8.1
Introduction

It is common to regard condensed matter in terms of two basic phases of solid and
liquid. Under stress a solid will deform by a fixed amount and store energy
elastically, whereas a liquid flows and dissipates energy continuously in viscous
losses. However, many interesting materials in their condensed phase possess both
solid and liquid-like properties. These include polymer melts and solutions, lyo-
tropic and thermotropic liquid crystals, micellar surfactant phases, colloidal sus-
pensions and emulsions. Most biological fluids, most food materials and many
fluids important in industrial processing or engineering applications exhibit such
complexity. Complex fluids [1] exhibit storage (elasticity) and energy loss (viscosity)
properties and they generally exhibit “memory”, which means that the stress which
they exhibit at any moment will depend on their history of prior deformation. Most
complex fluids have non-linear mechanical behavior, which means that their
mechanical properties may change as the deformation increases, an effect which
is generally attributed to molecular re-organization. A particularly interesting
aspect of such materials is their wide range of characteristic time scales, from
the rapid (ps to ns) local Brownian motion of small molecules or molecular
segments, to the very slow (ms to s) motions associated with the reorganization
or reorientation of large molecular assemblies or macromolecules. The study of the
mechanical properties of complex fluids is known as “rheology” [2], a name which
derives from the Greek word “rheo” which means “to flow”.

Traditionally, rheology was a subject concerned principally with mechanical
properties. The principal instrument used for mechanical analysis of complex
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fluids is the benchtop rheometer, a device in which the fluid is subject to shear or
extension and either the strain is measured under controlled stress conditions or
the stress is measured under controlled strain. The most common applications
concern shearing strains in which the sensing devices are based on a cone-and-
plate, parallel plates or a concentric cylindrical Couette cell. Under small oscillatory
strains the linear viscoelastic response may be studied whilst in steady-state flow,
the non-linear properties of the fluid are exhibited. One particular measurement of
importance in non-linear viscoelasticity concerns the flow behavior under steady
shearing conditions, for example in the measurement of stress versus rate-of-strain
behavior, the so-called flow curve.

Recently attention has focused on trying to determine the molecular basis of
complex mechanical properties. If we can better understand this basis then we can
better design desirable fluidic properties, we can better process modern materials
based on polymers and organized molecular states, we can better produce foods of
the right texture and we can better understand how nature works, for example in
the way synovial fluid protects our joints, or in the way a spider can extrude a
protein silk whose strength surpasses that of steel. The interest in the molecular—
mechanical link has led to the amalgamation of a number of spectroscopic and
rheological techniques in which a flow or deformation cell is incorporated within
the spectrometer detection system. Examples include the use of neutron scattering,
light scattering, birefringence and dichroism techniques [3]. The most recent
addition, NMR, has provided a number of new and valuable features. For example,
it can be used to study materials which are optically opaque. The imaging capability
of NMR means that it can be used to measure local velocity profiles and molecular
densities directly. In addition, the wide ranging spectroscopic tools available to
NMR makes it possible to measure molecular order and dynamics.

The term “rheo-NMR” seems to have been coined by Samulski and coworkers [4]
who performed an ingenious experiment in which they sheared a polymer melt
using a cone-and-plate device while simultaneously observing the NMR spectrum.
However, the earliest suggestion of the use of NMR methods to measure rheological
properties was by Martins etal., in 1986 [5]. These workers pointed out that physically
reorienting a sample of a nematic liquid crystal inside the NMR magnet would lead
to a slow evolution of the spectrum during subsequent director realignment, inter-
pretation of which could yield information about rotational viscoelasticity. This first
type of rheo-NMR method was later applied by Goncalves et al. [6], who used proton
NMR spectra to monitor the magnetic field reorientation of an initially aligned
sample of a nematic polymer liquid crystal, following the sudden physical rotation.
By carefully fitting these spectra, rotational (Leslie) viscosities were calculated along
with elastic constants associated with defect formation. In the same spirit, Schmidt
and coworkers and Kornfield and coworkers have used deuterium NMR to observe
the reorientation of liquid crystalline directors under shear flow [7-11].

A quite different approach to rheo-NMR was taken by Xia and Callaghan [12], in an
NMR microscopy measurement of the velocity profile of a high molecular weight
polymer solution flowing through a capillary. In this study anomalous polymer
diffusion was found at a radius within the pipe at which the local shear rate exceeded
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the polymer terminal relaxation time. These alternative theo-NMR approaches access
different facets of the problem, one addressing the issue of molecular alignment in
shear and the other gaining insight regarding the local rate-of-strain inside the
shearing geometry. The experiment in which molecular self-diffusion is correlated
with local shear rate, points to the potential that NMR has to combine precise
velocimetry with detailed information at the molecular level. Ultimately, theo-NMR
offers its greatest advantage by being able to provide a simultaneous visualization of
flow, while measuring spectroscopic properties which reveal molecular organization
and dynamics. At heart the rheo-NMR method is ideally a dual focus on NMR
microscopy and NMR spectroscopy, the former giving insight at the mechanical
length scale and the latter at the molecular length scale. An earlier review of the
science of rtheo-NMR can be found in a chapter in Ref. [13]in Reports on Progress in
Physics. In this chapter we will review some of the basic principles of rheo-NMR,
providing a little more emphasis on apparatus considerations and recent applications.

2.8.2
Rheo-NMR Fundamentals

2.8.2.1 The Rheo-NMR Flow Cell

Mechanical rheometry requires a measurement of both stress and strain (or strain
rate) and is thus usually performed in a simple “rotating” geometry configuration.
Typical examples are the cone-and-plate and “cylindrical Couette” devices [1, 14]. In
“stress-controlled” rheometric measurements one applies a known stress and
measures the deformational response of the material. In “strain-controlled” rhe-
ometry one applies a deformation flow and measures the stress. “Stress-controlled”
rheometry requires the use of specialized torque transducers in conjunction with
low friction air-bearing drive in which the control of torque and the measurement
of strain is integrated. By contrast, strain-controlled rheometry is generally per-
formed with a motor drive to rotate one surface of the cell and a separate torque
transducer to measure the resultant torque on the other surface.

With rheo-NMR, measurement of stress is difficult, because of the problem of
transducer placement within the magnet. However, Grabowski and Schmidt have
achieved this by means of a simple coil spring attached to the baseplate of a cone-
and-plate device [7]. Of course, complementary stress—strain relationships can be
determined by mechanical rheometry. Freed of the need to measure stress, rheo-
NMR enables the use of a wide range of geometries in which only the flow is
externally controlled. Of course, the simplest NMR rheometer consists of a pipe
through which fluid can pass during an NMR experiment. However, the capillary
or pipe geometry, while simple in construction and application, has a number of
disadvantages. Firstly, there is a limit to the viscosity of the fluid that may be
pumped through the NMR magnet. Secondly, there is a need for large volumes of
fluid (i.e., in excess of tens of milliliters) to supply the flow loop and reservoir, thus
curtailing the use of expensive monodisperse or isotopically labelled materials.
Thirdly, there is the strong variation in strain rate across the capillary diameter, a
disadvantage in experiments where a uniform deformation rate is required. For
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this reason it is desirable to employ rheological cells that incorporate a small
volume of enclosed fluid and which are situated inside the NMR probe but driven
by an external motor and drive shaft. The development of rheo-NMR techniques
has been associated with the construction of such specialized cells [15].

The ability to obtain velocity images of the fluid under investigation, and to be
able to selectively excite any region of the sample for subsequent NMR spectro-
scopy, is central to the total theo-NMR approach. This “micro-imaging” facility
distinguishes rheo-NMR from scattering methodologies (for example, as in neu-
tron scattering). While some reference is made here to bulk measurements of
NMR spectroscopic parameters obtained from sheared fluids, in which the entire
sample contributes to the signal [4, 7] the focus of this chapter will be on the
combined imaging-spectroscopy concept. The problem with the “bulk fluid ap-
proach” is that such measurements are based on the assumption of spatially
uniform fluid behavior, which underpins the whole of conventional mechanical
rheometry. However, there are many fluids for which this assumption breaks
down, even under conditions of uniform stress. The problem is even more severe
in the case of extensional flow for which the cell geometry inevitably produces only
a select region in which the desired extensional behavior is manifest, and where
some means of spatial localization is essential if meaningful NMR spectroscopy is
to be performed. Finally, in NMR spectroscopic studies of molecular ordering
under shearing strain, the orientation of the principal velocity, vorticity and
gradient axes with respect to the polarizing field direction is crucial, and here
selective excitation or microimaging methods are essential if such orientations may
be independently accessed. Figure 2.8.1 shows a typical rf and gradient pulse
sequence used to obtain a velocity image. Further details on NMR microscopy
methodology can be found in Ref. [16].

While it is possible to perform rheo-NMR in large scale MRI systems, the use of
microscopic geometries with sub-millilitre volumes is highly desirable, especially
where expensive speciality materials are to be examined. Such sample volumes

90% 180y
r.f. [I A -
time
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Sy —
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Gy % PR ——
signal - =

| S— begin acquisition

Fig. 2.8.1 Rfand gradient pulse sequence used encoding is along the x axis. By changing the
to encode for velocity in a two-dimensional direction of the velocity encoding gradient
image in the (x, y) plane normal to the slice  pulse pair of duration & other directions for
direction z. In the example shown the velocity velocity components can be measured.
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require the use of NMR microscopy in which one images the fluid within the
shearing space of a small scale rheological cell at a resolution of a few tens of
microns. Such measurements are usually performed in high field (>5 T) super-
conducting magnets with vertical narrow (<90 mm) room temperature bores.
When combined with translational encoding methods, NMR microscopy [16]
allows one to obtain velocity maps at a resolution of a few tens of microns. Typically
such measurements take tens of minutes so that steady-state flow conditions are
usually required but by limiting the numbers of dimensions imaged, or by using
multi-echo rapid scale methodology, the image acquisition time can be speeded up
by two orders of magnitude to sub-second intervals. Of course, there is an addi-
tional advantage in using small (i.e., millimeter scale) geometries in rheo-NMR,
because at any given flow velocity (generally limited to below 1 ms™' in NMR
velocimetry), the smaller the cell used, the higher the velocity derivative and hence
the strain rate that can be achieved. For example, for cells of mm dimensions strain
rates in the order of several 100 s™! can be studied, thus providing access to sub-
10 ms molecular relaxation times.

2.8.2.2  Shear and Extensional Flow Fields

We will now describe the basic hydrodynamic relationships applicable in the case
of steady-state flow in which the Eulerian velocity field is time-independent and
written as v(r). Here the rate of strain elements are given by [1]

Rap = 811(‘/(91’[3 (2.8.1)

where o and § represent components of the Cartesian axis frame. For a Newtonian
fluid the stress tensor may be written in terms of the rate of strain tensor via the
simple constitutive equation

Oup = 1(%ap + %pa) + POup (2.8.2)

where 1) is the constant viscosity, p is the hydrostatic pressure and (%qf + #pq) is
the symmetric rate of strain tensor. In steady flow rheology the isotropic pressure
term conveys no insight regarding the fluid properties and is neglected. Note that
Newton’s third law requires that the stress be uniform across the gap in planar
Couette flow.

2.8.2.2.1  Planar Couette

Simple shear (also known as planar Couette flow) is achieved when fluid is
contained between two plane parallel plates in relative in-plane motion. If the
velocity direction is taken to be x, one has %, = ¥, all other %5 zero and

ve=v,y, »=01v,=0 (2.8.3)
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Fig. 2.8.2 Geometry pertaining to cylindrical Couette cell.

The coordinates (x, y, z) define the (velocity, gradient, vorticity) axes, respectively.
For non-Newtonian viscoelastic liquids, such flow results not only in shear stress,
but in anisotropic normal stresses, describable by the first and second normal
stress differences (o, - 0,,) and (o, — 0,;). The shear-rate dependent viscosity and
normal stress coefficients are then [1]

77(Y) = ny/Y, v (Y) = (Gxx - ny)/YZ IPZ(Y) = (Uyy - UZZ)/YZ (2.8.4)

2.8.2.2.2 Cylindrical Couette
Planar Couette flow is difficult to maintain in a steady state. Cylindrical Couette flow
is much easier, in which the fluid is contained in the annulus between two cylinders
in relative angular motion about their common axes, as shown in Figure 2.8.2.

This is most easily achieved by rotating the inner cylinder and keeping the outer
fixed in the laboratory frame. Note, however, that this geometry leads to the
formation of Taylor vortex motion if inertial effects become important (Reynolds
number Re >> 1). Most rheo-NMR experiments are actually performed at low Re. In
the cylindrical Couette, the natural coordinates are cylindrical polar (o, ¢, z) so the
shear stress is denoted 04, and is radially dependent as o~2. The strain rate across
the gap is given by [2]

. 803 N qu) V¢

Yy=0 9 90 o (2.8.5)

2.8.2.2.3 Cone-and-plate
Another approximation to planar Couette conditions can be found in the cone-and-

plate cell, shown in Figure 2.8.3. The angular speed of rotation of the cone is taken
to be Q (in radians per second) while the angle of the cone is o (in radians) and is
generally small, say 4-8°. A point in the fluid is defined by spherical polar (r, 6, ¢),
cylindrical polar (o, z, ¢) or Cartesian (x, y, z) coordinates, where g = y = rsinf and
Z = rcos0.

Fig. 2.8.3 Geometry pertaining to cone-and-plate cell.



2.8 Hardware and Method Development for NMR Rheology

The azimuthal component of the fluid velocity, vg, is identical to v, and the local
fluid angular velocity is ® = v, /0. This azimuthal velocity is v sinfw(6) = ow(6) and
the local shear rate, ¥, is —sin692 which, for no slip boundary conditions, is Q/a for
small a. Under uniform shear with no slip, it may be shown that dv,/Jy = 0 and
Oy /0y = ¥ (2, 17].

2.8.2.2.4  Uniaxial Elongation

Finally we will consider the two flow fields that yield extensional deformation. The
first is axial elongational in which the fluid is contained between two planar
surfaces in relative motion along their planar normals. With the axial extension

direction taken as z, one has %,, = & = —2%,, = —2x,, and
1. 1. .
vx:—isx vY:—Esy, v, =€z (2.8.6)

and the shear rate dependent extensional viscosity is [18]

nE(Y) = (Ozz - Oxx)/é (287)

This flow field is somewhat idealized, and cannot be exactly reproduced in practice.
For example, near the planar surfaces, shear flow is inevitable, and, of course, the
range of x and y is consequently finite, leading to boundary effects in which the
extensional flow field is perturbed. Such uniaxial flow is inevitably transient
because the surfaces either meet or separate to laboratory scale distances.

2.8.2.2.5 Planar Elongation
By contrast, in planar axial flow, with the extension direction taken as x, one has
gy = €=~y and %, =0

Vy = €X, vy = —£Y, v, =0 (2.8.8)
This flow field can be maintained in a steady state, atleast in the Eulerian sense, either
Dby use of a four-roll mill [18] as in Figure 2.8.4(a) or by means of opposed jet flow as in

Figure 2.8.4(b). However, it is important to note that the flow is still transient in the
Lagrangian sense. That is, pure planar extension is confined to the central stagnation

2) b)

Y i
o0/ -
y 1
Fig.2.8.4 Geometry pertaining to (a) four-roll
X X mill and (b) opposed jet flow.
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flow point, except at that precise point molecules in its vicinity, passing along the flow
lines, experience the extensional strain, only while they are near the central region.

283
Apparatus Implementation

In the case of the cylindrical Couette, cone-and-plate and four-roll mill, a drive shaft
provides the required torque for rotation whilst in the case of the opposed jet, fluid
is pumped into each of the two inlet ports and removed from the outlet ports via
flexible Teflon pipes. In order to realize these geometries in an NMR microimaging
probehead each cell can be adapted either by simply fixing it within an existing rf
coil, or, where a specialized additional rf coil is required, plugging the combined
cell-coil unit directly on top of the probe tuning stage. The cell drive shaft can then
Dbe easily coupled to a vertical drive shaft (or feed pipes) as required. The upper end
of this shaft can then connect to the gearbox and motor, the rotation speed being
thus placed under spectrometer control. The materials used need to be “NMR
invisible” in the vicinity of the receiver coil (i.e., non-magnetic and transparent to
rf). Suitable materials are Teflon, PEEK [poly(ethyl ether ketone)] or MACOR
(Corning, New York). A typical rheo-NMR system with driver, motor, cells and
drive shaft is shown in Figure 2.8.5.

Figures 2.8.6 to 2.8.9 are diagrams for each apparatus. One type of Couette cell
shown in Figure 2.8.6(a) is made from two NMR tubes (10 and 5 mm), one inside
the other, and positioned using a Teflon spacer at the bottom and a Teflon cap at
the top. The inner tube is attached to its coupling shaft by a rubber sleeve. Fluid in
the inner tube acts as a marker which rotates as a rigid body so that the velocity at
the outer surface of the inner tube can be accurately extrapolated. This Couette cell
is a sealed system and only a small amount of fluid is needed (approximately
5 cm?®). Another Couette cell is shown in Figure 2.8.6(b) in which PEEK is used as
the containment and a small 1-mm gap separates cylinders of 17-mm od and 19-
mm id, respectively. Note that the vorticity axis is parallel to the NMR polarizing
field, By, in these systems. Figure 2.8.6(c) shows another Couette cell in which the
5.0-mm diameter shaft orientation is transverse to the polarizing field, thus placing
the gradient direction parallel to B, at the top and bottom of the 0.5-mm gap region

Fig. 2.8.5 Rheo-NMR kit
for use with the Bruker
89 mm vertical bore
superconducting magnet
[20].
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and the velocity direction parallel to B, at the sides. The ability to select different
regions of fluid in which the molecular order is measured along different direc-
tions in the principal axis frame of the flow is crucial in such studies.

In the Couette cell the shear stress varies signficantly with radial position across
the gap as r2. Should a more uniform stress environment be required then the
cone-and-plate geometry may be used [17]. An example apparatus is shown in
Figure 2.8.7.

Typically gap angles of between 7° and 4° are used. The cone is rotated in a
similar manner to the Couette cell, however, unlike the Couette cell the cone-and-
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motor
drive
gears sample
driving shaft —— =
-
-
T spacer
inner cylinder —___ 3 L
gradient coils
rf coils
complex fluid — o rubber o-ring
b " housing teflon insert c
Fig. 2.8.6 (a) (i) Implementation of vertical ~ and allows extrapolation to find the velocity of
cylindrical Couette cell using concentric glass the inner cylinder outer surface (adapted from
tubes; (ii) velocity image taken across a Ref. [15]). (b) Implementation of vertical

horizontal slice; and (iii) velocity profile taken cylindrical Couette cell using PEEK (see Ref.
across the cell. Note that the marker fluid in  [21]). (c) Implementation of horizontal cylind-
the inner cylinder exhibits rigid body motion  rical Couette cell (see Ref. [21]).

plate is not a sealed system and so when cone velocities are sufficiently high, fluid
can spurt out of the gap. To compensate for this a Teflon wall can be positioned
around the plate. However, the gap between the cone-and-plate must be filled so
that the outer edge of the fluid does not touch the wall.

A four-roll mill is a more complicated construction, as shown in Figure 2.8.8.
The four vespel rods, which may be kept in position by a block of Teflon at the
bottom of the cylinder, are rotated simultaneously, drawing fluid in between one
pair of rods and expelling fluid between the other pair. The drive shaft couples
through the rod at the top and all rods are connected through a set of gears, the
respective directions of rotation being shown schematically in Figure 2.8.4. This is
a sealed system, with only about 5 mL of fluid required to fill the apparatus.

The opposed jet is a much simpler apparatus as shown in Figure 2.8.9. In the
system shown [15], two perpendicular, intersecting cylindrical holes of 2.0-mm
radius are drilled through a block of Teflon to produce a cross flow junction. At the
end of each hole is a threaded socket into which a pipe fitting can be connected.
Fluid is pumped into the cell from opposing sides, using two separate HPLC
pumps. The fluid collides in the center of the junction and then exits via an
orthogonal path. Instead of placing this system inside an exterior rf coil, it is
possible to use an in situ solenoid coil wound directly around the vicinity of the
junction (but not in contact with the fluid), thus optimizing sensitivity. The cross
flow system involves steady-state pumping and hence the amount of fluid needed
is significantly higher than for the enclosed cells, typical experiments requiring
approximately 100 mL.
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Fig. 2.8.7 (a) Implementation of cone-and-plate device. (b) Ve-
locity image taken across a vertical slice. (c) Velocity profile taken
across the cell with 7° cone angle. Note the highly linear variation
of velocity (adapted from Ref. [15]).

284
Applications of Rheo

-NMR

In order to illustrate the potential applications of rheo-NMR five examples have been
chosen. The first example deals with wormlike micelles [22] in which NMR velocim-
etry is used to profile anomalous deformational flow and deuterium NMR spectro-
scopy is used to determine micellar ordering in the flow. The second example
concerns flow in a soft glassy material comprising a solution of intermittently jammed
star polymers [23], a system in which flow fluctuations are apparent. The third
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Fig. 2.8.8 (a) Implementation of four-roll mill device. (b) Speed
image obtained across a horizontal slice by combining separate
x- and y-velocity images. (c) Velocity profile taken across the x-
axis of the cell showing the uniform extensional strain rate €,
such that v, = éx (adapted from Ref. 15]).

example concerns the measurement of nuclear spin relaxation times during shearing
flow, of a semi-dilute polymer solution [24], while the remaining two examples [10, 25]
deal with the use of deuterium NMR spectroscopy to measure molecular orientation
during flow, in polymer melts and in liquid crystalline side-chain polymers.
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Fig. 2.8.9 (a) Implementation of opposed jet device. (b) Proton
density image obtained across a horizontal slice. (c) Velocity
image obtained across a horizontal slice. (d) Velocity profile
taken along the x axis of the cell showing the uniform extensional
strain rate € such that v, = € x (adapted from Ref. [15]).
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2.8.4.1 Shear-banded Flow in Wormlike Micelle Solutions

A significant contribution of rheo-NMR has been to show that the uniform shear-
rate assumption may be violated in the case of certain classes of fluids in which
pathological flow properties are exhibited. Figure 2.8.10 shows shear-rate maps
[26] obtained for the wormlike surfactant system, cetylpyridinium chloride-sodium
salicylate in water. While the velocity gradients show no deviation from uniformity
at very low shear rates, above a certain critical value Y, a dramatic variation in the
rate-of-strain across the 7° cone gap is found. In particular a very high shear-rate
band is found to exist at the mid-gap.

This micelle system exhibits a broad stress plateau in the flow curve (stress
versus shear rate). The term “plateau” means a region of changing shear rate for
which the stress is constant. Such a plateau can be explained by the shear banding
phenomenon [27-28]. The key property of such systems is the constitutive behavior
shown schematically in Figure 2.8.11 where the region of decreasing stress as the
shear rate increases finds its origin in the reduction in entanglements as the worm
chains align in the flow, a behavior which is predicted by the reptation-reaction
model of Cates [29]. The declining stress section of the flow curve is associated with
unstable flow. For average shear rates in excess of y. corresponding to the stress
maximum, o, in the schematic flow curve, separation of distinct shear bands may
occur, in the manner of a first-order phase separation [28]. These bands correspond
to fluid residing at the intersections of the selected stress [30] tie line with the upper
and lower branches of the underlying flow curve, and the proportions of each band
will be as required to satisfy the average shear rate. That the NMR results are
consistent with this picture is clear in Figure 2. 8. 10(b), where a series of profiles
show that as the gap apparent shear rate is increased the high shear rate band
expands in width at approximately a constant maximum shear rate.

Banding effects have also been seen in these wormlike micelle materials via
optical birefringence [31, 32], although it is not clear that birefringence banding
necessarily corresponds to shear banding [33]. Of course, the anisotropy of bi-
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Fig. 2.8.10 (a) Grey scale map of shear taken salicylate. (b) Shear profiles for differing
across gap of 7° cone-and-plate device, for the applied shear rates showing the growth of the
semi-dilute wormlike micelle system 60 mM  high shear bandwidth (adapted from Ref. [26]).
cetylpyridinium chloride- 100 mM sodium
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Fig. 2.8.11 Schematic constitutive relationship (shear stress
versus shear rate) for a wormlike micelle system exhibiting con-
stitutive instability. When the average shear rate exceeds v, the
fluid subdivides into two coexisting shear bands residing on
stable branches of the constitutive relationship.

refringence is associated with molecular alignment. NMR is also capable of inves-
tigating order and alignment through utilizing inter-nuclear dipole interactions or
nuclear quadrupole interactions [34]. This interaction results in a two-line NMR
spectrum in which the splitting is proportional to the local order parameter, and to
the alignment with respect to the magnetic field via the second rank Legendre
polynomial, P,(cos0) = (3cos?0-1)/2. Note that 0 is the angle between the principal
axis of molecular order and the magnetic field. By combining spectroscopic
methods with NMR imaging it also becomes possible to measure local order [35,
36),

Figure 2.8.12 shows D,0 *H NMR spectra for a wormlike micelle system in
which birefringence banding had been observed (20% CTAB-D,0 at 41 °C ), a
system which is close to an isotropic-nematic transition at rest and in thermal
equilibrium, but for which an imposed shear flow can induce a nematic phase [37,
38]. These spectra are plotted as a function of radial position across the gap of a
cylindrical Couette cell, the magnetic field being aligned with the vorticity axis [38].
At the inner wall, where the stress is highest, a splitting is observed, indicative of a
finite quadrupole interaction and the formation of a nematic phase, while at the
outer wall a single peak is observed, consistent with an isotropic phase. These data
also suggest transition between the phases through a mixed phase region, over the
region of intermediate stress. Recent work on wormlike micelles has also shown
the induction of a nematic phase even when the system at equilibrium resides far
from an isotropic—nematic phase transition.

The use of deuterium NMR methods holds promise for the investigation of a
wide class of materials where shear deformation is likely to result in molecular
ordering.
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Fig. 2.8.12 2H NMR spectra obtained at the stress is highest, a quadrupole splitting is
46 MHz, from 20% w/w CTAB-D,O (41 °C) at observed, consistent with an ordered phase,
different positions across the annular gap of a while near the outer wall the single peak of an
cylindrical Couette cell and at an apparent isotropic phase is seen. In between, a mixed
shear rate of 20 s™'. Near the inner wall, where phase region exists (adapted from Ref. [38]).

2.8.4.2 Velocity Field Fluctuations for a Soft Glassy Material

One characteristic of shear banded flow is the presence of fluctuations in the flow
field. Such fluctuations also occur in some glassy colloidal materials at colloid
volume fractions close to the glass transition. One such system is the soft gel formed
by crowded monodisperse multiarm (122) star 1,4-polybutadienes in decane. Using
NMR velocimetry Holmes et al. [23] found evidence for fluctuations in the flow
behavior across the gap of a wide gap concentric cylindrical Couette device, in
association with a degree of apparent slip at the inner wall. The timescale of these
fluctuations appeared to be rapid (with respect to the measurement time per shear
rate in the flow curve), in the order of tens to hundreds of milliseconds. As a result,
the velocity distributions, measured at different points across the cell, exhibited
bimodal behavior, as apparent in Figure 2.8.13. These workers interpreted their data
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Fig. 2.8.13 Velocity probability distributions at The arrow indicates the inner wall velocity. The
different positions across the gap in a 5 mm— double peaks indicate a bimodal behavior

9 mm Couette cell at a shear of 0.101 s™! and associated with velocity fluctuations (adapted
following long pre-shearing at high shear rate. from reference [23]).

in terms of a qualitative model in which intermittent changes due to jamming/
unjamming transitions occur, analogous to cage dynamics in colloidal glasses.

2.8.4.3 Shear-banded Flow in a Semi-dilute Polymer Solution — T, Effects

In another example [24], this time involving semi-dilute solutions of polyacryla-
mide (PAA) in water, theo-NMR 'H spectroscopy has been performed to show not
only shear banding effects in velocimetry, but also associated heterogeneity in
spin—spin relaxation times, T,. The experiment was performed using a cylindrical
Couette cell in which the solution in the annulus is imaged in order to investigate
spatially dependent NMR parameters. A number of interesting properties emerge,
as are apparent in Figure 2.8.14. Shear-banded flow is observed, in contrast to rheo-
NMR studies of other semi-dilute polymers in which simple power-law shear
thinning is found. Remarkably, the PAA chain protons exhibit a significant T,
reduction under shear. In the same study, shear cessation experiments were
carried out, revealing a T, recovery, which is multi-exponential. These results
were interpreted in terms of shear-induced deformation and relaxation of a Doi-
Edwards tube [39].

2.8.4.4 Deformation of Entangled Polymer Molecules Under Shear
Alongstanding conjecture in polymer physics concerns the nature of the molecular
deformation undergone by entangled random coil polymer molecules under shear
flow [39, 40]. As a result of the deformation, the chain entropy is reduced leading to
an increase in the free energy, the basis of the elastic response of polymer melts.
One useful way to describe the deformation is by means of the averaged segmental
alignment tensor [39]:
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where <...> represents the ensemble average and the integral is taken over the
curvilinear path of s chain segments along the chain length L. Sqg is predicted by
the Doi—Edwards formulation of entangled polymer dynamics [39, 40]. This model
is based on a statistical mechanical depiction of polymer chains topologically
confined by surrounding chains.

Using deuterium nuclear magnetic resonance it is possible to measure the
alignment tensor in a high molecular weight poly(dimethyl siloxane) melt, as
shown in Figure 2.8.15. The work was carried out [21, 35] using a small horizontal
Couette cell (gap 0.5 mm) in which both the velocity axis element S,, and the
gradient element, S, of the alignment tensor can be projected along the magnetic
field. In order to introduce deuterons into the sample, a benzene probe molecule
was introduced as a dilute species. The tumbling probe molecule undergoes steric
interactions with the segment whose orientation u defines the local director, and
experiences an anisotropic mean orientation. Thus the probe exhibits a scaled
down quadrupole splitting associated with that local site via a “pseudo-nematic”
interaction. The process of Brownian diffusion around the polymer results in a
overall sensitivity to the ensemble average <...>, exactly as desired [21].

As shown in Figure 2.8.15(a), NMR microimaging is used to excite a desired
region of the sample for spectroscopy experiments during steady-state shear.
Figure 2.8.15(b) shows the measured alignment tensor elements along with fits
using the Doi-Edwards model. Interesting features of the data are the biaxiality of
the deformation, as seen in the difference between S, and S,,, and the discrepancy
between the Doi-Edwards prediction of a plateau in S,, and the measured behavior.
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Fig. 2.8.15 (a) "H NMR images of poly(di- which the velocity direction (solid circles) and
methylsiloxane) polymer in the annular gap of gradient direction (solid squares) are parallel
the horizontal Couette cell, along with that to the magnetic field and at a 45° angle giving
obtained using a selective storage pulse Swr Sy and S,, (open circles), respectively.
sequence used to localize a part of the fluid. (b) Similar measurements were done in the
Deuterium quadrupole splittings, Av as a vertical Couette cell in which the vorticity axis is

function of shear rate obtained from the 2H  parallel to the B, field (open squares) giving
NMR spectra derived using the same selective S,,. The solid lines are fits using Doi—Edwards
storage pulse sequence. These localized spec- theory and a polymer tube disengagement time
troscopy experiments were derived from se-  of T4=210 ms (adapted from Ref. [21]).

lected regions of the horizontal Couette cell in

2.8.4.5 Director Reorientation of Liquid Crystalline Polymers Under Shear and
Extension

Nematic liquid crystals under shear stress experience not only deformational flow
but also director reorientation [41, 42], a process involving at least three independ-
ent rotational viscosities when describing the linear viscous response. Such nem-
atic systems, which have intrinsic diamagnetic anisotropy, in addition usually
experience a torque due to the magnetic field. In consequence, deformational
flow results in a competitive director reorientation. Siebert et al. [10] studied
such effects using thermotropic side-chain liquid crystal polymers, materials which
present Leslie viscosities sufficiently large that significant alignment is possible at
quite low shear rates, in the order of 1s7!. In a range of experiments they have
continuously sheared deuterated liquid crystal polymers in a cone-and-plate cell,
observing the quadrupole splitting, and hence the equilibrium director orientation
[via Av = AP,(cos0)]. Using Leslie-Ericksen theory [41, 42] these workers showed
that under a uniform shear rate y the director settles at an equilibrium angle to the
magnetic field given by [10]:
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where w, and p; are Leslie coefficients, and y, is the anisotropic part of the
diamagnetic susceptibility tensor. The positive sign in the equation corresponds
to a flow aligning (u,/us > 0) nematic while the negative to a tumbling (u,/u; < 0)
nematic. For a flow aligning system a stable angle is found for all shear rates, while
for a tumbling nematic, a stable angle exists provided that vy is sufficiently small
that the term inside the square root sign is positive.

Siebert et al. demonstrated Eq. (2.8.10) using two different nematic systems
[10]. The “flow-aligning” system was a nematic side-chain polysiloxane obtained
by the addition of 2,3,5,6-tetradeuterio-4-methoxyphenyl-4-butenyloxybenzoate to
poly(hydrogen methyl siloxane). As shown in Figure 2.8.16, the splittings form an
asymptote with increasing shear rate at a 6 value of around 70°. This angle,
associated as it is with the dominance of mechanical torque over magnetic torque,
corresponds to the alignment angle that would occur at all shear rates in the case of
zero magnetic field.

The tumbling system was a mixture of 65% (w/w) poly{4-[4-(4-methoxypheny-
lazo)phenoxl]butylmethacrylate} in 4-tri-deuterio-methoxybenzoic acid-[4-n-hex-
oxyphenylester]. At shear rates beyond 6 = 50°, no splitting could be found, a result
consistent with the onset of director tumbling. Figure 2.8.16 shows the respective
alignment angles as a function of shear rates along with fits to the data using Eq.
(2.8.10). In the case of the two different materials, opposite signs for u, and u; were
necessary in order to reproduce the observed curvature of the data, confirming the
respective flow aligning and tumbling character of the different polymer liquid
crystals.

The same “flow-aligning” side-chain liquid crystalline polymer has been studied
[43] in extensional flow using a rheo-NMR method in which selective excitation of

800
flow aligning

6004

tumbling
400

200}
Fig. 2.8.16 Director orientation, 6, as a
function of shear rate for both flow aligning
(solid squares) and tumbling (open squares
00 | 004 | 008 ' 012 " 016 325K, solid circles 328 K and open circles
. 333 K) nematic polymers. (From Siebert
¥ (1) et al. [10].)
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the stagnation region at the center of a four-roll mill was used to provide 2H NMR
spectra from a deuterated DM SO probe molecule dissolved in the polymer, while
undergoing pure planar extension. By contrast, with the case of shear flow, the
director does not undergo a continuous reorientation but instead a sudden flip at a
critical extensional strain rate given by:

BZ
o= Ta%0 (2.8.11)
HolUs + W,

This is precisely the observed behavior, as seen in Figure 2.8.17.

2.8.5
Conclusions

Rheo-NMR is an area of research in which only a handful of groups presently
participate. However, the potential exists for a substantial increase in rheo-NMR
research activity. The applications illustrated in this chapter concern polymer melts
and semi-dilute solutions, colloidal glasses, lyotropic micellar systems and liquid
crystalline polymers. The method has wide applicability across the entire class of
materials known as soft solids or complex fluids. At this point in its development,
the rheo-NMR methods are not straightforward and requires specialist NMR
expertise. Nonetheless NMR rheology offers some unique advantages over other
forms of rheo-spectroscopy, including the ability to work with opaque materials,
the ability to combine velocimetry with localized spectroscopy and the ability to
access a wide range of molecular properties relating to organization, orientation
and dynamics. To date, rheo-NMR has been able to provide valuable information
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Fig. 2.8.17 Director orientation 0 obtained experiment is carried out using the signal

from 2H NMR spectra from the polysiloxane  selectively excited from the stagnation region
backbone polymer with liquid-crystal side-chain of a four-roll mill. Extensional strain rates are
4-methoxyphenyl-4’-butenyloxybenzoate, as a  experimentally determined by NMR velocimetry
function of the apparent extension rate, €. The (adapted from Ref. [43]).
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on a wide range of behaviors, including slip, shear-thinning, shear banding, yield
stress behavior, jamming/unjamming, flow fluctuations, nematic director align-
ment and shear-induced phase transitions. As the methodology develops further as
the technology becomes more routine, and as the measurement strategies become
increasingly reliable, the community of users is likely to grow. Ultimately, the rheo-
NMR approach offers remarkable promise as a technique yielding those macro-
scopic/molecular relationships essential to a deeper understanding of complex
fluid and soft matter properties.
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Hydrodynamic, Electrodynamic and Thermodynamic Transport in Porous Model Objects:
Magnetic Resonance Mapping Experiments and Simulations

Elke Kossel, Bogdan Buhai, and Rainer Kimmich

2.9.1
Introduction

In this chapter, a number of transport phenomena with entirely different natures
are compared for liquids filling porous systems. Here “transport” can refer to flow,
diffusion, electric current or heat transport. Corresponding NMR measuring
techniques will be described. Applications to porous model objects will be juxta-
posed to computational fluid dynamics simulations.

“Magnetic resonance microscopy” and “imaging” are unspecific terms usually
associated with rendering morphologies of objects. These types of images, how-
ever, are rarely what the chemical engineer has in mind when applying NMR
techniques. “Spatial resolution” in this context rather refers to quantitative “map-
ping” of physical or physico-chemical parameters. We therefore speak of “velocity
mapping”, “acceleration mapping”, “electric current density mapping” or “temper-
ature mapping”, and avoid terms of a more qualitative specificity such as “micro-
scopy” or “imaging”.

Mapping of transport parameters in complex pore spaces is of interest for many
respects. Apart from “classical” porous materials such as rock, brick, paper and
tissue, one can think of objects used in microsystem technology. Recent develop-
ments such as “lab-on-a-chip” devices require detailed knowledge of transport
properties. More detailed information can be found in new journals such as Lab
on a Chip [1] and Microfluidics and Nanofluidics [2], for example, devoted especially
to this subject. Electrokinetic effects in microscopic pore spaces are discussed in
Ref. [3].

In the light of the wide variety of complex pore spaces where microscopic
transport features are of interest, we decided to concentrate on a special type of
microporous systems suitable for testing NMR mapping methods and to examine
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microscopic transport laws [4]. Artificial porous model objects have been fabricated
with a spatial resolution down to 50 um [5]. The pore space structures were based
on computer generated random site percolation clusters [6].

The advantages of this type of system are obvious: the pore space is of sufficient
complexity to represent any natural or technical pore network. As the model objects
are based on computer generated clusters, the pore spaces are well defined so that
point-by-point data sets describing the pore space are available. Because these data
sets are known, they can be fed directly into finite element or finite volume
computational fluid dynamics (CFD) programs in order to simulate transport
properties [7]. The percolation model objects are taken as a transport paradigm
for any pore network of major complexity.

This strategy permits one to test the validity of macroscopic theories on micro-
scopic length scales, the reliability of experimental techniques and, vice versa, the
appropriateness of the CFD treatment. Furthermore, having put the simulations
on a safe basis also enables one to predict transport features outside the exper-
imentally accessible parameter range with some confidence of reliability [8].

For NMR microscopy using micro-coil devices, spatial resolutions even below
1 um have been reported in the literature [9]. However, experiments probing
transport such as flow or electric current need an experimental set-up much larger
than the micro-coils in use in those experiments. In practice, it turned out that flow
experiments, for instance, become very difficult in radiofrequency coils smaller
than a few millimeters. For sensitivity reasons and due to limitations of the
magnetic field gradients, resolutions below 20 um are scarcely feasible under
such circumstances [10]. This fact appears to form the basis of some restriction
intrinsic to the NMR technology at the present state-of-the-art. However, in this
context it should be mentioned that by sacrificing spatial resolution and accepting
indirect measuring protocols, there are other NMR methods based on relaxation
[11] and diffusion phenomena [12] that can provide information which is relevant
even for nanometer length scales.

In the following, diverse NMR methods for probing transport phenomena will be
described. Ordinary magnetic resonance imaging, or — in this context — spin
density mapping, is already a simple tool that is used for long-time, long-distance
diffusion studies, as will be demonstrated in Section 2.9.2. The description of flow
velocity and acceleration mapping will follow in Section 2.9.3. Hydrodynamic
dispersion, that is the superimposed effect of self-diffusion and coherent flow,
can be mapped with the pulsed field gradient technique delineated in Section 2.9.4.
Thermal effects such as convection and heat conduction are the subject of Section
2.9.5. Finally, in Section 2.9.6 we will specify an NMR technique for ionic current
density mapping. The basic radiofrequency (rf) and field gradient pulse schemes to
be discussed below are summarized in Figures 2.9.1 and 2.9.2 while more specific
versions will be discussed in later sections.
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29.2
Spin Density Diffusometry

This type of diffusion measurement is based on ordinary magnetic resonance
imaging. The transverse and longitudinal relaxation times in a fluid filling a porous
medium can be assumed to be effectively homogeneously distributed in the whole
pore space. Fast exchange tends to average surface and bulk relaxation features (see

Ref. [13], for instance). Under such circumstances, any ordinary magnetic reso-
nance image recorded with a spin-echo technique [for typical three- and two-
dimensional imaging sequences see Figures 2.9.1(a) and 2.9.2(a), respectively]
can be considered to be equivalent to a spin density map, at least as long as the
edge enhancement due to echo attenuation effects by diffusion [14, 15] can be
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Fig. 2.9.1 (a) Radiofrequency (rf) and field
gradient pulse sequences for three-dimension-
al imaging, (b) gradient pulse train that allows
for velocity mapping if combined with an imag-
ing sequence and (c) gradient pulse train that
allows for acceleration mapping if combined
with an imaging sequence. The techniques are
based on Hahn spin-echo signals. (Idealized)
expressions for the shifts due to frequency (w,)
and phase encoding gradients (¢, ¥z, ¢v, V)
are given. T is the length of a single gradient
lobe, At is the delay between two such lobes.
The gradient pulses are assumed to have a
rectangular shape in this schematic represen-
tation. Under practical conditions, switching
“ramps” must be taken into account (see Ref.
[36]), which, however, do not change the linear
relationships between phase shifts and experi-
mental parameters. All phase encoding pulses
must be incremented independently in subse-
quent transients of the experiment. The arrows

indicate the relative direction of increments
(represented by horizontal ladder lines). The
“area” of the negative lobe of the frequency
encoding gradient is equal to that of the left
section of the positive lobe extended until the
echo reaches its maximum. Note that a full
three-dimensional velocity or acceleration vec-
tor map of a three-dimensional system requires
three three-dimensional NMR experiments,
one for each of the three components of the
velocity or acceleration vectors. In order to
avoid excessively time consuming experiments
[37], it is often more favorable to restrict one-
self to the recording of two-dimensional maps.
A typical two-dimensional imaging pulse se-
quence is shown in Figure 2.9.2(a). The pulse
sequences provide a multidimensional “holo-
gram”, which is then analyzed with the aid of
correspondingly multidimensional Fourier
transforms [28].
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Fig. 2.9.2 Radiofrequency, field gradient and  current distributions requires a three-dimen-
ionic current pulse sequences for two-dimen-  sional imaging sequence [see Figure 2.9.1(a)]
sional current density mapping. Tg is the Hahn and multiple experiments with the orientation
spin-echo time, T is the total application time of the sample relative to the magnetic field
of ionic currents through the sample. The 180°- incremented until a full 360°-revolution is

pulse combined with the z gradient is slice reached. The polarity of the current pulses
selective. The pulse sequences shown are is alternated in subsequent scans in order
suitable for two-dimensional current distribu-  to eliminate offset artifacts according to
tions. The evaluation of three-dimensional Jxy = Uys —Jys) [2-

excluded or neglected. Of course, the spin density in the fluid filled space will
normally also be homogeneously distributed. However, the situation addressed
here refers to interdiffusion of deuterated and undeuterated liquid species. “Spin
density” thus indicates the local concentration of the resonant species.

Spin density diffusometry is to be distinguished from the more popular field
gradient NMR diffusometry techniques [16], [17]. The time scale of such experi-
ments is limited by the transverse and the longitudinal relaxation times, respec-
tively, of the liquid under investigation. Such studies therefore refer to diffusion
times of seconds, at most, under ordinary conditions. That is, the root mean
squared displacement achieved by water molecules at room temperature, for
instance, in a field gradient NMR diffusometry experiment, is only a few micro-
meters. In a homogeneous (“bulk”) medium, the diffusion behavior on these
relatively short length or time scales will be the same as for much longer exper-
imental probing intervals.

The situation becomes quite different in heterogeneous systems, such as a fluid
filling a porous medium. Restrictions by pore walls and the pore space micro-
structure become relevant if the root mean squared displacement approaches the
pore dimension. The fact that spatial restrictions affect the echo attenuation curves
permits one to derive structural information about the pore space [18]. This was
demonstrated in the form of “diffraction-like patterns” in samples with micrometer
pores [19]. Moreover, “subdiffusive” mean squared displacement laws [20],
(r?) oc £¥ with y < 1, can be expected in random percolation clusters in the so-
called scaling window,
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a< (7)<t (2.9.1)

where a is an elementary length unit of the pore space structure and § is the
correlation length [4]. The correlation length is the typical length scale up to which
the pore structure has fractal (i.e., self similar) properties. It may be desirable to
exploit this type of indirect information on the confining pore space structure [21—-
23]. However, mean pore sizes are often much larger than micrometers so that no
restriction effect will show up in field gradient diffusometry experiments [16].

Under such circumstances, spin density diffusometry turned out to be more
favorable. We are not discussing solvent intrusion experiments with solid-like
materials, as they are typically carried out with the aid of stray field imaging [24].
In those experiments, the solvent is distinguished from the host material by the
huge difference in the transverse relaxation times. The technique to be described
here monitors interdiffusion between two sample compartments initially filled
with deuterated and undeuterated liquids (or gels) of the same chemical species.
Bringing the compartments into contact initiates interdiffusion. Mapping of the
proton spin density thus permits the evolution of the corresponding concentration
profiles to be followed.

The time resolution of the experiment is restricted by the time needed for the
recording of one map. This is seconds for fast two-dimensional imaging [25-28]
and minutes for conventional methods at signal intensities and spatial resolutions
typical for NMR microscopy. If only (one-dimensional) profiles are recorded, the
time resolution will be much less. The propagation of the diffusion front, on the
other hand, can be recorded over periods as long as are acceptable in the frame of
the investigation. Spatial resolution in the order of a few hundred pm can routinely
be achieved with typical NMR microscopy systems. It depends on the experimental
conditions, such as field strength, gradient strength, radiofrequency coil perform-
ance and electronic noise [19, 28]. A resolution of a few tens of pm can be obtained
typically for samples with a diameter of a few cm or smaller. Under special
conditions, even micrometer resolutions have been reported [9, 29, 30].

Figure 2.9.3 shows typical maps [31] recorded with proton spin density diffus-
ometry in a model object fabricated based on a computer generated percolation
cluster (for descriptions of the so-called percolation theory see Refs. [6, 32, 33]). The
pore space model is a two-dimensional site percolation cluster: sites on a square
lattice were occupied with a probability p (also called “porosity”). Neighboring
occupied sites are thought to be connected by a pore. With increasing p, clusters of
neighboring occupied sites, that is pore networks, begin to form. At a critical
probability p,, the so-called percolation threshold, an “infinite” cluster appears. On
a finite system, the “infinite” cluster connects opposite sides of the lattice, so that
transport across the pore network becomes possible. For two-dimensional site
percolation clusters on a square lattice, p. was numerically found to be 0.592746 [6].

Obviously, the diffusion coefficient of molecules in a porous medium depends
on the density of obstacles that restrict the molecular motion. For self-similar
structures, the fractal dimension dgis a measure for the fraction of sites that belong
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Fig. 2.9.3 Proton spin density diffusometry in proton concentration distributions on the main
a two-dimensional percolation model object  diffusion direction (= x axis) are overlaid to the
[31]. The object was initially filled with heavy ~ maps (white lines). (c) The squared displace-
water and then brought into contact with an  ment of the diffusion front (measured at half
H,O gel reservoir. (a) Schematic drawing of the height) reproduces the power law according to
experimental set-up. The pore space is repre- Eq. (2.9.2). The experimental parameters are:
sented in white. (b) Maps of the proton spin  sample size, 4 cm x 4 cm x 1 mm; magnetic
density that were recorded after diffusion times flux density, 4.7 T; digital spatial resolution,

t varying from 1.5 to 116 h. Projections of the 230 pm x 230 ym; time resolution, 26 min.

to the structure [32]. According to the Alexander—Orbach conjecture [34], the mean
squared displacement of the molecules over the time ¢ is proportional to

(r*) oc £4/(34) (2.9.2)
where t is restricted to times during which the displacement is larger then a and

smaller than E [see Eq. (2.9.1)]. The data shown in Figure 2.9.3(c) verify this
prediction very well [31].
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293
Flow Velocity and Acceleration Mapping

2.9.3.1  Pulse Sequences

Supplementing three- or two-dimensional imaging pulse sequences [Figures
2.9.1(a) or 2.9.2(a)] by additional phase-encoding gradient pulses according to
Figure 2.9.1(b) and (c) permits one to record maps of velocity and acceleration
components along the gradient direction, respectively. If the full vector or magni-
tude information is needed, experiments for each of the components must be
combined.

The principles of such techniques are explained in the monographs in Refs. [19,
28, 35]. A nuclear magnetization with a component perpendicular to the external
magnetic flux density B, precesses around the field direction with an angular
frequency wy = yBy where v is the gyromagnetic ratio. The main magnetic field is
assumed to point along the z axis of the laboratory reference frame. If a spatially
constant field gradient G is applied, for example along the x axis, the precession
angular frequency changes to o = y(By + Gxx). If the gradient is switched off
after a time interval 7, the precession continues with the original frequency. By this
time, the precession of the magnetization and therefore the induction signal has
gained a position dependent phase shift ¢(x):

T
o(x) = / yGox(t)dt (2.9.3)
0
If the nuclei are displaced by a flow field, their positions on the gradient axis
become time dependent:

1
x(t) = xo + Vot + Eaxotz + ... (2.9.4)

That is, the phase shift depends on the initial position x,, the initial velocity v,,and
the initial acceleration a,,. Higher order terms vanish if the flow field is stationary
on the time scale of the NMR experiment (i.e., time-dependent accelerations do not
occur in this case). For a gradient pulse of duration t and strength G, the total
phase shift is [see Figure 2.9.4(a)]

0 =Gy (xo‘c + %vxo'cz + éuxoﬁ) = ©(x0) + (vx0) + ©(axo) (2.9.5)
This phase shift depends on x, v, and a,, at the same time, i.e., on the parameters
needed for spin density, velocity and acceleration mapping, respectively. In order to
distinguish the three quantities of interest, more sophisticated gradient pulse
sequences have been designed, resulting in phase shifts that essentially depend
only on a single parameter or a selection of parameters.

For many systems and flow fields, the position dependent term dominates the
phase shift while the velocity dependent term is still significantly larger than the
acceleration dependent term. As a direct consequence, terms with a higher order of
7 than the term including the parameter to be evaluated may often be neglected,
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Fig. 2.9.4 Typical gradient pulse trains with  cases except for the pulse train (e), where the

and without compensation of phase shifts due
to position, velocity and acceleration. (a) No
compensation; (b) compensation of phase
shifts due to the position coordinate in grad-
ient direction; (c) compensation of phase shifts
due to the velocity component along the grad-

gradient strength of the first lobe is G, but
—G/3 for the second. For a detailed descrip-
tion and explanation see Refs. [28, 36]. If a
180°-rf pulse is applied in the middle of the
gradient pulse train [compare Figures 2.9.1(b
and c)], all signs of gradients in the second

ient and the position coordinate in gradient
direction; (d) compensation of phase shifts
due to the acceleration and velocity compo-
nents and the position coordinate; and (e)
compensation of phase shifts due to velocity
but not for position dependent shifts. The
magnitude of the gradient strength is G in all

moiety must be inverted relative to the first
one. Under practical conditions, the gradient
pulse lobes have a trapezoidal shape, and there
may be delays between the lobes. This must be
taken into account in theoretical treatments
[36].

while terms with a lower order of T have to be compensated by the gradient pulse
sequence. If the phase shifts due to higher order terms cannot be neglected, their
contributions also have to be compensated for. In Figure 2.9.4, a number of
gradient pulse sequences are shown which either compensate for low order terms
or for high order terms. In the first case, the evaluation of the non-compensated
term with the lowest order in T becomes possible while in the second case, spin
density maps without motion artifacts can be achieved.

Figure 2.9.4(b—e) shows typical gradient lobe trains suitable for the compensa-
tion of phase shifts due to any of the above quantities [28, 36]. If an intermittent
180°-rf pulse is used (such as in the Hahn echo sequences shown in Figures 2.9.1
and 2.9.2), the gradient lobes after the 180 °-pulse must be inverted relative to the
lobes before the 180 °-pulse. The bipolar gradient pulse in Figure 2.9.4(b) compen-
sates phase shifts due to the position, but produces phase shifts by velocity and
acceleration components along the gradient direction. The variant in Figure
2.9.4(c) compensates phase shifts due to the position and to the velocity compo-
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nent, but generates phase shifts by the acceleration component. Finally, the
gradient lobe train shown in Figure 2.9.4(d) compensates for phase shifts due to
the position, the velocity and acceleration components, but provides phase shifts by
higher order terms (if existent). These are the tools that can be exploited for flow
parameter mapping.

For phase encoding of a velocity component, a gradient pulse sequence similar to
the sequence in Figure 2.9.4(b) can be used. Two gradient pulses of duration t and
of the same magnitude of the amplitude G, but with opposite sign are applied. The
position dependent term of the phase shift vanishes whereas the velocity depend-
ent term provides a finite phase shift proportional to the velocity component [see
Figure 2.9.4(b)]:

1 . .
(%) = 0; @(vy) = 7 VGsxo (27" — 47%) = —yGvyT (2.9.6)

This gradient sequence is often modified by a delay At between the two gradient
lobes, as indicated in Figure 2.9.1(b). The position dependent term is not affected
by the additional interval, while the velocity dependent term then results in

p(vx0) = —Gy(T* + TAT) 1y (2.9.7)

Phase encoding of an acceleration component can be based on a gradient pulse
train, as given in Figure 2.9.4(c). Both the position dependent term and the velocity
dependent term are compensated. The first and the third lobe of this gradient pulse
train have the same sign, duration and amplitude, whereas the second lobe has the
same amplitude, an opposite sign and twice the duration of the first pulse. The
induced phase shift then depends on the acceleration alone in a linear relationship
[see Figure 2.9.4(c)]:

p(%0) = P(vx0) = 0; p(ax0) = 2YGrxoT’ (2.9.8)

The phase shifts by gradient pulses with delays in between [such as shown in Figure
2.9.1(c)] are represented by more complex expressions as published in Ref. [36].

Phase encoding of higher order terms (locally time dependent accelerations) is
feasible in principle with pulse trains such as the example shown in Figure
2.9.4(d). However, the relatively long acquisition times of NMR parameter maps
conflict with “snapshot” records that would be needed for such maps. In any case,
in Ref. [27] fast imaging techniques are described and discussed that could be
employed for moderate versions of “snapshot” experiments.

Combining the two- or three-dimensional imaging sequences in Figures 2.9.1(a)
and 2.9.2(a), respectively, with the phase encoding pulse train given in Figure
2.9.4(b) (modified for an intermittent 180°-rf pulse) provides complete velocity
component mapping sequences as shown in Figure 2.9.1(b), for instance. Likewise,
acceleration component mapping sequences are configured by combinations of
Figure 2.9.4(c) (modified for an intermittent 180°-rf pulse again) with Figures
2.9.1(a) or 2.9.2(a) [see Figure 2.9.1(c)].
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Referring to phase encoding gradient pulses according to Figure 2.9.4(b), the
digital resolution and the velocity “field of view” are given by [28]

TT

Av, = (2.9.9)

2 G,

and

SRLLE P L. (2.9.10)
Y2 AG, YI2AGy

respectively, where AG, is the increment of the gradient pulses, G, is the max-

imum field gradient strength [compare with Figure 2.9.1(b)]. Likewise, the digital

resolution and the acceleration “field of view” are given for the phase-encoding

pulse shown in Figure 2.9.4(c) by

7
Gy = —— (2.9.11)
903G,
and
T g < (2.9.12)
2y3AG, 2yBPAG,

respectively.

2.9.3.2 Flow Compensation and Flow Artifacts

If an ordinary image or a spin density map is to be recorded in the presence of a
relatively fast stationary flow with constant velocities, the spatial phase encoding
gradient pulses in Figures 2.9.1(a) and 2.9.2(a) should be replaced by the “velocity
compensated” gradient pulse shown in Figure 2.9.4(e). Otherwise, flow artifacts
will arise. This gradient pulse provides spatial phase encoding according to [28]

2 .
p(x0) = 37Gatx0; @(vx0) =0 (2.9.13)

whereas there is no phase shift by the flow velocity.

Another type of flow artifact is due to voxel inflow and outflow problems: large
velocities make a spin leave its designated voxel in the time between signal
encoding and signal readout. As the traveled distance d and the velocity v are
related by the expression d =1t, it is obvious that the effect is more severe, the
smaller the voxel size is. Slow velocities, on the other hand, may be masked by
diffusive displacements.

2.9.3.3  Velocity Mapping of Strongly Heterogeneous Flow Velocity Fields

A flow experiment should be set up in a way that the largest detectable velocity
present in the sample is covered by the corresponding velocity field of view. This
avoids distortions by back-folding of velocities into the experimental velocity scale.
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However, the larger the field of view, longer and stronger gradients are required to
maintain the required resolution and the larger is the attenuation by diffusion. In
the case of velocity encoding with a bipolar gradient pair of amplitude G as that
shown in Figure 2.9.4(b), the signal amplitude is decreased due to diffusion by the
factor

Agir = e EPT (2.9.14)

where D is the diffusion coefficient in the liquid. Additionally, voxel inflow and
outflow artifacts increase in severity for long gradient times.

Therefore, instead of performing one experiment with a large number of
gradient steps, the entire range should be better covered by at least two experiments
with a significantly smaller number of gradient steps. The first experiment has a
velocity field of view that covers the entire velocity range in a small number of
steps. The velocity map is not distorted but small velocities are identified as “zero”
due to the coarse resolution.

The second experiment covers the velocity range between the minimum meas-
urable velocity and the minimum velocity detected by the first experiment. It is
distorted because of back-folding of high velocities into the spectrum, but it shows
the small velocities properly. All voxels from the first map that show zero velocity
can now be compared with the corresponding (undistorted) voxels of the second
map. If those show a finite velocity, the value can be transferred to the first map.
The combination of the two maps is then a map that covers the full velocity range
and includes small velocities, but has a fine resolution at low velocities and a coarse
resolution at high velocities. With this two step strategy, shorter gradient pulses
can be used and a substantial decrease in the diffusive attenuation of the signal can
be achieved [10].

2.9.3.4 Applications to Flow Through Percolation Model Objects

Figure 2.9.5(a) shows a two-dimensional site percolation cluster with p = 0.6207 [7,
37]. It was generated on a 300 x 300 sites square lattice. The pore space is
represented in white. Quasi two-dimensional model objects of different size of
this cluster have been fabricated for experimental investigations [5, 7, 10, 37, 38].
The sample shown in the photograph Figure 2.9.5(b) has been milled into poly-
styrene sheets with a circuit board plotter. One lattice site corresponds to 400 pm
by 400 pm and the depth of the pores is 2 mm. Figure 2.9.5(c) shows the same
structure almost a factor of ten smaller. These samples have been made from
PMMA sheets with deep X-ray lithography [5, 39]. From left to right, a lattice site
corresponds to 80 x 80, 60 x 60 and 50 x 50 pm?, resulting in total sample sizes of
24 x 24,18 x 18 and 15 x 15 mm?, respectively. The pore depth is about 1 mm. The
samples were flooded with water after first having evacuated them in vacuum. Flow
through the samples was driven by a pericyclic pump or by gravity from a reservoir
above the sample. The reservoir level was kept constant by pumping.
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f

Fig. 2.9.5 (a) Typical computer generated left. (d) Numerically simulated map of the flow
percolation cluster that served as a template  velocity magnitude. (e) Experimental map of
for the sample fabrication. (b) Photograph of a the flow velocity magnitude for the same
model object milled 1 mm deep into a polysty- percolation cluster. (f) Details of the experi-
rene sheet. The total object size is 12 x 12 cm?. mental flow velocity magnitude map derived
(c) Photographs of model objects etched for the 18 x 18 mm? cluster (right side). For

1 mm deep into PMMA sheets by X-ray litho- comparison: the same cut-out of the simulated
graphy. The total object sizes are 15 x 15 mm?, map (left side). The size of the displayed

18 x 18 mm? and 24 x 24 mm? from right to  section is 6 x 18 mmZ.

Figure 2.9.5(d~f) shows maps of the flow velocity magnitude v = , /v% + vJ. Flow
occurs in a branched channel network while stagnant zones indicate the dead ends
of the cluster. The map in Figure 2.9.5(e) was recorded with the 12 cm by 12 cm
model object shown in Figure 2.9.5(b). This experiment was performed witha 4.7 T
Bruker magnet in a 40 cm horizontal bore. Eight identically patterned polystyrene
sheets were stacked in order to guarantee a good signal-to-noise ratio. The digital
spatial resolution as defined by the pulse sequence parameters was 300 pm by
300 pm, while the digital velocity resolution was 60 pm s7..

Flow through porous media is a phenomenon of high complexity. Generally, the
flow field can be calculated by solving the Navier—Stokes equations and the
continuity equation for the boundary conditions given by the pore space. Numer-
ical solutions of the flow field were obtained with the FLUENT 5.5 [40] finite
element software package. The experimental map, Figure 2.9.5(e), compares well
with the numerically obtained map, Figure 2.9.5(d).
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Smaller pore sizes require a better spatial resolution, i.e., smaller voxels, which
in turn conflict with a good signal-to-noise ratio. Moreover, field distortions at
material boundaries then become more significant and even spins with moderate
velocities will leave their designated voxel in the time between phase encoding and
signal readout.

Figure 2.9.5(f) shows details of a flow map obtained from the 18 mm by 18 mm
sample [central photograph in Figure 2.9.5(c)]. It was measured with a 9.4-T Bruker
DSX spectrometer with a microimaging gradient unit. Gradients up to 0.8 T m™
were used for space and velocity encoding, resulting in a resolution of 26 pm by
37 pm for space and 0.67 mm s7! for velocity. The spatial resolution was close to
the resolution limit of the spectrometer. The velocity map was measured in two
steps to weaken inflow/outflow artifacts and diffusive attenuation, as explained in
the previous section. The size of the part shown is 6 mm by 18 mm. Some details of
the flow paths are nicely reproduced. The deviations of the measured map from the
simulated map may be caused by the poor signal-to-noise ratio, susceptibility
distortions or inflow/outflow artifacts. It is also possible that tiny air bubbles
remained inside the pore space and blocked some of the flow paths or that the
sample structure deviates from the template. After the lithographic process, the
samples were inspected under a microscope but the inspection was limited to a
small number of spots.

For acceleration mapping, a percolation cluster was generated on a 200 x 200
square grid with p = 0.6. Figure 2.9.6(c) shows a photograph of the corresponding
object. The cluster was milled into a polystyrene sheet. Its size is 10 x 10 cm? with a
depth of 2 mm. Acceleration mapping experiments were carried out with a Bruker
4.7-T magnet with a 40-cm horizontal bore. The maximum applied field gradient
was 50 mT m™. A detailed discussion of the effect of gradient ramps on the phase
encoding and of the four pulse gradient sequence [Figure 2.9.1(c)] that was used for
acceleration encoding can be found in Ref. [36]. Experimental results for velocity
and acceleration magnitudes are compared in Figure 2.9.6(a and b). The positions
where the acceleration is finite (i.e., above the experimental resolution) are ob-
viously localized spots in contrast to the more continuous flow patterns visible in
the velocity map. That is, acceleration maps specifically reveal the distribution of
flow bottlenecks and changes of the flow resistance. Note that experimentally
obtainable velocity maps are too crude to deliver an acceleration map by derivation
of the flow field. A distinct method for the direct measurement of acceleration is
therefore essential.

294
Hydrodynamic Dispersion

Hydrodynamic dispersion represents the combined action of “flow” and molecular
self-diffusion, resulting in superimposed displacements of the molecules. The
situation is characterized by the Péclet number [41] defined by
ul
Pe = — 2.9.15
0= (29.15)
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velocity N : acceleration

Fig. 2.9.6 Comparison of maps of the magrﬁuae of the flow
velocity (a) and of the flow acceleration (b). The maps have been
determined with the NMR techniques outlined in the text. A
photograph of the model object is shown in (c).

where ! is the length scale on which the two transport processes are to be compared,
u represents the mean velocity corresponding to that length scale and D is the
Brownian self-diffusion coefficient. Note that the mean velocity # in percolation
clusters depends on the averaging volume and therefore on the length scale I [7]. If
Pe <« 1, all transport is dominated by self-diffusion. On the other hand, if Pe >> 1
the governing transport mechanism is coherent flow. In percolation models, the
characteristic length scale is defined macroscopically by the correlation length &, so
that Eq. (2.9.15) reads

Pe— %tv (2.9.16)

The tortuosity of flow streamlines causes an additional source of incoherence that
must be accounted for at large Péclet numbers.
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Figure 2.9.7 shows a typical rf and field gradient pulse sequence for the acquis-
ition of two-dimensional (slice selective) maps of the hydrodynamic dispersion
coefficient Dgjsp, [42]. That is, phase shifts due to coherent flow are compensated by
a gradient pulse train corresponding to Figure 2.9.1(c). Assuming a field gradient
along the z direction, the attenuation curve of the echo amplitude, A.4, by
incoherent displacements can be expanded according to [28]

Accno(8,A > &) = (%)

1! 2! 3!
2.9.1
gz<1 1, , (29:17)
~ =54 <Z (A)>
e (2 ()

where the wave number is given by g = yG9. The interval lengths are defined in
Figure 2.9.7. In the limit A >> 9, the effective displacement time is t = A. The mean
squared displacement by hydrodynamic dispersion along the gradient direction

obeys

(=/2), (7[)y (Tf)y echo
H H [ :."‘.“
RF \/..' R E ': “‘-"
S = ?
G, —rrm———— — . ;
M- . |
g % L I—
- - R
Looe A m |
i attenuation of spin coherences : : i
! by incoherent displacements; 3 E imaging !

Fig. 2.9.7 Hahn spin-echo rf pulse sequence
combined with bipolar magnetic field gradient
pulses for hydrodynamic-dispersion mapping
experiments. The lower left box indicates field-
gradient pulses for the attenuation of spin
coherences by incoherent displacements while
phase shifts due to coherent displacements on
the time scale of the experiment are compen-
sated. The box on the right-hand side repre-
sents the usual gradient pulses for ordinary
two-dimensional imaging. The latter is equiva-
lent to the sequence shown in Figure 2.9.2(a).

In order to avoid flow artifacts it may be
advisable to replace the spatial encoding
pulses (right-hand box) by “velocity compen-
sated” pulses such as shown in Figure 2.9.4(e)
for phase encoding. The amplitude of the Hahn
spin-echo is attenuated by hydrodynamic dis-
persion. Evaluation of the echo attenuation
curve for fixed intervals but varying preparation
gradients (left box) permits the allocation of a
hydrodynamic dispersion coefficient to each
voxel, so that maps of this parameter can be
rendered.
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(2*) = 2Dgigpt (2.9.18)

For displacements shorter than the mean pore dimension, /(z%) < a, where flow
velocities tend to be spatially constant and homogeneously distributed, Brownian
diffusion is the only incoherent transport phenomenon that contributes to the
hydrodynamic dispersion coefficient. As a direct consequence, the dispersion
coefficient approaches the ordinary Brownian diffusion coefficient,

Dgiep &~ D = const (2.9.19)

in this limit.

Time intervals permitting displacement values in the scaling window
a < /(2?) < § are related with the tortuous flow as a result of random positions
of the obstacles in the percolation model [4]. Hydrodynamic dispersion then
becomes effective. For random percolation clusters, an anomalous, i.e., time
dependent dispersion coefficient is expected according to

Daisp = Daisp(t) o< ¢/ (2.2.20)

where 0 < f < 1.

In the long-range limit, \/(z%) > €, a superposition of displacements by a
constant drift velocity occurs including all retardations by the tortuosity of the
percolation cluster. The dispersion coefficient then becomes stationary again and
takes an effective value,

Disp ~ Degr = const > D (2.9.21)

Hydrodynamic dispersion is illustrated in Figure 2.9.8 which represents numerical
simulations of the trajectory of a tracer particle in a medium flowing through a
random site percolation cluster. The results for different Péclet numbers are
compared. Differences in the flow velocities stipulate large changes in the tortuous
trajectories. For low Péclet numbers, i.e., relatively low flow velocities, Brownian
diffusion dominates [Figure 2.9.8(a), right-hand trajectory]. On the other hand, if
the flow is fast, coherent displacements along the main streamlines show up
[Figure 2.9.8(a), left-hand trajectory].

In Figure 2.9.8(b), the mean traveling time of a neutral tracer across the percola-
tion cluster is plotted versus the Péclet number [43]. Two regimes can be identified,
namely “isotropic dispersion” (Pe < 1) and “mechanical dispersion” (Pe > 1) with a
crossover close toPe & 1. In the latter case, the data can be represented by a power law

T, o (Pe) * for 10° < Pe < 10* (2.9.22)
The exponent turned out to be % ~ 1. This finding demonstrates that coherent flow

determines transport in the mechanical dispersion regime and that diffusion is
negligible under such conditions. For a discussion also see Ref. [43].
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trajectories for Pe = 0.09 (right), Pe =1.17 (middle) and
Pe = 40.35 (left). (b) First passage time across the cluster as a
function of the Péclet number.

2.9.5
Thermal Convection and Conduction Mapping

An entirely different type of transport is formed by thermal convection and
conduction. Flow induced by thermal convection can be examined by the phase-
encoding techniques described above [8, 44, 45] or by time-of-flight methods [28,
45]. The latter provide less quantitative but more illustrative representations of
thermal convection rolls. The origin of any heat transport, namely temperature
gradients and spatial temperature distributions, can also be mapped with the aid of
NMR techniques. Of course, there is no direct encoding method such as those for
flow parameters. However, there are a number of other parameters, for example,
relaxation times, which strongly depend on the temperature so that these param-
eters can be calibrated correspondingly. Examples are described in Refs. [8, 46, 47],
for instance.

The temperature mapping method used in Ref. [8] is based on measurements of
the spin-lattice relaxation time T; of a suitable liquid such as ethylene glycol filling
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the pore space of a percolation model object. At a 200-MHz Larmor frequency, T; of
this particular liquid increases with increasing temperature as a result of the
mobility enhancement. Varying the repetition time of the ordinary imaging se-
quence [see Figure 2.9.1(a) or 2.9.2(a)] permits one to evaluate the local spin-lattice
relaxation times T; [28] and render them in the form of a temperature map. The
spin-echo amplitude as a function of the repetition time Ty is given by

Accro(Tr) ~ 1 —ce /T (2.9.23)

where ¢ ~ 1 is a constant. For ethylene glycol protons at a magnetic field of 4.7 T
the following relationship for the absolute temperature T was found:

T
0.18ms

T(Ty) = 36.7ln< ) K + 2K (2.9.24)
This calibration relationship was verified in a range 190 K < T < 360 K.

Figure 2.9.9(a) shows a schematic representation of a thermal convection cell in
Rayleigh-Bénard configuration [8]. With a downward temperature gradient one
expects convection rolls that are more or less distorted by the tortuosity of the fluid
filled pore space. In the absence of any flow obstacles one expects symmetrical
convection rolls, such as illustrated by the numerical simulation in Figure 2.9.9(b).

The spatial temperature distribution established under steady-state conditions is
the result both of thermal conduction in the fluid and in the matrix material and of
convective flow. Figure 2. 9. 10, top row, shows temperature maps representing this
combined effect in a random-site percolation cluster. The convection rolls distorted
by the flow obstacles in the model object are represented by the velocity maps in
Figure 2.9.10. All experimental data (left column) were recorded with the NMR
methods described above, and compare well with the simulated data obtained with
the aid of the FLUENT 5.5.1 [40] software package (right-hand column). Details
both of the experimental set-up and the numerical simulations can be found in Ref.
[8]. The spatial resolution is limited by the same restrictions associated with spin
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porous material
filled with a liquid

Inflow
hot medium [— Outflow
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cover
with fixing screws
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Fig. 2.9.9 (a) Schematic cross section of a compartments at the top and bottom, respec-
convection cell in Rayleigh-Bénard configura- tively. (b) Velocity contour plot of typical

tion. In the version examined in Refs. [8, 44], a convection rolls expected in the absence of any
fluid filled porous model object of section flow obstacles (numerical simulation).

6 x 4 cm? was confined by cooling and heating



2.9 Hydrodynamic, Electrodynamic and Thermodynamic Transport in Porous Model Objects | 223

simulation

e
e

atur
ratur

e

(al) (a2)

mper

mp

e
* te

t

=

(b1)

(c1)

Fig. 2.9.10 Maps of the temperature and of the experimental data. The right-hand column
convection flow velocity in a convection cell in refers to numerical simulations and is marked
Rayleigh—-Bénard configuration (compare with with an index 2. The plots in the first row, (a)
Figure 2.9.9). The medium consisted of a and (a2), are temperature maps. All other
random-site percolation object of porosity maps refer to flow velocities induced by

p = 0.7 filled with ethylene glycol (temperature thermal convection: velocity components v,
maps) or silicon oil (velocity maps). The left-  (b1) and (b2) and v, (c1) and (c2), and the
hand column marked with an index 1 represents velocity magnitude (d1) and (d2).

density mapping in the presence of flow. In particular, voxel inflow and outflow
may be a problem for the precise localization of T; in view of the relatively long
relaxation intervals needed for this type of measurement.

2.9.6
lonic Current Density Mapping

Ionic current density maps can be recorded with the aid of the pulse sequence
shown in Figure 2.9.2. The principle of the technique [48-52] is based on Maxwell’s

fourth equation for stationary electromagnetic fields,

V x B(7) (2.9.25)
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which, in Cartesian components, reads

. 1 (0B, OB\ ., 1 (0B, 9B\ . 1 (0B, 0B,

where B(F) is the magnetic flux density at the position 7 produced by the local
current density J_ZT") Note that this flux density is superimposed on that of the
external magnetic field, By. The quantity , is the magnetic field constant.

In the following, we restrict ourselves to quasi two-dimensional current distri-
butions invariant along the z direction, for simplicity [51]. Under such conditions
we have j, = 0 and 0B, /0z = 9B, /dz = 0. The only finite current density compo-
nents are then

50 = (B2, 50 = (-520) 297

The problem now is to determine the derivatives 9B, /dx and 9B, /dy. This can be
done by evaluating the local precession phase shifts caused by the currents, that is

e =7vB;Tc (2.9.28)

¥
" high + e
frequency power
B, filter |q . supply

I

control center for
generation of the current
pulses, adjustable T,

and amplitude
4
RF and gradient
puises
il TTL signal
camputer output irigger
synchronized with
the pulse sequence

Fig. 2.9.11 Schematic representation of the  field, By. The rf, field gradient and current pulse
experimental set-up feeding electric currents  program is shown in Figure 2.9.2. The current
into the sample for ionic current density density components in the x and y direction are
mapping. The (quasi two-dimensional) sample evaluated.

is placed perpendicular to the main magnetic
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where T, is the total evolution time in the presence of the currents [see Figure
2.9.2(b)]. Numerically deriving such phase shift maps provides the desired local
derivatives of the current induced magnetic flux density.

The optimal current pulse length, Ty, in the sequence, Figure 2.9.2(b), de-
pends on the transverse relaxation time, T, the diffusion coefficient of the ions, D,
and the digital resolution of the NMR imaging experiment, e.g., in the x direction,
Ax = xpov/N, where xgoy is the field of view range and N is the number of pixels.
The resulting expression is [52]

r 1 +4D<4RN>2 (2.9.29)
Teopr T2 Sxrov -

Figure 2.9.11 shows schematically the experimental set-up of the ionic current
device. The sample is packed between two electrodes that are shaped meander-like
in order to avoid eddy currents due to pulsed field gradients. The high frequency
filter is essential to prevent an “antenna” effect of the electrode cables inside the
magnet.

The porous medium under investigation must be filled with an electrically
conducting liquid, that is, an electrolyte solution. The electric conductivity is given
by the empirical Kohlrausch law [53]

0(c) = Agc — koc/? (2.9.30)

where o represents the conductivity, A¢ the molecular conductance characteristic
for the salt dissolved, c the salt concentration and ky is a constant depending on the
salt valence. The salt concentration of a few grams per liter is chosen as a
compromise between conservation of the electrode performance by low concen-
trations and the experimental advantage of a good electric conductivity. The
conductivity can be assumed to be constant in the entire sample. The total electric
current is typically varied in the range 10-1000 mA for percolation model objects of
the size used in this context and corresponds to a maximum current density of
about 1 mA mm™. To avoid distortions arising from the cables connecting the
electrodes with the dc power supply, all current conducting leads should be kept
parallel to the main magnetic field.

The phase shift map shown in Figure 2.9.12(a) was evaluated directly as the
arcus tangent of the quotient of the imaginary and real signal parts. It still needs to
be “unwrapped” with respect to periodicity ambiguities. A suitable method can be
found in Ref. [54] as the two-dimensional Goldstein algorithm, which turned out to
be more reliable than the one-dimensional Itoh variant [48]. Figure 2.9.12(b) shows
the unwrapped result, which then can be derived numerically in two directions in
order to obtain the current density components according to Eqgs. (2.9.27) and
(2.9.28). Figure 2.9.13(b2) shows a typical current density map of a quasi two-
dimensional random site percolation model object evaluated in this way.

Another problem that should be considered carefully is the fact that the evaluated
phase shift data set is discrete, so that conventional numerical derivation methods
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+7f2

—7f2

Fig. 2.9.12 Phase shift maps measured as the
difference in the signal phases with and
without current pulses. The rf, field gradient
and current pulse program are shown in Figure
2.9.2. The phase shift maps must be “un-
wrapped” as the original evaluation yields
phase angles only in the principal range bet-
ween —7/2 and +7/2 as a consequence of the
« periodicity of the tangent function formed as

component [map (a)]. “Unwrapping” means
that the phase shifts are spread over the real
angular range with the aid of continuity con-
siderations. Map (b) shows the phase shift
map unwrapped on the basis of Goldstein’s
algorithm [54]. Numerical derivatives of the
phase shift map provide the in-plane compo-
nents of the current density as explained in
the text (see Figure 2.9.13).

the quotient of the imaginary and real signal

fail. The derivatives are best obtained using difference filters, such as the Sobel
filter of second order [48]. Other known filters such as the Laplace filter or the
Roberts filter may also be applicable.

The spatial current distribution can be simulated by solving Laplace’s equation
with Neumann boundary conditions at the pore walls,

VO(r) =0 (2.9.31)

From this one obtains the distribution of the electric field strength according to

E(F) = —V@(7) (2.9.32)
Finally, the current density is provided by Ohm’s law,
j(7) = oE(7) (2.9.33)

Resulting maps of the current density in a random-site percolation cluster both of
the experiments and simulations are represented by Figure 2.9.13(b2) and (b1),
respectively. The transport patterns compare very well. It is also possible to study
hydrodynamic flow patterns in the same model objects. Corresponding velocity
maps are shown in Figure 2.9.13(c1) and (c2). In spite of the similarity of the
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Fig. 2.9.13 Quasi two-dimensional random of the percolation model object. (b1) Simulated
site percolation cluster with a nominal porosity map of the current density magnitude relative
p = 0.65. The left-hand column refers to simu- to the maximum value, j/jmax. (b2) Experi-
lated data and the right-hand column shows  mental current density map. (c1) Simulated

NMR experiments in this sample-spanning map of the velocity magnitude relative to the
cluster (6 x 6 cm?). (al) Computer model maximum value, v/Vyax. (c2) Experimental
(template) for the fabrication of the percolation velocity map. The potential and pressure
object. (a2) Proton spin density map of an gradients are aligned along the y axis.

electrolyte (water + salt) filling the pore space

transport patterns there is a remarkable difference between the electric current and
hydrodynamic flow. Examining the details of the maps shown in Figure 2.9.13 one
realizes that thin pore bottlenecks hinder hydrodynamic flow more strongly than
ionic currents. This is a manifestation of the different transport resistance laws
applicable to electric currents and Poiseuille flow [51].

227



228

2 Hardware and Methods

2.9.7
Concluding Remarks

The unmatched strength of the NMR technology is its versatility and specificity in
probing and mapping parameters of practical interest. In this context, we have
demonstrated that the transport phenomena, namely flow, interdiffusion, hydro-
dynamic dispersion, electric currents, thermal conduction and convection, and the
respective experimental parameters, can be examined in complex porous systems
by NMR methods. We have considered random-site percolation clusters that were
generated on a computer as a well defined model system. Fabricating model
objects on this basis provides samples where the full details of the pore space
structure are known quantitatively. This in turn permits finite-element or finite-
volume computational fluid dynamics studies, which, in combination with the
experimental NMR results, provide an unsurpassed conclusiveness concerning the
relationship of the pore space structure and the transport properties. There is a vast
variety of NMR applications that have not yet been realized in the general micro-
scale community [55]. Fundamental investigations with “known” porous media as
outlined in this chapter will reveal the laws required to understand transport at
microscopic length scales. Knowledge elaborated on this basis is expected to trigger
studies of interest for chemical engineering and microsystem technology applica-
tions.
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3
Porous Materials

3.1
Diffusion in Nanoporous Materials
Jorg Kirger, Frank Stallmach, Rustem Valiullin, and Sergey Vasenkoy

3.1.1
Introduction

Most contributions to this book deal with the application of NMR to deduce space-
dependent information from the samples under study. In most cases, this infor-
mation refers to the distribution of different components. Similarly, however, the
space dependence of diffusivity, velocity or even acceleration [1, 2] of the compo-
nents involved may also be studied. In the present chapter, a quasi-homogeneous
distribution of the host, i.e., the nanoporous material, and the guest molecules is
implied. Upgrading of these molecules, that is the transformation of the starting
material to value-added products, is one of the key issues of chemical engineering.
In many technical applications, including mass separation and catalytic conver-
sion, molecular diffusion in the host system could become rate limiting. NMR with
Pulsed Field Gradients [PFG NMR, also referred to as “pulsed gradient spin-echo”
(PGSE NMR)] [3-5] is able to provide quantitative information on this process.
Hence, as a consequence of the quasi-homogeneity of the sample, the necessity of
space-dependent measurement is avoided. Therefore, with respect to the observa-
tion of molecular displacements, a much higher spatial resolution can be attained
than is so far accessible in conventional NMR imaging. In this chapter, after a short
introduction to the method, examples of the benefit of this procedure will be
presented. Although the method is not restricted to diffusion in equilibrium
with the gas phase, for the sake of simplicity, we shall essentially confine ourselves
to this case. As a consequence, it is justified to assume that the NMR signal
observed is essentially a result of the guest molecules within the host material.
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3.1.2
Measuring Principle

By monitoring the difference in the location of molecules in two subsequent
instances of time, rather than the location itself, diffusion measurement by PFG
NMR can be understood as an extension of NMR imaging. The method is
essentially based on the application of an inhomogeneous field B,gq = g7 (the
so-called field gradient pulses) over two short intervals of time of identical duration
9, in addition to the constant magnetic field By. In what follows, for reasons of
simplicity we will consider a situation when the constant field B, is elongated along
the z axis, and the field gradient Boaq has only one component in the same
direction, i.e., Byga = gz. The function of two gradient pulses applied at times #;
and t, is to encode and decode the spins by means of the acquired phases ¢ in the
applied inhomogeneous magnetic field according to their positions z. If a spin,
located at a position z(#) = z; at the time t; (encoding period) is shifted to position
z(t;) = z; at t; (decoding period), the phase difference A¢, gained by the spin due
to the mismatch of the effective magnetic fields at these two positions, results in

Ap =v0g(z — z1) (3.1.1)

where y denotes the gyromagnetic ratio of the nucleus under study. Spins will only
contribute with the cosine of this phase difference to the measured total signal,
known as the spin-echo. Introducing the so-called mean propagator P(z,t) [4, 6-9],
i.e., the probability (density) that during time ¢ an arbitrarily selected molecule
(spin under study) will be shifted over a distance z, the total spin-echo attenuation
may therefore be represented as

‘I’:/P(z7 t)cos(ydgz)dz (3.1.2)

where t denotes the time interval between the two gradient pulses. The PFG NMR
signal attenuation, which is the experimentally directly accessible quantity, is thus
found to be nothing other than the Fourier transform of the propagator, which in
turn results in the reversed Fourier transform of the spin-echo attenuation. In Ref.
[7], this way of analyzing PFG NMR data was introduced for visualizing the internal
molecular dynamics in beds of nanoporous particles. The application of the
information thus obtained to probing the geometrical details of the sample (the
method of “dynamic” imaging) and the detection of its analogy to diffraction [1, 3,
4, 6] are important developments of this principle. Typical space and time scales
over which the displacements may be followed are micrometers and milliseconds
up to seconds, respectively.

The wealth of information accessible by analyzing this type of PFG NMR data is
reflected in Figure 3.1.1. This shows a representation of the (smoothed) propaga-
tors for ethane in zeolites NaCaA (a special type of nanoporous crystallite) at two
different temperatures and for two different crystal sizes. Owing to their symmetry
in space, it is sufficient to reproduce only one half of the propagators. In fact,



3.1 Diffusion in Nanoporous Materials

Figure 3.1.1 reflects all relevant situations of molecular transport that we will be
referring to in the following subsections, as is summarized schematically in Figure
3.1.2. At sufficiently low temperatures and for the larger crystals (top left of Figure
3.1.1), the observed molecular trajectories are essentially unaffected by the crystal
boundaries and the intercrystalline space. This is the measuring regime of intra-
crystalline diffusion [case (i) in Figure 3.1.2, considered in more detail in Section
3.1.3]. Under identical measuring conditions, the propagator in the small crystal-
lites exhibits a most spectacular pattern (top right of Figure 3.1.1): the propagator
does not change with time! This is the condition for ideal dynamic imaging,
characterized by the fact that (a) the molecules remain restricted to a certain range
and (b) the displacements without this restriction would be much larger than the
restricted range. In the present case, restriction is brought about by the step in the
potential energies between the intra- and intercrystalline space (comparable to the
heat of adsorption), which at this low temperature is still too large to be overcome
by the thermal energy of the diffusing molecules. At higher temperatures (right
bottom of Figure 3.1.1) the molecules are able to overcome this step in the potential
energy with sufficient frequency during the observation time. Under the given
conditions, PFG NMR yields the so-called long-range diffusivity [case (ii) in Figure
3.1.2, Section 3.1.4). In some cases (left bottom of Figure 3.1.1) it is possible to
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Fig. 3.1.1 Mean propagator (i.e., probability
distribution of molecular displacements z
during the observation time t = A) for ethane
in NaCaA crystallites of different size. Top left:
unrestricted intracrystalline diffusion with the
Gaussian propagator observed for large crys-
tallites and low temperatures. Top right: ideal
case of restricted diffusion in small crystallites
at low temperatures with a propagator, whose

shape does not change with time. Bottom
right: intercrystalline or long-range diffusion
regime with a propagator, which is of Gaussian
form. Bottom left: intermediate case between
the ideally restricted intracrystalline (solid
trajectory) and long-range intercrystalline dif-
fusion (dashed trajectory). The propagator is of
a complex form.
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Fig. 3.1.2 Details of molecular
transport in beds of nanoporous
particles as accessed by PFG
NMR. Three different situations
inherent to different regimes of
molecular motion are shown:

(i) intracrystalline diffusion,

(ii) long-range diffusion and

(iii) intermediate exchange re-

R =2 _ e =2 B gime, giving access to the tracer
B (fon®)=6Dt ) (Frpome ) =Dt exchange function 1(z).

differentiate between the molecules under study with respect to their trajectories,
viz., between those which have left their crystallites during the given observation
time and those which have not. The information thus provided [case (iii) in Figure
3.1.2, Section 3.1.5] coincides with that of conventional tracer exchange experi-
ments, though with much smaller space and time scales.

The propagator is often Gaussian (including the present cases of intracrystalline
and long-range diffusion)

P(z,t) = (4nDt)""/? exp(—2>/4Dt) (3.1.3)

where in the situations considered above the diffusivities D refer to either intra-
crystalline [case (i)] or long-range [case (ii)] diffusion. Diffusion phenomena follow-
ing this relationship are referred to as normal diffusion and can be represented by
Fick’s law. Inserting Eq. (3.1.3) into (3.1.2) yields the attenuation formula com-
monly used in PFG NMR:

W(dg, t) = exp(—y2d°g? Dt) = exp(—y262g2<22(t)>/2) (3.1.4)
where in the second equation use has been made of the Einstein relationship

(1) = /zzP(z, t)dz = 2Dt (3.1.5)

In many cases, including transport phenomena which differ from normal diffu-
sion, Eq. (3.1.4) turns out to be a good approximation, in particular if only small
magnitudes of the “gradient intensity” ydg (sometimes referred to as the general-
ized scattering vector of PFG NMR) are considered. Under these circumstances,
the genuine diffusivity D is replaced by an effective diffusivity, Deg

D = (2°(t))/2t (3.1.6)

as a simple inversion of the Einstein equation [Eq. (3.1.5)]. According to this
definition, in the case of normal diffusion Deg clearly coincides with D.
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As a typical example, in the long time limit, t — oo, of diffusion confined to
spheres of radius R, the effective diffusivity of PFG NMR measurements is found
to be [4, 8, 10]

Deff = Drestricted = RZ/ST' (317)

The internal dynamics in complex systems can sometimes be described by differ-
ent states of varying mobility, where molecular propagation in each of these states
is described by the propagator as given by Eq. (3.1.4). In the limiting case where
molecular exchange between all of these states is fast in comparison with the
observation time, PFG NMR spin-echo attenuation is again given by Eq. (3.1.4)
with an effective diffusivity

=Y nD (3.1.8)

where D; and p; denote the diffusivity and the relative number of molecules in state
i. A more general treatment can be found in Ref. [8] for example. This approach,
originally introduced for a quantitative description of diffusion in beds of zeolite
crystallites, has turned out to be of fairly general use for diffusion in composed
systems [11-13].

In order to put the present section into the general context of the book, it is
worthwhile referring to the first NMR imaging studies of molecular uptake by beds
of zeolite crystallites [10, 14]. In these studies, NMR imaging was applied to follow
the evolution of the concentration profile of n-butane in beds of crystallites of
activated zeolite NaCaA. Depending on the bed geometry, two distinctly different
evolution patterns have been observed: in a bed of compacted, small crystallites,
molecular uptake was accompanied by a gradually diminishing concentration
gradient towards the bed center, while in a loose bed of big crystals concentration
increased uniformly over the whole sample. These two situations are referred to as
the limiting cases of uptake control by long-range diffusion and by intracrystalline
diffusion. From the solution of Fick’s second law, the diffusion equation, with the
relevant initial and boundary conditions, and by simple dimension arguments, the
mean time of diffusion-limited molecular uptake may be easily determined to be
proportional to I2/D, where L is a characteristic extension of the system [10, 15].
Thus, with d and h denoting the crystallite diameter and the bed height, respec-
tively, and with the coefficients of intracrystalline and of long-range diffusion, as
specified by Figures 3.1.1 and 3.1.2, the characteristic time constants can be
introduced for molecular adsorption/desorption on an individual zeolite crystallite
or on the whole bed:

~ d?/D:

Tintra ~ d /Dmtra (319)

Tlong—range ~ hz/ Dlong—range
Obviously, such limiting cases as monitored by NMR imaging refer to the con-
ditions Tings << Tiongrange (limited by bed, i.e., long-range diffusion) and Tiyys >> Tiong.
range (limited by intracrystalline diffusion).
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Most of the diffusion studies referred to in this section have been performed by
means of subsequent generations of laboratory-built PFG NMR diffusion spec-
trometers in the Department of Interface Physics at Leipzig University. They
consist of narrow-bore superconducting magnets and the relevant electronic parts
inherent to standard commercially available NMR spectrometers. A unique feature
of the spectrometers is ensured by the specially designed PFG unit enabling the
production of ultra-high-intensity (gmax = £35 Tm™ in a 7.5 mm od NMR tube)
field-gradient pulses with short rise and fall times (=120 us to reach the maximum
intensity and vice versa). These two factors, in fact, determined our success in
examining the slow motion in polymer systems with diffusivities down to
10~ m? s7! and probing diffusion processes for molecular species with very short
transverse NMR relaxation times, which is often the case in nanoporous materials.
A more elaborate description of the apparatuses and details of the experimental
procedure can be found, in Refs. [16-18] for example.

3.13
Intracrystalline Diffusion

Introduction of PFG NMR to zeolite science and technology has revolutionized our
understanding of intracrystalline diffusion [19]. In many cases, molecular uptake
by beds of zeolites turned out to be limited by external processes such as resis-
tances, surface barriers or the finite rate of sorbate supply, rather than by intra-
crystalline diffusion, as previously assumed [10, 20-24]. Thus, the magnitude of
intracrystalline diffusivities had to be corrected by up to five orders of magnitude to
higher values [25, 26].

However, in more recent studies, most interestingly, where a correct interpre-
tation of conventional uptake measurements may be implied, still notable discrep-
ancies (of up to two orders of magnitude) between the results of different techni-
ques of diffusion measurement can be observed [26, 27]. Recent PFG NMR
diffusion studies of short hydrocarbons in MFI-type zeolites (silicalite-1) have
opened up new vistas on their explanation [28, 29]. As an example, Figure 3.1.3
shows the intracrystalline diffusivities of n-butane at different temperatures,
measured with different observation times, plotted as a dependence on the mean
displacement according to Eq. (3.1.5). The most probable explanation of the
dramatic dependence of the measured diffusivities on the displacement is the
existence of internal transport barriers. Indeed, the full lines as revealed by Monte
Carlo (MC) simulations using the simplest assumptions [barrier spacing uniform
and equal to 3 um steps over the internal transport barriers differ from the
remaining ones by only an (by 21.5 k] mol™) enhanced activation energy] fit the
experimental data well. Thus, simulation data from the literature [30] and the
measured data become compatible with the model [28].

Some micro- and mesoporous materials exhibit anisotropic pore structures,
which may yield different values for the diffusivities in the three orthogonal spatial
directions. In such systems, the self-diffusion should be described by a diffusion
tensor rather than by a single scalar self-diffusion coefficient. By measuring over a
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sufficiently large range of gradient pulse intensities, anisotropic diffusion within
such a sample yields characteristic deviations from the single exponential spin-
echo attenuations given in Eq. (3.1.4). Implying a powder average over the sample
and rotational symmetry of the diffusion tensor in each particle one obtains [4, 8]

T
W(dg,t) = %/ exp[—y>8”g?t( Dparc0s*® + Dperpsin’®)]sin@dO (3.1.10)
0

with Dp,r and D,er, denoting the two orthogonal principal elements of the diffusion
tensor. Mesoporous materials of type MCM-41 are known to consist of hexagonally
arranged channels with diameters of several nanometers. Figure 3.1.4 shows the
results of PFG NMR diffusion measurements of water in such systems, where
specifically synthesized MCM-41 particles with diameters of a few micrometers
were used [31]. It was found [Figure 3.1.4(a)] that the diffusivity in channel
direction (D,,) is higher by about one order of magnitude than the direction
perpendicular to it (Dpeyp) and smaller by more than one order of magnitude
than in the free water. Thus, for the first time, clear evidence was provided that
in MCM-41 matter transfer is also possible in the direction perpendicular to the
channels. Measuring these diffusivities (and with them the corresponding dis-
placements) as a function of time [Figure 3.1.4(b)] the agreement between the
maximum displacements and the particle dimensions as illustrated by the insert
nicely confirms this analysis. The situation for the largest observation times
reflected by Figure 3.1.4(b) are those illustrated by Figure 3.1.1 at the top right.

3.14
Long-range Diffusion

Under the measuring regime of long-range diffusion, molecular trajectories are
much larger than the individual crystallites (bottom right of Figure 3.1.1). As a
consequence, they consist of parts alternating between the intracrystalline and
intercrystalline space. With Eq. (3.1.8), the effective diffusivity of the overall process
may thus be expressed as [8, 32, 33]
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Fig. 3.1.4 Anisotropic self-diffusion of water in and filled symbols, respectively). The horizon-
MCM-41 as studied by PFG NMR. (a) Depen- tal lines indicate the limiting values for the axial
dence of the parallel (filled rectangles) and (full lines) and radial (dotted lines) compo-
perpendicular (circles) components of the axi- nents of the mean square displacements for
symmetrical self-diffusion tensor on the inverse restricted diffusion in cylindrical rods of length
temperature at an observation time of 10 ms. [ and diameter d. The oblique lines, which are
The dotted lines can be used as a visual guide. plotted for short observation times only, repre-
The full line represents the self-diffusion sent the calculated time dependences of the
coefficients of super-cooled bulk liquid water. mean square displacements for unrestricted
(b) Dependence of the parallel (rectangles) and (free) diffusion with Dy, = 1.0 x 107° m?s™
perpendicular (circles) components of the (full line) and Dper, =2.0x 1072 m?s™ (dotted
mean square displacement on the observation line), respectively.

time at 263 K in two different samples (open

Dlong—range = pinterDinter + Pintra Dintra,eff ~ pinterDinter (3.1.11)

where Pinierjinra a0d Dinerjintracff denote the relative amounts of molecules in the
inter- and intracrystalline spaces and their (effective) diffusivities. Alternatively,
Pinter/intra €3N be related to the relative lifetimes of molecules in the corresponding
phases. By noting Diyy, ot rather than Dy, we have indicated that, in this context,
the contribution of intracrystalline displacements to the overall transport is not
represented correctly by the genuine intracrystalline diffusivity. Instead, the intra-
crystalline part of the trajectories is notably influenced by encounters with the
surface. Recall that we are discussing the long-range limit, implying that the
observation time notably exceeds Tj,,. As a consequence of the large intracrystal-
line concentration, mass balance at the crystal surface does not allow all molecules
approaching the crystal boundary from inside to escape into the intercrystalline
space. Thus, molecules become trapped for some period of time, leading to a
reduction of the effective intracrystalline diffusivity, Dipy, e in comparison with
Dintra- With Eq. (3.1.7), Dinyaefr is thus found to be inversely proportional to the
trapping time. Therefore, it turns out that Diyy, f is negligibly small in the long-
range limit we are interested in. As a consequence, irrespective of the fact that piye,
is much smaller than py,, (which, under the conditions of gas-phase adsorption
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being considered, is essentially close to 1), long-range diffusion in beds of zeolite
crystallites may be assumed to be controlled exclusively by the rate of mass transfer
outside of the individual crystallites [second part of Eq. (3.1.11)]. The corresponding
diffusivity is generally given by the simple gas-kinetic approach [19, 34-37]

1 hegrut
3 a

Dinter = (3.1.12)
where Ay, u and a denote the mean free path, the thermal velocity and the
tortuosity of the intercrystalline space, respectively. With Eq. (3.1.11) and the
inherent assumption of fast exchange between the two regions, the inequality

Tintra << Tlongfrange (3113)

is implied [cf. Eq. (3.1.9)], where Tiong.range 1S NoW assumed to mean the observation
time.

Figure 3.1.5 shows the Arrhenius plot of the long-range diffusivities of ethane in
a bed of crystallites of zeolite NaX [34]. At sufficiently low temperatures the gas
phase concentration is so small that within the intercrystalline space mutual
encounters of the molecules essentially do not occur (Knudsen diffusion, insert
on the right). Therefore, the effective mean free path A in Eq. (3.1.12) is given by
the mean diameter of pores formed by the intercrystalline space. Thus, bearing in
mind that the thermal velocity u increases only with the square root of temperature,
the temperature dependence of Diygrange = Pinter Dinter 1S €ssentially given by that of
Pinter- As the relative concentrations in the gaseous and adsorbed phases are

1E-64
t
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E
£ 1E-74
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-
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Fig. 3.1.5 Temperature dependence of the (low temperatures, molecular trajectories con-
coefficient of long-range self-diffusion of sist of straight lines connecting the points of
ethane measured by PFG NMR in a bed of surface encounters) and gas phase diffusion

crystallites of zeolite NaX (points) and com-  (high temperatures, mutual collisions of the
parison with the theoretical estimate (line). The molecules leading to the Brownian-type trajec-
theoretical estimate is based on the sketched tories in the intercrystalline space).

models of the prevailing Knudsen diffusion
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interrelated by the Boltzmann factor, one has piye; o<exp(—Eges/kT), where Eges (the
isosteric heat of adsorption) is the difference between the potential energies of a
molecule in the gaseous and adsorbed states. In Figure 3.1.5, this situation is
reflected by the straight part of the analytically calculated curve at sufficiently low
temperatures. The activation energy of long-range diffusion, as obtained from the
slope of the curve in this temperature range, is equal to 27 k] mol™ and coincides
with literature data for the heat of adsorption [39].

With further increasing temperature, however, molecular concentration in the
intercrystalline space is likewise increasing so that mutual encounters of the
molecules become more and more probable (bulk diffusion, insert at the top).
Eventually, the effective mean free path coincides with that in the gas phase,
becoming inversely proportional to the gas phase pressure and hence to pier
As a consequence, the increase of p,, with increasing temperature is compen-
sated by the corresponding decrease of g and hence of Diyer, 50 that Now Digyg.
range = Pinter Dinter 1S increasing only slightly with the temperature, following the T"/2
dependence of the thermal velocity.

A quantitative analysis [34], based on the adsorption isotherms and the inter-
crystalline porosity, yielded the remarkable result that a satisfactory fit between the
experimental data and the estimates of Diong.range = Pinter Dinter following Eqs. (3.1.11)
and (3.1.12) only lead to coinciding results for tortuosity factors a differing under
the conditions of Knudsen diffusion (low temperatures) and bulk-diffusion (high
temperatures) by a factor of at least 3. Similar results have recently been obtained
by dynamic Monte Carlo simulations [39-41].

Figure 3.1.6 provides an example demonstrating the practical relevance of
comparative studies of long-range diffusion with intracrystalline diffusion, consid-
ered in the previous section. The diffusivity data refer to a technical catalyst applied
for Fluid Catalytic Cracking (FCC) [42]. FCC catalysts consist of zeolite crystals of
type Y of about 1 um diameter, which, by means of a binder, are compacted into
particles with a diameter of about 40 um. As the sorption capacity of the binder is
negligibly small, long-range diffusion within these particles can be described in
essentially the same way as those accomplished just with beds of crystallites. n-
Octane has been considered as an adsorbate, as a typical molecule involved in FCC
reactions. The long-range diffusivities have been determined for mean displace-
ments of the order of 5 um so that they were sufficiently large in comparison with
the individual crystallites, but still small enough that boundary effects caused by
the particle surfaces are still of minor significance. In order to allow measurements
over a larger range of temperatures, the measurements of intracrystalline diffusion
have been performed with specially synthesized Y-type zeolite crystals with mean
diameters of about 3 um [43].

The practical relevance of the data presented in Figure 3.1.6 results from their
use for an estimate of the respective mean lifetimes as predicted by Eq. (3.1.9).
Bearing in mind that the extensions of the range of intraparticle (i.e., long-range)
diffusion (the FCC particle diameter) is larger than that of intracrystalline diffusion
by a factor of 40, with a ratio of Disng.range/ Dintra Of about 10? at the typical temper-
ature of FCC catalysis (800 K), the intracrystalline lifetime is smaller than the
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¢ intracrystalline ciffusivity Fig. 3.1.6 Temperature dependence of the

intraparticle diffusivity of n-octane in an FCC
catalyst and the intracrystalline diffusivity of
n-octane in large crystals of USY zeolite
measured by PFG NMR. The concentration of
n-octane in the samples was in all cases
0.62 mmol g™'. Lines show the results of the
extrapolation of the intracrystalline diffusivity
and of the intraparticle diffusivity of n-octane
to higher temperatures, including in particu-
lar a temperature of 800 K, typical of FCC
catalysis.
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molecular lifetime within the particles by at least one order of magnitude. One has
to conclude, therefore, that the rate of molecular exchange of the reactant and
product molecules in FCC catalysis is controlled by transport within the catalyst
particles rather than within the zeolite crystals. This conclusion has been con-
firmed by comparative measurements of differently formulated FCC catalysts with
identical zeolite contents: the catalytic performance was found to be enhanced in
parallel with an enhancement of the long-range diffusivities. With these PFG NMR
diffusion studies, for the first time long-lasting speculations about the dominating
transport mechanisms in FCC catalysts [44—46] could be replaced by a set of directly
measured key parameters describing the various diffusion processes involved.

In the context of Eq. (3.1.11) it has been discussed that long-range diffusion in
beds of zeolite crystallites is described by the relationship of multi-state diffusion
[Eq. (3.1.8)] only semi-quantitatively. While the contribution of intercrystalline
diffusion to the overall diffusivity is well defined, the contribution of intracrystalline
diffusion is far more difficult to quantify. The problem is caused by the possibility
that molecular exchange from an intracrystalline to intercrystalline space may not be
completely uncorrelated with the displacements in the intracrystalline space, as
assumed by deriving Eq. (3.1.8) [47]. It is obvious that molecules are only able to
propagate into the intercrystalline space if they have already reached the crystallite
surface. As a consequence, it is generally accepted that, as a good approximation,
long-range diffusion is exclusively determined by intercrystalline transport.

The situation is completely different for mass transfer within the pore network of
monolithic compounds. Here mass transfer can occur both on the pore surface or
in the pore volume and molecular exchange between these two states of mobility
can occur anywhere within the pore system, being completely uncorrelated with
the respective diffusion paths. As a consequence, Eq. (3.1.11) is applicable, without
any restrictions, to describing “long-range” diffusion in the pore space. Equation
(3.1.14) is thus obtained,

Dlongfrange = Psurface Dsurface + Pgas Dgas (3.1.14)

With Puface/gas ad Dyurface/gas denoting the relative number of molecules on the pore
surface (in the gas phase) and their diffusivities. A qualification, however, is that
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the foregoing is true if the adsorbed and the gaseous phases do not macroscopically
phase separate within the pore network [48]. As demonstrated at the beginning of
this section, the magnitudes of p,,; and Dy, can be calculated using the informa-
tion on the adsorption isotherm and the pore geometry [49]. With these data, due to
Psurface = 1 — Pgas, the surface diffusivity Dgyupce can be calculated from the exper-
imentally accessible long-range diffusivities. Figure 3.1.7 shows the results of this
type of investigation with a sample of porous silicon [50], consisting of an array of
parallel channel pores of 3.6 nm diameter, with cyclohexane and acetone as probe
molecules [51, 52]. The results shown in the figure refer to room temperature. By
connecting the sample volume to a gas reservoir containing the probe molecules
under study, sample loading could be easily varied by simply changing the pressure
in the reservoir. A relative pore filling (or concentration of molecules in pores) of
0 =~ 0.5 corresponds to about one monolayer of molecules adsorbed onto the pore
wall.

A remarkable feature for both sorbates under study is shown in Figure 3.1.7,
which exhibits a most pronounced concentration dependence of the diffusivity.
The fact that the diffusivity increases rather than decreases with increasing loading
indicates that this dependence is not caused by a mutual molecular hindrance on
the surface, as in this case the reverse behavior should be observed. Instead, one
has to argue that the observed behavior is a consequence of the guest-host rather
than of the guest—guest interaction. In fact, it could imply that any surface
heterogeneity tends to direct the first molecules towards the strongest adsorption
sites. Consequently, with increasing loading, sites with decreasing adsorption
energies will be occupied, which results in a steadily decreasing average effective
activation energy of diffusion [53]. This supposition is confirmed by the observed
temperature dependences shown in Figure 3.1.8. In complete agreement with the
predicted behavior, the slope of the Arrhenius plots of the diffusivities decreases
with increasing loading.

The experimental arrangement chosen in these studies allows the diffusion
processes in the region of the adsorption hysteresis to be followed. Adsorption
hysteresis is the phenomenon of history-dependent adsorption and describes the
effect that, in addition to the pressure, the concentration also depends on whether
the given pressure has been attained from lower values (i.e., on the “adsorption
branch”) or from higher values (the “desorption branch”) [54]. Irrespective of its
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great technical relevance for porosimetry [55] and the fact that the phenomenon of
adsorption hysteresis over several decades is known already, its microscopic origin
is still discussed with some controversy [56-59]. Owing to the PFG NMR data
shown in Figure 3.1.9, for the first time information about the inherent diffusiv-
ities can now also be included in this discussion. For cyclohexane as a probe
molecule, Figure 3.1.9(a) shows both the total amount adsorbed and the respective
diffusivity as a function of the pressure applied. In parallel with the amount
adsorbed, the diffusivities are also found to differ on the adsorption and desorption
branches for one and the same pressure. Even more interestingly, Figure 3.1.9(b)
shows the diffusivities on the adsorption and desorption branches as a function of
the respective loadings. In addition to cyclohexane [redrawn from Figure 3.1.9(a)],
Figure 3.1.9(b) also displays the data for acetone. It is most interesting that in both
cases the diffusivities on the adsorption and desorption branches differ notably
from each other for one and the same loading. It is important to check that this
behavior is observed over many adsorption—desorption cycles. This experimental
finding strongly suggests that the differences in the adsorption and desorption
branches are associated with differences in molecular arrangement and dynamics,
which appear in the different diffusivities. This typically has to be linked with the
development of metastable states often accompanying phase transitions under
mesoscalic confinement.

3.1.5
Boundary Effects

Figure 3.1.1, bottom left, illustrates a situation where PFG NMR may provide
immediate evidence about the existence and intensity of additional transport
resistances on the surface of the individual crystallites, the so-called surface
barriers [60, 61]. This option is based on the sensitivity of PFG NMR towards
molecular displacements. Molecules traveling over distances exceeding the typical
crystallite sizes have to leave the individual crystallites (and are captured by some
other crystallite(s) on their further trajectory). This fraction of molecules contrib-
utes to the broad part of the propagator. Plotting the relative intensity of the broad
part of the propagator as a function of ¢ we thus obtain the relative number vy(t) of
molecules, which have left their (starting) crystallites at time ¢. The function vy(t) is
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simply the tracer exchange curve [10, 15], which is why this method of analyzing
PFG NMR data has been called the NMR tracer desorption technique [60, 61]. As a
measure of the rate of tracer exchange it is convenient to introduce the tracer
exchange time 7y, (or intracrystalline mean lifetime) as the first moment of the
tracer exchange curve,

o0

i = [ (1= v(0)e
0
Approaching the crystallites by spheres of radius R, in the case of diffusion-limited
exchange Eq. (3.1.14) can be shown to lead to [10, 15]

(3.1.14)

2
diff R

T = — 3.1.15
15Dintra ( )

intra

Comparison between t¢iff as determined on the basis of Eq. (3.1.15) from the
microscopically determined crystallite radius and the intracrystalline diffusivity
measured by PFG NMR for sufficiently short observation times ¢ (top left of Figure
3.1.1), with the actual exchange time T;,y, resulting from the NMR tracer desorp-
tion technique, provides a simple means for quantifying possible surface barriers.
In the case of coinciding values, any substantial influence of the surface barriers
can be excluded. Any enhancement of Ty, in comparison with Tliff | on the other
side, may be considered as a quantitative measure of the surface barriers.

As an example, Figure 3. 1. 10 illustrates the use of this procedure for elucidating

the location of coke deposits on zeolite catalysts [62]. Samples of zeolites H-ZSM-5
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have been subjected to an atmosphere of either n-hexane (filled symbols) or
mesitylene (open systems) over different time intervals (“coking times”). Subse-
quently, the samples pre-treated thus have been loaded with methane as a probe
molecule. Figure 3.1.10 displays the values of Ty, (measured by NMR tracer
desorption technique) and tdiff [calculated via Eq. (3.1.15)] for methane at room
temperature in these samples as a function of their coking time. The inserts
accompanying the representation characterize the different situations: with mesi-
tylene as a coking chemical the intracrystalline diffusivity and hence T3, remain
essentially unaffected. Hence the increase of t,,, with increasing coking time may
be attributed to increasing coke depositions on the outer surface, while there is
essentially no coke deposition in the intracrystalline space (insert bottom right). In
contrast to this behavior, coking with n-hexane leads to a parallel increase of Tipy,
and 3l One may conclude, therefore, that coke deposition in the zeolite crys-
tallite (bottom left) simultaneously reduces the intracrystalline diffusivity and the
rate of tracer exchange. Only during a final stage (top right), does preferential coke
deposition on the crystallite surface lead to a further increase of the exchange time
while the intracrystalline diffusivity (and hence t¢iff ) remains unchanged. It is
worthwhile mentioning that the observed difference in the coking patterns of n-
hexane and mesitylene is in good agreement with an important difference in their
sizes. While n-hexane is small enough to be accommodated by the pore network,

because of its larger size mesitylene is kept outside the intracrystalline space.
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crystallites. With mesitylene as a coking
molecule, the coke is found to be predomi-
nantly deposited close to the crystallite surface
(bottom right). With n-hexane, coke deposition
is found to proceed in essentially two stages:
initially, the coke is deposited over the whole of
the crystallites (bottom left), while in a second
stage (top right) coke is deposited close to the
crystallite surface.

Fig. 3.1.10 Molecular lifetimes Tiny, and 7
in H-ZSM-5 crystallites obtained using the
NMR tracer desorption technique and calcu-
lated via Eq. (3.3.15), respectively. Tracing by
probe molecules (methane, measurement at
296 K) after an H-ZSM-5 catalyst has been kept
for different coking times in a stream of n-
hexane (filled symbols) and mesitylene (open
symbols) at elevated temperature. The inserts
present the evidence provided by a comparison
of Tinga and 78 with respect to the distribu-
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Therefore, the difference in the location of coke deposition may be rationalized as a
simple consequence of the different sizes of the starting substances for coking.

For intracrystalline diffusion paths sufficiently small in comparison with the
crystallite radii, the effective diffusivity as defined by Eq. (3.1.6) may be expanded in
a power series [9, 63, 64], leading to

4 1 1
Dest(t)/Do = 1 — SER v/Dot = 57 (Dot) (3.1.16)
and
21 1
Degr(t)/Do = 1 /Dot — — (Dot) (3.1.17)

“3/RR R
respectively, where Dy stands for the genuine intracrystalline diffusivity. As to be
expected (and implied throughout Section 3.1.3), the experimentally accessible
quantity D coincides with the true intracrystalline diffusivity D, in the limiting
case of sufficiently short displacements, i.e., for (Dy)/? much less than the typical
crystallite size. Equation (3.1.16) describes the situation of ideal confinement to an
intracrystalline space (Figure 3.1.1, top right). In this case the crystallite surface
acts as an (ideally) reflecting boundary for the molecules in the intracrystalline
space. Equation (3.1.17) has been derived for absorbing boundaries [9, 63, 64]. PFG
NMR diffusion measurements with beds of zeolites do in fact comply with this
limiting case when the long-range diffusivity is much larger than the intracrystal-
line diffusivity (Figure 3.1.1, bottom left) and one is only analyzing the intracrystal-
line constituent of the propagator (viz., the narrow one).

The influence of the confining boundaries on the effective diffusivity, as reflected
by Egs. (3.1.16) and (3.1.17), has been applied repeatedly to determine the pore
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surface in rocks or beds of sand grains [64-71]. This concept has been successfully
applied for the first time to beds of zeolites, as discussed in Ref. [72]. Figure 3.1.11
shows the results of these studies, which have been performed with two different
samples of NaX, one loaded with n-hexane (two molecules per supercage), the
other with n-hexane and tetrafluoromethane (one molecule of each per supercage).
In both samples, for the n-hexane measurements a temperature of 298 K was
chosen, where the n-hexane molecules where found to be totally confined so that
data analysis could be based on Eq. (3.1.16). Measurement of the sample containing
two different diffusants presented the options of operating with one and the same
sample under the conditions of reflecting boundaries [Eq. (3.1.16), 'H PFG NMR
with n-hexane] and absorbing boundaries [Eq. (3.1.17), °F PFG NMR with CF,]. The
latter type of measurement had to be carried out at 203 K as only at these low
temperatures the diffusivities were small enough to allow molecular displacements
sufficiently small in comparison with the crystallite radii (as a supposition for the
series expansion). Even at this low temperature the long-range diffusivity was found
to be large enough to permit the limiting case of absorbing boundaries, i.e., of Eq.
(3.1.17). It is significant that the good fit between the experimental data and the
theoretical curves was only possible by involving the second-order terms in (Dyt)'/2.

It is worth noting that within a range of 20 %, five different methods of analyzing
the crystallite size, viz., (a) microscopic inspection, (b) application of Eq. (3.1.7) for
restricted diffusion in the limit of large observation times, (c) application of Eq.
(3.1.15) to the results of the PFG NMR tracer desorption technique, and, finally,
consideration of the limit of short observation times for (d) reflecting boundaries
[Eq. (3.1.16)] and (e) absorbing boundaries [Eq. (3.1.17)], have led to results for the
size of the crystallites under study that coincide.

3.1.6
Conclusion

Owing to its ability to monitor the probability distribution of molecular displace-
ments over microscopic scales from hundreds of nanometers up to several milli-
meters, PFG NMR is a most versatile technique for probing the internal structure
of complex materials. As this probing is based on an analysis of the effect of the
structural properties on molecular propagation, the properties of the material
studied are those which are mainly of relevance for the transport processes
inherent to their technical application.

The examples presented in this chapter refer to nanoporous materials. They have
found widespread industrial application, in particular for the upgrading of sub-
stances by heterogeneous catalysis and separation. In most of these applications,
molecular transport in these materials could be rate determining for the overall
process. Thus, in addition to the information on structural properties, with the
relevant parameters of the different regimes of molecular transport, including the
regimes of intracrystalline diffusion, of long-range (intraparticle) diffusion and the
penetration through surface (and other) barriers, PFG NMR is also able to provide
key numbers characterizing the technical state of the materials under study.
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In accord with the vivid development of this method over the last couple of years,
the present chapter has presented both well-established methods, such as the
evaluation of compacted zeolite particles with respect to their intracrystalline and
intraparticle diffusivities, and examples of novel applications, such as the diffusion
analysis of adsorption hysteresis, whose future significance cannot yet be pre-
dicted. In any case, owing to its exceptionally high sensitivity with respect to
molecular displacements, PFG NMR will continue to be not only a valuable
complement of all NMR imaging techniques, but it is also often combined with
them. Already such a combination provides invaluable space-dependent informa-
tion about molecular transport and an insight into the physical-chemical proper-
ties of matter on a macroscopic scale (e.g., by diffusion-contrasted imaging).
Exciting examples are metabolic studies in medical applications and imaging of
reactant transport in chemical reactors. Further development of these techniques
will depend decisively on the attainability of higher resolutions, down to the sub-
micrometer range.
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