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1. Introduction 

Chemically induced dynamic nuclear polarization (CIDNP) describes the ap- 
pearence of  emission and enhanced absorption in high resolution nuclear mag- 
netic resonance (NMR) spectra of  radical reaction products taken during or 
shortly after the course o f  the reaction. Discovered in 1967 1 ~2a), the phenom- 
enon has recently attracted considerable interest, since CIDNP effects provide 
useful information on radical reactions and radical properties: 

1. Caused by magnetic interactions in transient radical pairs involved in the 
steps of  radical formation and destruction, the CIDNP effects provide 
evidence for radical intermediates. They can often be observed when radicals 
are present too briefly or in too low concentrations to be detectable by other 
methods. 

2. The pathways o f  product formation affect the nature o f  the CIDNP phenom- 
ena. Therefore they enable distinctions to be made between 
products of  geminate pair combinations, 
encounters o f  independently formed radicals, and 
radical transfer reactions. 

3. The effects are also influenced by the modes of  pair formation. Geminate 
radical pair products and transfer products of  radicals escaping the pairs show 
different CIDNP patterns when pairs are formed from reactions of  singlet or 
triplet state precursors, so that CIDNP can be used to determine the spin mul- 
tiplicities o f  pair precursors. 

4. CIDNP may appear during reactions where the products are chem- 
ically identical with reactants; in this case they demonstrate that reaction is 
oceuring and indicate the nature of  the radical intermediates. 

5. From CIDNP patterns it is possible to derive magnetic properties o f  free 
radicals as magnitudes and signs of  hyperfine coupling constants, g factors 
and nuclear relaxation times. 

The fact that no new instruments are needed is a major enticement to try 
CIDNP experiments. Conventional high-resolution NMR instruments may be 
used. Special applications require only minor modifications. 

This report outlines the development and present status of  CIDNP. Sect. 2 
gives a brief account of  the experiments so far reported and the generalizations 
of  reactions and effects. Theoretical formulations of  the current radical pair ex- 
planation of  CIDNP are presented in Sect. 3, in particular for the so-called high- 
field case. Sect. 4 applies this theory to the interpretation of  CIDNP phenom- 
ena in several illustrative examples, and, finally, Sect. 5 is devoted to the discus- 
sion of  a few pertinent questions. Most of  the work described in the literature 
is mentioned. However, we are not aiming at a broad and complete survey of  all 
aspects and prefer to emphazise the basic facts and applications. 
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2. Survey of Results and Techniques 

One of the earliest examples of CIDNP is the proton resonance emission of ben- 
zene observed during thermolysis of dibenzoylperoxide (I) in cyclohexanone l,) 
which proceeds predominantly via (1) (see Sect. 4.1). 

RH 2 0  (1) - � 9  

This emission develops after the insertion of a solution of I into the pre- 
heated probe of the spectrometer and may be followed for several minutes 
(Fig. 1). Later on it changes into a normal absorption peak as the reaction is 
completed. This time dependence indicates that the benzene is formed with 
excess populations of the energetically higher nuclear Zeeman levels, i.e. with 
a specific nuclear polarization, and that it relaxes to thermal equilibrium af- 
ter formation. 

~ ~ t=12min 

~ ~..~ t=Srnin 

~ t= 4rnin 

~ t = O  

8 . 0 0  7.30 . t 0  "a 

Fig. 1. CIDNP during thermolysis of dibenzoylperoxide m cyclohexanone 
(110 ~ 100 MHz) 

Another example of eady CIDNP phenomena is given in Fig. 2 (lower part). 
Emissions and enhanced absorptions appear in the vinyl proton resonances of 
l-butene (A, B, C) and isobutylene (D) during the reaction of tert.-butyllithium 
with n-butylbromide 2,) 
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(CH3)a CLi + CH3(CH2)3Br ~ LiBr + (CH3)~C=-CH2 + (CH3)3CH + 

C2HsCH=CH~ + (CH3CH2) 2 + 

other products. 

The upper part of  Fig. 2 gives the spectrum after completion of  the reaction. 

(2) 

A B C D 

Fig. 2. 

4 .1o-e 

CIDNP durin~ the reaction of tert.-butyllithium with n-butylbromide 

Superficially the effects of  Figs. 1 and 2 may seem similar. There is, however, 
a major difference. The individual multiplets of  Fig. 2 exhibit simultaneously 
emissions and enhanced absorptions of  similar magnitudes, and the two effects 
nearly match within the multiplets. On the other hand, a net effect is found for 
the benzene line, which may be considered as being a degenerate multiplet. 
Thus, the two examples demonstrate two types of  polarization which are use- 
ful to distinguish. Multiplet effect polarizations show either emission followed 
by enhanced absorption with increasing magnetic field (EA) (Fig. 2), or the re- 
verse (AE). Net effects indicate emissions (E) (Fig. 1) or enhanced absorptions 
(A) for whole multiplets or single lines. As will be seen later, these two types 
represent the extremes of  a broad range of  observable CIDNP patterns. 

First attempts to explain the new NMR phenomena ' b,2b) invoked electron- 
nuclear cross-relaxations in intermediate radicals and were based on a formalism 
similar to that of  dynamic nuclear polarization or Overhauser effects 3).Accord- 

4 
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ingly, the newly dicovered effect was called CIDNP. Though the initial ideas 
were capable of  explaining the benzene emission tb,d), it was soon realized that 
they were unable to account for  most of  the other experimental results, and to- 
day they are of  historical interest only. 

Nevertheless, the early papers stimulated subsequent work, in particular be- 
came of  the basic assumption i t2 a)that CIDNP effects relate to products of  rad- 
ical reactions only, and that they give evidence for radical intermediates. Up to 
now CIDNP effects have been reported for the following reaction types: 

1. Thermal decompositions of  acyl peroxides lt,ea;2a ;4a,c,o ;Sm-h,as), peresters 
5a,b,a) azo compounds lc,d;Ss;6c,e,O and N-nitrosohydroxylamine 9), 
2. Photolysis of  acyl peroxides l e,f;4b ;~), 
3. Reactions of  metal organic compounds with alkyl halides, such as alkyl- 
lithium-alkylhalide reactions 2n,c,d,f,h,i;aa-d;lo) and reactions of  Grignard 
compounds 2g) and sodium-naphthalenide 10 with alkylhalides, 
4. Reductions of  diazonium salts t2,13) 
5. Molecular rearrangements involving 1,2-, I, 3- and 1,4-substituent shifts 
8e,f; 14=-e ;15 a-�9 ; 16a-c; 17a; 18) 

6. Insertion reactions of  triplet 6t,e,e) and singlet ~9) carbenes, 
7. Photoreductions of  aromatic ketones and aldehydes 6t,,a,s;2o), 
8. Nordsh type I photocleavage of  aliphatic ketones xt,22,2a), and a few other 
systems 17b-d ;24 ;25). 

Of these reactions, groups 1,2,  6, 7 and 8 are established radical reactions. 
As regards the others, the CIDNP evidence for radical intermediates was later 
supported by kinetic and ESR studies 13 ;14d,e;2,). Thus, the basic assumption 
that CIDNP is evidence for radicals is well confirmed and probably beyond 
question today. 

The CIDNP experiments carded out on the thermal reactions 1,3,  4 and 5 
simply involved heating the reactants within the probes of  NMR spectrometers 
or rapid mixing of  reactants before insertion of  the sample tubes. During the 
studies of  photochemical reactions, simple modifications of  spectrometer probes 
were introduced to permit irradiation of  the reactants within the probes. These 
simple modifications have been described for 60 Me/see ~') and for 100 Me/sec- 
t O_ instruments. Several authors have used flow systems t e) or specially design- 
ed aU-quartz probes 27) instead. In most of  the systems no special techniques 
are required for fast recording IO. The overwhelming majority of  published ex- 
amples deal with proton polarizations, an it is only recently that CIDNP effects 
have been reported for 13 C -  s f,g), _is N -  s g), 19 F -  1 ,, 10) and 31 p _  2s) reso- 
nances. 

As far as the chemistry of  the reactions leading to CIDNP is concerned, it ap- 
pears that all the various reactions can be reconciled with Scheme I. Intermedi- 
ate pairs of  radicals in close proximity are formed by either unimolecular de- 
compositions or bimolecular reactions of  precursor molecules, or by random en- 
counters of  freely diffusing radicals. These pairs then either collapse to give corn- 
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IM 

3M 

R- * . R ' ~  

R" " R - -  

Scheme I 

c, R - R ,  R,,H + R. e C 

- - c ,  R" * .R '~ - - - - '~ -~  R - R . R ' - R "  

I s ,  
t~ R X .  R'X + S" 

bination or disproportionation products, or separate into free radicals. Subse- 
quently, the free radicals escaping from the pairs may be scavenged by suitable 
agents (SX) or may lead to other radical-radical reaction products after enter- 
ing other pairs. It will be obvious later on why we have distinguished three types 
of pair formation in Scheme I, namely pair formations from reactions of pre- 
cursors from electronic singlet states (S), from electronic triplet states (T), and 
by random radical encounters (F). It may also be noted that for S and T pre- 
cursors the products formed by pair collapse (c), i.e. by encounters of the gem- 
inate radicals, may often properly be called "cage" products. On the other hand, 
we wilfhere denote the products of radicals escaping the pairs as "escape" pro- 
ducts (e). 

s, CH~-CO~-O~C -C.~ ~ C.~-CO~. .C.~--- 1 
2"CH 3 ~ 2CH.~CI e 

3cheme .E [,;a] 

5: cH,-~-~~-co-r ~-~ 
@ - cH2 

_ •  CH~-S-C_.H-CO-r 

CH~ -$~'C. "H- co - r - -  r - C__H2 

r CH~-S-~H-CO- r �9 .CH2 - r 

CH3 - S - C H - C O - r  
I * @-CHz-CH~-r 

CH z -3-CH-CO-•  

Scheme E[14a] 

o ~ @-cH2-co-e l l2 -@ c 

r  ~ r I. "CH2-r 

Scheme JY[23] 
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In general, CIDNP effects have been observed in NMR transitions of the pro- 
duets of both types (c) and (e) simultaneously. They are found, for instance, for 
the underlined nuclei in Schemes II to V, which are examples of Scheme I. 

F': CH3COCH # . ~'HCI 2 ~ CH3COCH 2 CHCI 2 

t_, 

Scheme F E f t ]  

2r § .CH2COCH J § ,CHCI~ 

CHj COC._H z - C_~Ct~ 

CH3CO~'H ~ , t~HCI2 

C~COC__~C~COCH, * C~HC-C_HCI~ 

If many different products are formed, the CIDNP patterns may be quite 
complex. They may also be of the net or multiplet effect types, or they may 
represent a superposition of both effects. However, two simplifying rules for 
CIDNP phenomena have been found experimentally. They serve as starting points 
for the interpretation and hint at the origin of the effects: 

A. The polarizations of "cage" products (c) are related to those of "escape" 
products (e) for a given system. If a nucleus belongs to group R (or R') in the 
"cage" product and shows emission E or enhanced absorption A for a specific 
transition, then the corresponding transition of the same nucleus in the "escape" 
product shows the opposite polarization. Thus, in Scheme II, the CH3 protons 
show E for CH3CO~CH3 and A for CH3C1, in Scheme III the benzylic protons 
give E for the rearrangement product, A for dibenzyl, and in Scheme V the 
CHCI2 proton gives E for the unsymmetric coupling product and A for tetra- 
chloroethane, whereas the CH2-COCH3 protons show A for the unsymmetric 
coupling and E for the symmetric coupling products. 

B. The polarizations of the reaction products are related to the modes of 
pair formation. They are opposite for the cases of pair formation from S and 
T precursors and are equal in signs for T and F precursors. An example of this 
relationship will be given in Sect. 4.1. 

Both relationships have been established experimentally 4,,6c). They indicate 
that the common intermediate of Scheme I, the radical pair, is the origin of the 
effects and rule out the possibility that interactions within the freely diffusing 
uncorrelated radicals play major roles. 

3. Theoretical Considerations 

3.1 Enhancement Factors 

Before the current CIDNP is stated, it is necessary to define the quantities which 
are generally employed in quantative descriptions of signal enhancements. 

7 
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The intensity of  an non-degenerate NMR transition between a lower nuclear 
Zeeman level K and a higher level L of  a molecule is proportional to the differ- 
ence in level populations 28) 

[KL "" n K  - rtl. (3) 

and in thermal equilibrium 

n g . # . H o  (4) 

where n is the number of  molecules present, and Z = ill (2/i + 1 ) is the total 
number of  levels. 

NMR emission corresponds to 1KL < 0 and enhanced absorption to 
Ixz,  > ~ z -  It is convenient to express the observed deviations from thermal 
equilibrium by the enhancement factor 

VKL -- ]OKL (5)  

By measuring the intensities IXL in CIDNP patterns and the values ~ L  cor- 
responding to thermal equilibrium of  the same system, VXL can be deter- 
mined experimentally. The usual procedure for the determination of  ~ L  in- 
volves rapid quenching of  the reaction and allowance for thermal equilibra- 
tion. 

In general, it will be desired to relate the enhancement factors VXL to the 
rates of  product formation in levels K and L. This requires a rather involved 
procedure since the level populations n r and n L change with time, not only by 
the desired rates r x and rL, but also by relaxation, and in principle the set of  
coupled differential equations 

z 
h x  = r x  - ~L WXL I fnK - n z )  - ( n o  - n o )  I (6)  

has to be solved for all K. In (6) wxL  is the relaxation probability between lev- 
els K and L. To avoid the necessary integrations of  (6), and since the parameters 
WKL are often not known, many authors have applied approximations: the sys- 
tem is assumed to be describable by a quasi-steady state (h K = 0) and by one 

relaxation time/ '1 - 1 for all Kand L. With these assumptions, VXL is ap- 
Z WXL 

proximated by 

Vrr. = 7"1 r r  - rz  Z k T  (7) 
n g.a.Ho 
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Replacing r x by rpx , where r is a chemical rate of  product formation and PK 
is the probability for population of  level K, 

r r Z k T  
VKL = 1"! " -ff �9 ~K L  --" Y l  * -n ~ ( P K  - PL)  gn~n----~O (8) 

The theoretical enhancement factor per  p roduc t  mo lecu l e  f o r m e d  VKL was 
first introduced by Closs 6) and is commonly used now to describe the signal 
enhancements in quantitative terms. 

One should keep in mind, however, that (7) and (8) are only approximations 
for the relation between experimentally determined enhancement factors and 
probabilities of  level populations. The use o f  these formulae may render com- 
parisons of  calculated and observed CIDNP patterns inconclusive unless the 
relaxation of  a multi-level spin system can be described, at least approximately, 
by a single relaxation time :s). To some extent this difficulty may be removed 
by attributing different relaxation times T 1 ,KL to different transitions, but 
even then intramolecular Overhauser effects may still cause deviations of  ob- 
served from calculated intensity distributions, especially within multiplets if). 
Nevertheless, for many applications the approximate formulae (7) to (8) seem 
adequate. 

3.2 The Radical Pair Mechanism 

On the basis of  the idea that CIDNP effects are caused by interactions within 
radical pairs, quantitative formalisms capable o f  explaining many features of  
CIDNP were given by Closs 29) and by Kaptein and Oosterhoff 30). The theory 
was later refined and modified by various authors, but the new developments 
did not change the basic concepts. 

Consider two free radicals formed in close proximity to one another by any 
one of  the pathways S, T and F introduced in Sect. 2, and consider the proba- 
bility of  finding this pair in a state of  pure electron multiplicity at the instant 
of  formation. It is quite natural to suppose that the initial state is singlet if the 
pair is formed from a singlet precursor S, and that one of  the three triplet states 
is occupied i f  the precursor is triplet (T). For the case of  pair formation by ran- 
dom encounters of  radicals (F), the singlet and the three triplet states will be 
occupied with equal probilities. After pair formation, the interradical distance 
will change because of  diffusive displacements. The radicals will diffuse apart 
but  there will be a finite probability that the radicals will reencounter after 
some time. During reencounters, some of  the pairs will react to pair products 
by combination or disproportionation, others will separate again. Finally, the 
radicals may react with suitable agents or with other radicals during the times 
of  random walk. These processes of  pair reencounter reactions and of  compet- 
itive scavenging give the products denoted c and e in Scheme I. 
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Two further assumptions now give the CIDNP effects if combined with the 
dynamic pair behavior described above. They are: 

1. Pairs may undergo transitions between singlet and triplet states with nu- 
clear spin-dependent probabilities in the time between successive encoun- 
ters. 
2. At radical-radical encounters, reaction to products c occurs for singlet 
state pairs only. Triplet state pairs do not react and separate instead. 
It is easy to see how CIDNP arises from these assumptions. Consider a pair 

formed in a T state. For specific nuclear spin configurations, this pair will un- 
dergo rapid intersystem crossing to become an S pair during the random walk 
following the formation. For other nuclear spin configurations, it remains T 
for longer times. At reencounters, reaction thus occurs predominantly for spe- 
cific nuclear spin configurations, and the pair reaction products (c) are formed 
with these nuclear spin configurations preferentially populated. On the other 
hand, the radicals of  the pairs remaining in triplet states will have predominant- 
ly nuclear spin configurations which do not allow rapid intersystem crossing. 
Since these pairs have a higher probability of  leading to products e during the 
random walk, the reason for rule A of  Sect, 2 becomes obvious. Rule B also 
easily follows from a comparison of S and T precursor pair behaviour. 

The forces which drive the intersystem crossing are the nuclear spin-depend- 
ent hyperfine interactions in the radicals and the electron Zeeman interactions. 
This becomes evident from the following: after pair formation in the magnetic 
field of  a NMR spectrometer, say, the two unpaired electron spins precess about 
the magnetic field axis starting from defined initial phase angles. These initial 
phase angles are different for the four possible initial electronic states T+, T 0, 
T.., and S. They are given in Fig. 3 for three of  these states. Duriiag the lifetime 
of  the pairs, the precession keeps phase provided the precession frequencies of  
the two electron spins are exactly equal. Now the precession frequency, or Lar- 
mor frequency, of a radical in a magnetic field is given for high fields by the g 
factor and the hyperfine interactions with the nuclei 3s) and is to first order 
(angular frequency units) 

co L = g#Ho + ~ ax mz x (9) 

where j5 is the Bohr magneton and a x are the hyperfine coupling constants (an- 
gular frequency units) of the electron-nuclear interactions. I f  6~ L is different for 
the two radicals, the precessions lose their initial phase relations and the S pairs 
will assume some T character, for instance. From (9) it is easily seen that the 
magnitude of this intersystem crossing will depend on the difference g-g'  of the 
g factors, on the hyperfine interactions a x and ax', and on the nuclear spin con- 
figurations rnzx and mxx' of  the two radicals R" and R " .  

Fig. 4 shows another approach to the same problem. Here the energies of  the 
four electronic pair states are plotted versus the radical pair distance for a cer- 
tain hypothetical nuclear spin configuration and for high magnetic field. The 

10 
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C - "  L 
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ro 

Fig. 3. Precession of electron spins 

EL 

i 
:::ii 

J==a~I J=~ 0 

R e , 

Fig. 4. Schematic representation of the electric energies of a radical pair with a hypothet- 
ical nuclear spin configuration vs. inter-radical distance 
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exchange interaction between the unpaired electrons is also taken into account. 
For small distances the singlet is lowest and the three triplet states are not de- 
generate because of  the different Zeeman energies. For large distances, the pure 
spin states (full lines) cross or approach and become degenerate. Now g factor 
differences and hyperfine interactions tend to lift these degeneracies (broken 
lines) and to mix the states. Mixing occurs as the system travels through these 
mixing regions by diffusive displacements. Pairs starting from S states at low dis- 
tances have adopted some T character when returning to encounter, and the 
degree of  T character is again determined by the parameters g-g' ,  a x and rnlx. 

Fig. 4 also shows that the regions of  mixing are larger for S and T0 states 
than for S and T states for high magnetic fields. 

Therefore, we expect the nuclear spin dependent S - T o  transitions to pre- 
dominate in the high-field case, whereas in low fields transitions between all 
states may become of  equal importance. Further, we may also anticipate that 
the time dependence of  the interradical distance will influence the transition 
rates. 

The following theoretical considerations apply especially for the high-field 
case of  generation and observation o f  CIDNP effects with fields larger than a- 
bout I000 gauss. Low-field polarizations will be mentioned in Sect. 5. 

There are various quantitative descriptions of  the pair mechanism 29-34) 
which are based on different treatments of  the time dependences. For high- 
field polarizations, at least, they all lead to similar agreements of  observed with 
calculated CIDNP patterns. 

A common starting point is the high-field spin Hamiltonian o f  a radical pair 
R- -R' (angular frequency units) 

' +g~noS. + ~ + ~ax S, I, x, (10) 

which contains the electron exchange interaction (J), the electron Zeeman inter- 
actions and the isotropic electron-nuclear hyperfine interactions. Electron-elec- 
tron and electron-nuclear dipole-dipole terms are usually omitted. All treat- 
ments also use the high-field representation of  the electron'nuclear pair states 

1 Sxk = , ~  (o~' - ~ ' )  xk 

T§ = cr Xk 
(11) _ 1 roxk -~-~ (~ '  + ~ ' )  xk 

T_Xk = g~'Xk 

The X~ are the simple product functions of  the nuclear spins in the pairs 

(12) 

12 
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~ h a s  matrix elements beween S and To states of  the same nuclear spin con- 
figurations k only, and these are given by 

1 s2~, = ~ I(g-g') ~Ho + ~,~ a~ m~x - Zxa~,mlx, (13) 

It should be noted that the nuclear spin states of  the pairs (12) may be identi- 
fied with those of  the pair products c which were previously denoted K and L 
in cases of  simple first-order NMR spectra of  the products. In other cases, the 
coefficients of  the expansion of  the spin functions XK of  the products in terms 
of  the • 

Xx = Z k Cxk Xk (1 4) 

are often available. 
In the original approach by Closs and Kaptein-Oosterhoff 29,ao) the time- 

space behaviour o f  a pair is approximated by the following model: a pair form- 
ed at t = 0 in one of  the states (11) remains for some time t in regions of  inter- 
radical distances where the exchange integral J is of  the order of magnitude of  
I2 k and is represented by an average fixed value 7. At time t the pair either re- 
acts to product c or separates to distances of  no return. Product c is formed 
only if  the pair state is singlet at time t. An exponential distribution o f  life 
times f ( t )  was proposed 

f ( t )  = ~e-t/~ (15) 

r being an average lifetime. Expressing the probability of  finding the pair in a 
singlet state with nuclear spin configuration k asps~k(t), the probability of  
forming the product c in the same nuclear spin configuration k becomes 

Pk (c) ~ ~ ps, k( t)  . f ( t )  dt  (16) 
o 

For first-order NMR spectra of  product c, this is the quantity Px needed for 
estimates of  the enhancement factors (8). Otherwise PK follows from (14) and 
(16) as 1c) 

PK = ~ /Cxk/2 " Pk (17) 

Now ps, k(t) is calculated from the time-dependent Schr/Sdinger equation 

~ ,  = i a ~kk (18) 
bt 

with the expansion 

~b k (t) = (Cs, k ( t )S  + cro,k (t) To)Xk (19) 
as 

Ps, k = ICs, k 12 (20) 

Solution of  (18) gives 
i - 

cs, k (t) = cs, k (0) cos 6ok t - ~ ( J"  c~; k (0) + ~2 k " cr0,~ (0)) sin 6o k t (21 ) 

13 
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where c s k(0) and c r  (0) are the initial coefficients determined by the pre- 
cursor s~tes  and w h ~  

a~ k --- (72 + S22)1/2 k (21) 

Integration of  (I  6) then gives the pertinent quantities Pk (c) 

2~2~r 2 
p [ ( c )  ~ 1 +4r 2 (22) 

2S2~, r 2 
p ~ ( c )  "" 1 +460~,r 2 (23) 

for the cases of  singlet and triplet precursors. 
For free radical precursors, the value o f p ~ ( c )  should be that o f  triplet pre- 

cursors, only of  smaller magnitude ~ e) 

p ~ ( c )  ": p ~  (c)  (24) 

because encounters of  radicals with uncorrelated electron spins will initially 
populate 'S and T states alike and some of  the singlet pairs will react during en- 
counters. Thus, the remainder behave as if  they possessed predominantly T pre- 
cursors. 

The probabilities o f  "escape" product formation are related to those of  pair 
product formation by 

rk (e )  = r ( e )  . p ~ ( e )  = K �9 (r k -  r ( c )  �9 Pk (c))  (25) 

where rk is the rate of  pair formation in level k, and r(e) ,  r ( c )  are the total rates 
of  c and e-product formation. The factor K includes terms of  reaction and rela- 
xation of the separated radicals and will be treated later on (Sect. 4.3). 

From (8), (17), (22), (23), (24), and (25) two relations arise between the 
enhancement factors o f  a given NMR transition o f  a product formed via the 
various pathways 

V~L (c)  ~ - IFKz ~ - V~KL (C) (26) 

V/~ L (e) ~ - VKL (C) (27)  

They are identical with the rules stated in Sect. 2. 
Recently Kaptein 34) and Adrian a2) have modified the original model by in- 

troducing a more adequate function f ( t ) .  Noyes 36) has treated the diffusive 
behaviour of  radical pairs and has calculated the probability of  the first reen- 
counter beween t and t + d t  for a pair separating at t = 0 from an encounter to 
be 

f ( t )  d t  ~ c "  t-312dt (28) 

14 
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for long times. Using (28) in (16), Kaptein 34) obtains for the quantities p k ( c )  
as approximations 

pS(c)  = c t  - c2 ~ (29) 
to~/2 

~2k 2 
pT(c )  = ca - -  (3 O) ~,~/2 

,Q, 2 

pl~(c) = c4 +cs ~./2 (31) 

where the constants cl to Cs contain reaction and random walk parameters. An 
effective exchange integral Jr is retained in ~k (20). Adrian 32) has argued that 

should be zero since most of  the polarization is built up in pairs which sepa- 
rate far apart before reencounters, and hence his treatment leads to formulas 
nearly identical with (29) to (31) if ~k is replaced by I2~. 

The polarizations of  the products e of  reactions competing with pair product 
formation have also been treated by Kaptein a4) and again relation (25) was 
found to hold. 

The approaches of  Closs, Kaptein-Oosterhoff, and Adrian are based on quan- 
titative treatments of  the microscopic behaviour of  radical pairs. Very similar 
results can also be obtained from a simple kinetic model which involves formal 
rate constants 3~b) for the processes of pair reaction from singlet states kc, pair 
"escape" k a ,  and singlet-triplet transitions ktsc, k . Replacement of  the actual 
pair behaviour by a simple kinetic scheme may be an oversimplification, though 
it seems justified by the results of  Szwarc and co-workers 37) who showed that 
pair reaction and escape may be described to a good approximation in terms 
of simple first-order processes. 

With the approximation 

the kinetic formulation gives 3~b) 

p (c) 

p (c) 

klsc ,  k "" ~ '~  (32) 

1 
k a I2~ 

l + - -  
k a + k  c K + ~  

ka  ~ 
1 + - -  

(33) 

(34) 
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X+a  
pF(c) ~ 1 + ~ ( 3 S )  

kd+ke 1 + ka ~ 
kd+kc K+~'~ 

and pk(e) (given by Eq. (25)), where K is a parameter which is of  the order of  
magnitude of  2 ~k .  As is easily seen, this treatment gives the same relations for 
the enhancement factors as the previous ones. 

In actual calculations of  CIDNP spectra from the theories outline above, it 
is often required to compute relative line enhancements rather than absolute 
values. This is the reason why we have omitted proportionality constants in list- 
ing the expressions (22) to (24), (29) to (31), and (33) to (35) for the proba- 
bilities Pk. Another reason is that none of  the treatments gives precise theore- 
tical values for the proportionality constants. 

The calculations start with evaluation of  the matrix elements ~2 k from known 
g factors and hyperfine coupling constants of  the radicals involved. In treat- 
ments involving more or less arbitrary parameters (r,  ,7, K), these are then cho- 
sen and the quantities Pk are calculated. If  the products show first-order NMR 
spectra, the probabilities Pk are inserted directly into (8), and the desired NMR 
patterns result. Otherwise the transformation (17) has to be used to obtain the 
probabilities Px from the Pk" 

It should be mentioned that the parameters r in Eq. (22), (23), ~ in (29) -  
(31 ) and K in (33) - (35) influence the calculated CIDNP patterns. In the lit- 
erature, values o f z ~  10-9 see, 7 ~  l0 s rad]sec n, 34) a n d K ~  1017 see -2 10 
were found appropriate. 

Various comparisons of  experimental and predicted CIDNP spectra have 
been reported, and an example is given in Fig. 5. Similar agreement is obtained 
for any of  the above-mentioned theories of Closs-Kaptein-Oosterhoff n) Adrian 
32), Kaptein a4), and Fischer alb). This may be taken as support for the basic 
radical pair conceot which is inherent in all the formulations. 

As is seen from the equations for the probabilities Pk given above, the am- 
plitude and sign of  the enhancement factor of  an NMR transition of  a product 
depend on several parameters: 

a) on the type of  product ("cage" or "escape"); 
b) on the mode of  pair formation (S, T, F precursor); 
c) on the  difference o f g  factors of  the two radicals of  the pair; and 
d) on the hyperfine coupling constants. 

Whereas accurate determinations of  the latter parameters from CIDNP spectra 
will always require careful simulations, some of the others can also be derived 
from a simplified analysis which makes use of two simple rules for the signs of  
enhancement factors which are easily derived from equations (22), (23), (24)-  
(31), and (33) - (35)  for the case of  small g -g '  in ~k 31-34,3s) 
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l 

100 PIHz 

6 m \ \ ~ -6 
<~ ~2 t 6.0 5.~t $.0.I0 

Fig. 5. Exper imental  and calculated CIDNP line intensities o f  CHCI2-CHCI-COOH,  ob- 
served during photolysis  o f  d ibenzoyl  peroxide in a 3 : 1 mixture  o f  CH2C12 and 
CH2CICOOH It). Lines denoted  by S are solvent satellites. The line A at ~ = 6.06 ppm is 
due to CHCI2-CHC! 2 

Consider a product nucleus i (or a group of  equivalent nuclei) which was 
part of  the radical R- in the pair R- -R', and which is coupled to nucleus / in 
the product with the nuclear spin coupling constant Jlj. The polarizations of 
the transitions of  the NMR multiplet of  this nucleus i may then be described 
as the superposition of a ne t  effect and a mul t ip l e t  effect, i.e. of  two quantities 
F,a and Pro# ag) 

I ' . t  = la �9 e ( g - g ' ) a  t (36) 

Pmtj = t~ " ea~ajJllsl j  (37) 

Positive Fnl corresponds to enhanced absorption, negative rnt to emission of  
the multiplet. Positive Fmi I corresponds to a multiplet effect of  EA character, 
negative Fret ! to AE. The parameters/~, e and stl refer to the reactions involved 
and have the following signs: 
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p is positive for T and F precursors, and negative for S precursors, 
e is positive for nucleus i residing in a "cage" combination or disproportion- 

ation product, and negative for "escape" products, 
stj is positive if nuclei i and ] belong to the same radical in R- "R', and negative 

if they belong to different radicals. 
Illustrative examples of  these convenient rules will be given in Sect. 4, and 

a survey shows that most of  the published CIDNP patterns agree with predic- 
tions based on (36) and (37). However, exceptions are also found 1t,4o), and it 
appears that (37) in particular may give erroneous results for high values of  
(g-g')/3H o in ~2 k (13). In such cases, a proper simulation of  CIDNP patterns 
from the full formulae is recommended. 

4. Examples 

4.1 CIDNP During Aroyl Peroxide Decompositions 

As noted previously, the emission o f  benzene observed during thermolysis of  
dibenzoylperoxide (I) was one of the first examples quoted of  CIDNP effects. 
It has been the subject of  a recent quantitative study i g). The chemical reac- 
tions are given in Scheme VI. They follow from product distribution lg,41). 

r162 ~ ~ @-COe" -0~C-r ~ 20-C02" -2co~ 20 .  

~ -CO~ 
r  r 

r  r .co~ ~-c02. .r I 
i . .  

~-co~ r * -r 

-2co,~ r 1 6 2  ~ - *  r - r r -o~c - r 
t__. 2r 

RH f, 2 r  § 

scheme ~ l'lg3 

Pr denotes the product of  the induced decomposition, which may be (~-CO2-R, 
where R is the radical derived from the solvent (RH). The yields of the "cage" 
products phenylbenzoate and diphenyl amount to 4% and 0.1%, respectively. 
In Scheme VI the benzene is seen to be formed by a transfer reaction of  phenyl 
radicals, and two types of  phenyl radicals can be distinguished, namely those 
arising by decarboxylation of  benzoyloxy radicals and those escaping the pri- 
mary pairs benzoyloxy/phenyl and phenyl/phenyl. Now, scavenging of  the ben- 
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zoyloxy radicals with iodine and hydrolysis of the hypoiodide had no effect on 
the overall polarizations ~g). Therefore the benzene emission results from phenyl 
radicals escaping from the pairs benzoyloxy/phenyl and phenyl/phenyl. Phenyl[ 
phenyl cannot be the polarizing system since the diphenyl was not found po- 
larized, and this leaves interactions in benzoyloxy/phenyl pairs as the source of 
polarization. Eq. (36) then easily explains the benzene emission: the reac- 
tion is thermal and the pairs are formed from S precursors, i.e. tt is negative. 
Benzene as "escape" product corresponds to negative e. From ESR, g factors 
of carbon radicals as phenyl are known to be smaller than g factors of oxy-rad- 
icals 3s,4~), thus g-g' is negative. Finally, the hyperfine coupling constants of 
the protons of phenyl are positive 43), thus Eq. (36) reads for the benzene pro- 
tons 

Pnt - + = - (38) 
and emission is expected. On the other hand, enhanced absorption is predicted 
for the "'cage" product phenylbenzoate (e > 0). In Fig. 1 a small transient en- 
hanced absorption is seen on the high-field side of the benzene emission. This 
might be due to the phenylbenzoate which has complicated A2B2C NMR pat- 
terns. The assignment is likely, however, since the two enhanced absorption 
lines observed at 8 = 7.00 and 6 = 7.09 during thermolysis of di-(4-chloroben- 
zoyl)-peroxide in hexachloroacetone are unambiguously assigned to the corre- 
sponding 4-chlorophenyl-4-chioro-benzoate (Fig. 6) ig). 

CIDNP effects have also been studied during photolysis of dibenzoyl peroxide 
or substituted dibenzoyl peroxides in various solvents, i f, i r,4~,7). For solutions 
of the peroxides in CCla, CH2C12, methylformiate, monochloroacetic acid, in 
binary mixtures of these solvents and in CCI4/CBr4-and CC14/CH 3 J mixtures, 
enhanced absorptions of the phenyl benzoates and emissions of the substituted 
benzenes were observed as in the thermal decomposition reactions. This indi- 
cates that photolysis of aroyl peroxides occurs from excited singlet states in 
these solvents. For CC1, solutions containing small amounts of anthracene, the 
emission signal of chlorobenzene was found to be larger than for pure CCI, so- 
lutions and this was taken as evidence for sensitization by excited singlet an- 
thracene 4b). A charge-transfer complex formation between ground-state ben- 
zoyl peroxide and excited singlet anthracene may be involved 7). 

The benzene or substituted benzene emissions may change to enhanced ab- 
sorptions and the phenylbenzoate absorptions may change to emissions if di- 
benzoyl peroxides are irradiated in solutions containing such added effective 
triplet sensitizers, as Michler's ketone, 2-acetonaphthone, 1-acetonaphthone, 
acetophenone, benzophenone, acetone and cyclohexanone i f,4b,7). An example 
is given in Fig. 7, which should be compared with Fig. 6. Assuming that diben- 
zoyl peroxide decomposes from an excited triplet state (tt > 0), the change of 
polarizations with addition of triplet sensitizers is easily explained. With/~ > 0, 
Eq. (36) now reads 

r n l : + - - - - + = +  
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for the benzenes and A is expected. In the sensitization experiments a change 
of polarizations with wavelength of irradiation was observed lt,4b), indicating 
competition between direct (singlet) and sensitized (triplet) decompositions. 

The changes of polarizations with the addition of various sensitizers may be 
regarded as strong evidence for the radical pair mechanisms of CIDNP and pro- 
vide a nice example of the dependence of the effects on the precursor states. 
Two other important features of CIDNP also become apparent from the results 
of the studies outlined above. 

The first ist the strong dependence of observed CIDNP intensities on the nu- 
clear spin lattice relaxation times Tt of the products. As is seen from Eqs. 
(25) and (8), the enhancement factor per formed molecule of a special tran- 
sition K -~ L of the "escape" product benzene should be related to that of 
the corresponding transition of the "cage" product phenylbenzoate by 

r ( c )  
VlCL ( e ) = -  g �9 VKz (c)  �9 ~ (39) 

r ( e )  

g allows for nuclear spin relaxation in the "escaping" radicals and contains reac- 
tion terms. (Sect. 4.3.) Since the relaxation diminishes level population differ- 
ences, g should be 0 ~< g ~< 1. Thus, the enhancement factor per benzene mol- 
ecule formed should be smaller in absolute magnitude than that of the phe- 
nylbenzoate. In Figs 1, 6, and 7 the observed signals are dearly larger for the 
benzene than for the benzoate. Since the observed signals are proportional 
to the product relaxation times TI besides the VIOL, this might be due to 
grossly different relaxation times of the two products. In particular, inser- 
tion of (39), (8), and (5) into (3) gives 

TI (e)  . I~cz(C) - ~ z , ( c )  _ I 
(40) 

T1 (c)  Izcz (e)  - I~cz. (e)  K 

a ratio which should be smaller than -1. Under conditions corresponding to 
those used to obtain Fig. 6, Tt = 4.5 see for 4-Cl-phenyl-4-Cl-benzoate and 
T1 = 26.4 see for 1,4-dichlorobenzene ts), and with the observed intensities it 
becomes-2. Thus (39)also holds in this case, despite the apparent behaviour. 
Obviously, the relaxation times of the products have to be considered care- 
fully in quantitative discussions of observed signal intensities, and a product 
showing the largest signal need not necessarily be the one polarized in the 
pairs to the highest extent. 

Secondly, it will be noted that quite a minor reaction pathway in Scheme VI 
leads to the CIDNP effects, since the "cage" product phenylbenzoate has a yield 
of only 4%. The major decomposition reaction (1) involving benzoyloxy]ben- 
zoyloxy pairs does not produce CIDNP effects. Therefore CIDNP effects, while 
giving evidence of free radicals, do not indicate that free radicals are the only 
intermediates in a chemical reaction. 
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4.2 CIDNP During Photolysis of Dialkyl Ketones 

Strong CIDNP effects may be observed during photolysis o f  dialkyl ketones 
2~-2a), and an example will be treated in this Section. Fig. 8a shows an NMR 
spectrum taken during irradiation of  a 0.7 M solution of tert.-butyl methyl ke- 
tone (pinacolone) in benzene with the unfiltered light of  a high-pressure mer- 
cury lamp 2a). When compared with the spectrum taken after 20 minutes' ir- 

._,,..__J J b 

6- 
1.30 0.90 0.65" 10 -6 

Fig.  8. C I D N P  d u r i n g  p h o t o l y s i s  o f  t e r t . - b u t y l - m e t h y l  k e t o n e  0 .7  M in  b e n z e n e  
a) s p e c t r u m  t a k e n  d u r i n g  i r r a d i a t i o n  

b)  s p e c t r u m  t a k e n  a f t e r  20  m i n u t e s  i r r a d i a t i o n  
6 = 0 . 8 4  . I 0  -r ; t e r t . - b u t y l  g r o u p  o f  t he  k e t o n e  ( . . . .  i n t e n s i t y  b e f o r e  and  a f t e r  9 0  sec i r -  

r a d i a t i o n )  

= 1.70 �9 10 "s ; m e t h y l  g r o u p  o f  t h e  k e t o n e  ( . . . .  i n t e n s i t y  b e f o r e  and  a f t e r  90  sec irra-  
d i a t i o n )  

= 1 .40  �9 10 -6 ; a c e t a l d e h y d e  (CHa)  , d o u b l e t  
5 = 9 . 2 0  �9 l 0  -6  ; a c e t a l d e h y d e  (CHO) ,  q u a r t e t t  

= 1.53 �9 10 - s  ; i s o b u t y l e n e  (CH3) ,  t r i p l e t  

5 = 5 .00  �9 1 0 - 6  ; i s o b u t y l e n e  (CH2) ,  s e p t e t t  
5 = 0 . 7 8  - 10 -6 ; i s o b u t a n e  ( C H a )  , d o u b l e t  

5 = 0 . 7 7  - 10 -6 ; h e x a m e t h y l e t h a n e ,  ~ = 1 .80  - 10 -6 b i a c e t y l  
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radiation (Fig. 8b), Fig. 8a demonstrates CIDNP effects for the products pin- 
acolone, acetaldehyde, isobutylene, isobutane, biacetyl and hexamethylethane, 
which are listed in Table 1. The products are in agreement with results of  pho- 
tochemical studies on the same or similar systems~,4s). Their formation may 
be rationalized as shown in Scheme VII, 1, and the radical pairs acetyl/tert.-butyl, 

-C(CH,}~ h--z'J-~ CH3CO " C ( ' C H 3 ~ - - ~  CH3-CHO * CH.~ = C(CHj)~ 
CHjCO 

l r I._._,. c (CH,), . cu~ ~o 

"c{c~)3--I ! 

(CH~C-C(CH~A ~ ~ 

(CHA CH * CH~--C(C~)2 . ' 
.C(CHU~ 

(1~,11 

cHj 

CH3CO CH3f~O--~ CH.~COCOCH.~ 

(CH3)3C" ~" (I~-But)3SI~H ~ (CH3J3CH * (l}-But)3Srl. (~,21 

CH3CO * {n-BLII)~SnH ~ CHzCHO p (n-Btff)3$n. (l~,3J 

Scheme ~ [23] 

a c e t y ] / a c e t y ]  and tert.-butyl/tert.-butyl are involved. According to Scheme VII, 
], the acetyi/tert.-butyl radical pairs are formed in the primary decomposition 
reaction of pinacolone (Norrish type ] cleavage) and by random encounters of 
freely diffusing acetyl and tert.-butyl radicals which escaped the primary pairs. 
A c e t y l / a c e t y ]  and tcrt.-butyl/tert.-butyl pairs are formed by random radical en- 
counters only. Presumably, the Norrish type ] cleavage occurs predominantly 
from an excited triplet state of pinacolone ~ , 4 s ) .  

As is also shown in Table l ,  all the observed CIDNP effects are easily ex- 
plained with this assumption, with Scheme VII, 1, and Eqs. (36) and (37), i f  
the following set of parameters is chosen 

a H ( C H 3 C O )  = + 5 . 1 G  

g (CH3 CO) = 2.0007 

aH I(CH3)3 (~ I = + 22.74 G 

g I(CH3)3 (~} = 2.0025 

J (CH2 = C(CH3)2)< 0 

Apart from the positive sign of a n (CH 3 CO), these parameters are known 
42,46,47). Thus the agreement between calculated and oberved polarizations 
may be considered to support the assumptions. 

Further support for Scheme VII, 1 is obtained from experiments studying 
the influence on the polarizations during photolysis of benzene solutions of  
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Chemically Induced Dynamic Nuclear Polarization 

pinacolone of adding the effective radical scavenger tri-n-butyl tin hydride. 
Reactions VII,2 and VII,3 should compete with pair formations by random 
encounters, and this competition leads to a decrease of the polarizations of 
pinacolone, acetaldehyde, isobutylene, biacetyl and hexamethylethane and to 
a change in isobutane polarization from mainly multiplet type A E  (Fig. 8) to 
mainly net effect E. 

On addition of the triplet quenchers stilbene or piperylene to solutions of 
pinacolone, all polarizations strongly decrease. Low piperylene concentrations, 
in particular, suppress the isobutane polarizations completely while they affect 
those of acetaldehyde and isobutylene to a lesser extent. Piperylene may also 
act as radical trap. For 7 M solutions in piperylene, very weak polarizations of 
isobutylene and acetaldehyde of the types given in table 1 can still be observed. 
Apparently the polarizations may arise from primary triplet pairs in this case, 
t0045). 

CIDNP effects similar to those described here are found with other acyclic 
aliphatic ketones in benzene or n-hexane solutions 21-23). They can be explain- 
ed in terms of reactions like those of Scheme VII, 1. If CCI 4 or other chlorinated 
solvents are applied, primary pair formation from singlet precursors seems pos- 
sible 22-23). 

4.3 Comparisons of CIDNP of "Cage" Combination or Disproportionation 
and "Escape" Products 

One of the fundamental results of the radical pair theory of CIDNP is that 
it relates the polarizations of products formed by direct combination or dis- 
proportionation of the polarizing geminate radical pairs with that of products 
derived from transfer or coupling reactions of radicals escaping these pairs 
(Sect. 2, rule A; Sect. 3, Eq. (25, 27, 3 6 ,  37); Sect. 4.1, Eq. (39)). Quantitati- 
vely, this relation is given by equations 

1 
p k ( e )  = ~ �9 r - ~  (r~ - r ( c )  �9 p k ( c ) )  (25) 

and 

r(c) 
V x L ( e )  = - K " V K L ( C ) "  - -  (39) 

r( e) 

where 0 < x -<< 1 allows for reactions and nuclear relaxation of the "escaping" 
radicals. On the basis of simple kinetic considerations, an analytic form of h: 
can be derived l f , 6 f ) .  If we denote the rate of formation of a "cage" product 
with nucleus i of R in spin state k by rk(c), then the rate of formation of a free 
radicai Rs; with nucleus i in the same spin state k will be given by 

f 
r k  = rk  - r k ( c )  (41) 
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where rk is the total rate of  pair formation with i in level k. The rate equation 
for the concentration of  Rt; is then 

d JR:, ] , [Ri I - [R ~ 1 
= r k - - F "  [ R / , ]  ( 4 2 )  

d t  T m 

where [R ~ ] is the thermal equilibrium concentration of R" in level k, T lrt is 
the nuclear relaxation time of i in R" and F is a factor which is determined by 
the reactions of  R- giving the escape products. If  the radicals R. are trapped by 
a suitable scavenger S X  and vanish by transfer reactions, 

F = k s "IS)(]  (43) 

where k s is the rate constant of scavenging. If they react in consecutive radical- 
radical reactions, 

F = k e [R'] (44) 

where [R" ] is the total radical concentration. If IRk" ] >> [R ~ ], (42) can be easi- 
ly solved for [Re "]. Under steady-state conditions from (42, 41, 8, 9) 

r(c)  (45) 
V x z ( e )  = -  F �9 V x r ( c )  " r ( e )  
�9 l 

F +  
T m  

defining u, is obtained. 
It will be noted that the nuclear relaxation in R- is described by a single re- 

laxation time T1R. This is a simplification and the reservations outlined in 
Sect. 3.1. apply again. However, two quantitative comparisons of the CIDNP 
of "cage" and "escape" products have been published tf,6f) and (45)was found 
to hold to a very good approximation. 

In 10 the polarizations of the products of  the reactions given in Scheme V 
and their dependence on solvent composition [CH3 CO CH3 ]/[CH2 Cla ] were 
determined. The ratios of the intensities of the CHClz resonances of 
CHC12-CHCI2 (I s) and CHC12-CH2COCH3 (/a) were found to depend on the 
solvent composition and on the total rates of radical pair production rto t. De- 
noting the rate constants of the reactions 

0" + CH2C12 kl> q) + "CHCI2 

(7)" + CH3 CO CH3 ~ 0 + "CH2 CO CH3 (46) 

�9 CH C12 + " CH C12 - - ~  CH C12 - CH C12 

as kl ,  k2, and k3, we obtain from (45), (44), (7), and (5), and I>>Io 

- -  = �9 x ( 4 7 )  

Is  T I s [  TIR k3" rtot 

26 



ChemicaUy Induced Dynamic Nuclear Polarization 

where 

k2 [CH3COCH3 ] 
x = 1 § (48) 

kl [CH2Ct2 ] 

for these dependences. In Fig 9 the experimental results are seen to agree with 
the theoretical predictions: From the slopes of  the straight lines of  Fig. 9 a value 
for the nuclear relaxation time TIR of  -CHCI2 is deduced as T m = 4.5 �9 10 -4 see. 

In a similar study, Closs60 has found TIR = 3.5 �9 10 -4 sec for another radical. 

2( 

1o 

/ 
/ 

A 

/ 

X 
o b J , s 

Fig. 9. Ratios of CHC12-transition intensities of CHCI2-CHCI 2 (I  s )  and CHCI2-CH~ COCH a 
( I  A ) during photolysis of  dibenzoyl peroxide in CH2C12/CHaCOCH3 mixtures 
(100 MHz, A : r t o  t = 10 -4 M �9 see -1,  O:  r t o t  = 6 �9 10 -4 M �9 sec - l )  

4.4 Magnetic Properties of Free Radicals as Determined by CIDNP 

The signs and amplitudes of nuclear polarizations depend on chemical para- 
meters and on the hyperfine coupling constants and g factors of the free radi- 
cals involved in the reactions. If  the chemical parameters are known, the radi- 
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eal properties can be determined from the CIDNP patterns. Even if the chemical 
parameters are not known, CIDNP patterns usually contain enough information 
to allow simultaneous determinations of  all the parameters. Thus, CIDNP may 
be used like electron spin resonance (ESR) as a tool to obtain magnetic proper- 
ties of  free radicals. Since CIDNP effects depend on the signs of  hyperfine cou- 
pling constants as well as on their magnitudes, CIDNP might even be superior 
to ESR in some cases. 

Only a few applications of  CIDNP with regard to the determination o f  radi- 
cal properties have been published so far. Chapter 4.2. reports that a positive 
sign o f a  n (CH3CO) was found to agree with the observed CIDNP effects, where- 
as only the absolute value of  this quantity was known from ESR studies. In Ref. 10 
the parameters 

a n ('CHC12) = ( -17 .0  +-- 1.0) gauss 

g ( 'CHCI2) = 2.0080 -+ 0.003 

were determined. This radical has not so far been detected by ESR. For the rad- 
ical pairs R- ,R '  

p - x C6H4CHOH C H  (C6H4-p-y)2 

a: x = B r ; y = H  
b : x = C l ; y = H  
c : X = H ;  y = H  
d: x = H ;  y = C l  
e : x = H ;  y = B r  

the g factor differences g-g' were taken from CIDNP patterns by Closs 6d) and 
by Adrian 32). These authors applied different theoretical formulae and obtain- 
ed slightly different values, 6d): a: 2.7 �9 10 -.3 ; b: 1.5 �9 10 -3 ; c: 0.47 �9 10 -a ; 
d: -0.33 �9 lO-3;e:  -2 .7  �9 10-3;32): a: 1.57 �9 10-3;b:  1.24 �9 10-3;c: 0.72 �9 10-3; 
d: -0.08 �9 10 -3 ; e: - 1.78 �9 10 -3, but the trends of  the g factor differences are 
well represented by both results. 

Further CIDNP studies on radical properties may be expected to reveal the 
importance of  the new technique as a powerful complement to ESR. 

5. Concluding Remarks 

The examples given in the preceding section have shown the potentialities of  
CIDNP as a tool for the determination of  reaction mechanisms and radical pro- 
perties; they should also demonstrate that CIDNP does provide the various 
data listed in the introduction in rather straightforward procedures. 
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Here we wish to emphazise a few points which make clear that the method 
has its limitations and to indicate that the theory is still far from fully devel- 
oped. 

In the dibenzoylperoxide decompositions the effects are caused in pairs 
which are themselves part  of  a minor reaction pathway. The same may be true 
for other reactions, especially of  the rearrangement type 14-1e), where ionic 
and radical intermediates may be present simultaneously. CIDNP effects are 
evidence for radical intermediates, though others may be present as well, and 
for quantitative studies CIDNP has to be combined with other techniques to 
elucidate the relative importance of  various possible pathways. 

As will be evident from Sect. 3.1., the amplitudes of  the effects are deter- 
mined by  a variety of  factors. In particular, Eq. (8) relates the observed en- 
hancements to the relaxation times of  the products, the rates of product for- 
mation and the enhancement factors per product molecule formed. From ex- 
perience if,s,4,6), the latter might be expected to be of  the order of  100 to 
1000 for protons and high fields. Therefore CIDNP effects may be antici- 
pated (VrL >I 10) when r/n. T 1 <~ 10 -2 . . .  10 -1. Since T1 is normally of  the 
order of  1 to 10 sec for protons, a reaction to be studiedby CIDNP should pro- 
ceed rather rapidly. No general rule can be given, but from the above consider- 
ations a characteristic t ime constant of  the reaction, for instance, the time for 
50 % conversion, o f  about 10 to 20 min or less is advisable. This requirement 
can often be met  by the application of  suitable reaction conditions. 

Finally, it should be noted that the effects are field-dependent. In one case 
~) no effects were seen when the reactions were run within the spectrometer 
fields, but large effects were observed for samples which were allowed to react 
in the earth's field or in a low field o f  a separate magnet and which were trans- 
ferred to the probe of  the spectrometer shortly after the end of the reaction. 
These field effects on CIDNP will deserve much future investigation. So far, 
only a limited amount  of  information is available i e,~f,l~ ,39,48,49) and no thor- 
ough theoretical study has been reported. Preliminary results indicate, however, 
that the low-field polarizations are explainable in terms of suitable extensions 
of  the high-field theories of  Sect. 3.2.33,39,48,49). Future investigations have 
also to establish the potentialities of  CIDNP in the detection of  biradical inter- 
mediates. Recently Closs 6k) reported CIDNP effects for reactions where such 
intermediates are present and outlined the pertinent theory which indicates 
severe restrictions. 

Summarizing, it may be stated that the exploitation of  the relatively young 
technique of  CIDNP may be expected to proceed in the following directions: 
on the theoretical side, a general theory based on first principles will be devel- 
oped, covering amplitudes and signs of  low- and high-field effects and biradical 
intermediates without resorting to experimental parameters; on the experimen- 
tal side, the list of  reactions studied, mechanisms elucidated and radical parame- 
ters determined by CIDNP will expand rapidly. 
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The problem of Aromaticity* has always been one of  the most difficult and fas- 
cinating problems in chemistry. It is usually stated in the literature that aro- 
maticity has constituted a challenge to both the theoretican and the chemist 
since 1865, when August Kekule introduced his intuitive idea on the structure 
of the benzene molecule i). 

But the trouble is that the right question has never been asked. Which ques- 
tian have we to answer: "Is aromaticity an out-of-date or an up-to-date concept?" 
o r (that most tedious question) "Is aromaticity a myth or reality? ". These ques- 
tions must be discussed before we can venture upon defining and measuring 
aromaticity. 

It is commonly asserted that the words "aromatic compounds" were intro- 
duced at the end of the eighteenth century to distinguish such molecules from 
their aliphatic homologues because of  their pleasant olfactory properties: na- 
tural products such as oil of  wintergreen, aniseed, sassafras, oil of  cinnamon 
and vanilla beans were included at this time in the "aromatic class" of com- 
pounds. 

Here, then, is the first difficulty about the problem we are trying to solve: 
a scientist who discovers - as Kekule did - a fundamental new concept must 
surely introduce a new an well-chosen word to define it. If he does not do so, 
the risk is that complete confusion very soon occurs both in books and in the 
minds of  men. We are of the opinion that one cause of the confusion which 
reigns today concerning the question: "What is aromaticity?" lies in Kekule's 
original choice of  word, but it is also clear that the chemists who have worked 

*This contribution was strongly influenced by the main ideas which were debated at the 
3rd International Symposium on "Aromaticity, Pseudo-Aromaticity, Anti-Aromaticity" 
held in Jerusalem in March 1970. 
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in the field of  aromaticity since 1865 have continued in tile same frame of  
mind and have too often closed their eyes to what was being measured and 
defined when they spoke about aromaticity.  

A second - and undoubtedly more specific - difficulty proceeds from the 
fact that aromaticity has at least two meanings which are fundamentally dif- 
ferent according to whether the word is being used by a pure chemist or a phy- 
sicist: to the first, a compound is aromatic if  its chemistry is like that o f  
benzene, while, to the other, according to the more modern definition, a 
compound is aromatic if it has a low ground-state enthalpy. 2) 

Or!ginally, the concept of  aromaticity was developed as a means of char- 
acterizing a certain type of  organic molecules which were inclined to substitu- 
tion and disinclined to addition reactions and thermally stable 3). The emphasis 
was for many years more upon the chemical activity than upon the physical pro- 
perties in the ground state. The regenerative - or meneidic, according to Lloyd's 
proposal 4) - character of  aromatic molecules and the fact that such a molecule 
must, as Kekule himself said s), contain at least six carbon atoms explain why, 
ever since 1865, the problems concerning aromaticity were studies for some 
seventy years in exclusively organic chemistry with benzene as a standard. This 
helps us to understand why today it is surprising for organic chemists to hear 
inorganic chemists using their hallowed word. 

In such conditions, it will be appreciated that, at the end of the nineteenth 
century and even at the beginning of the twentieth, aromaticity seemed a well- 
established and well-defined concept. 

But, at the end of  this happy time, came the advent of  quantum chemistry 
which, it was hoped, would bring a comfortable support  to what had gone be- 
fore. Quantitative, increasingly accurate valence-bond and molecular-orbital 
methods were developed, permitting the calculation of  the resonance energy 
of a conjugated system, a quantity which is a ground state property and can be 
measured experimentally and compared to the thermochemical data 6). This 
was the start of  a continuous process of  transforming the meaning of aromati- 
city from the chemical definition - which emphasizes the energy content o f  the 
molecule in the excited state - to the physical viewpoint which underlines the 
properties of the molecules in the ground state. But the main consequence, which 
springs quite immediately out of  the comparison between the chemical and the 
"new" physical definition of  aromaticity, is that a large number of  compounds 
are thus physicallv aromatic but chemically not. The cyclopentadienyl anion 
CsH~, prepared by Thiele in 1900 7~, but not recognized as such, is a good ex- 
ample of  a non-regenerative molecule with respect to its high chemical reacti- 
vity which was found to possess a particularly low enthalpy in the ground state 
Consequently, the class of  non-benzenoid compounds appears in the literature 
to designate mainly the "physically aromatic" molecules 8). 

This was the beginning of  the undermining of the word aromaticity and, 
from this time, each scientist concerned with related problems introduced in- 
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to the breach that had been opened a new word for his own purposes (new but 
always derived from aromaticity). The mushrooming - as Bergmann and Agra- 
nat say so felicitously 9) _ of  prefixes was beginning. There are: 

1 pseudo-aromaticity 1o,~1,12) 
2 quasi-aromaticity ~3) 
3 anti-aromaticity 14,1s) 
4 non-aromaticity 14) 
5 homo-aromaticity a6,xT) 
6 pseudo-anti-aromaticity ~8) 

and perhaps even super-aromaticity, spiro-aromaticity etc. 
These concepts were introduced in order to bridge the gap between the two 

definitions of  aromaticity mentioned above, but it is clear that the main result 
of  this a t tempt  has, in fact, been complete confusion. 

Moreover, it is quite certain that this now tendency has something to do 
with the trouble into which many people plunged when they had to compare 
the aromaticity of  any organic or inorganic molecule to that of  benzene. This 
difficulty became more acute, simultaneously with the synthesis and increasing 
knowledge of  the chemical and physical behaviour of  inorganic ring systems, 
and these cases soon made it necessary to propose new definitions of  the con- 
cept of  aromaticity which would eliminate the need to refer systematically to 
benzene or benzenoid compounds. 

Before developing this viewpoint, we wish to discuss and criticize briefly 
the "'typically organic concept"  we have already mentioned. 

Let us first of  all analyse Hiickel's famous (4n + 2) aromaticity rule 19,2o) 
which played a leading role in the theory of non-benzenoid compounds. This 
rule was derived from theoretical considerations, but it should be pointed out 
that, despite its success in explaining and predicting many experimental facts 
21,22), there exists, even for monocyclic conjugated hydrocarbons, an obvious 
discrepancy between theory and experiment. Indeed, the H. M. O. calcula- 
tions show that if a 4n-electron system has a lower resonance energy per 
atom than the homologous (4n + 2) molecule, the magnitude of  the diffe- 
rence is much less than experiment would suggest. Despite the improvements 
introduced by Coulson and Longuet-Higgins 23,24) and generalized by Dewar 2s), 
who applied Htickel's rule extensively to the problem of  aromaticity 26,27), the 
theoretical foundations of  this rule gradually became weakened, particularly 
with the introduction of  the bond alternation concept 2a,29) 

Many attemps were made to broaden Hiickers rule 3o, al, 32), mainly in the 
domain of anti-aromatic systems 33), but it quickly became evident that the 
only theoretical way to support a reasonable use of  this rule to predict reality 
was to perform quantum calculations which would explicitly take into account 
the effects of  interelectronic and internuclear repulsions and other terms gen- 
erally neglected in the empirical methods. One interesting at tempt,  based on 
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Pople's method 34,3s), was made by Fukui and his co-workers 36); this permit- 
ted progress in the understanding of the "push-pull, '  synthesis aT,3s, a9,40). Var- 
ious other at tempts were based on S~C.F.-M.O. calculations by Nakajima 41,42, 
43), Julg 44) and Daudel as). But it is most noticeable that all this work was done 
in the field of  organic chemistry and never until today, on inorganic ring sys- 
tems. This may be due to the lack of  interest shown by too many quantum 
chemists, until the last two decades, in "aromat ic"  inorganic compounds;  or 
it may be due to the fact that Hiackel's rule is extremely difficult to apply in 
such cases, particularly since the calculations must  be done in inorganic chem- 
istry only by way of  very accurate non-empirical methods. 

The attempts of  Dewar and co-workers 25,46,47,48) to define Hiickel's rule 
as a criterion of  aromaticity by applying Mulliken and Parr's definition of  re- 
sonance energy may be criticized on the same grounds. It became evident, fol- 
lowing the publication of Dewar's famous 1952 paper, that resonance energy 
was a suitable indicator of  the aromatic character of  an organic molecule, and 
much use was made of this criterion by organic chemists. But, once more, the 
trouble affected "the rest": in the field of  inorganic ring systems, the use of  
pure semiempirical calculations (which allow the resonance energy of  organic 
molecules to be estimated correctly) is quite strictly forbidden on account of  
the heteronuclearity of  the o skeleton. Only overall electron methods may be 
used and a mixing of o and rr levels often occurs in such computations. The se- 
paration between these two types of  levels, which is classically the foundation 
of the calculation of resonance energy in organic chemistry, vanishes in inorga- 
nic chemistry. Let us give a proof  for this assertion: contrary to the results of  
"organic-like" calculations made on the molecule of  borazole 49), the overall 
electron technics used by Brown and MacCormack so) and by Davies 51), for 
example, allow these authors to conclude that the highest occupied molecular 
level is of  o and not rr type. The complexity of  the problem is furthermore un- 
derlined by the recent results obtained with overall electron methods: some of  
them give a highest o level, others a 7r level, and there is no convenient explana- 
tion of  this discrepancy. 

Moreover, the calculation of  resonance energy requires a knowledge of 
standard energies, that is, the energies of  the pure localized single and double 
reference bonds. In the field of  inorganic chemistry, the question is: where 
is it possible, with reasonable safety, to find such standards? The tremendous 
discussions found in the literature over the years - and still today - regarding 
the nature of  the boron-nitrogen bond, for example, lend point to this question. 

To sum up, it appears clearly that the concept of  resonance energy, gen- 
erally so useful in organic chemistry, can not readily be extended to the gen- 
eral field of  ring systems, the more so because its calculations, in the simplest 
of  inorganic cyclic molecules, is strongly dependent on the chosen degree of  
accuracy and on the personal selection of  standards. 
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This difficulty has furthermore, been felt, even on the level of  pure organ- 
ic chemistry, and this is perhaps why the idea of  defining aromaticity by the 
ring current physical concept has been so successful s2). 

The introduction of  this concept is generally attributed to J. A. Pople who 
used it to explain the N.M.R. deshielding of the benzene ring proton with res- 
pect to the ethylene proton s3). An aromatic compound would be defined, in 
such conditions, as a molecule which will sustain an induced ring current, the 
magnitude of  which is a function of the ability of  7r electrons to be delocalized 
and hence a quantitative measure of  aromaticity. 

It must be noted - and this does not  in the least diminish Pople's merits - 
that Pauling had, about twenty years before, implicitly invoked the same con- 
cept to explain the unusually high magnetic susceptibility of  the simplest o f  the 
arenes s4), and we shall discuss further the general use we may make o f  the 
Pauling-Pople ring current concept for all the magnetic properties of  matter.  

Despite the numerous studies brought to a successful issue by utilizing the 
ring current notion ss, s6,s~), it is not free from limitations ss, s9,6o). It  was, in- 
deed, discovered that the basic deshielding we have explained above does not 
depend only on the molecular ring current but also on induced atomic currents 
61,62). Moreover, it was demonstrated that it is quite impossible to link such a 
concept to either the resonance energy or the reactivity of  a molecule 59,63). 
But the most precise attack was probably mounted by J. Musher 64) who ar- 
gued that the N.M.R. behaviour of  "aromat ic"  compounds might be described 
as the sum of  contributions from localized electrons of  both 0 and lr charac- 
ter 60,64); besides, he emphasizes the fact that the "so-called" ring current is a 
phenomenon which depends essentially on the group symmetry  of the mole- 
cules and that this restriction greatly weakens the generality of  this concept 
60, 65). 

The foregoing is not intended to induce in the minds o f  readers the idea 
that the ring current concept is dead. It  still remains the most powerful tool 
for solving the problems we meet when we study the magnetic properties of  
ring systems and, even if it is possible to explain the same phenomena by an- 
other model, it would be unreasonable to discard such a well-defined and ap- 
propriate concept. However, it must be said that once this concept is used to 
describe the relative aromaticity inside a class of  molecules, it is not legitimate 
to compare the aromaticity scale obtained in this way to those that have been 
proposed on the basis of  the resonance energy or reactivity factors. Neverthe- 
less, the word "aromat ic i ty"  is in fact used for all these different meanings, 
in the full knowledge that there are absolutely no connections between these 
different "observables." We shall see further on that this mistake is even more 
general. Moreover, experimental evidence of  the influence of  group symmetry,  
in perfect agreement with the theoretical viewpoint of  Musher, will be devel- 
oped later concerning the Faraday effect. 
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Let us come back now to the origin of  the ring current concept. We have 
mentioned that this idea was already present in Pauling's famous 1936 work 
about the specific diamagnetic susceptibility of  aromatic compounds. This 
sort of  work was developed after this by many people, particularly by Pa- 
cault 66) The basic observation in this field is the following: the experimen- 
tal susceptibiliy of  benzene, for example, is 9.8 10 -6 u.e.m C.G.S. more dia- 
magnetic than the theoretical value which may be calculated using the well- 
known additivity law of  localized bond contributions previously put forward 
by Pascal and co-workers 67,68) in aliphatic chemistry. It was shown, mainly in 
the recent works of  Laity 69) and Dauben 70) that such an elevated diamagne- 
tic susceptibility may be invoked as a criterion for aromaticity which would 
reflect unequivocally the presence of  a cyclic 1r-electron delocalization. 

The importance of this criterion lies in the fact that it is related to a theo- 
retically well-defined quantity, London diamagnetism, and more precisely to 
diamagnetic anisotropy, which can be measured. It may indeed be demonstra- 
ted that a high rr delocalization induces into a cyclic molecule a large aniso- 
t ropy which can be observed by means of  a perturbing agent, a magnetic field, 
for example, as above, or polarized light, as in the D.R.D. technics of  Pacault, 
Bothorel and co-workers 71). 

This last remark gives us the opportunity to develop what is perhaps one 
of  the main criticisms against the use of  the word aromaticity: if  we postulate 
that aromaticity is an intrinsic, mysterious, non-observable characteristic of  
the so-called aromatic compounds, it becomes obvious that all we can do is 
to collect the various answers provided by this myth to each of  the external per- 
turbations, and nobody can say whether the "aromatici ty scales" so obtained 
will be consistent or not. Moreover, it must be added that each individual way 
subconsciously create a picture of  the myth  which is convenient for him. I f  
one accepts this line of  argument, it is clear that aromaticity is not a scientific 
word at all, but fundamentally an esthetic one (an assertion which is suppor- 
ted by the euphonious character of  the word aromaticity). 

Perhaps the only way to avoid this confusion in the future will be a purely 
theoretical one: when the theory allows us to predict quantically the experi- 
mental signs of  aromaticity, it will be possible to approach the unique entity. 
While awaiting this problematic happy time, it seems better that, at the present 
stage, each group of  scientists using a given experimental approach should try 
to define and to measure whatever is measurable by their own technique, in 
the hope that the data thus accumulated will eventually fit into a unified theory. 

We have to include in our criticism the use of  dipole moments  to determine 
aromaticity. Many at tempts were made, mainly in the field of  non-alternant 
systems 72,73,74), but this method was analysed by  Dewar 7s) who insisted that 
"the existence of  a large dipole moment  cannot in itself be taken as evidence 
that  a molecule has a highly delocalized aromatic character". 
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To sum up what we have said so far, clearly, the best experimental path 
to a knowledge of  what aromaticity is, is the study of the molecular charac- 
teristics in the ground state of  the resting compound, i.e. the compound as 
free as possible of  any external perturbation. Measuring the bond lengths, for 
example, will give us the opportunity to analyse the famous bond alternation 
aromaticity criterion. 

The best methods for this purpose are, of  course, X-ray diffraction, elec- 
ron diffraction and the microwave technique, each being used for a given state 
of  matter.  Many results have been published recently, particularly in the field 
of  the. first method 76,77,78,79,80,81,82,83). These fundamental data may be com- 
pared with those given by quantum mechanical calculations of  bond orders, 
and we may quote from this viewpoint the aromaticity index proposed by 
Julg a4) and the delocalization index of  Kemula as) and Trindle a6). These re- 
lations have been tested on a large set of  organic molecules, i.e. homonuclear 
molecules. But a quite insuperable difficulty occurs when it becomes necessary 
to study the bond alternation in heteronuclear systems, i.e. essentially in in- 
organic chemistry. The concept of  bond alternation, so well founded from a 
fundamental point of  view, remains at present much too narrow to be used 
generally as a criterion of aromaticity. Thus, in the field of  inorganic chemis- 
try, on the  one hand geometrical data are rare and, on the other hand, accurate 
overall electron calculations must be used, and these are time-consuming and 
expensive. 

However, the importance of  bond alternation in the study of the problem 
of aromaticity has prompted Heilbronner and Binsch to introduce the concepts 
of first- and second-order double bond fixation 87,88,89) Binsch suggested that 
a conjugated 7r-electron system can be called aromatic if it presents neither 
strong first-order not second-order double bond fixation 9~ This criterion 
has the advantage of  being closely related to a physical phenomenon, the 
tendency of  rr electrons to cluster in certain bonds. It is capable of  pinpoint- 
ing the lack of rr electron delocalization in a particular structural segment. 
But, once again, this criterion is only applicable to organic chemistry: it is not 
at all evident that the behaviour of  the boron-nitrogen "double"  bond of  bor- 
azole, for example, is identical to that of  the  C - C  bond in benzene. 

The critical compilation in the first part of  this paper was developed main- 
ly for the purpose of showing the importance of the troublesome label that 
organic people have attached to the word aromaticity. But there is another 
field in which this label was so much impressed on people's minds that it 
was out for many years of  the question to study the aromaticity of  non- 
planar compounds, because of the "fundamentally necessary assumption", 
due to Kekule, that  "a cyclic molecule cannot be aromatic if  it is not planar" 

This belief was founded on the fact that, in the classical benzene series, 
the lr delocalization is due to the overlap of  2pz atomic orbitals which quick- 
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ly becomes zero as soon as the bending of the molecule amounts to some de- 
grees. But, obviously, the situation may be completely different when the 7r 
delocalization is due to a (2p, 3d) overlap, for instance, and it may be con- 
ceived in such conditions that planarity is no longer a sine qua non for the aro- 
maticity of  the molecule. This fundamental realisation has allowed the recent 
study in our laboratory of  the ring current intensity o f  not exactly planar in- 
organic systems, such as (RSN)3, (RSN)4 and (R2PN) 3. 

In the same way, Winstein has introduced the notion of  homo-aromaticity 
which is, in fact, more closely synonymous to rr space con/ugation than to deio- 
calization along the ring system. It had been observed for many years - by 
means of some specific techniques which were classically supposed to measure 
aromaticity - that molecules like 5.6 diphenyl-naphthacene (or rubrene) 92,93), 
cyclooctatetraene 94) or bisperitetraphenyl-naphthalene 9s) have the specific 
behaviour of  "aromatic" compounds although arr delocalization along the che- 
mical bonds of  these molecules seems geometrically quite strictly forbidden. 
A general interpretation of this phenomenon was given, taking into account 
the space overlap (2pa, 2po) of  carbon atomic orbitals which induces in these 
molecules a three-dimensional conjugation. 

To understand such a curious observation is of  great interest, but why did 
the authors attach the prefix "'homo" to the word aromaticity in this context? 
This expression was previously used exclusively to describe ring deiocalization. 
Such an attitude of  mind looks like a survival of  the strong organic stamp we 
have invoked above and serves to strengthen our conviction that the word aro- 
maticity must be eliminated from the scientific vocabulary in order to free 
scientists (and particularly inorganic chemists) from the constraint of  having 
to refer systematically to the benzene molecule and, moreover, to force these 
same scientists to be more rigorous in their use of the vocabulary of their own 
field of  research. 

The time is coming where the "tower of Babel of  Aromaticity" must be 
destroyed. 

It ist also unfortunate that, since benzene is looked upon as a standard, 
the so-called aromaticity of  any molecule must be compared with the same 
quantity estimated for one o f  the very rare cyclic systems which belong to 
the D6n point group. Moreover, the recent work of  Narten 96) has shown 
that the actual structure of benzene in the liquid state is locally the same as 
in the solid state, giving a very nice diagram of X-ray diffraction. Benzene is 
the only benzenic molecule which possesses such properties in the liquid state, 
and this fact may be directly connected - as Narten says - with the high sym- 
metry (D6h) of  this molecule. Is it reasonable, therefore, to use benzene as a 
standard when it is becoming more and more evident that this compound is 
exceptional? This undoubtedly underlines one of the main errors concerning 
aromaticity: the specific properties of  rr delocalized ring systems seem to de- 
pend on their symmetry point group, as theoretically asserted by Musher and 
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semi-empiricaUy demonstrated by ourselves 97. 98). Thus, a comparison of the 
"aromatici ty"  of  C2~ pyridine, for instance, with that of  D6h benzene is mean- 
ingless. By way of  compensation, it is possible to compare the behavior of  all 
the D ~  molecules, from 1.3.5 triazine, borazole, boroxine or trimeric phos- 
phonitrilic chloride to mesitylene. 

It must be noted that, even if we consider aromaticity as synonymous with 
chemical reactivity, people implicitly use the concept of  point group: for ex- 
ample, the nitration rates for the ortho-, meta- and para-positions of a given 
C2~ monosubsti tuted benzene are actually only comparable between them- 
selves and not at all, from a fundamental point of  view, with the nitration 
rates of  Dr,  benzene itself. This tricky problem becomes even more compli- 
cated if we want to compare the nitration rates of  different substituted ben- 
zenes. This fundamental feature will be discussed again under the Faraday ef- 
fect, but the merit of  such a point of  view is that it bridges the dangerous gap 
which exists between the organic chemists and "the rest". 

There is indeed misunderstanding between organic chemists - who think 
they can trust aromaticity - and those who try to approach the same entity 
with an open mind. An amusing proof  of this is the well-known joke: "tris 
B-methylborazole may be aromatic, being an organic molecule, but not bora- 
zole itself, because it is inorganic!". 

I think thus, concluding this paragraph, that  all the approaches of  the myth  
aromaticity would become perhaps more powerful i f  the concept of  group sym- 
metry was present in their developments. 

Let me digress a bit from the schedule of  this contribution to come back 
in few words on the fact that benzene seems finally the worst standard for the 
study of aromaticity. What follows is more a psychological remark than a scien- 
tific one but I personaly think that it is of  some interest. It is at the least curi- 
ous that many papers appear to-day in the literature under the general imprint 
"aromaticity" which are concerned with "very accurate ab initio calculations" 
of  the electronic structure of  some "benzene isomers". What is indeed the "aro- 
matici ty" - either in terms of ring current or with any other sense - of  pris- 
mane? It is clear from this particular remark that it becomes too much easy 
now to insert under the heading "aromat ic i ty"  any paper, on the only condi- 
tion that its title contains the word benzene!  

To conclude this rapid survey of  the myth  of  aromaticity, it is clear that 
the word itself must be extirpated from the scientific literature, despite its 
esthetic character, not only because it means nothing for a scientific point of  
view (aromaticity not being an observable property),  but chiefly because it too 
often hides a dangerous imprecision about what is being measured and why. 
Moreover, the use of the word restricts the freedom of  scientific reasoning. 

I f  we discard this word, we shall simultaneously free all the people who felt ob- 
liged to introduce the prefixes and suffixes discussed above in order to be con- 
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sistent with the tradition. Then it will become possible to come back in every 
case to the original spirit of  the approach and perhaps to progress to a com- 
prehension of  techniques which today seem so classical. 

This has been our conviction for many years and is the reason why we 
have approached our studies of  the magneto-optical behaviour of  so-called aro- 
matic compounds (organic or inorganic) by defining a new concept: potential 
strobilism. 

This idea was put forward at the 3rd International Symposium, "aromatici- 
ty, pseudo-aromaticity, anti-aromaticity",  held in Jerusalem in April 1970. We 
noted on this occasion with particular pleasure that our a t tempt  agreed with 
the positions of  many other people. 

The second part of  this paper describes how we have studied the behav- 
iour of  what were previously called "aromatic molecules" relative to the Fara- 
day effect (or magnetic rotatory power), with particulary emphasis on the 
experimental and theoretical information which has led us to discard the 
notion of  aromaticity in favour of  a new, well-defined and easily measured 
phenomenon. 

First, some generalities about the basis of  the Faraday effect: 
It is a well-established fact that magnetic rotatory power is what is com- 

monly called an additive property o f  matter. This assertion rests on the fact 
that  there exists 99,10o,101,102) a set of  additive bond magnetic rotations by 
means of  which the experimental molecular rotation of  a compound may be 
calculated a priorL often with surprising precision. The method is applicable 
to compounds of carbon, boron, sulphur, nitrogen, phosphorous, etc., with 
the single stipulation that they contain only normal covalent, diamagnetic 
and localized bonds. 

The existence of  this set has been confirmed on several occasions by 
utilizing a semi-empirical approach ~03, lo4) or by adjusting Daudel's "Th6orie 
des Loges" to the Faraday effect ~0s). These calculations suggest that any 
digression from such a law of  additivity necessarily implies the presence of 
certain structural peculiarities in the molecule. This is true, for instance, of  
molecules containing a delocalized rr-electron system: in this case the experi- 
mental value (A) of  the magnetic rotation is always distinctly higher than the 
theoretical value (B), calculated by neglecting the delocalization of electrons. 
The difference E = (A) - (B) - which we have called the "magneto-optical con- 
jugation excess" - appears 106) to be constant for a given unsubstituted con- 
jugated system, but varies appreciably from one system to another. 

In the domain of aliphatic compounds, we have shown ~o7) that E can be 
linked linearly to the sum, Z1 r, of the free valence indices of  the correspond- 
ing system by the equation 

D,~ I E,~ = 111 (ZI,. - 1.464). 
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This equation has recently appeared also in the framework of  a simplified 
theory of  the Faraday effect 10s~. 

The magneto-optical study of  a great number  of  unsubstituted arenes 1o9> 
has enabled us to construct an equation for the cyclic conjugated hydrocar- 
bons that is analogous to that for the aliphatic compounds: 

Dar I Ea, ~ 200 (~ I ,  - 1.464). 

It  may be noted that the straight lines Dar and Dat originally have the same 
abcissa and that the slope of  the former is twice as steep as that of  the latter. 
This means that for a given conjugated system, characterized by a value (~Ir)0, 
the magneto-optical excess, Ear , which is observed if the molecule is cyclic, is 
very much higher than Eat , the value which would be observed if the molecule 
were alicyclic. 

~ E  = (Ea~ -Ea t )  expresses, in a way, the passage from open conjugation to 
cyclic conjugation. The existence of  ZkE seems to be due to the fact that a cyc- 
lic molecule offers to the delocalized ~r electrons the possibility of  having their 
mobility increased by the action of  the applied magnetic field. We therefore 
believe that zkE expresses the existence, in a cyclic molecule, of  the Pauling- 
Pople ring current. 

It  is not surprising that such currents may be detected by means of  the 
Faraday effect, this effect being a magnetic property of  matter  to the same 
extent as, for instance, diamagnetism or N.M.R., in connection with which, 
as we have seen, the concept of  ring current was mentioned for the first time. 

We have shown, in the first part of  this contribution, how the ring current 
concept was classically associated with the notion of  aromaticity. To be con- 
sistent with our earlier discussion, we have introduced the concept of potential 
strobilism to describe the phenomena which are measured by all the magnetic 
properties of  matter  in the case of  cyclic molecules which are the seat of  a rr- 
electron delocalization, that is of  a ring current. This new term is not very 
pleasing phonetically but it has the merit of  deriving from a striking image: 
C. K. JCrgensen suggested this new word on the basis of  the Greek phrase 
which means "children's merry-go-round", a phrase which nicely evokes the 
ring current. 

Strobilism would then potentially exist in the molecule, waiting to be rend- 
ered observable by a developer (in the "photographic"  sense of  the word) which~ 
in our case, is the external magnetic field. I f  strobilism is a potential property 
of  the molecule at rest, it is conceivable that it must be directly dependent 
upon the electronic and geometrical characteristics of  the molecule in the ground 
state, e.g. electron distribution, symmetry point group, and so on. We will see 
immediately how it is possible to verify this and in particular to support,  from 
this viewpoint, Musher's criticism of  the ring current concept. 

To come back to the Faraday effect: It might be expected from the pre- 
ceding discussion that any molecule characterized by a given ~[~ value should 
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have the s a m e  conjugat ion  excess. I f  one studies a large n u m b e r  of  m o n o -  and  

p o l y s u b s t i t u t e d  benzenes with the aim of  verifying the above, it  becomes clear 
that  this is no t  so. Table 1 shows some of  the E values we have obta ined  Jw). 
It  may be seen that  these are sometimes slightly higher and sometimes consid- 

Table 1. E and G values for some substituted 
benzenes 

N ~ E(tzr) G 

6 208 0.006 

1 191 0.031 

20 187 o.016 

8 183 0.066 

21 177 0.037 

14 176 0.029 

3 175 0.032 

4 170 0.083 

10 166 0.064 

12 152 0.101 

9 150 0.071 

18 148 0.063 

23 147 0.030 

16 147 0.059 

24 137 0.063 

17 13o 0.109 

19 125 0.081 

7 123 0.088 

2 91 0.112 

I1 66 0.144 

5 63 0.138 

15 59 0.101 

13 25 0.169 

22 12 0.159 

erably lower than the characteristics benzene value (+ 182 pr), even though 
for all these molecules ZI ,  remains constant ,  at least as long as this quant i ty  
is calculated only along the benzene ring. 

What therefore can be the electronic or geometrical factors u p o n  which the 
conjugat ion excess of  a molecule,  and therefore its strobilism, depends so strong- 
ly? 
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The answer may be deduced from an examination of the electronic struc- 
tures we have calculated for abour sixty diversely substituted benzenes, uti- 
lizing a combined L.C.A.O.-U.V.C. method,  perfected for this purpose in col- 
laboration with Julg ~ ~ ~ ), and the so-called "bond-by-bond i teration" method 112). 
We have noted that i f  the bond characters remain very close to that observed 
for benzene (0.667), the gradient 

1 ~ iql_qt+l  I (withq7 = q l )  

of  the (o + ~r) electronic charges, localized on the six carbon atoms of  the ring, 
diverges more or less definitely (Table 1) from the zero value it displays in ben- 
zene .  

This charge gradient then is responsible for the potential barriers that ap- 
pear at the peaks of  the ring, barriers which have the effect of  decreasing the 
ability of  the delocalized rr electrons to generate a ring current. 

I t  appears therefore that the strobilism o f  a molecule, which obviously de- 
pends on the density o f  the delocalized 7r electrons, is in fact  also - and most  
markedly - a function o f  the o electron density o f  the molecule. 

X X X ~G 

~r5 

1 I 
2 F 
,3 CHs 
4 Cl - 
5 SH - 
6 I CH a 
7 F CH) 
8 Cl CH ! 
g SH CH 3 

1o J cH~ 
11 F CH 3 
12 Cl CH~ 
13 SH CHz 
14 I CH~ 
15 F CH a 
1(; CI CHz 
17 SH CH~ 
18 CH~ CH= 
19 F F 
20 CH~ CH~ 
21 el el 
22 F F 
23 CH z CH a 
24 CI CI 

X 

X 
X X X 

Y 

~ X  01"/ V12 

7 
~r4 - 1 9  

24.11 V.At 8 Vl0 X 8 
015 160 ~ 

21 § 
�9 23 O14 

50 ~o 1~o 2~o E 
Fig. 1. Linear relation between magneto-optical conjugation excess E and charges gradient G 
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Thus, we encounter one of the most fundamental objections raised by Mu- 
sher to the concept of  ring current, at least when this concept is developed in 
its classical form. Moreover, our magneto-optical investigations show that,  at the 
limit, a molecule can possess a very high density of  delocalized ~r electrons 
without being the seat of  a ring current, but  only if there is a substantial G 
gradient. Fig. 1 justifies the reasoning we have just developed: there exists a 
very signi17cant linear relation between E and G. 

These results have therefore led us to propose H3) the following definition 
for the strobilism of a molecule: 

A cyclic molecule is strobilic when it  contains a distribution of  deloealtzed 
7r electrons susceptible, in the absence o f  substantial gradient o f  localized (o+Ir) 
charges on the atoms o f  the ring, to be set in ordered movement when submit- 
ted to a magnetic field, thus giving rise to a strobilic Pauling-Pople current. 

Strobilism will then either be measured experimentally by means of  the 
Faraday effect (measure of  E), or calculated theoretically from the (o + 7r) 
electronic structure (determination of  G at equal bond character). 

We have therefore two equivalent means of  defining the strobilism o f  a com- 
pound relative to others, but on the express condition that they all belong to 
the same family, that is, on condition that the distribution of  the coulomb in- 
tegrals hlong the ring belongs to the same point group. 

This important  result is a consequence of  the following observation: if one 
seeks to represent E as a function of  G for compounds belonging to the D3h 
point group (borazoles and boroxines for example H4) or to the C2~ group 
(furan, pyrrole, thiophene) 97), one  also obtains in each case a linear relation. 
The slope of  the representative straight line is similar to that shown in Fig. 1, 
but under no circumstances may it be confused with the latter. There seems to 
exist a straight line E -- f (G)  for each point group, that is, for each symmetry o f  
the distribution o f  coulomb integrals along the ring. Here we meet the se- 
cond objection raised by Musher to the concept of  the ring current. 

From the preceeding discussion it appears that a comparison o f  the strobil- 
ism o f  benzene with that o f  a molecule not belonging to the D6n group shouM 
be avoided. I f  we have any right to assign values for the strobilism of  various 
substituted benzenes, studied in relation to benzene itself, it is because the 
U.V.-consistent Coulomb integrals of  carbon atoms bearing an X substituent 
diverge little, if at all, from the ot value when X = R, F, C1, Br or I. This does 
not hold for the aminobenzenes, for which the consistency with U.V. compels 
one to assume the relation ~ . . . . .  = ot - 0,6/3 Hs), a value which, in this pecu- 
liar case, confers on the benzene i-ing a symmetry which is more C ~  than D6n. 

There is another magneto-optical criterion of  strobilism which we proposed 
in 1967 and which seemed very promising, in view of  its simplicity of  use. This 
criterion had been suggested by the N.M.R. experiments carded out by Zim- 
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merman and Foster J J6); these authors showed that the signal of  the benzene 
proton is displaced towards a lower field when benzene is diluted with an inert 
chemical solvent. Pople thought that this deshileding could be related to the 
evolution of  the ring current during dilution. 

An analogous experiment was attempted using the Faraday effect. We no- 
ted that the molecular magnetic rotation of  benzene decreased - but in a per- 
fectly linear manner - with increasing dilution in a solvent such as n-hexane. 
Thus we thought that this phenomenon afforded us a simple means o f  measur- 
ing the intensity of  the ring current of  a molecule and, consequently, its stro, 
bilism. We thought it probable - and we believed that we had verified this in 
a previous study 109) _ that the decrease in magnetic rotation would be pro- 
portional to the intensity of  the ring current. 

The first measurements, carried out on fluorobenzene, paradifluorobenzene, 
chloro-- and bromobenzene 109) in solution in n-hexane, allowed us to obtain 

PlM 

_8o6 ~.r 

D.M.S.O. 
C CI 4 

Dioxane ~ / / / /  

CHCI 3 . 
T.H.E 

Cyclohexane 
and D. M, F. 

! - F'ropanol 
2- Propanot 

Ether [ 'rltluoroethapol 
] s o o c t a n e  = i I 

20 40 60 80 

C=H= % r~ 
100 

Fig. 2. Variations of the magnetic rotation (P)M of benzene when diluted in some usual 
solvents 
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a scale o f  relative strobilism identical  to that  deduced from the measurements  

o f  E, as well as from calculations o f  G. But this agreement  gradually disappear- 

ed as the number  o f  molecules  we studied increased. Moreover,  we noted  that  

the slope o f  the straight line obta ined for  a given strobil ic c o m p o u n d  - iodo- 

benzene,  for instance ~17) _ varied f rom one solvent to ano ther  in such a pro- 

nounced  way that the chemical  solute-solvent interact ions  did not  suffice to 

account  for  it. 

It is for  this reason that  we decided to investigate anew the "cr i te r ion  for  

strobilism in so lu t ion" .  We measured the evolut ion o f  the ro ta t ion  o f  benzene 

in about  f i f teen o f  the usual " i n e r t "  solvents. The  results are presented in Fig. 2 

and Table 2. They  call for  the fol lowing conclusions:  

Table 2. Linear relations between y molecular magnetic rotation o f  benzene and x con- 
centration in some usual solvents 

Solvent Equation r n ~o e 

Trifluoroethanol y = 0.856 x + 730.3 0.99 1.2910 0.182 
Methanol y = 0.498 x + 762.8 0.99 1.3288 0.203 

Ethylic Ether y = 0.346 x + 773.8 0.99 1.3526 0.217 
Ethanol y = 0.399 x + 771.5 0.99 1.3611 0.221 

n-Hexan y = 0.338 x + 773.0 0.99 1.3749 0.229 

2-Propanol y = 0.294 x + 779.2 0.98 1.3776 0.230 

1-Propanol y = 0.287 x + 781.0 0.99 1.3850 0.234 

Isooctane Y = 0.358 x + 775.0 0.99 1.3915 0.238 

T.H.F. y = 0.140 x + 794.0 0.96 1.4076 0.247 

Dioxan y = 0.072 x + 801.9 0.95 1.4224 0.254 

Cyclohexan y = 0.229 x + 787.2 0.99 1.4266 0.257 
D.M.F. y ffi 0.231 x + 788.9 0.97 1.4269 0.257 

Chloroform y = 0.130 x + 798.3 0.99 1.4433 0.265 

CCI4 y = --0.103x +818.5 0.97 1.4601 0.274 

D.M.S.O. y =--0.I I I x + 819.6 0.99 1.4780 0.284 

1. - The  variat ion o f  (P)M is linear for a very large series o f  concentrat ions ,  
as may be seen f rom the values o f  the correlat ion coeff ic ient  r. 

2. - The  decrease, observed in the case o f  n-hexane,  which we had hoped 

would  enable us to establish a scale o f  strobilism, is no t  at all general. In cer- 
tain cases an increase, rather  than a decrease, is observed. 

3. - As to the sequence in which the investigated solvents could be arran- 

ged, it is no t  clear at first sight whether  the macroscopic  polari ty o f  the 
solvents is the determining factor;  it is, in fact, surprising that  CC14 and 
DMSO have almost  the same slope. 
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It is usual to consider solute-solvent interaction phenomena as direct- 
ly dependent on two main factors: (i) the polarity of  the solvent and (ii) 
the polarizability of  the constituents of  the interacting system. In view of  
this, the next logical step seemed to us to investigate whether the variations 
in (P)M would, in fact, be a function of  polarizability rather than of  solvent 
polarity. 

0.8 

0.6 

0 .4 .  

0.2 

- 0 . 1  

Slope �9 FzC - CHzOH 
x coefficient ] 

CH+ 

CtHsOH e~ + �9 ~e Isooctane 

( C2H,)20 �9 ~ n- Cell u 
\ 

i-C;H+OH �9 en_C~HTOH 

/ |C+H. 
DMF 

T~ H.F. �9 �9 CHCI+ 

�9 Dioxane 

I C C14 
~ e  �9 D.M.S.O. 

0.+I0 0.20 0.30 

Fig. 3. Linear relation between the slope of the straight lines of Fig. 2 and polarisability P 

We calculated for each solvent the molecular polarizability, P, with the 
Lorentz approximation: 
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p _  (n~~ 2 - 1  

Cn~~ + 2 

We observed that there exists (Fig. 3) an almost linear relation between the 
value of P and the slope of  the lines in Fig. 2 l~s). 

It seems clear therefore that the decrease in (O)M is not  directly depen- 
dent on the variation in the ring current intensity of  a compound when dis- 
solved in a given solvent. This decrease appears due rather to solute-solvent 
interactions which modify, to a greater or lesser extent,  the internal electric 
field of  the medium that is submitted to an external magnetic field. 

One is compelled to conclude that the study of the magneto-optical be- 
haviour of  strobilic molecules in solution does not seem to be directly uti- 
lizable as a criterion of  strobilism. But the main interest of  this conclusion 
is that it may be generalized to other magnetic properties of  matter,  and 
particularly to the N.M.R. field; so many people have tried to measure the 
"aromatici ty"  of  a molecule by N.M.R. studies in solution. 

It  may be noted that this concluion has been proposed simultaneously 
by our team its) and by that of  Falk et al. 1~9). 

To sum up this second part of  our contribution, we propose to describe 
the behaviour of  the cyclic delocalized molecules in all the magnetic proper- 
ties of  the matter  (i .e.N.M.R., diamagnetism, Faraday effect) by the concept 
of  potential strobilism. This depends directly upon the electronic and geo- 
metrical characteristics of  the ground state: electron (0 +~r) distribution, sym- 
metry point group, etc. 

Moreover, it is noteworthy that the magnetic properties as a whole give 
the same strobilic scale for many molecules belonging to the same point 
group, D3n, for example ~20,~2~), and that this scale is in perfect agreement 
with the order of  strobilism given by quantum chemistry on the basis of  the 
calculation of  G gradient values. I think, in conclusion, that potential stro- 
bilism is a new, well-defined concept which can be determined by measuring 
in a suitable way a given class o f  physical characteristics, that is, N.M.R., Dia- 
magnetism and the Faraday effect, which are all magnetic properties o f  matter. 

To conclude this paper, I should like to come back for the last time to the 
general problem we have discussed and to present a visual image of  the situa- 
tion in which we find ourselves. Chemists and physicists are at present in the 
middle of  a cavern which Plato would not have disavowed: they observe on 
the walls of  the cavern certain shadows resulting from the lighting of  an un- 
known subject (aromaticity) by the different sources of  light represented by 
their various chemical or physical techniques of  observation: an agreeable 
odour, an aptitude to nitration and sulphonation, a ring current, a magneto- 
optical excess, a diamagnetic anisotropy, a resonance energy, a U.V. batho- 
chromic effect, and even a mathematical term. The question is: Do these 
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shadows all belong to t h e  s a m e  invisible myth (or reality)? and the answer 
is: "Nobody knows at present". 

Therefore, it is indispensable at the present stage that each investigator 
should try to define and measure whatever is measurable with his technique; 
we may only hope that the data thus accumulated will eventually fit into a 
unified concept and a unified theory. 
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