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B. M. Trost  

I. Introduction 

Sul/uranes are a class of compounds in which sul/ur expanded its [ormal 
valence shell [rom eight to ten electrons. There are two types of sul[uranes to be 
considered -- ~ sul[uranes and a sul/uranes. A ~ sul[urane possesses three 
sigma bonds and one pi bond. Only to the extent that  back orbital overlap 

/ c - s \  \ c -s / .  • , / - \ .  rc sulfurane 

between a filled p orbital on carbon and the empty  d orbitals on sulfur is 
important  has sulfur experienced valence shell expansion. These species 
are more commonly known as ylides. A sigma sul[urane possesses [our 
sigma bonds to sul]ur in addition to the lone pair. Such a valence shell 

'., I 
" 2 F :  ~ sulfurane 

expansion creates a strong driving force for reaction by  allowing sulfur 
to return to the more stable octet state by  loss of two electrons. For the 

sulfuranes, such a reaction may  be achieved with minimum loss of bonding 
energy by cleavage of the weak 7r bond generating a carbene and a dialkyl- 
sulfide (Eq. 1). Alternatively, the a sulfuranes may  return to the octet state 

\ c - s / .  , ~/c: :<: / -- \ .  + (1) 

b y  either cleavage of one substituent with both bonding electrons to gener- 
ate a carbanion and a sulfonium salt (Eq. 2) or of two substituents with 
concomitant bonding to generate a new carbon-carbon bond and a dialkyl- 
sulfide (Eq. 3). 

c ~ s  : +e: (2) 
% 1  - - - .  

";S-- : - -  

c~ I / c  
c c-c+ :S\c (3) 

The two types of sulfuranes are related by  consideration of their origin. 
Treatment  of sulfonium salts with strong bases (normally organolithium) 
serves as the major technique of generating ~ sulfuranes. Nevertheless, it 

2 



Sulfuranes in Organic Reactions and Synthesis 

must be considered that sulfonium salts are potentially ambident in their 
behavior towards nucleophiles such as the organolithium bases. Instead of 
deprotonation, addition to the electrophilic sulfur may occur with formation 
of the sigma sulfurane. Indeed, many by-products observed in = sulfurane 

H ¸ 

H.. e /  ;fc--s " 
fC--S, x and "~R 

reactions can now be attributable to the decomposition o f .  sulfuranes. In 
some instances, . sulfurane generation may compete so favorably that  it 
becomes the predominant or exclusive mode of reaction. Both types of 
sulfuranes have applications in organic synthesis.  

II .  ~ S u l f u r a n e  A d d i t i o n  R e a c t i o n s  

The = sulfuranes are isoelectronic with diazo Compounds and therefore 
may be expected to possess very similar chemical reactivity. 1-3) However, 
the zwitterionic character of these intermediates is greater than that  of 
diazo compounds thereby facilitating their nucleophilic additions to car- 
bonyl groups and Michael acceptors such as ~,~-unsaturated carbonyl 
systems. Diphenylsulfoniumallylide serves as a typical example.4) Thus, 
it reacts with 4-t-butylcyclohexanone to give the epoxide with predomi- 
nantly the trans configuration and with methyl acrylate to yield the cyclo- 
propane after 1,3-elimination. Many new types and new reactions of 

Ph 2 S=CHCH=CH2 ,. J'  ,f,,co2cH3 
.I~"C05 CHa 

sulfuranes (sulfur ylides) remain to be discovered. Diphenylsulfoniumcyclo- 
propylide is one such example. 5) The precursor sulfonium salt i s  readily 
available in large quantities by the route outlined below. The ylide is avail- 
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able from the salt irreversibly by treatment with dimsylsodium at - - 3 0  
to --  40 °C or preferably reversibly by  treatment with powdered potassium 
hydroxide. 

Ph2 S Ph2 S x . ~ x . ~ l  BF4 O Nail 
I ~ C I  AgBF4 ~ THF 

CHa NO 2 

O 

BF4 e 

@ O 

KOH ~ NaCH2 SCHam,_ 

BF # 

A. Spiroannelation 

Reactions of diphenylsulfoniumcyclopropylide with aldehydes and ketones 
produces the very reactive oxaspiropentanes in high yield.5, 6) As the ex- 
amples in Table t illustrate, electronically and stericalty unreactive carbonyl 
groups produce the desired products well. The fascinating chemistry of 
these reactive compounds remains to be explored on the whole. However, 
they undergo facile rearrangement to cyclobutanones in quantitative 
yields upon acid treatment. Since rearrangement can be achieved upon 

Table 1. Spiroannelations 

Carbonyl Oxaspiropentane Cyclobutanone °/o Yield 

O 

O 

86 

94 

O 

97 

4 



Table 1 (continued) 

Sulfuranes in Organic Reactions and Synthesis 

Carbonyl Oxaspiropentane Cyclobutanone % Yield 

o ~c.o j ~  87 

0 

o 

~0 ~ ~ 0  59 

. .  

o ~  o ~  53 

~ o  ~ 80 

0 0 a) 0,%_.~., 

Ph PhCPh Ph 
Ph Ph 

75 

a) Not isolated but  directly rearranged to cyclobutanone. 
b) The yields have not  been optimized in most  cases. 
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B. M. Trost 

o 

working-up the initial reaction mixture, this procedure serves as an extreme- 
ly general and versatile one-step cyclobutanone synthesis. The acid catalyzed 
epoxide rearrangement proceeds via carbonium ion intermeditates. Thus, 

M=H 

Li 

M 

4a 4b 

2 3 

83 17 
91 9 

the oxaspiropentane from norbornanone (1)  produces a mixture of two 
cyclobutanones 2 and 3 whose ratio depends upon the nature of the acid 
catalysis. With protonic acids, hke fluoroboric or hydrochloric acids, a 
lower stereospecificity is observed than with Lewis acids like lithium per- 
Chlorate. 

The greater selectivity with lithium salts may be attributed to the faster 
rate of cyclopropyl bond migration compared to rotation about the cyclo- 
propyl carbon-norbornyl carbon bond in the carbonium ion intermediate 
4a when greater electron density is on oxygen. Since this reaction anneals 
a ring onto a carbonyl group with the production of spiro fused tings when 
the carbonyl partner is a cyclic ketone, this process represents a single 
member of a class of reactions termed spiroannelation. Johnson and cowor- 
kers independently examined the reactions of dimethylaminophenyloxo- 
sulfonium-cyclopropylide and reported a similar reaction in low yield. 7~ 

6 



Sulfuranes in Organic Reactions and Synthesis 

B. 7-Butyrolactone Synthesis 

The ready availability of Cyclobutanones by this one step very high yield 
process led to investigations of the Synthetic applications of such inter- 
mediates. Oxidation to butyrolactones occurs readily and in yields of 
70--90% utilizing either hypochlorous acidS, 0) or preferably basic hydro- 
peroxide. 9,10) 

o 

o 4 
NaOH 

25 °C 

(4) 

The reaction has the same characteristics as a Baeyer-Villager in that 
the more substituted carbon preferentially migrates (see Eq. 4) and migra- 
tion occurs with retention of configuration at the migrating carbon (see 
Eq. 5). Thus, the overall synthetic event is to convert any carbonyl partner 

o 

+ ~  NaOH + ~  
H2 02 
25 °C' 

(s) 

into a 5-mono or 5,5-disubstituted-y-butyrolactone. 

R' = 0 ~ R , ~ O  

C, Geminal Alkylation 11) 

Cyclobutanones are very readily substituted at their alpha positions via 
the corresponding enolates or enols. Thus, dibromination proceeds quanti- 
tatively by the dropwise addition of two moles of molecular bromine in 

.100% = B ~  9 7 %  Br,,.~Br 

~ 02 CHa 

5 

7 
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carbon tetrachloride at room temperature. Methanolic sodium methoxide 
effects ring cleavage at room temperature. The net result of this process 
involves introduction of two functionally different alkyl groups onto a 
carbonyl carbon -- thus the terminology geminal alkylation. Methyl 2,2- 

~ O ~ ~ R  R, 

pentamethylene-4,4-dibromobutyric acid (5), the product from cyclo- 
hexanone, illustrates some of the versatility of this approach. Silver ion 

CHa O ~ C H  3 CHO 

AgN03 ~ H 20 = 
C H  3 OH HBF 4 (PhaP) a RhCI 
(98 %) (96 %) 

promoted methanolysis effects replacement of the bromides by methoxides 
with formation of an acetal. Acid hydrolysis frees the aldehyde functional 
group. This latter compound, 2,2-pentamethylenesuccinaldehydic acid 
methyl ester, was obtained in 86% overall yield from cyclohexanone. 
Obviously either the aldehyde or the ester may be further functionalized 
to generate a broad array of structural units. I t  must be noted that the 
aldehyde readily decarbonylates using Wilkinson's catalyst in refluxing 
acetonitrile. 12) Thus, this method even serves to convert a carbonyl group 
to a ~-methyl carboxylic ester. 

D. $ecoalkylation 18) 

The cyclobutanones derived from ~,~-epoxyketones present several unique 
opportunities for further synthetic transformations. The oxaspiropentanes 
are formed in over 90% yield by  the cyclopropylide reaction under the 
same conditions utilized previously. Rearrangement of the spiroepoxide in 
the presence of a second epoxide eanbe carried out with aqueous fluoroboric 

o 

0 -~ 0 ------ 
CH3 R CHa R CH3 

CHa CH~ CHa 
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r.,) 

II II 

,_, ~ I'-'~ 

z/u 

~C 

g 
O ~ o  

O 

O 

O 

Scheme 1. Secoalkylation 

acid in a two-phase system when the second epoxide is disubstituted, 
e.g. 9, R = H. When this epoxide is trisubstituted, e.g. 9, R = CH3, oxalic 
acid in acetonitrile is to be preferred. Addition of a nucleophile to the cyclo- 
butane carbonyl creates a good leaving group three carbon atoms removed 
from a good electron source, a negative oxygen.14,15} In the case of the 

9 
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cyclobutanone lOa from 5,5-dimethyl-2,3-epoxycyclohexanone, the cleav- 
ing cyclobutyl and epoxide bonds are trans diaxial in the conformation 
depicted. This arrangement represents the most favorable for such four 
bond fragmentations. Dissolution of lOa in methanolic sodium methoxide 
effects smooth fragmentation to the ~,, S-unsaturated ester l l in over 90% 
yield from epoxycyclohexanone. Similarly, addition of methyllithium follow- 
ed by fragmentation in methanolic sodium methoxide creates the 3-oxobutyl 
side chain as shown in compound 72. The net result of this sequence is to 

O 
e IL 

add the synthetic equivalent of C--C--C -- the same synthetic unit added 
in a Michael reaction but  with inverted electronic sense, is) Wheras, the Mi- 
chael acceptor is electrophilic at the carbon } to the carbonyi, this synthon 
is nucleophilic at this same carbon. 

The stereoelectronic requirements of the fragmentation reaction are not 
as severe as in most four bond fragmentations. Epoxycyclobutanone 73 
is an 87 : 13 mixture of both cyclobutanone isomers -- only one of which 
can achieve the desired trans diaxial arrangement of the cleaving bonds. 
However, both fragment smoothly with both sodium methoxide and me- 
thyllithium as the addends. The diminished stereoelectronic requirements 
may reflect the over 55 kcal/mole release of strain energy accompanying 
fragmentation. 

III. u - E l i m i n a t i o n  React ions  of ~ Sul furanes  

The comparison of sulfur ylides to diazo compounds raises the question of 
or-elimination to carbenes. Early reports of Franzen 17), Johnson is), and 
Swain 19) claimed the observat i0nof thermal decompositions to carbenes 
although one of these has subsequently been disproved. On the other hand, 
several photochemical reactions have been reported in which carbenes are 
the most likely intermediates. Corey and Chaykovsky discovered an Arndt- 
Eistert type process when ~-keto oxysulfonium ylides are irradiated. ~0) By 
analogy to the Wolff rearrangement, the key step in the Arndt-Eistert 

H O H O H 

O " O 

(8) 

sequence, invocation of a carbene intermediate appears most likely (see 
Eq. 8). Witkop and coworkers 21) observed a C - H  insertion reaction upon 

I0 
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irradiation of the stabilized ylide 76. Such an insertion is characteristic 
of carbene chemistry. 

0 

(CHs)2S ~,~/"- N 

o o  

16 

R O ~  .,0 H / ~ x  

In sulfonium ylides, two examples have documented that they too are 
capable of undergoing ~ elimination to carbenes under photolytic, but not 
thermal, conditions. Dimethylsulfoniumphenacylide, 17, yields a mixture 
of 7-benzoylnorcarane and acetophenone (by hydrogen abstraction from 

o o 

PhCCH=S(CH3)2 hv ~ P h ~  + PhCCHs 

17 

solvent) when irradiated in cyclohexene in the same ratio as the photo- 
decomposition of diazoacetophenone. 22) Most interesting, diphenylsulfo- 
niumallylide also suffers facile photodecomposition. 4) The major product 
was that expected for vinylcarbene, cyclopropene, which was isolated as 
its Diels-Alder adduct with spiroE4.2]hepta-2,4-diene in 25% yield. Synthe- 

Ph2S ~ ' ' ~  _78o C ~ Ph2S + "~,,~-" 

tically, this represents one of the best ways to generate the parent cyclo- 
propene by ~ elimination since vinyldiazomethane produces it in an infi- 
nitesimal yield and allylchloride in only 5--10% yield. 24) 

Thus, sulfur ylides undergo ~ elimination quite well under photolytic 
conditions. Considering their ease of handling in comparison to the corre- 
sponding diazo compounds, they should find great application as carbene 
precursors. 

11 
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IV . .  Sulfuranes 

In the generation of diphenylsulfoniumethylide with organolithium, Corey 
reports the formation of biphenyl. 25) Generation of diphenylsulfoniumally- 
lide with n-butyllithium is accompanied by biphenyl, allylbenzene, and 
n-butylphenyl sulfide.4) In the latter case, these types of products were almost 
completely suppressed by use of the much more bulky t-butyllithium. The ori- 
gin of these coupling products led to the consideration of ~ sulfurane interme- 
diates. 

A. Arylsulfuranes 

Wittig reported the isolation of biphenyl and diphenyl-sulfide upon treat- 
ment of triphenylsulfonium salt with phenyllithium. 26) Although the 
origin of these products may be via the decomposition of a sulfurane, a 

O 
Ph3S + PhLi 

j Ph4S ~ Ph-Ph + Ph2S 

Ph2S + 0 ~ Ph-Ph 

benzyne route cannot be ruled out. Such a process can be eliminated by 
consideration of the reaction of tri-p-tolylsulfonium fluoroborate with p- 
tolyllithium.27} The observed coupling product retained the methyl label 

B F. CH3C  i---- C"3 CH3 
+ 

exclusively in the para position. 2s} If a benzyne mechanism had been opera- 
tive, the major products should possess the methyl groups meta since 3,4- 

~/H3 70 

t 
3O 

12 
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dehydrotoluene is known to suffer nucleophilic addition predominantly 
in the meta position. 29) 

An alternative possibility in accord with the above labeling results is a 
nucleophilic addition elimination. The reaction of phenyllithium and vinyl- 
lithium with S-phenyldibenzothiophenium fluoroborate addresses itself 
to this problem.30) This salt reacts with phenyllithium to yield 2-phenylthio- 
o-terphenyl exclusively in nearly quantitative yields. If an addition elimina- 

- P h  BF O =- 
SPh 

tion mechanism is operative, the adduct leading to this product must be 
I8a. The complete preferential formation of 18 over 19 is quite under- 

a) 
b) 

- P h  

18 19 
R=Ph  a) R=Ph  
R= CH=CH2 b) R= CH=CH2 

standable since the resultant anion is delocalized over two rings in 78, but 
only one ring in 19. Nevertheless, reaction of vinyllithium with the diben- 
zothiophenium salt products styrene and dibenzothiophene as the major 

Ph + "~"L i  + + h 

BFP + 

Ph-Y 
products (approximately 60% yield each) and 2-phenylthio-2'-vinylbi- 
phenyl and 2-vinylthio-o-terphenyl as the minor products (approximately 

13 
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6% yield each). This result requires 19b to be highly preferred over 18b 
if an addition-elimination mechanism is operative. Such a change in relative 
stability of 18 and 19 in changing from R = P h  to R=CH=CH2 is not reason- 
able. The only mechanism that  is consistent with all the results is a sulfurane 
route. 

The utility of this process as a means of forming carbon-carbon bonds 
was briefly investigated. 27) Formation of biaryls upon treatment of triaryl- 
sulfonium salts occurs in high yields. Synthetically, it is most practical for 
symmetrical biaryls. The sulfide by-product can be recycled since it is the 
starting material for the sulfonium salt. The reaction can be applicable to 
unsymmetrical biaryls if one of the substituents is an electron withdrawing 
group. 

Treatment of triarylsulfonium salts with vinyUithium leads to quantita- 
tive yields of styrene and diarylsulfide. Again, use of tri-p-tolylsulfonium 
fluoroborate produces only p-methylstyrene, ruling out benzyne routes. 

( R ~ -  ~ e S BF4 

~ ' L i  ,_ R ~  .,- R©s-C R 

.,..,,,_Os_GR 

(CH3)3CLi R ~ ~ - R  + R - ~ S - C ( C H 3 )  3 

14 
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Labeled vinyllithiums retain their stereochemical integrity. Thus, cis- 
and trans-propenyllithium lead to cis- and trans-propenylbenzene, respec- 
tively, with no crossover. 

The reaction was extended to allyl-aryl coupling with excellent results. 
Treatment of the triarylsulfonium salt with allyllithium (generated from 
tetraallylstannane) produced allylarenes in quantitative yields. Nevertheless 
the reaction could not be extended to benzyllithium nor saturated alkyl- 
lithiums. In the former case, a complex reaction mixture which was not 
analyzed was obtained. The addition of t-butyllithium exemplifies the latter 
case. Only biaryl and aryl-t-butylsulfide was obtained. This result clearly 
indicates the requirement of a ~ system for coupling. 

The mechanism for collapse of a sulfurane to these products remains 
obscure. Homolytic scission of two carbon sulfur bonds followed by coupling 

Ph 

o n ~ - - ~  Ph~S + Ph. + ~ / C H 3  ~ products 

of the resultant free radicals can be ruled out. First, alkyl groups do not 
couple. Since alkyl radicals are more stable than aryl radicals, but the 
present results demand preferential formation of the latter, a clear contra- 
diction with a radical mechanism exists. Second, in the propenyllithium 
reactions, the geometrical integrity of the vinyl group is retained. Since 
vinyl radicals are known to invert with a frequency of about 1010]sec ,32) this 
result requires the coupling rate to be at least 1012]sec. Fig. 1 pictures a 
concerted collapse and explains the requirement of a = system. Quantum 
mechanically a p plus a @2 orbital may be considered as two sp 5 orbitals. 
Thus, the reaction involves six orbitals and six electrons, a ground state 
allowed reaction. 

/~ I ,,,,,Ph 
<,~---'-q2_ S ~, 
• ,_ . ,5)  1-,,.. 

Ph [ ~ :  
Ph 

Fig. 1. Rationale for coupling 

To determine the nature of the electronic distribution in the two rings 
undergoing coupling, substituent effects were investigated. 81) S-Aryldiben- 

15 
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zothiophenium salts were chosen as the substrates for study since they were 
readily available and since migratory aptitudes could be determined un- 
complicated by ligand exchange 32) when the aryl groups of the S-aryl salt 
and the aryllithium are different. Two modes of decomposition of the sul- 
furane may be envisioned--aryl-biphenylyl coupling (path A) and aryl- 
aryl coupling (path B). The ratio of these two paths is a function of the 
nature of the aryl groups. Table 2 summarizes the ratio of path A to path 
B for the cases of Ar = Ar: Whereas, aryl groups, unsubstituted or substituted 

~ $  ~ S / A r '  
'Ar + Ar'Li '~ ~ \ A r  

BF~ 20 

SAr' SAr 

+ At- Ar' 

Table 2. Relative yields in symmetrical coupling reactions 

r BF40 + ArLi ~ + ArAr + 
SAr 

Ar 

C6H5 -- -- 100 
p--CHsCeH4 -- -- 1O0 
m--CF3CsH4 20.0 26.6 53.4 
p--CFsCeH4 28.5 25.1 46.4 

with electron donating groups react by aryl-biphenyl coupling exclusively, 
equal amounts of aryl-aryl and aryl-biphenylyl coupling occur with aryl 
groups substituted with electron withdrawing groups, Clearly, electron 
withdrawing groups facilitate the aryl coupling reaction. 

16 
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This conclusion is heavi ly  reinforced b y  consideration of the react ion 
when A t #  At '  (see Table  3). Not  only is a similar t rend seen in te rms  of 
the rat io of pa th  A to pa th  B, but  also the in ternal  compet i t ion in te rms  of 
the rat io of the  two terphenyls  demonst ra tes  the facil i tat ion of coupling b y  
electron wi thdrawing subst i tuents .  Changing f rom the mos t  electron donat -  

Table 3. Relative yields in unsymmetrical coupling reactions 

~ S ~ - A r t  BF4 e + Ar2Li , ~ S  + Arl-Ar2 + ~ S A r A :  1 

Ar 1 Ar 2 Temp. 

p--CH3C6H 4 C6H5 -- 78 -- -- 94.5 
C6H 5 pCH3C6H 4 -- 78 -- -- 6.6 

- - 1 0 0  - -  - -  1 0 O  

pCH30--C6H4 C6H5 {-- 78 -- -- 1 0 0  

t - -  2 0  - -  - -  1 0 0  

[ - -  1 0 0  - -  - -  - -  

C 6 H  5 pCH30C6H 4 -- 78 -- -- -- 
-- 20 -- -- -- 

pCF3C6H 4 C6H 5 -- 78 1.6 1.6 2.5 
C6H 5 pCF3C6H4 --  78 2.4 2.4 92.1 

[ - -  1 0 0  18.2 18.2 - -  

m C F 3 C 6 H  4 C6H5 ~-- 78 29.4 27.1 - -  

t -- 20 30.5 24.6 -- 

f --100 9.2 8.7 82.1 
C6H 4 mC~'2C6H 4 ~ -  78 3.3 2.9 93.8 

! - -  2 0  3 . 9  5 . 0  9 1 . 1  

~ S A r  2 

+ ~ f t A r  I 

5.5 
93.4 

100 
100 
100 

94.3 
3.2 

63.6 
43.4 
44.9 

ing subst i tuent ,  p -methoxy ,  to the mos t  electron wi thdrawing subst i tuent ,  
m-tr i f luoromethyl ,  a gradat ion  f rom no migrat ion to to ta l  migra t ion of the 
subs t i tu ted  ring occurs. I t  m a y  be noted  t ha t  a b iphenylyl  group m a y  be 
considered as an aryl  group subs t i tu ted  in the  ortho position b y  a phenyl  
subst i tuent ,  an  electron withdrawing subst i tuent .  Thus,  coupling s t rongly  
prefers bo th  aryl  groups to bear  electron wi thdrawing subst i tuents .  
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The significance of such migratory preferences must be tempered by 
consideration of the geometry of the sulfurane 20. B y  analogy to phosphorus 
chemistry 9.3), the following structural assumptions are made: 

1) pentacoordinated sulfur exists as a trigonal bipyramid, 
2) the electron pair prefers a basal orientation, 
3) the five-membered ring prefers the apical-basal orientation, and 
4) groups enter and leave preferentially from an apical position. 

Examination of molecular models shows that  aryl groups in the apical 
position cannot couple with the biphenyl unit without an inordinate amount 
of strain. Thus, sulfurane 20a, which is the kinetic product of addition of 
ArlLi to S-Ar-dibenzothiophenium fluoroborate, gives rise to terphenyl 
21, and sulfurane 20b, which is the kinetic product of addition of ArLi to 

-Ar 

Ar ~ 

~ A r  ' 

Ar 

21 20a 20b 22 

S-Ar'-dibenzothiophenium fluoroborate, gives rise to terphenyl 22. That 
20a and 20b interconvert faster than coupling and therefore the ratio of 
21 and 22 reflects the relative migratory aptitudes of Ar and Ar' is indicated 
by two observations. First, the ratio of 27 to 22 is temperature independent 
over the range --100 °C to --20 °C. Second, the ratio does not depend on 
the order of addition of the aryl groups to form the sulfurane. 

The terphenylaryl sulfides produced in this way are quantitatively 
desulfurized by Raney nickel in refluxing ethanol. In this way o-terphenyl 

Ar R' 

SAr 

23 

and many substituted o-terphenyls (23, R-----CH3, OCH3, CF3, R' = H  and 
R = H, R ' =  CFz) free of other isomers were prepared. 
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Stereochemical effects on coupling can be seen if the rate of coupling 
is increased relative to sulfurane isomerization. The vinyl group undergoes 
coupling exceedingly efficiently. Thus, triphenylvinyl sulfurane generates 
styrene and no biphenyl. 9.9) Treatment of s-aryldibenzothiophenium fluoro- 
borate with vinyllithium generates predominantly 2-arylthio-2'-vinylbi- 
phenyls if the awl group possesses electron donating substituents but 
styrenes and dibenzothiophene if the aryl group is unsubstituted or substi- 
tuted with an electron with drawing group (see Table 4). al) 

Table 4. Relative yields of vinyl coupling 

S~-Ar B F ~  

Ar 

~ L i  - - - - - "  + Ar - - j ~  + ~- Ar 

Ph 41.0 41.0 11.0 7.0 

pCHa--C6H4 7.6 7.6 70.0 14.8 

pCHaOCsH4 3.5 3.8 80.5 12.2 

mCFsC6H4 50.3 48.1 --  1.6 

pCFsCeH4 48.8 48.3 --  2.9 

The ratio of the two types of products are easily rationalized if the rate 
of coupling is competitive or somewhat faster than sulfurane interconver- 
sion. Thus, sulfurane 24 is the kinetic product. It can only undergo vinyl- 
aryl or aryl-biphenylyl coupling. The alternate geometrical isomer 25 can 
undergo vinyl-awl or vinyl-biphenylyl coupling. The previous results 
indicate that the vinyl and biphenylyl groups participate in the coupling 
most efficiently. However, when the aryl group possesses electron withdraw- 
ing substituents or no substituents, the rapid rate of coupling precludes 
isomerization of 24 to 25. The major products are thus dibenzothiophene 
and the substituted styrene. When the awl group possesses electron 
donating substituents, vinyl-awl coupling is slowed. Interconversion of 
2d and 25 now occurs more rapidly than coupling and the expected 
vinyl-biphenylyl coupling predominates. 
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s . , . ~  
r 

24 

~s + At--// 

.=,m-.---- 

At 

25 

Further support for this interpretation arises by consideration of the 
reaction of propenyllithium with S-m-trifluoromethylphenyldibenzothio- 
phenium fluoroborate. Just  as in the aryl cases, alkyl substituents on the 
vinyl group hinder the coupling. Whereas, with sulfurane 24, Ar = m -  
trifluoromethylphenyl, coupling occurred much faster than sulfurane 
interconversion giving dibenzothiophene and m-trifluoromethylstyrene in 
98.4% yield, collapse of sulfurane 26 to dibenzothiophene and m-trifluoro- 

At 261 OH3 
--=----- 'At 

+ --~eH3 ~ ~ S ~---~__ 

Ar CH3 
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methylpropenylbenzene diminishes to 77.7%. The terphenyl, present in 
only 1.6% from 24 now is present in 22.3%. 

Interpretation of the chemistry of this new arylation reaction in terms 
of sulfuranes received strong confirmation in the recent isolation of a stable 
sulfurane as a crystalline solid. Tetrakis-pentafluorophenylsulfurane, stable 
only below 0 °C, was formed by reaction of pentafluorophenyllithium and 

C6FsLi + C6FsSFa 

C F ,C6F5 
a 5 ~] 

• Ca Fs 

C~Fs--CaFs + (C6Fs)2S 

pentafluorophenylsulfur trifluoride. Thermal decomposition produced per- 
fluorobiphenyl and perfluorodiphenyl sulfide in equimolar quantities. 

The utility of the arylsulfonium salts as arylating agents in the above 
reactions depends upon the availability of these salts. Triphenylsulfonium 
bromide is commercially available. Condensation of organometallics with 
diarylsulfoxides a4 or diarylethoxysulfonium fluoroborates 35 suffers from 
low yields. Use of diaryladamantoxysulfonium fluoroborate circumvents 

A )  Ar\~ 
S--~O or /)S--OCH 3 

A Ar / 
BF4~ 

> (Ar)3S * BF4 e 

this problem. 3s) In this way, triphenylsulfonium fluoroborate was isolated 
in over 90% yield. The adamantanol by-product may be recycled. 

r + Ph2S~O AgBF4= OSPh 2 PhLi ~, OH + PhaS 

BF# 

B. Alicyclic Sulfuranes 
1. Three-Membered Rings 

BordwelI and coworkers reported the stereospecific quantitative desulfuriza- 
tion of episulfides with organolithiums. 39) The mechanism of this reaction, 
however, remained undefined. In addition to a disrotatory concerted sup 
furane decomposition (i.e. Eq. 9), ~ elimination from a 2-alkylthioalkyl- 
lithium may be envisioned (see Eq. 10). However, independent stereo- 
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H~aH3 ~ H a  
S + CaH9Li ~ CHa 

H a + C4H9Li ~ H3 

+ nC4H9 SLi 

+ C4H9 SLi 

specific generation of this organolithium from the corresponding 1-bromo- 
2-alkylthioethers demonstrated the nonstereospecificity of the elimination 
reaction.38) Thus, episulfide desulfurization represents the earliest example 
of an aliphatic sulfurane. 

,CH3 V R CHa ]e 
Li(3 ~ R CH3 + LiSC4H9 (9) 

T ,10, 
Li 

2. Four-Membered Rings 

The desulfurization of a thietane would create a new cyclopropane synthesis. 
Although episulfides react quantitatively with organolithiums at low 
temperatures, thietanes are unreactive. However, alkylation of thietanes 
with Meerwein's reagent generates the corresponding thietanonium fluoro- 
borates which readily react with organolithiums, ag) Treatment of 1,2,4- 
trimethyl- or 1,2,2,4-tetramethylthietanonium fluoroborate produces the 
corresponding 1,2-dimethyl-and 1,1,2-trimethylcyclopropanes in 20--30% 
yields. The reaction is highly stereospecific. Thus, cis-l,2,4-trimethylthie- 

• ~*CHa ~__~CHs 
C H 3 . ~ S  ] (CHa)a0~: nC4H9 Li = C H a ~ / ~  

R BF40 CHa R ~ - ~ C H a  BF40 R "~H 3 
+ C4H9SCH 3 

tanonium fluoroborate produces cis- and trans-l,2-dimethylcyclopropane 
in the ratio of 1:11 at --78 °C; whereas, trans-l,2,4-trimethylthietanonium 
fluoroborate produces the same cyclopropanes in a ratio 8:1 at --78°C. 
The results are in best accord with sulfurane intermediates. 
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= CHa 

CH H a 

c/s 1 
trans 8 

A [ ~  "ICHa 

CHa 

: 11 
: 1 

Addition of the butyl group to sulfur generates the sulfurane and ini- 
tiates the decomposition process. Least motion collapse expels n-butyl- 

- - ~  CHa 

R ,,,J-----,~@ 
R,¢ -',CH a 

 CH, 
= R CHa R ' 

R ,,,j_.._.~#CH 3 ~ 
R '~" "f% H3 

C4H9 

methyl sulfide and produces the 1,3-diradical. Extended Hiickel calcula- 
tions 41) suggest and studies of pyrazoline decompositions 42) confirm that  
such trimethylenes undergo preferential conrotatory closure to the cyclo- 
propanes. The extent of stereospecificity observed here far exceed that  
observed in thermal pyrazoline decomposition -- an observation attributable 
to the nearly 200 °C temperature difference of the two reactions. 

3. Five-Membered Rings 

The sulfurane from a 2,5-dihydrothiophenium salt should undergo preferen- 
tial fragmentation to a 1,3-diene and a dialkytsulfide. Furthermore, orbital 
symmetry dictates a disrotatory fragmentation. In principle, such inter- 

:~ ~ ~ + RSR 

mediates are available by the addition of an alkyllithium to a dihydrothio- 
phenium salt. 2,5-Dihydrothiophene previously has been available by  the 
dissolving metal reduction of thiophene; however, the yields were very low 
and the reaction was not applicable to substituted thiophenes. 43) These 
compounds were available by the two step sequence outlined below. 44) 
Concurrent dropwise addition of hexane solutions of a diene and sulfur 
dichloride to a reservoir of hexane produced the corresponding 3,4-dichloro- 
tetrahydrothiophenes as a mixture of isomers. 45) Reductive elimination 
succeeded quantitatively at room temperature in aqueous dimethylforma- 
mide with chromous ion 46) to the corresponding 2,5-dihydrothiophenes. 
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el el 

R R I R 2 R 3 

CH3 H CH3 H 
CHs CHa CH3 CH8 
CH3 C2H5 CH3 C2H5 

It is interesting to note that trans,trans-2,4-hexadiene gives 2,5-dimethyl- 
2,5-dihydrothiophene as a 2 : 3 mixture of the cis and trans isomers, whereas, 
a ratio of 1 : 9 is obtained from cis,trans-2,4-hexadiene. The stereospecificity 
of the addition of sulfur dichloride may be attributable to a concerted 
1,4-addition followed by chlorine migration to the double bond. The high 

R t 

CHs 1 
Cl 

electrophilicity of sulfur dichloride and the favorability of a five-membered 
ring in a trigonal bipyramide geometry make such a pathway attractive. 
An analogous reaction has been observed in phosphorus chemistry. 49) 

Dihydrothiophenes themselves are inert to n-butyllithium. They were 
readily convertible into their corresponding sulfonium salts by methylation 
with trimethyloxonium fluoroborate in acetonitrile or methylene chloride. 
Metathesis with ammonium hexafluorophosphate converted the hygro- 
scopic fluoroborate salts into the nonhygroscopic hexafluorophosphates. 

R ~ R K ,  ~ 1(-- 3 1)(CHa)aO~BF4e~'2)NH4PF6 R ~  R 3 R 1  I R 2 pFe 

CHa 

Treatment of the 2,2,5,S-tetraalkyldihydrothiophenium salts with n- 
butyllithium produced the corresponding dienes and n-butylmethyl sulfide 
in only low yields. The major products arose by E2 elimination. On the 
other hand, decreasing the steric hindrance to attack at sulfur greatly 
facilitated the fragmentation reaction. Thus, the 2,5-dimethyl-2,S- dihydro- 
thiophenium salts led to fragmentation products in yields of 70--90%. 
Furthermore, the fragmentation reaction is completely stereospecific clearly 
implicating the sulfurane intermediate (see Scheme 1). Thus, cis-l,2,5- 
trimethyl-2,5-dihydrothiophenium hexafluorophosphate gave only cis,cis- 
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and trans,trans-2,4-hexadienes in which the former predominated. Employ- 
ing t-butyllithium or phenyllithium only the trans,trans isomer was obtained. 
With trans-l,2,5-trimethyl-2,5-dihydrothiophenium hexafluorophosphate 

H~C-~---I~CHs 

CH3 
rF? 

nC4 H9 Li 
= CH3 R2~R CH3 

~ C H 3  

CHs 

+ C4HgSCHa 

R = CHa, C2Hs 

only cis,trans-2,4-hexadiene was obtained. Thus, fragmentation involves 
clean disrotatory motion. A minor product in both reactions was 2-methyl- 
thio-2,4-hexadiene. It arises by elimination in the allylide derived from the 
sulfonium salts. This compound is the sole product when non-nucleophilic 
bases like potassium t-butoxide are employed. 

11 
S~CH3 

PF~ C4H9 

H3H ~CH3 

PF2 ~ f . ~ C H ~  
..J____~:.-CH, 

CH3 ~?I:i9 

Scheme 2. 

CH3 I ~." - C4H9 SCH, 

+ C,H, - ~ - ~  C H 3 ~ C H :  H~C~CH ~ 

-'~C4H9 SCH3 

- - - -  f- H3 
CHs ~ 

CHs 

- C4HgSCH3"~ ~ - - ~ H s  

Fragmentation of 2,5-dihydrothiophenium hexafluorophosphates 

One of the most fascinating features of this reaction is the high preference 
for ~ sulfurane formation over ~ sulfurane formation even though the latter 
is a stabilized ~ sulfurane. Westheimer has pointed out that placing phos- 
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phorus in a five-membered ring enhances phosphorane formation compared 
to acyclic or larger ring sizes, aS) The observation has been attributed to the 
fact that  the bond angles of the five-membered ring are better accommodated 
when phosphorus is trigonal bipyramide compared to it being tetrahedral. 
I t  appears a similar effect is operative in sulfur chemistry. 

V. T h i o p h e n e  Synthesis 

The reaction of cyclopropenium salts with sulfur ylides leads to thiophenes 
in moderate yields. 4s) The simplest rationale for this most interesting reac- 

R•R X e +  

R= CHa,Ph 

R ~ ~ CH2 S(CH3)2 
R f  R 

27 

(CHD2 SCH2 

(CHs)2 SCH2 ~- 

- CH3CHs 

CH3 CH3 \ 

_ V 
R' CH3 CH3 

28 

tion invokes the intermediacy of sulfurane 28. The stoichiometry has been 
established to be two moles of dimethylsulfoniummethylide to one mole of 
cyclopropenium salt as required by  the proposed route. The thiavinylcyclo- 
propene rearrangement has many analogies in iminocyclopropene chem- 
istry.49) Deprotonation of the sulfonium salt 27 at the methylene group is 
irreversible. Thus, employing a mixture of dimethylsulfoniummethylide-ds 
gave thiophene with a deuterium content reflective of the ratio of deuterated 
to nondeuterated ylide. 

VI. Conclusions 

The involvement of sulfuranes in the reactions of organosulfur compounds 
is only now coming to be realized. Classic reactions such as sulfide oxida- 
tions 50) and sulfenyl chloride additions to unsaturated linkages 51) are 
claimed to involve such intermediates. The products from the reactions of 
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heteroatom nucleophiles with triarylsulfonium salts appear to have arisen 
from . sulfurane intermediates. 59') A diphenyldialkoxysulfurane serves as 
a new mild dehydrating agent.a3,54) Most fascinating is the role . and 
sulfuranes may  play as a method for generating new carbon-carbon bonds. 
These investigations begin to demonstrate that  such intermediates are 
versatile new synthetic reagents and are involved in many  reactions of 
organosulfur compounds. Such intermediates will play all increasingly 
important  role in the development of new synthetic methods. 
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Elec t ron  Correlat ion and  Elec t ron  Pa i r  Theor ies  

I. Introduction 

A. History and Definitions 

The term "electron correlation" was coined by  Wigner and Seitz 1) in the 
context of their s tudy of the electronic structure and cohesive energy of 
metals. Two different aspects of correlation that  are now familiar can be 
traced back to this first reference. On the one hand, "correlation energy" is 
defined as that  part  of the energy that  one ignores when using a single 
Slater-determinant wave function. On the other hand, there is a statistical 
correlation of electrons in space as a consequence of the ant isymmetry  of 
the wave function. This "Fermi correlation", which prevents electrons with 
the same spin from coming too close to each other, has, however, very little 
to do with the "correlation energy", since the effect of Fermi correlation on 
the energy is allowed for in the energy of a Slater-determinant wave 
function. For an atom the difference between the Hartree and the Hartree- 
Fock energies might be referred to as Fermi correlation energy; the term 
"exchange energy" is, however, more usual. 

The persisting semantic dilemma concerning "electron correlation" 
is that,  with respect to correlation of electrons in space, Fermi correlation 
is regarded as part  of the overall correlation, whereas with respect to corre- 
lation energy it is not. 

The definition of correlation energy that  refers to a single Slater-determi- 
nant  wave function depends on the choice of the latter. If  we seek a defi- 
nition independent of such a choice, it is appropriate to refer to the "best"  
single Slater-determinant in terms of the energy criterion, i.e. the Hartree- 
Fock energy. I t  is further not correct to regard the whole error of the 
Hartree-Fock energy relative to the experimental energy as being due to 
correlation. I t  is necessary to distinguish relativistic effects and the like. 
A better  reference than the experimental energy is thus the "exact  non- 
relativistic energy", i.e. the appropriate eigenvalue of the nonrelativistic 
SchrSdinger equation. Following LSwdin2~, it is now common to define the 
correlation energy as the difference between the " t rue"  Hartree-Fock and 
the " t rue"  non-relativistic energy. This definition, though apparently 
straightforward, has the disadvantage of being based on two quantities, 
neither of which can by  definition be known exactly. Furthermore, for 
open-shell states there is no unique definition of the Hartree-Fock energy so, 
that  different definitions of correlation energy are possible. Here, however, 
we shall consider mainly closed-shell states. 

B. Accuracy of Correlation Energies 

The correlation energy can only be estimated. One method is to start  from 
some "near-Hartree-Fock" calculation and the corresponding experimental 
energy, extrapolate the former to the "Hart ree-Fock limit" and correct the 
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latter for relativistic effects in order to obtain an estimate of the exact non- 
relativistic energy. This yields an estimate of the " t rue"  (or "experimental") 
correlation energy of a given state, which may  then be compared with a 
"computed" correlation energy. Comparisons of this kind are never free 
from criticism and we may  mention a recent controversy about a particular 
"computed correlation energy" for the neon ground state and its comparison 
with its experimental counterpart  where an error of sign in the "Lamb  shift" 
(i.e. a quantum electrodynamical correction) played a crucial part  3). 
Our knowledge of relativistic (and related) effects for many-electron sys- 
tems is too poor to allow us to make reliable estimates of "true non-relativ- 
istic energies", except for the very light atoms (say, those of the first period). 
Moreover, the extrapolation to the Hartree-Fock limit is somewhat uncer- 
tain, so that  errors of a few per cent in "experimental" correlation energies 
are only to be expected. Nonetheless, the errors of computed corre- 
lation energies are at present somewhat larger, at least for molecules, so 
that  "experimental" correlation energies can still serve as a reference 
standard for computed correlation energies. I t  is particl~larly useful to 
compare "experimental" and "computed"  correlation energies for known 
molecules in order to check the reliability of the correlation energies pre- 
dicted for unknown molecules. 

C. Importance of Correlation Energy for Quantum Chemical Predictions 

The correlation energy of an a tom or molecule is usually of the order of 
1 ~/o of the total  energy, this being the energy required for complete atom- 
ization and ionization. (The zero of the energy scale corresponds to all 
nuclei and electrons at infinite distance from each other.) As long as we are 
interested in total  energies, the correlation error is relatively small. But we 
are also interested in energy differences, which are small compared to the 
correlation energy. This is illustrated by  Fig. 1. The relevant energy dif- 
ference may  be a spectral transition energy, a binding energy, a rotational 
barrier, etc. 

With the example illustrated in Fig. 1, a "near-Hartree-Fock" calcu- 
lation or an extrapolation of t h e  Hartree-Fock limit does not give the 
correct sign for (El--E2), since the change in correlation energy is larger 
than the quanti ty E l - -E2  to be calculated. This is no exaggeration, examples 
of this kind are known. For example, a Hartree-Fock calculation of the 
binding of two F atoms to give the F2 molecule yields the wrong sign for 
the binding energy. Of course, the correlation error is not the only error in 
any Hartree-Fock-type calculation. The relativistic corrections and the 
errors due to the limitation of the basis are rather large, too. We have good 
reason to believe that  relativistic effects exert their main influence on the 
inner-shell electrons and that  they do not change appreciably on molecule 
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Method El, Molecule 1 E2, Molecule 2 

Minimal basis 

(1) 
AEba~ T 

(2) 
AEbasm 

I 
"Near" Hartree-Fock / 

Hartree-Fock limit $ 

t 
(1) 

AEcorr (2) 
AEcorr 

t . . . . . .  
True non-relativistic (1) - "" 
energy AErel (2) 

AErel 

Experimental energy 

Fig. 1. Energies and energy differences calculated at different levels of approximation 

formation or upon excitation of the outer shells. This has not been definitely 
proven but  is commonly accepted. I t  is not yet possible to assess this 
question in a quanti tat ive way. 

Basis effects, on the other hand, are known to play an important  role. 
In order to illustrate their importance we show in Fig. 1 a large change in 
the "basis" error on going from E1 to E2. The only way to avoid this kind 
of situation is to choose large and flexible basis sets in order to come suffi- 
ciently close to the Hartree-Fock limit. Otherwise there is a tendency to 
attr ibute to electron correlation energy effects which have nothing to do 
with it. 
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There is a class of reactions whose correlation energy is commonly as- 
sumed to remain constant as function of the nuclear coordinates. Examples 
are the rotational barrier of ethane 4), the interaction of two water mole- 
cules 5~, or the reaction 

NH3 + HC1 ~ NH~ + C1- 6) 

In  all these cases the number of coupled electron pairs remains constant. 
Now, in the standard picture of electron correlation the correlation energy 
is the sum of the correlation energies of individual pairs, it is therefore assum- 
ed that  the correlation energy does not change much, in contrast to the 
situation where the reaction involves unpaired electrons forming a pair, 
or a pair being broken. The situation is, however, not so simple, since inter- 
pair contributions to the correlation energy can be as important  as the intra- 
pair terms. So the condition for the correlation energy to remain roughly 
constant is somewhat stronger than merely the requirement of a constant 
number of coupled pairs. There is also the requirement that  the neighbour- 
hood of the different pairs remain roughly the same. This is the case for the 
examples just mentioned. I t  is not, however, for the reaction 2 BH3 -~ B2H6, 
although the number of electron pairs remains the same. Indeed the, change 
in correlation energy is of fundamental importance for the dimerisation 
energy of BH3 7~. 

D. Role of Correlation for Properties not Depending Directly on 
the Energies 

Many physical quantities (e.g. absorption frequencies, force constants etc.) 
are directly related to the energy and depend on electron correlations via 
the correlation energy. 

There are other quantities that  are related to expectation values other 
than that  of the Hamiltonian (e.g. dipole and higher multipole moments, 
spin densities, field gradients). Most of the operators that  come into play 
here are one-electron operators, and the M0ller-Plesset theorem s~ states 
that  their expectation values (like the electron density) are affected by  cor- 
relation corrections to the wave function only to second order. As a con- 
sequence, correlation does not much influence these expectation values, ex- 
cept when the Hartree-Fock contribution is unusually small, so that  a 
correlation correction may  even determine the sign, as is the case for the 
dipole moment  of CO 9~. 

A third class of quantities are calculated by second-order perturbation 
theory via a one-particle perturbation operator (e.g. electric polarizabilities, 
Van-der-Waals constants, diamagnetic susceptibilities, chemical shifts). 
These are affected by  correlation effects to first order and hence depend 
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sensitively on correlation, though this aspect has not been much investigated 
so far 9a). 

II. Electron Correlation in the Statistical Sense 

A. Density and Pair Density 

"Correlation" is a technical term borrowed from probability theory, and it 
is appropriate to analyze electron correlation in this framework. All the 
information about electron correlation is contained in two functions that  
can be derived from the wave functions, namely electron density ~(2)and 
pair density ~r(£1, 22). We use this notation proposed by Ruedenberg 10) 
instead of the original notation Pl(2) and P2(21, 22) of McWeeny 11), as it 
cuts out some of the subscripts. 

0(21) = n  f [~(21,22 . . .  2n)] 2d~2 . .  dvn • d s l d S 2  . .  dsn (1) 

z~(21, £2) = n ( n  - -  1) .[" [5v(21, £2, . .  £n)[ 2 dr3  • . d~n  ds1 d s 2 . .  ds n (2) 

Any dr, stands for the volume element in space for the i-th electron, 
ds l  refers to the integration over the spin coordinate. Both ~ and zr are spin- 
less quantities. Expectation values of any multiplicative one- or two-electron 
operator can be expressed in terms of ~ or z. If e.g.  

n 
A = E /(2k) (3) 

k=l 
n 

B ~<~=-=~ g(2~, 2,) (4) 

then 

<~[A [ ~ >  = I eq) t(2) d't"l (S) 

< ~ I B [ ~ >  = ½; ~(2~, 2~) g(2~, 2~) d,~ d,~ (6) 

For some applications, e.g.  the calculation of expectation values of non- 
multiplicative operators, like kinetic energy, one needs the density matrices 
~)(21, 21) and ~r(£1, 22, ~' r l ,  22) rather than the density functions. 

0(21, £1) = n ] T(21, 22 . .  2n) T *  (21, r2 . . .  2n) d z2  . .  d z n  d s l  . .  d s n  (7) 

7~(21, 28, 21, 22) : n (~  --  1) ~ ~gt(21, 22, 23 . .  2n) ~-¢* (21, 2 2 , 2 3 . .  2n) t iT3 . ,  dTn 

d s l  . .  ds, ,  (8) 
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The densi ty  functions are j ust  t h e " d i a g o n a l  e lements"  of the correspond- 
ing densi ty  matrices.  Note  t ha t  we use the same symbol  for a densi ty  func- 
t ion and the corresponding densi ty  ma t r ix  and tha t  

~(¢)---- ~(rL¢) (9) 

7t:(¢1, ¢2) ---- 7/:(¢1, ¢2; ¢1, ¢2) (10) 

We make  use of the densi ty  ma t r ix  ~ to point  out  a general theorem 
which is useful with respect  to the  corresponding densi ty  function. We can 
decompose ~(¢1, ¢2; ¢1, ¢2) into two components  12), 13) g8 and  ~ 

= gs + ~t (11) 

such tha t  ~8 is symmet r i c  wi th  respect  to exchange of either ¢1 with ¢2 or ¢1 
with ¢~ and zt  is an t i symmet r i c  with respect  to the same exchange. Bo th  
~s and z t  as well as ~ itself are symmet r ic  wi th  respect  to simultaneous 
exchange of ¢1 with ¢2 and ¢1 with ¢2. 

~,(¢1, ¢2; ¢~, ¢£) = -s(¢2,  ¢1; ¢1, ¢~) 
= ~,(¢1, ¢2; ~' ~' = r2, r l )  ~,(¢2, ¢1; ¢2, ¢1) 

nt(rl ,  32; ¢1, ¢~) = -n8(¢2, r l ,  r l ,  r2) 

= - n , ( ¢ 1 ,  ¢2; ¢~, ¢;) = n,(¢2, " "' r l ;  r2, ¢1) 

* " r l ,  r2) - - ~ ( r 2 ,  r l  ¢2,¢i) ~(rl ,  r2 ; " "  "" - -  ~ ~ ; 

~(¢1, ¢2) = ~(¢2, ¢1) 

(12) 

One can show Xl,12) t ha t  the  respective traces of ~,  and ~t are related to 
the  number  n of particles and  the q u a n t u m  number  S of the to ta l  spin 
through 

Tr  ~8 = f ~8(¢1, ¢2) dvl d~2 = -~ n(n + 2) -- S(S + 1) 
(13) 

Tr  ~, = f ~t(¢l, ¢2) dvx dz2 = ~ n(n -- 2) + S(S + 1) 

Bo th  ~s and ~t are non-negat ive  functions, which means  t ha t  either of 
t hem has to vanish if its t race happens  to vanish.  Consider two special 
cases: 

1. S n then  Tr  zs = 0, hence ~8 = 0 and ~ = ~t. 

2. n - - - - 2 ; S = 0 t h e n T r n ~ = 0 ,  h e n c e n t = 0 a n d n = n 8  

These cases are especially interesting f rom the point  of view of correla- 
tion. 
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B. Statistically Independent and Correlated Distributions 

Consider two statistic variables, say x and y, for each of which a distribution 
function, say/(x)  and g(x), and for both of which a joint distribution func- 
tion, F(x,y), is defined. We call the variables "independent" if and only if 

F(x,y) =/(x)  g(y) (14) 

otherwise we call them "correlated". We here neglect the fact that  a difference 
is sometimes made between independent and uncorrelated 14). 

In order to apply the concepts of probability theory to electron correla- 
tion, we have to consider the case where the two variables have the same 
distribution function. We have also to take into account that  ~(~) is not the 
distribution function for one electron but  for n electrons, in the same way as 
~r(~l, ~ )  is the joint distribution function for n(n -- 1) pairs. The equation 
defining independent electrons therefore becomes 14) 

n- -1  

n 

• - - I  . 

The factor - -  :s usually forgotten. The reason for this neglect is 

probably that electron correlation was first discussed for extended systems I)  

where it is justifiable to neglect I with respect to 1. 
n 

For finite systems it would be unreasonable to require Eq. (15)tohave 1 

instead of - -  as the criterion for independence, because this equation 
n 

could never be fulfilled for a simple reason of normalization. This can lead 
to the misleading conclusion that  correlation is able to change the normaliza- 
tion. 

C. The Causes of Electron Correlation 

The Fermi Hole and the Coulomb Hole 

If we take physical electron distribution and pair distribution functions, 
we realize that  Eq. (15) is never fulfilled, but  that  in general n(~l, ~2) is 
smaller than predicted by  (15) for small distances between ~1 and ~2 and 
larger in other regions of space. I t  is apparent  tha t  electrons t ry  to avoid 
each other 9). What  are the reasons for this ? There are actually three reasons 
for electron correlation in space. 

1. The Pauh principle, i.e. the ant isymmetry  of the total  wave function. 

2. Certain spin and spatial symmetry  requirements of the electron state. 

3. The Coulomb repulsion between the electrons. 
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The first and the second reasons are related to each other. To unders tand  
their  relat ion and their  difference we have  to go back  to Wigner  and Seitz 's 
paper  1), where the Fermi  correlation is defined. The wave  function used 
there is the simplest  one compat ib le  wi th  the Pauli  principle, namely  a 
single Slater de terminant .  Al ternat ive ly  to the decomposi t ion of a into as 
and at  in t roduced in Section I I .  A, one can b reak  down the functions Q 
and a in the following w a y  11,18): 

~(~) _-- ~a(~) + e~(~) (16) 

a(~l, ~2) = a a a ( ~ l ,  ~2) JF aaB(~l, ~2) -JF ~Ba(~l, ~2) JF aBt~(~l, ~2) (17) 

Here  e.g., ea is the probabi l i ty  densi ty  to find an electron with a spin 
a t  the point  £ and ~a~(}l, £2) is the probabi l i ty  densi ty to find s imultane-  
ously one electron with a spin a t  £1 and a second electron with/5 spin a t  £2. 

If  the wave  function f rom which e and ~ are derived is a single Slater 
de te rminant ,  one can easily show tha t  

~aa(~l, ~1) ~- 0 (18) 

7IBB(~I, ~1) = 0 (19) 

(20) 

(21) 

This means  tha t ,  if we describe a s tate  by  a single Slater de terminant ,  we find 
no correlation between electrons wi th  different spin. The  probabi l i ty  of 
finding two electrons with the same spin a t  the same point  ~1 in space is zero. 
Any electron is surrounded by  a "hole"  into which no other  electron with  
the same spin can penetrate .  One can also show tha t  the first der ivat ive  of 
~aa(~l, ~2) with respect  to ]£1 -- ~2] vanishes in all directions at  Fl=~2. So 
if we plot  ~aa (~1, ~2) schematical ly  for fixed r'l as a function of ~2 we get 
something like Fig. 2. 

~ q , r  21 

I 

- ~  r 2 
i- 1 . p 

Fig. 2 
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This hole and this type  of correlation is a direct consequence of the 
an t i symmet ry  of the wave function. I t  has nothing to do with the repulsion 
between the electrons. I t  would still be there even if the electrons were 
a t t ract ing each other. The name "Fermi  hole" for this type  of si tuation 
goes back to Wigner and Seitz 1) and is now commonly  used. 

I t  is sometimes forgotten that,  a l though Eqs. (18) and (19) hold for any 
wave function, Eqs. (20) and (21) are true only if the wave function is a 
Slater determinant.  For  physically realistic wave functions, electrons with 
different spin are correlated as well and in some cases this correlation can 
be of exactly the same type  as the Fermi correlation. (As the definition of 
Fermi correlation states tha t  it occurs only for electrons with the same spin, 
it mus t  not  be called Fermi correlation). 

A simple example is a ls2s configuration of a two-electron atom. If  
we say 1 s = a, 2s ~-b, then neither of the two Slater determinants  

¢1 = ]a~, b~[; ¢2 = laB, bo,[ (22) 

is a good description of the state of this configuration, since neither ¢1 nor 
¢2 is an eigenfunction of S 2. These linear combinations 

1 ( # 1 + # 2 ) ~ 2  1 ~ 1  = ~ = ~ (#1 -- #2) (23) 

are eigenstates of S 2. Now T1, which belongs to the triplet state (with 
Ms = 0), mus t  have the same Q and ~ as the corresponding triplet function 
(with Ms = 1). 

~ 3  = la~, b~l (24) 

(all spin-free quantit ies are the same for ~1 and T3, but  e.g. Qa or aa~ will 
be different for the two states). 

For  T1 it mus t  hold tha t  

~a~(¢1, ¢1) = ~ a ( ¢ 1 ,  ¢1) = 0. (25) 

This follows directly from the decomposition of ~ into ~8 and at and the 
trace relationships (13). Note tha t  for a triplet state S = 1, and tha t  for a 
two-electron triplet state n = 2. 

So we have a special case of S =_n which we now consider in detail. 
2 

n corresponds to the highest possible mult ipl ici ty The condition S = 2  

compatible with the number  of electrons. We have shown at the end of 
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Section II .A that  S =  n- implies that  a = a t .  From Eq. (12), i .e.  from the 
2 

antisymmetry of at with respect to exchange of r'l and ~2 (or ~1 and ~2), 
it follows that  

~t(~l,  ~1; ~1, ~1) = ~(~1, ~1) = 0. (26) 

This means that  for a state with S = 2 the probability of finding two 

electrons at the same point is zero. This result is independent of the spin 
of the respective electrons. Eq. (26) implies both (18/19) and (25). 

Two electrons of different spin coupled to a triplet have the same kind 
of negative correlation as two electrons with the same spin. We call this 
kind of correlation "spin-induced correlation". 

Now let us consider the spin-induced correlation of two electrons coupled 
to a singlet. 

In order to understand this, let us again consider the 1S and 3S terms of 
the ls2s configuration of a two-electron atom. In the framework of Slater's 
theory of atoms the electron density e(f) is the same for both states, and for 
an exact treatment we would expect e(~) to differ very little between 
the two states. The pair density ~(~1, ~2) is, however, quite different for 
the 1S and the aS states. If we call the two singly occupied real (orthogonal) 
orbitals a and b, we have (where ? stands for the spin-free wave function 
and where a (1) has the same meaning as a (~1) 

1 
IS: ~ = ~-~ [a(1) b(2) + b(1) a(2)] 

~(1) = [a(1)] 2 + Ib(1)l 2 

~(1,2) = I (1)l Ib(2)l  + Ib( )l la(2)l + 2 b(1) a(2) b(2) (27) 

1 
3S: ~ = ~ [ a ( 1 )  b(2) -- b(1) a(2)] 

~(1) = ]a(1)l 2 + [b(1)[2 

n(1,2) = [a(1)] 2 [b(2)[ 2 + [b(1)[ 2 [a(2)[ 2 

- -  2 a ( 1 ) b ( 1 )  a(2) b(2) (28) 

(Of course, (28) is true for any of the three components with M8 = 1,0,--  1). 

We see immediately that  for the 3S state =(1,1)=0,  but  for the 1S 
state we have 

n(1,1)  = 4]a(1)]2 Ib(1)l 2 (29) 
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The result for the independent distributions according to Eq. (15) 
would be 

~lna(1,1) = ½  ~(1) Q(1) =½{]a(1)] 2 + 1b(1)12)2 

= 1 (1)1  [b(1)]2 + ½ [a(1)[4 + ~ ]b(1)[4 (30) 

Now let us take a point in space for which [a(1)] = lb(1)l. For such a 
point ~(1,1) of (29) is twice as large as ~ino(1,1) of (30), which means that  
the probability of finding the two electrons there simultaneously is twice 
as high as we would expect for independent events. The electron correlation 
is positive rather than negative as for the triplet state. 

Here there is a correlation hump rather than a correlation hole. The elec- 
trons do not avoid each other, but they approach closer to each other than 
independent electrons would. 

At first glance it seems surprising that  there is a possibility of either 
negative or positive correlation, although the electrons repel each other 
and negative correlation is energetically more favorable. But this energetic 
preference for negative correlation is apparent in the fact that, of the two 
states of the same configuration, the one with the more negative correlation, 
namely the 3S state, has the lower energy, which is in agreement with Hund's 
rule. In fact, Hund's rule is nothing else but  the statement that,  among 
states with the same or approximately the same e(~), the one with the most 
negative correlation -- i.e. the one which best allows the electrons to avoid 
each other -- has the lowest energy. States with positive electron correlation 
can exist, but  are normally not ground states. If we wish to apply the same 
reasoning to, say, the 8p, 1D and IS state of a p2 configuration i.e. to de- 
scribe the "symmetry-induced correlation", we must note that  only the 
totally invariant (i.e. rationally symmetric) parts 13), O0 and ~0, affect the 
energy and that  the three states have the same ~0 but different ~0. 

Finally we have to discuss the direct consequences of electron repulsion 
for the correlation of the electrons in space. We consider a state where 
neither Fermi correlation, nor spin nor symmetry-induced correlation 
is possible, namely the ground state of a two-electron system like He or H~. 
The simplest possible approximate wave function for such a state is of the 
form (spin-free) 

~v(1,2) : ¢(1) ¢(2) (31) 

I t  is easily appreciated that  for this particular wave function Eq. (15) 
is verified and hence, if (31) were a solution of the SchrSdinger equation, 
there would be no correlation at all. 
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Kato 1~) has derived very interesting theorems that  hold for the true 
solutions of the SchrSdinger equation, e.g. for a two-electron system (~ 
means the angular average of ~ over the angle 0 between ~1 and ~2) 

lim ~ (71, 72) _ ½ ~(~1, ~1) (32) 

r~rx  

This means tha t  the first derivative of the angular average of the 
wave function with respect to the interelectronic distance at points where 
the positions of the two electrons coincide is related to the value of the 
wave function at the same points. If the latter value does not happen to 
vanish, then the first derivative is non-zero as well. This means that  ~(~1, ~2) 
has a cusp (i. e. a discontinuity in its first derivative) as illustrated in Fig. 3. 

r2 rl---~ 

Fig. 3 

Bingel is) has investigated the consequence of Kato ' s  theorems for the 
pair density. I t  seems that  generally the pair density has a cusp like that  
shown in Fig. 3. The Coulomb hole is not as deep as the Fermi hole 
and it has a cusp. 

I t  is possible to expand the true wave function in its canonical 17) or 
natural  18) form. 

W(1,2) = ~ ck ¢~ (1) ¢~(2) (33) 
k 

Although we can obtain rather good approximations to the true wave 
function by  using finite expansions of the form (33), very high accuracy 
is difficult to achieve. The reason for this is understandable. Since the ¢I¢ 
in (33) are (usually) analytic functions everywhere (except possibly at the 
positions of the nuclei), ~(1,2) being a finite expansion is also analytic, 
in particular at those points in configuration space where ;1 =~2. So this 
~(1,2) cannot have a cusp. We are thus faced with the problem of represent- 
ing a function with a discontinuous first derivative as the limit of a sequence 
of analytic functions. Such sequences converge very slowly, if at all. The 
problem is in fact very similar to that  of reproducing the cusp of the electron 
density at the nuclei by a linear combination of functions that  are differen- 
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t iable a t  the positions of the nuclei (e.g. one-centre expansion of H2, use 
of Gaussian wave functions etc.). 

I t  has been plausibly argued 19-20) t ha t  for the He  a t o m  the energy 
converges as follows: 

oo 

E = ~ ez, ez ~ (l + {.)-4 for large I (34) 
/=0 

where ez is the contr ibut ion to the energy of orbitals in (33) t ha t  have  the 
angular  q u a n t u m  number  l. For  t r iplet  s ta tes  of two-electron sys tems 
~V(~l, ~1) vanishes and there is no correlat ion-cusp problem (at least not  of 
the same kind as for singlet states) so t ha t  the convergence of the na tu ra l  
expansion is) 

~(1,2) = ~ a~ [uk(1) vk(2) - Vk(1) U~(2)] (35) 
k 

is usual ly  much  more rapid. 

D. Left-Right,  in-out,  and Angular Correlation 

We now discuss the correlation of the electrons in space for the ground 
s ta te  of the H 2 molecule a), writ ing its wave  function in the na tura l  expansion 
form. Let  us first l imit ourselves to a two- te rm expansion:  

~(1,2) = Cl aa(l ) ag(2) + c2 au(1) au(2) (36) 

If  we wan t  to calculate the best  two- te rm expansions for the H2 ground 
state,  we find in fact  tha t  ¢1 is of ag and ¢2 of au type.  We also find t ha t  
Cl ~0 .99 ,  c 2 ~ -  0.1. 

The  electron densi ty  and the pair  densi ty  corresponding to (36) are 

0(1) ---- 2 c~ I,~g(1)lu -4- 2 c~ Iou(1)l 2 
~r(1,2) = 2 c~[,~a(1)[2 l,~g(2)12 + 2 c~ I,~u(1)l u ],~u(2)lU (37) 

+ 4 Cl c2 ag(1) Cru(2) au(1) ag(2) 

We now use the fact  t ha t  [c2] << [cl[; we therefore neglect c~ with respect  
t o  c~ or clc2. 

Since c~ = 1 -  c~ we can then also put  Cl = 1. So we get  (except for 
t e rms  of the order c~): 

e(1) ~ 2 ]og(1)12 
7e(1,2) ~ 2 [O,g(l)] 2 I,~g(2)l 2 + 4 c2 (~g(1) (~u(1) ag(2) (~u(2) 

= { 0(1) 0(2) + 4 c2 ag(1) au(1) ag(2) au(2) (38) 

a) This  correla t ion is a pu re ly  Coulomb correlat ion.  
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If  the terms with the factor 4 c2 were zero we could fulfil Eq. (15). This 
term thus contains the kind of electron correlation introduced by  our 
ansatz. In order to get a pictorialidea of this type of correlation, we introduce 
as further simplification the LCAO approximation. 

1 
- -  Ea(1) + b(1)]  

c,g - V ~  

1 
au - -  V2{~__S ) [a(1) -- b(2)J (39) 

where a and b are atomic orbitals localized on either nucleus. Then we get 

n(1,2) -- ~ ~(1) ~(2) = 4 c 2  au(1 ) au(1) ag(2) au(2) (40) 

- ~ { l a ( 1 ) l  2 la(2) [  2 + Ib(1)l  2 Ib(2)l ~ - la (1) l  2 Ib(2)l~ - Ib(1)l  21~ (2 ) [  ~}  1- -S  ~ 

We see that  the probabili ty of finding one electron in the AO a and 
C2 the other in the AO b is increased (c2 is negative) by  T L - ~ '  while the 

probability of finding the two electrons in the same AO is reduced. The 
admixture of au(1)au(2) to the leading configuration ag(1)ag(2) allows 
the electrons to avoid each other, so that,  if the one is in the AO a, the other 
is somewhat more likely to be in the AO b than it would be in the case of 
independent electrons. If one electron is on the left of the molecule the other 
is more likely to be on the right, therefore this type of correlation is often 
called "left-fight correlation". 

The next important  natural  orbitals of the H2 ground state are of the 
type ~u, ~u and 2~g. A wave function containing these terms yields 99.5% 
of the total  energy and 98% of the binding energy of I-I8. If  one analyzes 
the role of these additional configurations in a similar pictorial way, one 
finds that  the admixture of ~u(1) ~u(2) and ~u(1) ~u(2) allows for what is 
called " a n g u l a r  correlation". The second electron has some preference for 
a position diametral to the first with respect to the internuclear axis. The 
2ag orbital allows for "in-out correlation": If one electron is close to the 
internuclear axis, the other tends to be distant from it. 

The higher NO's may  be given similar though more complicated pic- 
torial interpretations, but  their role is rather to represent - -  as far as this 
is possible - -  the correlation cusp. Usually very few configurations convey 
the bulk effect of electron correlation and very many  are needed to get the 
remaining few per cent. 
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We note that  the improvement of a wave function by configuration 
interaction leads mainly to a change in the two-particle density ~r(1,2), not 
in the electron density ¢(1): this allows the electrons to avoid each other 
without much changing the total electron distribution. This is due to the 
fact that the coefficients c2, ca etc. in the natural expansion are small in 
absolute value and that they enter ~r linearly but  0 only quadratically. One 
can estimate the c~ by perturbation theory 22) 

0k I kl) c~ ~ (41) 
E l  -- E~ 

where (lk ]kl) is an exchange integral between ¢1 and Ce (which is always 
positive) and where E1 and E~ are the one-configuration energy expec- 
tation values of ¢1(1) ¢1(2) and Ck(1) ¢k(2), respectively. Exchange integrals 
are usually small compared to the energy differences in the denominator. 
This is the normal case that one refers to as "dynamic correlation". 

The situation is somewhat different if the denominator happens to be 
small, i.e. if there is some configuration that  is degenerate or near degener- 
ate with the one that we want to improve by configuration interaction. Then 
the corresponding c~ may become rather large in absolute value. This occurs 
whenever there is a crossing of potential curves for single determinant 
wave functions. This situation is sometimes referred to as "first-order con- 
figuration interaction" or "static correlation". In such a case even ¢ may be 
changed considerably by the configuration interaction. 

III. The  Calculation of Correlation Effects 

A. Methods Based on a Direct Calculation of the Two-Particle 
Density Matrix 

By means of Eqs. (5) and (6) the expectation values of one- and two-particle 
operators are expressed through the one- and two-particle density matrices; 
hence the energy of an atom or a molecule can be written as 

where 
E = { Tr{/t(1,2) ~ (1,2; 1', 2')} (42) 

(1, 2) -- h(1) + h(2) 1 
n 1 "[ (43) 

- -  ~ ' 1 2  

is the so-called "reduced" or "Bopp" Hamiltonian and where Tr  ( =  trace) 
means that  one must first apply H to the unprimed coordinates of ~, then 
make the unprimed equal to the primed coordinates and integrate over d~l 
and d ~ .  
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Bopp 23) had the ingenious idea to determine ~r(1,2; 1' 2') such that the 
energy expression (42) would be stationary with respect to variations of x. 
This led to the condition that  this particular ~r is of the form 

~t(1,2; 1' 2') = 2~/x~ o~ (1,2) cok(l' ,2') (44) 

where the e0(1,2) are eigenfunctions of H (1,2) 

H wk(1,2) ----- 2k (ok (1,2) (45) 

The minimum of the energy expression (42) is obtained if the w~ with 
the lowest 2~ are filled up to their maximum allowed occupation number 
/~. Bopp 23) gave an erroneous proof that  the maximum occupation number 
of any ~ok is one, i.e. that  

0 </~k _< 1 (46) 

If (46) were true, then the ~o~ with the n(n--1) lowest 2k should be 
/~ ----- 1, and all other ~ should have/~k = 0. 

By this approach the solution of the n-particle SchrSdinger equation is 
reduced to that  of a two-particle SchrSdinger equation, which simplifies the 
problem considerably. Unfortunately there are two very serious objections 
that  invalidate this approach completely 

1. (46) is not true. The least upper bound 24,~5,~0) for any #k is [~] 
rather than 1. 

~ for n even 

0 < /~k _< [~] = n + l f o  r n o d d  (47) 
2 

2. Varying ~(1,2; 1' 2') free from any constraint violates the Pauli- 
Principle. In other words, not any arbitrary ~ that  one can write down is 
derivable (through Eq. (8)) from an anti-symmetric n-electron wave 
function uT,~s). The problem, to find sufficient and necessary conditions 
for ~t to be derivable from an antisymmetric n-electron T (without explic- 
itly referring to the particular T)  or, in other words, for ~r to be n-represent- 
able, has been called the n-representability problem 26). 

Much effort has been expended in trying to solve this n-representability 
problem. Many necessary conditions have been formulated, e.g. behaviour 
with respect to particle exchange (12), relation to total spin (13), bounds on 
the eigenvalues (46), and many others ~6,29,80). Unfortunately no complete 
set of simple necessary conditions has been found that  is also sufficient. 
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One can, of course, modify Bopp's  approximation and impose certain 
known necessary n-representability conditions as constraints to the varia- 
tions of n in Eq. (42). Some at tempts  have been made along these lines 31,32} 
but  - -  except possibly for extended systems --  they have so far not been too 
promising. Another possibility is a~) not to require that  n is exactly n- 
representable but  tha t  it is "approximately n-representable" or "n-repre- 
sentable in some limit". Take as an example a series of isoelectronic atoms. 

In  the limit _1-~ 0 the electron interaction can be neglected, ~0 can be 
z 

calculated easily, and n0 is obtained from ~v0. In a variational t reatment  
based on Eq. (42) for finite Z one allows only such a functional form of n 
tha t  for Z --,- oo n converges towards the known n0. Then one is sure that  the 
n that  one obtains is at least n-representable in the limit Z ~ oo. 

I t  can be shown 83) but  we are not going to do so here - -  that  starting 
from the idea of "n-representability in the limit" one can derive a theory 
of independent electron pairs that  is equivalent to the independent electron- 
pair approximation (IEPA) which we shall now derive in a more conven- 
tional way starting from a CI expansion. 

B. Configurat ion Interaction and Def in i t ion  of Pair Energ ies  

We consider a quantum mechanical state which can to a good approximation 
be described by  a single Slater determinant # built up from orthonormal 
spin orbitals ~v,(i= 1,2. . .n) .  We complement the set of ~v, by  other spin 
orbitals ~va, (a = n  + 1 , . . . n  + m )  such tha t  the ~v~ together with the ~va, 
form an orthonormal set, which becomes complete in the limit m -~ oo. 

We define "singly substituted" determinants ~ as those that  are ob- 
tained from ~b if one replaces ~v, by  ~va. "Doubly"  and higher substituted 

, ,~abc determinants ~ ,  "~'tj~ etc. are similarly defined. The configuration-inter- 
action (CI) expansion of the best wave function for the considered state 
can be written in terms of our Slater determinants as 84): 

a a ab ab = c 0 ¢ + ~ c ,  4 ,  + ~  ~ c  0 #~j + . . .  (48) 
¢~,a 3<1 a < b  

where the co, c~ etc. are coefficients and where both W and any of the 4,  
#~ etc. are normalized to unity. If the spin-orbital basis is complete, an 
expansion of the true W in the form of Eq. (48) is possible. 

We assume for the moment  that  we know the true wave function (if the 
spin-orbital basis is complete) or the best variational function in the given 
finite basis in the form of Eq. (48). Then it holds tha t  

H ~  = E ~  (49) 
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(#, HW) = E(q~, W) = E Co (50) 

E (q~,H~b) + n o , C ,  ( ~ , H # , )  + n o ~  ~. b~ ,b = a a cl~ (¢ ,  H ~ l t )  + . . .  (51) 
~,a ~<J a<b 

where H is the Hamiltonian (if the basis is complete) or the projection of 
the Hamiltonian onto the subspace spanned by  our determinants. We shall 
not distinguish formally between the two possibilities. 

Matrix elements between q~ and triply or higher substituted determinants 
vanish because H is a sum of one- and two-electron operators only, so in 
(51) the sign + and the points at the end can be omitted. 

The contribution 

~o X c, a (#, H¢~) (52) 
l ,a  

of the singly substituted configurations can be made to vanish by a proper 
unitary transformation of the spin-orbital basis ~,, ~0a. There are in fact 
two possibilities: 

1. to choose the ~0, such that  they are eigenfunctions of a (unrestricted) 
Hartree-Fock equation. Then the Brillouin Theorem is satisfied 

(#, H¢~) = 0 for all i, a 
and (52) vanishes in fact. 

(53) 

2. to choose ~, such that,  rather than (53), one has 
t$ c, = 0 for all i, a (54) 

This is the case if the ~0, are chosen as the "best overlap" 35> or "Brueck- 
net"  34,36) spin orbitals. That  such a choice is always possible has been 
shown by Brenig 37} and independently by  Nesbet 34}. Eq. (54) is usually 
referred to as the Brueckner condition, in contrast to the Brlllouin condition 
(53). Note that  (53) can be regarded as either a theorem, if one defines the 
Hartree-Fock equation in the conventional way, or as a condition from which 
the conventional Hartree-Fock equation can be derived. 

If either (53) or (54) is fulfilled, the energy expression (51) becomes 

with 

E = Eo  + ~ e~l = Eo + Eeorr (55) 

Eo --~ (q~, H ~ )  

a<b 

(56) 

(57) 
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We call Eeorr the correlation energy and e,~ the contribution of the spin 
orbital pair (~v,, ~v~) to the correlation energy. With this definition the corre- 
lation energy can be expressed exactly as a sum of pair contributions. So far 
we have only been concerned with the definition of the e,j and we have not 
learned anything about how to calculate the e,j. Still in the same philosophy, 
we introduce some other convenient definitions. 

Let us abbreviate a two-electron Slater determinant in the following 
way 

[i, i] = ~ [~v,(1) ~vj(2) -- %0,(2) ~vj(1)] (58) 

and define the pair correction functions 

= b [a ,  b] (59)  
g<b 

Then we can express the e,j of (57) as 

e , j =  <u, j lh(1 ) + h ( 2 )  + 1 [ [ i , i ] >  = < u , j [  1 [ [ i , ] . ]>  (60) 
r12 rl2 

Hence knowledge of the u,j implies knowledge of the e~j, and knowledge 
ab  of the u,j and of Co is equivalent to knowledge of the c~j. If  we find a way to 

calculate the pair correction functions u,~, we have practically all necessary 
information about our system --  at least as far as the energy is concerned. 
So the main problem is to calculate good approximations to the u,j. We have 
to stress tha t  Eq. (51) cannot be the starting point for a variational calcu- 

ab 
lation of the u,j, via the ctj, because (51) is not an upper bound to the true 

ab  
energy. The variation of (51) does not vanish if the clj are the exact ones. 

Note that  the definitions in Eq. (55--57) depend on whether we have chosen 
the Brillouin (53) or the Brueckner condition (54), so we should, when 
necessary, state this choice explicitly. Numerically the differences are 
usually very small. 

C. Calculation of the Correlation Energy from Approximate 
Pair-Correlation Functions 

We are still postponing the question of how to calculate the pair-correction 
functions ¢,j, but  let us assume that  somehow we have got approximations 
~,j to them. If we use these ~*S and insert them into (60) we get approximate 

1 
pair-correlation energies ~,j. One can usually presume - -  since - -  is a rela- 

¢/12 
tively bounded operator with respect to the Hamiltonian - -  that  if ~,j is 
sufficiently close to u,j then ~,j too will be sufficiently close to e,j. However, 

~,~ is not an upper bound to Eeorr so that  on improving the ~/,~ one does 

not generally approach the e,~ from above, as one is accustomed to do in 
genuine variational calculations. 
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One nice thing about variational calculations is that  the difference with 
respect to the true energy is a direct measure and a rather  severe test of the 
quality of the calculation. I t  is justifiable to keep the intrinsic test for the 
calculations even at the expense of much labour, and to be sceptical with 
respect to calculations that  are not genuinely variational. On the other 
hand, one should not overestimate the value of having an upper bound to 
the energy without any theoretical criterion as to how close this upper 
bound is to the true energy (if the lat ter  happens to be unknown). 

I t  is possible, though sometimes disregarded, to calculate an approxi- 
mation to the correlation energy that  is an upper bound to the true Ecorr 
from approximate u,j 's. This is done in the following way. 

Starting from the ~ , j ' s  one immediately gets the c~b, one can then 
c0 

write down the wave function (48) limited to doubly substituted determinants 

~l(z)=c°#+ ,~<~ a~<b c~ abc-~- #'~ (61) 

Remember  that  we suppose t h e -  to be known rather than the c~ b 
Co 

and co separately. The constant Co is determined by  the requirement that  
~(~} should be normalized to unity. There is no reason why Co and Co should 
be identical, though they are usually not very different. Since we know 
~(2}, we can without particular difficulty calculate the expectation value 

E(2) = (}lJ(2), H}irI(2)) (62) 

So one can derive two different energy expressions from the q/Ij, either 

= E 0 +  ,<~j ~ , , = E 0 +  *<,~ <q/,j 1 [ i , j ]>  or E(2). (63) 

Which of the two energies is better, i.e. closer to the true energy E ? 
If ~/~j is a crude approximation to ~ j ,  then E(2) inspires somewhat more 
confidence since it is an upper bound to E. If, on the other hand we happen 
to know the exact utj (at least the best variational u~j within our basis) 
then ~ of (63) which becomes E of (55) is exact, whereas E(2) of (62) is not. 
In  fact, in order to calculate the exact E as an expectation value, we need 

more information about W than just the knowledge of the 1 ab -- C,j. Including 
co 

other than doubly substituted determinants in ~ can - -  in the sense of the 
variation principle - -  only lower the energy. In  other words, if we calculate 
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E~2} from (62) using the exact u,j, we get an energy that  is above the exact 
.t, abe. energy in proportion to the extent of the contributions of the wo~ etc. 

to ~ .  

If we find that J~ is lower than E(2), this does not necessarily mean that  
this difference is a result of the poorness of the ~,t; it may also mean that  
the u*l are quite good and that ~ is a better approximation to E than is 
E(2). Since/~ is calculated much more easily than E(2) there is a temptation 
to forget about E(2) and to regard/~ as the approximate energy. 

One way to improve E(2) is to include in ~ also the socalled unlinked 
clusters 37-40, 67~ of pair substitutions. We come back to this point. 

D. The  APSG Ansatz 

We come now to the problem of how to calculate the pair-correction func- 
tions u,j. The oldest approach is the one first introduced by Hurley, Lennard- 
Jones and Pople 17). These authors started from a very limited ansatz rather 
than the general CI expansion of Eq. (48). We formulate this ansatz in the 
following way to point out its relation to the general pair theory. We limit 
ourselves to a system with an even number n of electrons and build up 

from the spin orbitals ¢R*¢ and CRfl with R ---- 1,2 . . .  ~ .  

Let us partition the Hilbert space spanned by the ~v,, ~Va into 2 ortho- 

gonal subspaces. Each subspace is associated with one of the CR that  are 
doubly occupied in ~. We can choose an orthogonal basis in any of these 
subspaces and label these basis orbitals as ¢2. We also define ¢~ ---- CR. 

Then the orthogonality of the subspace implies that  

(¢2, ~ff) = ~Rs 8,* (64) 

In the CI expansion (48) we only include those doubly substituted 
d) ~ ~- that  Slater determinants --R~ - _ are obtained from # if one replaces CR~ and 

¢~tfl by 9 ~  and R , ft. We include as well quadruply substituted determinants 
of the form a~im~ i.e. obtained from # on substituting ~Ra, CRfl, ~sa, 

~m c¢, ~sfl and 6-fold substituted determinants a~ ~ ' ~  
etc. We do not, however regard the coefficients of these higher than doubly 
substituted determinants as free variational parameters, but  we make a 
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condition that  these coefficients are expressed through those of the doubly 
substituted determinants like 

co • ~ ~-m~- ~ r ~ (65)  
- R R S S  "~- C'RR " C 'S~  

2 k ~ m n p q  k~ m'~ p'q 
c 0 • CR~,S~T ~ - -  CR[ ~ • c x -  ~ • c~-~ 

Thus we have the =~ cR~ as the only variational parameters. Fourfold, 
six-fold etc. substitutions are included only in as far as they are "products" 
of double substitutions; 2 n-fold substitutions of this particular form are 
referred to as "unlinked clusters". 

For this ansatz the pair-correction functions uR(1,2) are given as 

uR(1,2) = _1 ~ c ~  [R~o~, R t f t ]  
CO ~'~', l RR 

(>0) 
(66) 

(there are only ~ of them instead of n(n-1) as in the general case). The 
2 

expansion of the wave function is 

- • R  - -RR -RR - SS  - - R ~ S ~  + "" " (67)  
R k , l  l t<S  k , l , m , n  

I f  we introduce the normalized pair function or geminal 

~ ( 1 , 2 )  = NR [RI~, Rift] + uR(1,2) (6s) 

we can write W in the form 

= A ( n o,R (ZR - 1, 2R)}  
R=I 

(69) 

The normalization factors N• of the geminals coR are related to the 
coefficient co in (67) through 

co = II NR (70) 
R=I  

Since our wave function is most conveniently written in the form (69), 
i . e .  as an antisymmetrized product of strongly orthogonal geminals 41), 
the name APSG is now commonly used for this ansatz. 
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The expectation value < H >  of the Hamiltonian for an APSG wave 
function assumes a rather simple form, in particular if one expresses the coR 
in terms of their natural expansion, i.e. if one chooses the functions ¢~ 
such that ~oR is diagonal (which involves no loss in generality)." 

oo 
oJR(1,2) =- X d~ ¢~(1) ¢R(2) 10(1,2) (71) 

k=l 

where 10 is the singlet spin function. 
I t  is possible to base on the APSG ansatz a rigorous variational procedure, 

i.e. to minimize < H >  with respect to the a~k, subject to their strong ortho- 
gonality which is equivalent to Eq. (64), and to calculate the optimum o~ 
without introducing further simplifications 41). Applications to some small 
molecules by K. Ruedenberg et al. 42,43) have to be mentioned in this 
context. This is a substantial advantage of this ansatz, but  there are also 
some serious drawbacks. 

1. The percentage of the correlation energy accounted for is sufficiently 
large ( >  95%) for systems 42,a4) likeBe or LiH, whereas it becomes rather 
poor (---40--50% only) for molecules like BH, CH4 etc. b). 

2. The equation to be solved in order to get the optimum geminals are 
coupled in a rather complicated way and their solution requires much 
computer time. 

Before we discuss how to overcome these drawbacks, we consider two 
important points in connection with the APSG scheme 44). 

1. The relation to an independent electron-pair approximation. 

2. The role of the unlinked clusters. 

To do so we compare the APSG wave function (67) with a wave function 
kVR in which only the spin-orbital pair tRatRfl is substituted, but  with the 
substitution limited to the subspace of Hilbert space associated with tR. 
The wave function ~vR can then also be written in the APSG form (69), 
where the geminals ~os for S ~ R are Slater determinants built up from the 
spin orbitals t s a ,  taft .  I t  is convenient to expand the geminals in their 
natural form (71). In terms of the natural orbitals TAeso and TR have the 
following CI expansions respectively: 

~AI, SO = C o # +  ~ ~ df#~-~ + ~. ~ d f  -~s'~*~-~i'~_~s~-r- • • • (72) 
R k R< S  k<l 

(>1) 

b) The poor result for CH4 is mainly due to the importance of the interpair correlation, 
and that  for Bel l  to the orthogonality constraint (see Section IV and Ref. 63)). 
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~R = c ~ #  + ~:z~m,~ (73) 
k 

(>1) 

The normalization condition for the geminal (71) is 

Go 

E IdOl ~ = 1 (74) 
k = l  

With this normalization 7'R is automatically normalized to unity and 
~VAPSG is so if 

co = n d~ (75) 
R 

This is only true if we keep the Hilbert space factorized, so that  (64) 
holds. 

If we abbreviate the diagonal matrix elements of the one-electron part 
of the Hamiltonian with respect to ¢~ as H ~  and use the Mulliken notation 
for two-electron integrals, we get the following expectation values E A P S G  

for ~APSG, ER for ~R and E0 for the single Slater determinant. In all cases 
we limit ourselves to a closed-shell state and we assume the coefficients to 
be real. 

EAPSG = 2 ~ (d~) 2 H,~ + ~ d 2 ] dl](R, RjlRa R,) 
RJ R,~,J 

+ Y-' 5 (dr) 2 (d~) 2 {2(R, R, ls 1 sj) - (sj R,[R, Sj)} 
R , 8  ~,J 

(76) 

ER = 2~(d~) 2 H,~ + 2~  HSt + ~ d~ d~ (R, Rj[Rj R,) 
S 1,1 ( ,R) 

+ 2 2 X(df) 2 {2 (R, R, ISl SD - (St R4R, SD} 
s 

(oR) 

(77) 

Eo = 2 ~ Hfi + Y' {2 (Rt Rt lS t  St) - (St Rt[R1 Sl ) }  
R R,S  

+ 5(R1 RIIR1 R1) 
R 

(78) 

The correlation energy, as accounted for by 7tAPSS and 7tR respectively, 
is defined as follows: 

E~sG EAPSG E0 (79) c o r r  ~ 

R Ecorr ---- Ea  -- Eo (80) 
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~A~SG and the l~ The following relation between ~ e o r r  Ecorr is easily found 

~.APSG~.~corr ~--~ ~ EeorrR + ~, ~ a,R a~ (2 (R, R,]Sj Sj) - (R, SjIS j R,)) (81) 
R R , S  4,t 

with (d~) 2 for i > 1 

(d~) 2 -  1 f o r i = l  
(82) 

The individual terms in the quadruple sum in (81) are of fourth order 
in the small coefficients d~(i # 1) and they have different signs so that  
they even cancel to a large extent. If  the expression in braces were indepen- 
dent of i and/ ' ,  the quadruple sum would vanish exactly because of (74). 

~APSG In all practical cases the quadruple sum is of the order of 10/00 of ~-~corr or 
less and is therefore negligible. This means 

I~APSG R 
Ecorr   oorr Z (831 

R 

Since R Eeorr is the correlation energy of the R-th pair calculated inde- 
pendently from the other pairs (but keeping the Hilbert space factorized), 
we conclude that  to a high degree of accuracy the correlation energy 
obtained in the APSG scheme can be calculated as the sum of independent 
pair contributions 44). This result also justifies our using the same symbol 
for the coefficients occurring in TAPSO and ~R- As the variational equation 
from which they are obtained is (practically) the same, they also should 
be (practically) the same. This means that  the correction functions UR~ can 
be calculated independently and that  the eR in the sense of Section I I I .  A 
are identical with the R Ecorr. 

byjAPSG We now examine the wave function ~(2) obtained from ~corr on trun- 
cating it to double substitutions only (and keeping the Hilbert space factor- 
ized). Since we do not know whether the coefficients will be the same, we 
use a different letter for them 

= N'{¢  + (84) 
R,k 

Here N '  means a normalization factor which turns out to be 

N '  = [ 1  + ~ (b~)2] -½ (85) 
R,k 
(>1) 

The correlation energy accounted for with ~{2) 

E¢2~ E(2) Eo corr ~- (86) 
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can be written in the form 

with 

E(2Lr = E g~ E~ + E E' IS If (R~ R~IRz R~) 
R,k 1t k,t 

N'bS  f o r k > l  

I S =  N'  f o r k = l  

(87) 

(88) 

g~= 
(l~) 2 for k > 1 

( /g)2_ 1 f o r k = l  
(s9) 

ES = 2 H~k + (Rk RklRk R~) (90) 

On the other hand ~ EeRorr which is practically identical with EAPSG can 
R 

be written as 

R R R as E~ EApSG ~ 2 Ecorr = 2 + 2 2" d~ df (RI, R~IRt R~) (91) 
R R,I¢, R k,l  

Formally (87) and (91) are exactly the same. The only important differ- 
ence is the different normalization of the d~ and the /~ ,  in fact 

R (d~) 2 = 1 
k = l  

oo 

(NR)2 = ~ (1~)2 = (N')2 [1 -I- ~, (b~)2J = E1 +~ :  ~ (b~)2]-1 x 
k = l  /¢>1 R k > l  

R 2 ×[1  + ~ (b~) J (92) 
k > l  

If we assume proportionality between t h e / ~  and d~ and see their differ- 
ence only in the different normalization, we find that  

• Ecorr (93) -~co r r  
R 

The correlation energy obtained with ~(2) is not equal to the sum of the 
Ecorr, but  to a sum of contributions NR • Ecorr individual pair contributions R R 

with a factor Ni~ < 1, which depends on the normalization of the other 
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pairs. If the coefficients are small enough (and the number of pairs is small), 
one can expand NR and get. 

NR=[I + ~ (b~)2] i [I +~ ~. (b~)2] -~ 
/¢>1 s k > l  

, ~ [ 1 - - ~  ~ (b#)2] ~ ~ 1 - ~ ~  ~ (b#) 2 (94) 
S k>l ~ k>l 

In the case of the Be ground state 44) with configuration K 2 L 2, one has 
N ~  ~ 0.95, N~ ~ 0.99 and therefore since E Leorr ~ Feorr,X E(2)eorr ~ 0.97 
E A I ' S O  

e o r r  • 

~APSG differs from ~(2) in that  it includes the unlinked clusters. We 
therefore have the interesting result that  inclusion of the unlinked clusters 
allows us to treat  the pairs independently. The sum of the independently 
calculated pair correlation energies is an approximation to the correlation 
energy of the APSG wave function but  not to that  of a wave function limited 
to double substitutions. 

One must,  however, note that  this result only holds if the Hilbert space 
is factorized (strong orthogonality of the geminals) and that  the difference 

(~) n E APsG " • • R b e t w e e n  Eeorr a d eorr is only pronounced lf there are coefficients d~ (k > 1) 
which are relatively large (like the coefficient -~--0 .3  of the 1 s 2 2p2-config - 
uration in the Be ground state, due to near degeneracy). If  the coefficients 
are sufficiently small (say Id~] <0.1)  and if the number  of the electron 

~A~SG and E~o~rr will not exceed pairs is small enough, the difference between ~eorr 
a few per cent. 

The most important  statement concerning the unlinked clusters is that  
their omission leads to an increasing error for an increasing number of 

~ ( 2 ) .  electrons In the limit n-~oo NR and with it /~eor, goes to zero and 
~(2) becomes useless. If one claculates both a molecule M and its dimer M2 
with ~v(2) i.e. without unlinked clusters one will not get a reliable dimeri- 

EAPSG zation energy, eorr on the other hand has the correct dependence on n even 
ill the limit n-~ oo. 

E.  T h e  Independent Electron-Pair Approximation (IEPA) for the 
Intra-Pair Correlation 

As we have stated, the APSG scheme has two disadvantages, one of them 
being that  the equations for the different pairs are coupled, the other that  
it accounts for only a (possibly small) part  of the correlation energy. 

We therefore need both to generalize and to simplify the scheme. One 
simplification has already been justified in the last section, namely that  we 
can calculate the correlation contribution of the different pairs independently 
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(but keeping the Hilbert space factorized). A very promising generalization 
seems to be to relax the factorization of the Hilbert space (in other words, 
the strong orthogonality between the geminals). We do not start from the 
energy expectation value of a general APG wave function, i. e. from the coun- 
terpart  of APSG without strong orthogonality, but  we examine first how the 
results at the end of the last section are modified if we relax the factorization 
of the Hilbert space. 

First, we see easily that  ~-~corr~;'(2) of (87) remains formally the same. The 
reason is that  the Slater determinants in }/'(2) of (84) are mutually orthogonal 
even if (64) does not hold. For their orthogonality, it is sufficient that  the 
strongly occupied ¢~ are orthogonal to each other. 

We can therefore vary the pair correlation functions for the different 
pairs completely freely (without factorization of the Hilbert space) and 
calculate the correlation energy corresponding to }/'(2) by the use of (93). 
This increased flexibility in the variation will, of course, lower the energy 
relative to a ~v(2) with factorization of the Hilbert space. 

We now ask whether inclusion of the unlinked clusters has the same 
effect as in the last section, namely to allow a direct addition of the pair 
correlation energies, calculated independently. The answer is not so easy 
as in the case where the Hilbert space is factorized. 

We have in fact to compare the energy of an APG function (Antisymme- 
trized Product  of Geminals, without strong orthogonality) with the sum of 
individual pair energies (without factorization of the Hilbert space). The 
difference 

~,APG R 
= ~corr A E  ~ c o r r  - -  ~ (95) 

may be called the "additive error". We use here a tilde o n  ~cRorr to indicate 
that  (in contrast to the last section) no factorization of the Hilbert space is 
imposed for the independent calculation of any pair correlation energy. 

The full expression for the additivity error AE is much more lengthly 
than for its counterpart in the case of a factorized Hilbert space given by  
(81). We are therefore not writing down an explicit expression for AE, we 
are just indicating which kind of terms give the most important contribu- 
tions to E 44). 

One can classify the contributions to AE according to the order in which 
they depend on the coefficients d~ (k > 1) of weakly occupied natural orbitals 
of the R-th pair. Most contributions are of fourth (or higher) order in the 
d~ and also of second (or higher) order in the overlap integrals S~ 7 of weakly 
occupied natural orbitals of different pairs, and are therefore negligible. 

There are, however, also contributions that  are of the third order in the 
d~ and of the first order in Rs S , j ,  namely terms like 

- -  d~ ~ (d~)~ d~ S~7 (R1RkIR1 $1) (96) 
kd (>1) 
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In the case of the Be ground state, a term of this kind enters with a 
factor 4. In this case we have a relatively large coefficient of a weakly 
occupied orbital, namely 

d(2 pL) ~ -- 0.3 

whereas the largest coefficient of a weakly occupied orbital in the K shell 
ise) 

d(2 pK) ~ - 0.03 

The overlap integral between 2 pK and 2 pL is 

S(2 pK, 2 pL) ,-~ 0.3 

and the two-electron integral to be combined with these values 

(1 sK, 2 pK[1 sK, 2 pL) ~ 0.4 a.u. 

This leads to 

- -  4 d(1 sK) [d(2 pL)] 2 d(2 pK) S(2 pL, 2 pK) (1 sK, 2 pK]I sK, 2 pL) 

,~ 1,6.10 -3 a.u. (97) 

which e) is about 1% of the correlation energy of the Be ground state. 
Since the other contributions to AE are negligible with respect to this one, 
we can conclude that  the additivity error for the Be ground state is roughly 
1% of the correlation energy. 

If one adds up the pair-correlation energies calculated for the K and L 
shells separately, one gets about 1% more correlation energy than if one 
had correctly calculated the expectation value of an APG function. 

This example gives us some idea about the conditions under which the 
additivity error may be negligibly small. Two quantities seem to be crucial. 

1. The coefficients d~ of the weakly occupied natural orbitals of the pairs. 
The smaller the d~, the smaller the additivity correction. 

If e.g. d(2 pL) were ~- -0 .1  rather than --0.3, the expression (97) would 
be reduced by a factor of ,~ 10. 

e) In  this  example  d is t he  coefficient of a normal ized p~ configuration, which is ac tual ly  
t he  sum of (Px)~, (Py) ~ and  (Pz)3. If  th is  is explici t ly t aken  into account ,  t he  resul t  
in (97) m u s t  be divided by  a factor  V3". 
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2. The overlap integrals S~-~ S(Rk, Sl) between weakly occupied orbitals 
S~l would of different pairs. If the Hilbert space were factorized, all these Ra 

vanish and the additivity error would be negligible. 

One may ask whether these two kinds of crucial quantities are fixed 
for a given state or whether there is some freedom in their choice. In fact 
there is a possibility of making the overlap integrals S ~  as small as possible 
if one expresses the leading Slater determinant # in terms of localized rather 
than canonical orbitals. If ¢~ and (~ are localized in different regions of 
space, (~ and (~ will also be localized in different regions of space, namely 
in the same region as their strongly occupied orbitals, and the S ~  will be 
very small. 

One way of reducing the additivity error is therefore to use localized 
orbitals. 

For systems with well localized orbitals and with small coefficients of 
the weakly occupied orbitals, e.g. methane 45,46), the additivity errors are 
supposed to be smaller than about 1% of the correlation energy, at least, 
as long as one is concerned with the intra-pair correlation only. 

I t  has been shown 47) that  the additivity errors may become enormous 
if one goes from a localized to a delocalized description. 

F. The  Independent  Electron-Pair Approximat ion  for Intra and 
Interpair Correlation 

The next step in a generalization of the independent electron-pair correla- 
tion is to include the interpair correlation contributions as well. The recipe 
of the general independent electron-pair approximation (IEPA) is hence to 
calculate independently the correlation-energy contributions EiJorr for any 
pair of spin orbitals, i.e. the correlation energy accounted for by the wave 
function 

a b  a b  ~*J----Jo*q~+ X c , l ~ , j  (98) 
a<b 

and to regard the sum 

Ecorr J--tort *J = ~mPA (99) 
t<J 

E*J as an approximation to the true correlation energy. The contribution corr 
may be classified as intrapair correlation energy if ~l and ~1 have the same 
spatial but  different spin factors and otherwise as interpair. 

This recipe was suggested some time ago by  Sinanoglu 4o) and Nesbet 34). 
I t  differs from the one outlined in Section III.  E in that  we now consider 
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There are two main reasons why this general independent electron-pair 
approximation (IEPA) has not been too popular for some time. 

1. I t  is much harder to calculate or estimate the additivity error for the 
general IEPA than for the IEPA limited to the intrapair correlation. 
In some cases, e.g. for the neon ground state, this error can be of the 

gTIEPA order of 10% of the total correlation energy (i. e. J--oorr roughly 110% 
of the true correlation energy). After this discovery 4s,ag) certain cases 50) 
where I00~/o of the experimental correlation energy was obtained were 
attributed to compensating errors. The situation is becoming better 
understood. 

2. There was still the hope that, at least for molecules with localized 
bonds, intrapair correlation energy might be the main contribution 
to the total correlation energy. 

This hope turned out to be vain and it became clear 4o,45,46) that  if 
molecular calculations are to account for electron correlation, they have 
to allow for the interpair correlation as well. So a systematic method to 
calculate the intra- and interpair correlation contribution has been pro- 
grammed and has since been applied by  the author 's  research group to 
several small molecules. The first s tudy of this kind was published by  
Jungen and Ahlrichs 46). Analogous calculations for atoms (though not 
based on the direct calculation of approximate natural  orbitals) had been 
performed before, mainly by  Nesbet so). 

As long as the problem of the additivity errors is not completely solved 
one can at least regard the IEPA as a method that  allows one with very 
little effort to improve the accuracy of quantum mechanical calculations 
by  at least one order of magnitude relative to the Hartree-Fock scheme. 
This is a substantial advantage if the variation principle is not strictly 
obeyed. 

G. The PNO-CI  and CEPA Methodsd) 

The IEPA-method has the advantage of being formally rather simple and 
not very time-consuming in computation, but  it has two main drawbacks. 

1. I t  does not furnish an upper bound to the energy, it is not a genuine 
variational method 

2. I t  does not give information about the 'addit ivi ty error' i. e. the difference 
between the IEPA-energy and the exact energy to which IEPA is an 
approximation. 

d) Th i s  Sect ion was  added  in J u n e  1973. 
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At first glance one may think that  the two drawbacks are one and the 
same. In practice it is however not possible to improve the method such as to 
eliminate the two drawbacks simultaneously. On one hand one can, 
without great difficulty, using the pair correction functions ~Tij obtained by 
the IEPA scheme, compute an upper bound to the true energy, namely 
E(2) of Eq. (62). This E(2) is however, in some respect poorer than/~ of Eq. 
(63) calculated with the same ~7,j i.e. the IEPA energy. In particular as 
was mentioned in Section III,  D, E(~) (unlike ~IEPA) has the incorrect 
dependence on the number n of electrons and becomes increasingly poorer 
the larger n is. In order to get an energy that  has the correct n-dependence 
one has to take care of the 'unlinked clusters'. Unfortunately this is much 
less straightforward in the general case where one considers all pairs than 
it is in the special case treated in Section III.  D and E. One can formulate the 
respective wave function most elegantly in the form 38) 

= e x p  (100 )  

A 

The operator Sit is defined such that its application to the Slater determinant 
q~ yields 

A 

S~j~ = ~ ci~ ~/b (101) 
a<b 

A 

Any S{~ is characterized by the coefficients c{~ b and contains the same in- 
formation as the u{j. The exponential function in (100) is to be understood 
as the corresponding power series and some other precautions have to be 
taken. We are not going into details here since so far no one has succeeded 
in deriving a rigorous and practicable variational t reatment based on the 
ansatz (100). A computational scheme for molecules based on (100) and 
using diagram techniques has been proposed by Cizek et al. 67) (called CMET 
for Coupled Many-Electron-Theory) but  it is formally very complicated 
and has not yet  been applied in the context of large-scale ab initio calculations. 
CMET is not a variational method and does not give a rigorous upper bound, 
but  in the cases studied so far (where an exact reference calculation was 
possible) it led to results that  were rather close to the exact values. 

Recently W. Meyer 49a) has proposed two rather straightforward ex- 
tensions of the IEPA method that  proved to be very useful in practical 
calculations. The first one termed PNO--CI (Pseudo-Natural-Orbital 
Configuration Interaction) eliminates the first drawback of IEPA mentioned 
in the beginning of this section, the second one, called CEPA (for Coupled- 
Electron-Pair Approximation) improves IEPA with respect to the second 
drawback. The relation between the IEPA, PN0--CI  and CEPA methods 
is most easily explained in the following way. 

64 



Electron Correlation and Electron Pair Theories 

Take the 'leading' Slater determinant 40 and the doubly substituted 
ones 4 ~  as basis functions for the expansion of wave function 

~c I  = 4o + ~,, E c,7 4¢~ b (102) 
~<1 a<b 

We normalize ~ c I  such that  the coefficient of 40 is equal to 1. The spin or- 
bitals q0a, ~b into which one 'excites' are taken as the natural  spin orbitals of 
the respective IEPA pair correction function ~ij 22). This will be the case 
for all of the methods considered and we shall not stress this again. One 
ought to add the abbreviation PNO (for Pair-Natural-Orbitals, sometimes 
interpreted as Pseudo-Natural-Orbitals) to the terms IEPA and CEPA as 
well, i. e. to speak of IEPA-PNO and CEPA-PNO rather than just of IEPA 
and CEPA. Using the PNO's  one gets mutually orthogonal 4,°j b though 
the PNO's of different pairs are nonorthogonal. Also the explicit expressions 
for HAB are not too complicated. 

ab 
The best coefficients c~j in the CI-wave function (102) --  that  contains 

only double substitutions and no nnlinked clusters - -  are obtained as com- 
ponents of the eigenvektor CcI that  belongs to the lowest eigenvalue Eci  

4c~b of the Hamiltonian matrix H in the representation of 40 and the ,~. 1o  
simplify the argument we now replace the double index ij by a single index, 
that  counts pairs, we further assume that  there are only two different pairs, 
A and B. The Matrix H has than a block structure of the form 

Eo HOA HOB\ 
H ~-- HAO HAA HABJ (103) 

\ HBo HBA HBB ] 

where Eo is a single number (the energy of 4o), HAB has e.g. the dimension 
nA × nB if there are nA Slater determinants obtained from replacing the 
pair A in 4o by  two PNO's  of ~/A and nB defined analogously. 

The eigenvector of H has a block structure as well 

CcI = (1, ~ i ,  ~ i )  (104) 

and it holds, of course, that  the PNO-CI energy is given by  

(105) 
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The IEPA-method consists in calculating the eigenvalues E0 +e~rA and 
Eo + e~PA and the eigenvektors (1, ~EPA) and (1, ~]3 rPA) of 

E0 HOA~ (E0 //on~ 
HA = HA0 HAA] and HB = HBo HBB] (106) 

rather than those of H. 
The energy E(2) of Eq. (62) which (like Eci) is an upper bound to the 

energy, is in this case 

with 

E(2) < ©I~pA Inl ©~pA > / < ~ I ~ i ~  > (lO7) 

CmpA = (1, ~PA, ~PA) (108) 

Obviously Eci is of the same form as E(2), in fact Eci is the lowest of all 
expectations values of this form. We expect that  in 'normal' cases i.e. if 
/JAB is not too large E(2) and EIEeA do not differ very much. 

Using the fact that the IEPA-coefficients make the expectation values 
of HA and / /B  stationary separately, we can express E(2) (which 'normally' 
differs little from Eci) in terms of e~ ~r* and ,~P* 

E(2) = Eo + e~rA 

+ 

1 + C~ ..~ 8]3EpA 1 + C~ 
1 + C ~ +  CB 2 1 +C~A + C~ 

2 < ~A [//A~[ ~B > (109) 

If the 'off-diagonal' block vanishes we get essentially Eq. (93) Considering 
the discussion of Section III.  D and E we expect that inclusion of the un- 
linked clusters should have the main effect to remove the 'normalization 
factors' and to lead to something like 

ELC = Eo + e~ P* + e~ rA + 2<~*[HABI~B> (110) 
(1 + C~,) (1 + C 2) 

This expression will have the correct n-dependence at least for vanishing 
HAB though we cannot expect that  it is rigorous. I t  will 'normally' be 
more physical than E(2), but not be an upper bound to the energy. 

In the same way as we came from E(2) to Eci we can go from ELC to 
EcEp,  in regarding ELc as an expectation value (namely as an approxima- 
tion to the expectation value of the function (100)) and making it stationary 
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with respect to variation of the CA and CB. This leads to two coupled in- 
homogeneous eigenvalue equations. 

1 O 

( ' B -  E 0 -  e~ EPA) ( C B ) =  ( ' B O C A )  (111) 

Note that the new eigenvalues e~EPA are 'additive' in the sense that 

EC]~PA = E0 + e~ EPA + e c~PA (112) 

So they are 'good' pair energies in the sense of Section n I .  B. 
The derivation of CEPA given here 6s) is not identical with but equi- 

valent to the one given by Meyer 49a). I t  is not very relevant in this context 
that  Meyer has proposed two different version of CEPA. 

Whereas the IEPA-scheme means physically that one treats one electron 
pair in the Hartree-Fock field of the other electrons, CEPA means that  each 
pair is treated in the fields of the correlated other electrons which is some- 
what more physical. Through the explicit consideration of the HAB block 
the interaction between the different pair correlations is accounted for. 
Though a rigorous justification of the CEPA-method is still lacking and 
probably not possible the practical applications 49a) have so far been very 
satisfactory. One main advantage of CEPA as compared with IEPA is that  
it can also be used with delocalized orbitals and the results are nearly in- 
variant with respect to a unitary transformation of the occupied orbitals. 

H.  Other Methods Based on the Idea of Electron Pairs 

For the sake of completeness we can mention some other computational 
schemes, different from those explained here, that  are also based on the 
idea of electron-pair correlation. There is e.g. the use of the following 
ansatz for the wave function 

~Y(1,2 . . .  n) = A{w(1,2) ~(3,4) . . .  w(n - 1,n)) (113) 

i.e. a special case of an APG function in which all geminals are identical. 
This ansatz has been called APIG (antisymmetrized product of identical 
geminals) or AGP (antisymmetrized geminal power) or n-projected BCS 
function (because of its relation to the Bardeen-Cooper-Schrieffer theory 
of superconductivity). This kind of wave function has been introduced by 
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Nakamura  52~ in the context of the theory of superconductivity and has 
played an interesting role in relation to the n-representability problem 58~. 
Finally this ansatz has been applied to molecular calculations by  Bratoz 
and Durand 54~. In spite of some encouraging results, the use of (100) for 
the t reatment  of electron correlation in molecules seems to be a dead end. 

We have then to mention perturbation theoretical methods. The full 
Hamiltonian is split into aseparable Hamiltonian H0 and a perturbation V. 

H-----Ho+ V 

where H0 may  be the bare nuclear Hamiltonian or the Hartree-Fock Hamil- 
tonian. The unperturbed solution (i. e. the eigenfunction of H0) is a single 
Slater determinant # and the perturbation correction to both E and # can 
be formally expanded in terms of powers of V. The first-order correction 
E1 to the energy vanishes if # is the Hartree-Fock wave function and the 
second-order correction is exactly the sum of pair contributions. So in a 
second-order perturbation t reatment  pair energies come out automatic- 
ally 55~. This is no longer the case if one goes over to higher orders in pertur- 
bation theory. 

An alternative use of perturbation theory together with the idea of 
electron pairs is the method of Malrieu, Diner and Clavery abbreviated as 
PCILO 56~ (perturbative configuration interaction based on localized 
orbitals). One uses a zeroth-order wave function, one in which each electron 
pair is in a fully localized LCAO-MO. All delocalization and correlation 
corrections are then treated by  perturbation theory (not limited to second 
order). 

There are finally at tempts  to apply diagrammatic techniques of many- 
body perturbation theory 57~, with the summation of certain diagrams to 
infinite order, to the correlation problem in atoms and molecules. A close 
relationship between this kind of approach and the independent electron- 
pair approximation has been demonstrated ss~. 

IV. Outl ine  of Some Results  

Electron correlation energies for small molecules have been calculated 
either by  the independent electron-pair approximation (IEPA) or by  con- 
figuration interaction (CI). Brute force CI in general did not give too good 
results; CI calculations gave a substantial part  of the correlation energy 
only where the weakly occupied orbitals had been optimized somehow. 
Here one must mention the calculations on diatomic molecules by  Bender 
and Davidson 59~ and by  Wahl et.al. 60~. 

For molecules with more than two atoms, most calculations that  account 
for the main part  of electron correlation are based on IEPA. PNO--CI-  and 
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CEPA calculations on the H20  and CH4 molecules have recently been 
performed by  W. Meyer 61,49a). 

We are not going to discuss the results of individual calculations, nor 
shell we explain the computational procedure in detail 62). We prefer to 
outline some results of more general interest. 

Let us first look at the values of intra- and interpair correlation of the 
valence-shell energies for the molecules LiH, Bell2, BH3, el l4,  BH~ and 
CH~ 

- -  e R Tl. - -  n " ,S R - -  e R S  
n ( n - -  1) - -  n ( n  - -  1) e R s  

2 2 

LiH  0.0340 1 0.0340 0 0.0 
Be l l2  0.0334 2 0.0668 0.0054 1 0.0054 
BH3 0.0327 3 0.0971 0.0096 3 0.0288 
CH 4 0.0300 4 0.1200 0.0154 6 0.0924 

BH~ 0.0340 2 0.0680 0.0113 I 0.0113 
CH~ 0.0313 3 0.0939 0.0167 3 0.0501 

I n  th i s  tab le  a n y  ca lcu la ted  e is a b o u t  90% of t he  e x a c t  i n d e p e n d e n t - p a i r  con-  
t r ibu t ions ,  and  n is t he  n u m b e r  of valence  pairs  (i. e. of bonds) .  

We note that  the intrapair correlation energy eR is roughly 0.082 a.u. 
for a X H  bond. The precise numerical value depends on two items. First 
eR depends on the X H  distance, eR does not change much between R x ~  = 0 
and the equilibrium distances of these molecules; for larger distances ]eRI 
increases considerably 68). This dependence on distance is not relevant 
for the change on going from LiH to CH4. For this change the following 
mechanism is essential: the weakly occupied natural  orbital must  be strongly 
orthogonal to the strongly occupied ones. So the more strongly occupied 
orbitals there are, the less is the flexibility for weakly occupied ones. 
In  LiH all the 2p-AC's of the heavy atoms are "available" for correlation, 
in Bell2 only two of them, in BH3 one, and in CH4 none is "available".  
The importance of this exclusion effect was probably first postulated by  
Sinanoglu 4o). 

An individual interpair (or interbond) correlation energy eRS  increases 
considerably in absolute value on going from LiH to CH4. The reason is 
that  the bond angle decreases steadily from LiH to CH4 and so the electrons 
in the different bonds come increasingly closer to each other. The closer two 
pairs are, the stronger is their interpair correlation interaction. Since the 
number of interpair terms increase (compared to the number of pairs) in the 
same series, one finds a substantial increase of the interpair contribution 
to the total valence-shell correlation energy on going from LiH (0%) to 
CH4 (almost 50%). 
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The interpair contributions are larger in BH~ and CH~ than in their 
respective isoelectronic molecules Bell2 and BH3. One can explain this by 
noting that, due to the higher nuclear charge, the electrons in the bonds 
come closer to the nuclei and hence closer to each other. 

These calculations did not include the intrapair correlation energy of the 
K-shell electrons and the interpair correlation between the K shell and the 
valence shell. Calculations on some test systems 68) have shown that  these 
contributions do not change appreciably on going from the isolated atoms 
to the molecule and hence have little influence on binding energies. 

One noteworthy result is related to the transferability of localized 
electron pairs ss,59). One sees by looking at maps of the electron density 
that,  e.g. the Bel l  bonds in Bell ,  Bell2 and Be2H4 (terminal bond), are 
very much the same. Now it turns out that the intrapair correlation energies 
calculated for such a Bel l  bond in any of these systems is practically the 
same. Correlation energy contributions are transferable for the same bond 
in different molecules. This result is, of course, rather important for the 
understanding of the binding energies of, say, saturated hydrocarbons. 

One also finds that interpair correlation energies are transferable if the 
two bonds and their relative position (e.g. angle) are the same. For large 
distances between two electron pairs the interpair correlation energies 
follow asymptotically the London formula for dispersion energies, i.e. they 
go like R -6 66). In fact the same formalism can be used to calculate interpair 
correlation energies within a molecule and dispersion energies between 
different molecules. This dispersion interaction is a correlation effect of the 
interpair type. 

With the method based on the independent-pair approximation (IEPA) 
and the direct calculation of approximate natural orbitals of the electrons 
that has allowed us to obtain the results just discussed it is also possible 
to find an answer to the problem of the dimerization energy of BH8 7). 
The experimental values are somewhat uncertain, since they range between 
20 and 60 kcal/mol. Earlier Hartree-Fock calculations never gave more than 
10 kcal/mol. Gelus et al. ~) have confirmed these Hartree-Fock results, but also 
estimated that  the correlation energy changes by about 25 kcal/mol on di- 
merization, so that  the probable value of 35 kcal/mol for the dimerization 
energy is mainly due to the change in correlation. A detailed analysis showed 
that  the intrapair correlation energy does not change appreciably. The inter- 
pair correlation energy changes greatly for the simple reason that  in B2H6 
the number of pairs of neighbour bonds is eleven but only six in 2 BH8 (3 in 
BH3). We conclude that  for the correlation energy on molecule (or bond) 
formation to be approximately constant, it is necessary not only that the 
number of coupled electron pairs remains the same, but also the number of 
neighbour pairs of pairs. Recent SCF calculations with a more extended 
basis set 69,6s) lead to a SCF-binding energy of roughly 20 kcal/mol. There 
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is also recent evidence that the change in correlation energy is somewhat 
smaller than estimated in Ref.7). Another case where similar correlation 
contribution as in B2H6 play a crucial role is that  of the classical vs. the 
nonclassical structures of C z H~ and C2 H~ 7 % 
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I. Introduction 

The word symmetry comes from the Greek s y n  - -  together -- and m e t r o n  - -  

measure -- which tells us that  we compare the relation of two or more 
things to observe symmetry. For example, we associate the word with 
beauty of the human form by comparing the two parts of the face and body 
with respect to a mirror plane bisecting our body. Symmetry is also related 
to the proportions of the various parts of our body with respect to each 
other. 

Symmetry is related to order, pattern and regularity. This means that  
physical scientists have a large stake in symmetry because without order, 
pattern and regularity it would be impossible for any understanding of the 
physical universe to be reached. Certain areas of science use symmetry 
in a very detailed manner, for example, crystallography and spectroscopy. 
Without the use of symmetry, and the use of group theory as the mathe- 
matical tool to exploit it, it is clear that the various branches of spectroscopy 
would be at a very primitive level. I t  would not be possible, for example, 
to deduce the structure of molecules from their vibrational spectra. 

Various theories of chemical bonding such as Htickel aromatic theory 
in organic chemistry and crystal field theory in inorganic chemistry are 
successful primarily because of the full use that  they make of symmetry 
properties of molecules and complex ions. Arguments based on symmetry 
are very powerful since they usually supply answers of a yes or no variety, 
compared to the maybe answers of most methods used in discussing chemical 
bonds. 

Only recently have symmetry rules been devised for predicting the 
course, or mechanism, of chemical reactions. The greatest credit must be 
given to the work of Woodward and Hoffmann 1), which stimulated the 
efforts of others. Of course, it is always possible to find important earlier 
contributions. Among these should be mentioned those of Mulliken 2), 
Shuler 3), and Gritting 4), all of whom used the correlation methods perfected 
by Woodward and Hoffmann. 

In this work I wish to discuss rules obtained by a different method, 
using perturbation theory. Early workers using this approach were Coulson 
and Longuet-Higgins 5), Fukui 6), and Dewar 7). An important step was 
made by Bader 8) who first brought in symmetry restrictions in an explicit 
way. In earlier work, the role of symmetry was implicit, but not emphas- 
ized. 

Bader's paper dealt primarily with the modes of decomposition of 
activated complexes, a special kind of unimolecular reaction. Several 
early papers by Salem 9) and Pearson 10) also dealt with unimolecular reac- 
tions. Recently several papers have discussed bimolecular and termolecular 
reactions (Pearson 11)). Before presenting the theory in a formal sense, 
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it may  be useful to describe in words what perturbation theory eventually 
says about the nature of a chemical reaction, and how symmetry  enters in. 
We start  with the reactant molecules, one, two or more in number. They 
have a number of occupied (bonding and non-bonding), molecular orbitals, 
and a number of empty  (non-bonding or anti-bonding) orbitals. 

As the reaction progresses, electrons start  to flow from some of the 
initially occupied molecular orbitals into some of the initially empty  
molecular orbitals. Actually transfer is not complete. What  happens is 
that  a whole new set of molecular orbitals are formed by mixing together 
of the original set. Again some will be occupied and some will be empty.  
Clearly the new molecular orbitals must  correspond t o  the new bonding 
situation that  exists for the products of the reaction. 

The symmetry  rule for this mixing of molecular orbitals is very simple. 
I t  can be stated as 

q~* × ~i = Q (1) 

This is read as "the direct product of the symmetry  of an initially 
occupied MO and the symmetry  of an initially empty  MO which is mixed 
with it, must be the same as the symmetry  of the reaction coordinate." 
Except  at maximum and minimum points of the potential energy surface, 
the reaction coordinate is symmetric to all the symmetry  operations of 
the reacting system. Therefore mixing can only occur between molecular 
orbitals of the same symmetry.  

This is equivalent to saying that  electrons can only flow from occupied 
orbitals into empty  orbitals with which they have a net positive overlap. 
This corresponds to a very simple and graphic picture of how a chemical 
reaction occurs. 12) I t  can be applied to all chemical changes, providing 
we have some concept of the molecular orbitals of the system. 

Obviously mixing occurs most readily between occupied orbitals of 
high energy and empty  orbitals of low energy. Also the orbitals involved 
must  correspond to the bonds that  are made and broken in the chemical 
reaction. These are additional requirements which are important  because 
they usually allow us to focus our attention on a very few of the many  
MO's of a complex system. 

II .  T h e o r y  

Consider an elementary process (concerted reaction) of any molecularity. 
The question is, how does symmetry  enter into the variation of potential 
energy with changing nuclear coordinates ? Group theory will first be used 
to obtain an exact answer to this question. Fig. 1 shows the usual adiabatic 
plot of potential energy v s .  reaction coordinate. The points marked A, B, 
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and C will be used to derive the symmetry rules since they represent char- 
acteristic features of such a plot. Any point on the diagram corresponds 
to some arrangement of the nuclei of the reactants. This arrangement 
will automatically generate a certain point group (Ta, C3v, C3, etc.). All 
of the symmetry properties are now contained in the irreducible representa- 
tions or symmetry species of that  point group. 

t 
E 

I 

B 

Reaction coordinate, (2o. 

Fig. 1. P lo t  of po ten t i a l  energy  v s .  reac t ion  coordinate .  Po in t s  A, B and  C are referred 
to  in t e x t  

The wave equation for the system is now assumed to be solved exactly. 
This gives rise to a number of eigenstates ~v0, ~Vl . . . .  ~v~, and corresponding 
eigenvalues E0, E1 . . . .  Ek, where ~vo and Eo refer to the ground electronic 
state. Now all the wave functions must belong to one of the symmetry 
species A, B, E, etc., of the point group. Indirectly then, each energy 
value has a symmetry label tied to it. 

Any arbitrary small motion of the nuclei away from the original corn 
figuration can be analyzed as a sum of displacements corresponding to the 
normal modes of the pseudomolecule representing the reactants. Each of 
these normal modes (of vibration) belongs to one of the symmetry species 
of the point group. 

We now use quantum mechanics in the form of perturbation theory to 
relate potential energy, E, to the reaction coordinate. First the Hamil- 
tonian is expanded in a Taylor-Maclaurin series about the point Q0, cor- 
responding to the original configuration with Hamiltonian ~ 0  (Eq. (2)). 
Here 

x ~ - - ~ o +  -~ Q + - ~ \ ~ Q !  .. 

Q represents the reaction coordinate and also the magnitude of the 
small displacement from Q0. For convenience, we consider only one normal 
mode at a time. 
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Since the Hamiltonian must be invariant to all the symmetry operations 
of the pseudomolecule, it follows that Q and (OU/aQ) have the same sym- 
metry. Their direct product is totally symmetric. Since Q2 is symmetric, 
it follows next that  (a2U/O2Q) is also symmetric. U is the nuclear-electronic 
and nuclear-nuclear potential energy. The kinetic energy of the electrons 
and electron-electron potential energy are not functions of the nuclear 
coordinates, to the first order. 

The last two terms in Eq. (2) represent the perturbation. Using standard 
second-order perturbation theory, we now solve for the new wave functions 
and energies. For the ground electronic state, the energy becomes 

E=Eo+Q<~olaU~_Q 100>+{/3<1oo_2_ a2uas{/ loo> + 

/c 

(3) 

E0 is the energy at Qo, the next two terms are the first-order perturba- 
tion energy, and the last term is the second-order perturbation energy. 
While Eq. (3) is valid only for Q very small, we can select Q0 anywhere 
on Fig. 1. Hence Eq. (3) is general for the purpose of displaying symmetry 
properties. 

The symbol < . . .  > represents integration over the electron coordinates, 
covering all space. We can now use a group theory rule to decide whether 
the integrals in Eq. (3) are exactly zero or not. The rule is that  the direct 
product of three functions must contain the totally symmetric species, or 
the integral over all space is zero. 

Let us consider the term in (3) which is linear in Q. At any maximum 
or minimum in the potential energy curve, aE/aQ = 0  and therefore the 
integral must be identically zero, independent of sYmmetry. At all other 
points this term must be the dominant one, since Q is small. If ~o belongs 
to a degenerate symmetry species (E or T), the term usually leads to the 
first-order Jahn-TeUer effect, which removes the degeneracy. Since this is 
not important in the present context, we will assume that loo is nondegene- 
rate. 

Since the direct product of a nondegenerate species with itself is always 
totally symmetric, we derive our first symmetry rule: except at a maximum 
or minimum in potential energy, all reaction coordinates belong to the totally 
symmetric representation. That is, (OU/aQ), and also Q, must be totally 
symmetric, otherwise its product with ~oo 9' will not be symmetric and the 
integral will be zero. However, it must be nonzero for all of the rising and 
falling parts of Fig. 1. This means that  once a reaction embarks on a partic- 
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ular reaction path  it must s tay within the same point group until it reaches 
an energy maximum or minimum. A totally symmetric set of nuclear 
motions can change bond angles and distances, but  it cannot change the 
point group. This restriction on the point group is not as absolute as it 
sounds since an energy maximum may  also be encountered in a normal 
mode orthogonal to the reaction coordinate. This then allows a nonsymmet-  
tric nuclear motion to change the point group. 

We now consider point A on Fig. 1. The integral <~v0 [aU/aQ] ~v0> has 
a positive value since the reaction has a positive activation energy. Instead 
of trying to evaluate the integral we accept that  its value is the slope 
of Fig. 1 at the point A. The terms in Q2 in Eq. (3) now become important.  
Their sum determines the curvature of the potential energy plot. For 
a reaction with a small activation energy, the curvature should be as small 
as possible (or negative). 

The integral <~vo[a2U/O2Ql~o> has a nonzero value by  symmetry  
since (a2u/a2Q) is totally symmetric. Furthermore, it will be positive for 
all molecules. I t  represents the force constant which resists the movement  
of any set of nuclei away from an original configuration, for which ~v02 is 
the electron density distribution. The last term in Eq. (3) represents the 
change in energy that  results from changing the electron distribution to 
one more suited to the new nuclear positions determined by  Q. I ts  value is 
always negative since E 0 -  Ek is a negative number. 

This can be seen more easily if the equation for the wave function is 
written down from perturbation theory 

, 0  
(4) 

The summations in (3) and (4) are over all excited states. Each excited- 
state wave function is mixed into the ground-state wave function by  an 
amount  shown in Eq. (4). The wave function is changed only because the 
resulting electron distribution, ~2, is better  suited to the new nuclear 
positions. Salem calls the resulting decrease in energy the relaxability of 
the system along the coordinate Q. 13~ 

Now we can use group theory to show that  only excited-state wave 
functions, ~k, which have the same symmetry  as ~v0 can mix in and lower 
the potential energy barrier. This follows because we have already shown 
that  (OU]aQ) must  be totally symmetric. Hence the direct product of ~v0 
and ~vk must be totally symmetric, but  this requires that  they have the 
same symmetry.  We can conclude that,  for a chemical reaction to occur with 
a reasonable activation energy, there must be low-lying excited states 
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for the reacting system of the same symmetry as the ground state. The 
symmetry is related only to those symmetry elements that are conserved 
during the course of the reaction. Furthermore the excited states must 
produce changes in electron density consistent with the nuclear motions 
corresponding to the reaction. 

Such a reaction is said to be symmetry allowed. A symmetry-forbidden 
reaction is simply one which has a very high activation energy because of 
the absence of suitable excited states for the selected reaction coordinate Q0. 

Eqs. (3) and (4) are exact, as are the symmetry rules derived from 
them. For practical applications, some rather drastic assumptions must 
now be made. One is that LCAO-MO theory will be used in place of the 
exact wave functions, ~v0 and ~k. Since we are interested only in the sym- 
metry properties, this creates no serious error, since MO theory has the 
great virtue of accurately showing the symmetries of the various electronic 
states. 

The second assumption is more serious, since we will replace the infinite 
sum of excited states in (2) and (3) by only a few lowest lying states. This 
procedure will work because we are not trying to evaluate the sum but only 
to decide if it has a substantial value. I t  can be shown s} that the various 
states contributing to (2) and (3) fall off very rapidly as the difference 
]Eo--E~[, becomes large. This is because the integral <~o]OU/OQ]~k> 
decreases very rapidly for two wave functions of quite different energy. 

Accordingly we use MO theory to represent the ground and excited 
states that  are needed. The symmetry of ~0~0k is replaced by  9*~f, where 
~l is the occupied MO in the ground state and 9f is the MO occupied in its 
place in the excited state. Positions of special importance are occupied 
by the highest occupied and lowest unoccupied molecular orbitals, since 
excitation of an electron from HOMO to LUMO defines the lowest excited 
state. 

III. The Bond Symmetry Rule 

We now go to a consideration of points B and C in Fig. 1. B refers to an 
activated complex and C to a single molecular species, which is unstable 
with respect to isomerization, or breakdown to other products. In either 
case the theory is changed somewhat from that  of the previous section. 

The term linear in Q in Eq, (2) now vanishes, since we are at an extremum 
in the potential energy plot. As before, the first quadratic term is positive, 
and the second one is negative. Clearly at a maximum, point B, the second 
term is larger than the first. At a minimum, point C, the first term dominates, 
but  the magnitude of the second term determines whether we lie in a deep 
potential well or a shallow one. 
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Again the existence of low-lying states, ~ ,  of the correct symmetry 
to match with ~00 is critical. Now there is no restriction on the reaction 
coordinate which forces it to be totally symmetric. However, ~0, (OU/OQ), 
and ~ are still bound by the symmetry requirement that their direct product 
must contain the totally symmetric representation. 

If we consider rather symmetrical molecules to begin with, it will 
usually be found that  the reaction coordinate, and (0 U/OQ), are nonsymmet- 
ric. The reason for this is that  maximum and minimum potential energies 
are usually found for nuclear arrangements with a high degree of symmetry. 
Any disturbance of the nuclear positions will now reduce the symmetry. 
However, this corresponds to a change in the point group, which can only 
come about by a nonsymmetric vibrational mode. 

Conversely, it may be pointed out that a number of point groups depend 
upon a unique value of Q0 in Fig. 1. For example, a tetrahedral molecule 
has uniquely determined bond angles. All such cases must correspond to 
either maxima or minima in Fig. 1 if the reaction coordinate is taken as 
one which destroys any element of symmetry. 

In molecular orbital theory the product ~0o~0k is again replaced by 9,~01, 
where both the occupied and empty MO's must be in the same molecule. 
Electron transfer from 9, to ~0 s results in a shift in charge density in the 
molecule. Electron density increases in the regions where 9, and ~f have the 
same sign (positive overlap) and decreases where they have opposite 
signs (negative overlap). The positively charged nuclei then move in the 
direction of increased electron density. The motion of the nuclei defines a 
reaction coordinate. The symmetry of Q is the same as that  of the product 
~ Xgf .  

The size of the energy gap between 9~ and ~0f is critical. A small gap 
means an unstable structure, unless no vibrational mode of the right 
symmetry exists for the molecule capable of changing its structure. A 
large energy gap between the HOMO and the LUMO means a stable molec- 
ular structure. Reactions can occur but only with an activation energy. 

For an activated complex (point B) there must necessarily be at least 
one excited state of low energy. The symmetry of this state and the ground 
state then determines the mode of decomposition of the activated complex. 
This was the subject of the first application of Eq. (3) to chemical reactions 
by  BaderS). 

When a molecule lies in a shallow potential well (point C), the activa- 
tion energy for unimolecular change is small. In this case we can again 
expect a low-lying excited state. The symmetry of this state and the 
ground state will determine the preferred reaction of the unstable molecule. 
For a series of similar molecules, we expect a correlation between the posi- 
tion of the absorption bands in the visible-uv spectrum and the stability. 
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For molecules which lie in deep potential wells, it may  not be the LUMO 
which is important.  The reason is that,  since a high activation energy is 
required, higher lying states may be utilized. I t  is also difficult to place 
the higher excited states of a molecule in correct order. Nevertheless the 
symmetry  rules may  still be of great help in selecting the reaction path. 

Suppose we know that  a certain unimolecular reaction occurs, but  do 
not know the detailed mechanism. Certain bonds must  be made and broken 
during the reactions. The bonds can then select 9, and 9I- These MO's in 
turn will fix the symmetry  of the reaction coordinate, Q. The only require- 
ment  is a knowledge of the symmetries of the MO's which relate to the bonds 
tha t  are affected. 

Clearly chemists are much more familiar with chemical bonds and 
lone pairs of electrons than they are with molecular orbitals. For this 
reason it is convenient to transform the usual (canonical) MO's of reactants 
and products into MO's which correspond more closely to chemical bonds. 
The canonical MO's are the solutions of the secular determinant which 
follows from use of the variational method of quantum mechanics. In the 
LCAO method, these MO's are made up chiefly of the valence shell AO's 
of the atoms involved. 

As reaction occurs to form products, the same valence shell AO's are 
used to form a new set of MO's, exactly the same number  as before, but  
differing in composition and in bonding characteristics. By  perturbation 
theory the new MO's are formed from the old by  a mixing of the originally 
empty  with t he  originally filled ones. Perturbation theory can be applied 
at each point along the reaction coordinate to make this process continu- 
ous. Only orbitals of the same symmetry  can mix continuously. 

Some of the new MO's will differ but  little from the original MO's 
because they correspond to similar bonding situations. The greatest changes 
will occur in the orbitals that  correspond most closely to the changes in 
bonding. While often these orbitals can be identified, we wish to convert 
the canonical MO's of reactant and products into more localized MO's 
corresponding to definite bonds between a limited number  of atoms or to 
lone pairs isolated on a single atom. Such bonding orbitals are formed by  
linear combinations of the canonical orbitals of the same symmetry.  Only 
the occupied MO's of each molecule can be combined to give the occupied 
bonding orbitals. The empty  MO's combine to give the anti-bonding t3art- 
ners. 

These bonding orbitals are not the same as the localized orbitals usually 
considered as equivalent to chemical bonds i s) since the latter are mixtures 
of MO's of different symmetries. However, they can be directly related to the 
usual chemical bonds of the molecule. Thompson 15) has shown how the 
bonds and lone pairs of a molecule can be used as a basis set for symmet ry  
classification. Thus each unique bond in a molecule has a definite symmet ry  
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label. In the case of two or more identical bonds, symmetry adapted linear 
combinations of the bonds must be formed. Each of the symmetry adapted 
bonds will correspond to one of the bonding orbitals described above. 

To see how this useful procedure works, let us consider the bonds and 
the molecular orbitals of the water molecule. Fig. 2 shows a Lewis diagram 
of H20, with two lines for OH bonds and two pairs of dots for lone pairs of 
electrons, The point group is C2v and the lone pairs are placed above and 
below the plane of the molecule. For a discussion of the stereochemistry 
of lone pairs, the reader should consult the papers by Gillespie is). 

j o \  
H H 

a, b, 

/6\ 
H H H H 

at b~, 

Fig. 2. Lewis diagram for H20, and the symmetry  adapted bond orbitals t ha t  can be 
generated from it  

The two bonds must be considered together. Their sum and difference 
are symmetry adapted linear combinations. These are now shown in Fig. 2 
as localized MO's corresponding to bonds between 0 and H. In the C2~ 
point group, the symmetries are clearly al and bl. The sum and difference 
of lone pair orbitals concentrated on 0 would correspond to al  and b2 
symmetries. For convenience Fig. 3 shows the symmetry species of the 
C2v point group. Only the behavior with respect to two mirror planes is 
necessary to classify all four species. There is also a two-fold axis at the 
intersection of the two planes. 

Al Bl B2 A2 

Fig. 3. Symmetry  species for the  C2~ point  group. Behavior with respect to two mirror 
planes is shown. A two-fold axis is perpendicular a t  the intersection of the two planes 
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The canonical MO's of water  in order of increasing energy give the 
configuration 

(1 al)2(2al)2(131) 2(3ai) 2(133) 2. 

The 1 a l  orbital is the 1 s orbital of oxygen and is not part  of the valence 
shell. The composition of the other orbitals is shown in Table 1. The 31 
orbital corresponds to the difference of the two OH bond orbitals. The b~ 
orbital is the antisymmetric lone pair orbital. 

Table 1. Coefficients of atomic orbitals in molecular orbitals of H201 

2a l  0.845 (O,) + 0.133 (Oz) + 

Ibl 0.543 (Or) + 0.776 (His -- Hls) 

3a l  --0.460 (Os) + 0.828 (Oz) + 
1 b2 1.000 (Ox) 

0.178 (His + Hls) 

0.334 (His + His) 

1) From Ellison, F. O., Shull, H.: J. Chem. Phys. 23, 2348 (1955). 

We now take linear combinations of the 2a l  and 3a l  orbitals, which 
are the only ones of the same symmetry.  The intent would be to get one 
orbital concentrated on oxygen, representing the second lone pair, and 
devoid of bonding characteristics. The second orbital would then be a 
strongly bonding orbital for both O--H bonds. The detailed composition 
of these orbitals does not concern us. The important  conclusion is that  
we can assign definite symmetries to the bonds and lone pairs of the water 
molecule. 

The same thing can be done for all other molecules for which simple 
Lewis diagrams can be drawn. For molecules such as benzene or sulfur 
dioxide, where this is not possible, we must treat  certain bonds as delocalized. 
In this case we can still get the symmetries by  a simple Htickel type of 
calculation. 15) 

We now return to considering motion along the reaction coordinate 
which mixes the occupied and empty  MO's of the same symmetry.  We focus 
our attention on the bonds to be broken which clearly select certain 9,. 
The bonds to be made select the orbitals 9f, since the only way we can 
create new bonds is by  mixing 9, and 9s. With respect to the elements of 
symmetry  that  are conserved, 9, and 9I must  be of the same symmetry.  
More important,  the new bonding orbital that  is formed must be of the same 
symmetry  as the bonding orbital that  was destroyed. 

We have accordingly derived a simple and generally applicable sym-  
me t ry  rule: a reaction is allowed i / the symmetry o/the bonds that are made is 

85 



R. G. Pearson 

the same as the symmetry o / t h e  bonds that are broken. 1~) The symmetry is 
related only to those symmetry elements that  are conserved in going from 
reactants to products. The rule is applicable to reactions of any molecul- 
arity. 

We can reach the same conclusions by  using orbital correlation argu- 
ments. If the symmetries of the bonds that  are broken and the symmetries 
of the bonds that  are made always match up in pairs, the non-crossing rule 
will then guarantee that none of the corresponding pairs of orbitals will 
cross. If they do not cross, leading to a hypothetical excited state producta), 
the reaction is allowed by the orbital correlation procedure. 

Fig. 4 shows schematically how canonical MO's are transferred to bond 
orbitals, and how the bond orbitals of the reactants transform to those of the 
products. A bonding orbital is shown interactingwith an anti-bonding orbital 
of the same symmetry. The result is the new bond orbital characteristic of 
the products. 

M~s BO's BO's M~s 

Reactants Products 

Fig. 4. Transformation of canonical MO's into bond orbitals (BO's) for reactants and 
products. Lower orbitals are occupied and higher ones are empty in each case. The 
central dashed lines show interaction of a bonding orbital with an anti-bonding orbital 
of the same symmetry 

The above bond symmetry rule suggests immediately that  certain 
reactions are free from orbital symmetry restrictions. These are reactions 
in which bonds are only broken, but  none made, or in which bonds are only 
made, but  none broken. Typical examples would be dissociation of a mole- 
cule into atoms or radicals, and the reverse process of radical recombination. 

a) I t  should perhaps be emphasized again that  the crossing implied is only an intended 
crossing. Configuration interaction will usually prevent an actual crossing. 
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Such reactions are indeed relatively free of orbital symmetry  restrictions, 
but  not entirely so. The electrons of a bond that  is broken must still end up 
somewhere. The above rule says that  they must  end up in orbitals of the 
same symmetry  as the bond that  they originated from. For example, as 
HC1 dissociaties into atoms, the electrons of the , bond must  remain in 
atomic orbitals of a symmetry.  Essentially this restriction, plus the spin 
conservation rule, is the basis of the Wigner-Witmer rules. 18) In the same 
way, a bond that  is formed must conserve the symmetry  of the original 
orbitals of the constituent electrons. Additionally, bonding can only occur 
by  the combination of atomic orbitals of the same symmetry  (net positive 
overlap). 

IV. Examples  of Bond Symmetry Rule  

We start  by  considering possible reactions of diatomic molecules with each 
other, e.g., 

Hs + I s  = 2 H I  (5) 

Is  + C12 = 2 IC1 (6) 

Ns + Os = 2 NO (7) 

The simplest mechanism that  we can visualize for such reactions would 
involve a four-center transition state formed by  a broadside, bimolecular 
collision. 

I C1 I--C1 I--C1 
I+l ) I I ' 1 ) + 

I Cl I--Cl I--C1 (8) 

2al al + bl 

In the C2v point group, the symmetry  elements of which are conserved 
during the reaction, we start  with two unique bonds of a l  symmetry.  
Two identical bonds are formed which must  be considered together. Their 
sum and difference are of a l  and bl symmetry,  respectively. Hence the 
reaction is forbidden by  orbital symmetry.  The same conclusion would be 
drawn for all other reactions of homonuclear diatomic molecules with each 
other. 

Indeed we now know that  all such reactions which have been carefully 
studied do not go by  the simple mechanism of Eq. (8). 10b,10e) The reactions 
of the halogens with each other occur by  free a tom chain reactions in the 
gas phase 19), or by  slow and mysterious mechanisms in solution, s0) 
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The same conclusion of forbiddenness results if we consider addition 
reactions of diatomic molecules, such as, 

N~N N~N 

+ , l r 
H--H H H 

2al az + bl 

(9) 

We need not restrict ourselves to diatomic molecules since in symmetry  
terms, reaction (10) is the same as (9). 

', / \ l 
C=C% - ,.C-- %~/ 
d + H- H 
H--H 

2at at + bt 

(10) 

In  general we can conclude that  all reactions are forbidden in which we 
take bonds that  are originally written as up and down and convert them to 
bonds that  are written as left to right. 

We abandon the broadside collision with its four-center transition state 
and consider other possible orientations, such as end-on. 

I - - H + H - - I  ~ I - - H - - H - - I  ~ I + H 2 + I  (11) 

The point group is now Dooh. The bonds that  are broken are ~g and ~u 
for the sum and difference of the two H- - I  bonds. The new bond formed is 
of ~g symmetry,  and two electrons are left in the p ,  orbitals of the two iodine 
atoms. These can be added to give au symmetry.  The reaction is allowed. 

Reaction (11) illustrates what generally happens if we abandon the 
highly symmetric broadside collision mechanism. A less symmetric collision 
will circumvent the orbital symmetry  restriction, but  it will necessitate 
the formation of high energy intermediates. In  this case an energetic price 
must be paid since two free iodine atoms are formed. Even so it appears 
that  reaction (11), or some less symmetrical version of it, is what actually 
occurs. Semi-empirical calculations, while not completely to be trusted, 
indicate that  linear IH2I is more stable than trapezoidal H212 (Minn and 
Hanra t t y  21)). 
• I t  is impor tant  to realize tha t  th is  calculated result is what  must neces- 
sarily be true if the orbital symmetry  arguments are valid. That  is, the 
activated complex for the allowed path  must lie at a lower energy than that  
of the forbidden path. Symmet ry  barriers are not mysterious obstructions 
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put  in the way of otherwise energetically favorable transition states. They 
instead directly affect the transition state energy. 

Eq. (10) shows that  concerted cis addition of hydrogen to ethylene is 
forbidden. However, concerted trans addition is allowed. 

, n  H 

' " ct-  l 
H 

(12) 

This kind of addition is called antara/acial by Woodward and Hoffmann 1). 
The cis addition is called supra/acial. 

Fig. 5 shows why the former process is allowed, using the bond symmetry 
criterion. The point group becomes C2, with a single two-fold axis passing 
through the center of both molecules. Th.e H- -H bond is of a symmetry, 
and the C--C ~ bond is of b symmetry. The sum and difference of the two 
C--H bonds formed are a and b respectively. The ethane that is formed by  
antara/acial addition is quite strained, with abnormal bond angles. This 
means an energy price must again be paid to make a forbidden reaction 
allowed. 

b o 
H H 

o b 

Fig. 5. The symmetries of the C--C ~ bond and the H- -H a bond in the C2 point group. 
The symmetries of two equivalent C--H ~ bonds in C2 

Notice that  the skew approach of two diatomic molecules will not 
always make the reaction allowed. 

H 
I ~ I  -----~ I / H  

H + 
H/ I  

(13) 
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In the Ca point group, the a bonds of both I2 and Ha are of a type. The 
two H- - I  bonds are of a + b symmetry.  The reaction is still forbidden. 

The reactions of chlorine gas with either dry sulfur dioxide, or with 
carbon monoxide are remarkably slow. In both cases reaction only occurs 
at high temperature, and b y  a complex process involving free chlorine 
atoms (Bamford and Tipper 22)). Simple concerted mechanisms can be 
imagined in both cases. 

cl o k . / c l  
° s+D + I o" ci o /S\  cl 

(14) 

a l  a l  a +  b2 

CI /¢I  
O = C + ~  + ] ' .. O---.Ck (15) 

Ct CI 

a l  a l  a l  + bl  

The point group in both cases is C2v. The bonds tha t  are made in SO2C12 
are of a l  and b2 symmetry  (the sum is al,  the difference is b2). The C1--C1 
bond that  is broken is of a l  symmetry.  We now must find the highest energy 
lone pair of electrons in sulfur dioxide. These electrons are the ones that  
are involved when SO2 acts as a reducing agent, as in this case. The HOMO 
of S02 in fact is of a l  type, concentrated on sulfur as shown. There are no 

electrons in the orbital of b2 symmetry.  The reaction (14) is thus forbidden. 
Compare this situation to that  of the reaction 

+ ? o,, , /o 
c l - - - "   dS\c! (16) 

b2 al  al  + b~ 

there are two more electrons in the valence shell of SC12 than in SO2. These 
do go into the lone pair orbital of sulfur of b2 symmetry,  as shown. The 
reaction is allowed, and indeed occurs instantaneously, even at 0 °C. 

Similarly in carbon monoxide, the most loosely held electrons are in an 
orbital of a l  type, concentrated on carbon as shown in reaction (15). Again 
the mechanism is a forbidden one, since one bond of different symmetry,  
bl, must be formed. 

There may  be some uneasiness in the reader's mind at this point because 
the selection of the HOMO seems rather arbitrary. However a rigorous 
check is possible. We examine all  the valence shell MO's of CO and C12 

90 



Orbital Symmetry  Rules for Inorganic Reactions from Per turbat ion  Theory 

and compare them to those fo COC12. They will not correspond (Mahan 2a)). 
This is most easily done by  drawing a Lewis diagram of each molecule. 

C1 C1 

I + :c=O ' ) c = O  (17) 
C1 C1 

al 3al  + b i  + b~ 3al  + 2 b l  + b 2  

Note that  the ~r bond of C = 0 is, and remains, of b2 symmetry.  The 
lone pairs on oxygen are, and remain of a l  + b l  symmetry.  

Concerted cis addition of C12 to an olefin is a forbidden process. 

\ ! \ ! 
c = c  ~ / c - -  CX-'~ 

d + ~ " CI CI 
C1--  C1 

2al at + bt 

(is) 

However concerted cis addition of two chlorine atoms from molecules 
such as PbC14 or SbC15 is allowed. 

Cl ,, / el ""C p el ,, el .,..~'~ 

~Pb, + II "~ cI]Pb+~ + l (19) 
cl \ o  ...c~ cl/c,~ 

at +bt at at at +bt 

The lone pair of electrons in PbC12 is in an orbital of a l  symmetry,  
primarily an s orbital on lead. I t  is interesting to note that  SbC15 does yield 
cis-dichloro products from olefins in a concerted process (Uemura, Sasaki 
and Okano 24)). Following the arguments of Hoffmann, Howell and Muet- 
terries 25), the chlorine atoms must be removed, one from an axial and one 
from an equatorial position in SbC15. 

I t  has been claimed by  Dewar 26) tha t  C6H~IC12 also adds chlorine cis 
to olefins in a concerted process. 

C6H5IC1~ + C2H4 ) CeHsI + C2H4C12 (20) 

If  we examine this reaction from the viewpoint of bond symmetry,  we 
find that  it is forbidden. 
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Cl 
I. " c P  ci "c.'-& 

--[ + II " A r -  ".I:: + I 
...C~) 

C1 C1/C..~. 

(21) 

2al +bt +b2 at at +bt +b~ at +b, 

The two lone pairs of electrons in ArlCI~ lie in the same plane, perpen- 
dicular to the plane of the page. Their sum is of al  symmetry and their 
difference is bl. The two I--C1 bonds give al  + b2 species. In ArI, the three 
lone pairs on iodine must have the symmetries of the three p orbitals on 
iodine. These are al, bl and b2. Indeed on examining the geometry of 
CeH5IC12 (Archer and van Schalkwyk 2v)) it is found that  the two chlorine 
atoms are 4.90 A apart, which makes a concerted addition to an olefin 
bond quite impossible in any case. 

The concerted addition of MnO] or OsOa to the olefinic double bond is 
usually considered to be the first step in the hydroxylation reaction. A num- 
ber of such reactions have been discussed by  Littler.ZS~ 

c 'b .  /o ~^...o ~ , , o  "t. .--X\ /,..-. 
H • "o~, . I (+,Os +J 

..c~ .o / ~o ~;c ' -~O~ o 

at al + b2 2al + b2 

(22) 

From the viewpoint of bonds and lone pairs, the most important change 
is that  Os(VlII) is reduced to Os(VI). Two electrons are transferred from 
the olefinic double bond (of al  symmetry) to the metal ion. Now the tetra- 
coordinated Os(VI) product, while formally of C2v symmetry, is essentially 
a tetrahedral complex. In that  case the dx~_vz and dz2 orbitals are lower in 
energy than dxy, dxz and dyz. Hence the electrons will appear in one or the 
other of the former orbitals, both of which are of al  symmetry in C2v. The 
symmetries match and the reaction is allowed. 

We now consider if OsO4 or MnO~ can attack a saturated hydrocarbon, 
causing oxidation to an olefinby removing two hydrogen atoms in a concerted 
process. 

~C ~ H NC ~ ~ .  "() ~zjTO H -O ~(~  ~0 

) c \  H ..o F \ o  / c \  ~ - o ~ O ~ o  

a, +b2 a, +b2 a, 2a, +b2 

(23) 
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In this case the symmetries of the bonds and lone pairs involved do not 
match. The manganese(VII) is reduced to manganese(V) and a pair of 
electrons must  appear again in a d orbital of al symmetry.  The process is 
forbidden. 

As a final example we consider a reaction in which highly delocalized 
bonds are involved. In this case we must  use the molecular orbitals corre- 
sponding to the delocalized bonds. A case in point would be the conversion 
of Dewar benzene to benzene, a strongly forbidden process (Woodward and 
Hoffmann 1)). 

Fig. 6 presents the necessary analysis. The elements of the C2~ point 
group are conserved in a concerted ring opening reaction. The sum and 
difference of the two ~ bonds of Dewar benzene are of a l  + bl symmetry.  
The long carbon-carbon ~ bond is al .  The three occupied z~ orbitals of 
benzene are of a2= and eig species in the D6h point group of the molecule. 
However we are interested only in their symmetry  in C2v. As shown in 
Fig. 6 the three occupied MO's of z~ type are al ,  b2 and hi. Correlation with 
the bonds of Dewar benzene is not possible. 

Cav 

2 A t + B t  A= + B,+ B,, 

+ + 

:0: :0: :0: 
+ 

A, B,, B, 

Fig. 6. The symmetries of the bond orbitals of Dewar benzene and benzene in the  C2v 
point  group 

V. Predicting the Reaction Coordinate 

In  the previous examples the procedure was to select a reaction coordinate 
and to see if a given reaction was compatible with it. I t  should be possible 
to reverse the procedure. That  is, to select a reaction by  focusing on the 
bonds that  are to broken and made, and then let these bonds determine 
the reaction coordinate. 

93 



R. G. Pea r son  

This procedure is feasible only for unimolecular reactions, since only in 
this case do we have a definite starting configuration. Let us consider a simple 
unimolecular reaction, the decomposition of water. 

H~O ' H + OH (24) 

This reaction proceeds, according to perturbation theory, by electrons 
moving from occupied bonding, or non-bonding, orbitals into empty, 
anti-bonding orbitals. Alternatively the anti-bonding orbitals are mixed 
with the bonding orbitals to form new molecular orbitals. 

The anti-bonding MO's from the valence shell are of al  and bl type. 
Just  as we can assign symmetry labels to bond orbitals, so we can have anti- 
bond orbitals of definite symmetry. For water we must take the sum and 
difference of the two anti-bonding orbitals to be consistent with C2v sym- 
metry. 

The only way we can have an asymmetric dissociation of the water 
molecule, as in (24), is to promote electrons from an al  bond orbital into a 
bl anti-bond orbital, or from a bl bond orbital into an al  anti-bond orbital. 
In both cases the symmetry of the reaction coordinate is A1 × B I = B 1 ,  
according to Eq. (1). This is, of course, the asymmetric stretch of the water 
molecule which corresponds directly to reaction (24). After a slight distor- 
tion the point group of the 1-120 molecule becomes C,. 

This reduction in symmetry is important because as earlier noted, 
unless we are at a maximum or minimum in the potential energy curve, 
the reaction coordinate must be totally symmetric and mixing can occur 
only between orbitals of the same symmetry. In C,, which has only a single 
plane of symmetry, both A1 and B1 become A', the totally symmetric 
representation, and the necessary conditions are fulfilled. 

I t  should be noted that  the lowest excited state of the water molecule 
is B2, corresponding to the (b2) -~ (a~) excitation. However a B2 or A2 
motion of H20 corresponds only to a rotation of the molecule (see Fig. 7). 
Also the second excited state of the water molecule is of A1 symmetry 
(Herzberg 297). But this corresponds to a reaction coordinate which is sym- 
metric, i.e., to the reaction 

I-I20 ~ 2 H + O (25) 

I t  is clear that  for reactions which require appreciable activation energies 
that  excited states which are quite high in energy maybe the important ones 
in Eq. (4). The lowest excited state cannot be used as a guide to reactivity 
(Salem 187, Pearson lla)). 

The previous example is a rather trivial one because of the simplicity 
of a triatomic molecule. More complex molecules offer a wide range of pos- 
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sible reaction coordinates. The ring opening reactions of organic molecules 
provide useful examples. As Woodward and Hoffmann 1) pointed out, such 
ring openings can occur in two distinct ways, called disrotatory and con- 
rotatory. Fig. 7 shows that  these are respectively of B2 and A2 symmetry  in 
the C2v point group. 

We deduce that  ring opening in cyclobutene occurs in a conrotatory 
fashion by considering first the symmetry  of the bonds we wish to break. 
These are a C--C a bond of a l  symmetry  and a C--C ~ bond of b2 symmetry.  

We can destroy a bond in one of two ways: by  removing electrons from 
the bonding orbital, or by  adding electrons to the corresponding anti-bond- 
ing orbital. The anti-bonding orbitals in this case are a a* orbital of bl type 
and a ~* orbital of as type. 

H \~..Cx / H ~ H\-~C~-/H 
C - - C  

A2 B~ 

¢ 
H~'X'~ H H ~ ' X ~ H  

& B2 

Fig. 7. Above: Symmetries of conrotatory (A2) and disrotatory (B2) nuclear motions 
in the C2v point group 
Below: Nuclear motions of A2 and B2 symmetry for atoms lying in a plane C2v 

Fig. 8 shows that  electron transfer from a to a*, or from a to a* both 
result in a reaction coordinate of A2 symmetry  (using Eq. (1)). This is the 
conrotatory mode. The alternative choice of mixing a with a* and a with a* 
gives a reaction coordinate of A1 x B I = A ~  X B 2 = B 1  symmetry.  This 
motion is an asymmetric distortion in the plane of the molecule which can- 
not lead to symmetric ring opening. 

After twisting of the methylene groups begins (preceded or accompanied 
by  stretching of the carbon-carbon a bond), the point group becomes Cl, 
only a two-fold axis being preserved. In this lower symmetry  both A1 and 
A2 become A, and B 1 and B 2 both become B. This is a necessary requirement. 
As conrotatory twisting continues the two A orbitals combine and the two 
B orbitals combine to form the two new molecular orbitals which are the 

orbitals of butadiene. 
Notice that  the alternative choice of a -- a*, or a - a*, mixing is not 

allowed because of different symmetries, both in C2 and in the Cs point 
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C----C 

;c / 

c( 

C - C  

.c c, 

A, X A,  = A= Con 

)c ( 

Fig. 8. Mixing of a bonding orbital and ~* anti-bonding orbital or of ~ bonding orbital 
and a* anti-bonding orbital both give A2 (conrotatory) symmetry. Filled orbitals are 
shaded 

group generated by a disrotatory motion. Also in C8, A1 becomes A' and A2 
becomes A", Thus a disrotatory mode is incompatible with breaking the 
selected bonds. 

As an example of a reaction involving a transition metal ion, let us t ry  
to predict the behavior of a molecule which has been postulated as an inter- 
mediate in the olefin disproportionation reaction catalyzed by transition 
metal complexes. This reaction has been discussed by Hughes 230a), Mango 
and Schachtschneider 30b), Lewandos and Petti t  80e). 

b (2s) 

There is considerable evidence that  an intermediate such as Mo(CO)2 
(olefin) 2 is involved. A planar structure of C2v symmetry will be assumed. 
However the conclusions would be the same if the structure were pseudo- 
tetrahedral, or even if the intermediate were Mo(CO)3(olefin)2 or Mo(CO)4- 
(olefin) 2, provided the point group was C2v. 

By adding and subtracting the = orbitals of the two olefins (pointing 
in towards the metal atom) we generate orbitals of  a l  and hi, species. The 
sum and difference of the ~* orbitals similarly ~ves b2 and as species. 
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The metal d orbitals in C2v symmetry transform as 2al, hi, b2, as. Which 
orbitals are of each symmetry depends on our choice of x, y and z axes. 
Olefin orbitals and metal orbitals of the same symmetry will combine to 
give a bonding scheme which has been discussed previously.a0) The details 
do not need to concern us. 

The only necessary information is that  both filled (bonding) and empty 
(anti-bonding) MO's exist of al, bl, a2 ,and b2 symmetry. We will assume, 
with previous workers, that a key step is the formation of a complexed 
cyclobutane-like molecule, which can then decompose to the original 
complex or a new complex with the dismuted olefin molecules as ligands. 
These steps are all allowed by either orbital correlation, or perturbation 
theory. 

Fig. 9 shows, however, an unpleasant development; the new complex 
must have pseudo-tetrahedral structure, as pointed out by Caldow and 
MacGregor ~1). While planar and tetrahedral complexes sometimes inter- 
convert readily, the activation energy is usually greater than 10 kcal/mole, 
according to studies by Pignolet, Horrocks and Holm ~2). The olefin dis- 
proportionation reaction has an experimental activation energy of only 
6--7 kcal. 

L L 
L L 

D4h Td 
Fig. 9. Olefin disproportion with C2v point  group fixed leads to te t rahedral  dilemma 

At this point we can gain additional information from perturbation 
theory, not easily available from orbital correlation diagrams. If we wish 
to join two olefin molecules together to form cyclobutane, it is clearly 
necessary to transfer electron density from a filled orbital of bl symmetry, 
to an empty orbital of b2 symmetry (see Fig. 10). This is the only way in 
which we can break the carbon-carbon ~ bonds and convert them into 
suitable a bonds. Mango and Schachtschneider 30b) originally accomplished 
the necessary change by  moving electrons from a filled bl orbital (concen- 
trated on the olefins) into the empty b~ orbital (concentrated on the metal), 
and from the filled b~ orbital (concentrated on the metal) into the empty 
b~ orbital (concentrated on the olefins). 
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This is perfectly permissible, but  the symmetry rules then demand 
that  the reaction coordinate be of A1 symmetry. Thus the C2v point group 
must be maintained throughout. This in turn means that  we encounter the 
square planar-tetrahedral dilemma of Fig. 9. 

There is another procedure possible and that  is to move electrons from 
the filled orbital of bl type directly into the empty b~ orbital. Since 
B1 × B2 =A2,  the reaction coordinate is now of A2 type. An A2 motion 
reduces the symmetry from C2v to C2. In this lower point group both bl 
and b~ become of b symmetry, and they can freely mix. Fig. 10 shows 
what happens when a bl orbital is mixed with a b~ orbital. The ~ and ~* 
orbitals of the two olefin molecules are shown, and also half of two d orbitals 
of the metal which are of the bl and b2 symmetry. 

® 

+ 

C 

c ® c ®  

bl b~ b 

B!  x B 2 = A 2 C 2  v . C a  

:Fig. 10. Mixing of filled bl orbital  wi th  e m p t y  b~ orbital  gives rise to twis t ing  mot ion  
of A~ symmet ry .  Half  of two d orbitals on the  centra l  meta l  of bl  and b2 s y m m e t r y  
are shown. Note  how bonding  changes f rom be tween  the  carbon a toms to towards  
the  carbon a toms 

An A2 vibrational mode corresponds to a rotation of the two parts of 
the molecule with respect to each other. There will be a cyclic twist of 
electron density ill one direction in the region of the four carbon atoms of 
the olefin ligands, and a compensating electron movement on the metal 
and remaining ligands. The nuclei will then move to follow the changed 
electron density. The structure of the complex becomes as shown in Fig. 11. 
The advantage of this structure is that  it can go on to form dismuted olefin 
without passing into the high energy tetrahedral structure. While the metal 
to carbon bonding must be weakened in the cyclobutane-hke intermediate, 
there is little chance that  free cyclobutane will be released (none is found). 
This would correspond to a one-step change in coordination number of two 
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units, a situation not found in coordination chemistry, unless accompanied 
by oxidation-reduction. 

2 

'1 / \ '  
L L 4 L L 

D4h D4h 
Fig. 11. Twisting of cyclobutane ring avoids the tetrahedral dilemma 

VI. Reactions of N o  Symmetry 

A. General Considerations 

In the great majority of molecules, of course, no elements of symmetry 
exist at all. The point group is C1. Similarly, in most reactions no useful 
elements of symmetry are conserved. How can one then decide which reac- 
tions are forbidden and which are allowed ? Actually the situation is very 
analogous to that of forbidden transitions in electronic spectroscopy. 
Reduction in symmetry can make such transitions allowed. However there 
will still be an inherent forbiddeness which shown up as a low intensity of 
absorption. 

In the same way a reduction in symmetry can make a forbidden reaction 
partly allowed, but still one that has a high activation energy. Table 2 
shows some rate data for isomerization of substituted Dewar benzenes to 
the corresponding benzene derivatives. W e  see that  a single chlorine or 
fluorine substituent increases the rate of isomerization markedly. 

Such a substituent lowers the symmetry from C2v to Cs. In this point 
group the original bonds are 2a' and a", and the final bonds are also 2a' 
and a". From Fig. 6 one can see that the troublesome b2 orbital, which causes 
the forbiddeness in Dewar benzene, becomes a', just as the al  bond orbital 
becomes a'. The reaction is formally allowed. Adding two chlorine atoms 
returns the symmetry to C2v again, and the rate falls off drastically. Both a 
symmetry factor and an electronic factor of some other kind are manifest. 
Nevertheless the "allowed" reactions are still remarkably slow and have 
very substantial activation energies. The reactions are all very exothermic 
to the extent of about 60 kcal. There is no obvious reason why an activation 
energy should exist at all, if it were not for the lingering effect of the sym- 
metry forbiddeness of the symmetrical parent compound. 
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Table 2. Rate constants for isomerization of Dewer ben- 
zenes at 24,3 °C 1) 

k × 10 °,sec -1 AH, /= kcal AS, 4= eu 

© 
C1 

0 
C1 

0 
C1 
F © 

5.18 23.0 -- 5.0 

464 19.1 -- 9.4 

0.0084 30.5 + 12.0 

1860 

1) Data from Breslow, Napierski and Schmidt a3). 

I n  order  to unde r s t and  this  phenonenon of pa r t i a l  forbiddeness,  i t  is 
necessary to  examine  more  closely the  way  in which orb i ta l  s y m m e t r y  can 
creat  a large ac t iva t ion  energy. Ac t iva t i on  energies, even for al lowed reac- 
t ions,  exis t  p r imar i ly  because of the  Pau l i  exclusion principle.  Each  pa i r  of 
electrons added  to  a collection of nuclei  mus t  occupy  an orb i ta l  of succes- 
s ively higher  energy.  This  usua l ly  means  an orb i ta l  wi th  one more nodal  
surface, or region where the  wave  funct ion has  a zero value.  

When  we speak of the  s y m m e t r y  of a wave  funct ion we mean  s imply  
the  w a y  in which the  sign of the  wave  funct ion changes from plus  to  minus  
as we go to different  pa r t s  of the  molecule. Hence  s y m m e t r y  is d i rec t ly  
re la ted  to the  noda l  proper t ies  of the  wave funct ion.  

A collection of nuclei  will have  a ground  s t a t e  wave  funct ion wi th  a 
cer ta in  number  of noda l  surfaces of var ious  kinds,  ~r and  ~. As the  nuclei  
are rea r ranged  to correspond to a chemical  react ion,  these noda l  surfaces 
will be d i s to r t ed  and  deformed.  However ,  except  for cer ta in  l imi t ing  cases, 
thei r  number  and  k ind  will not  change. In  o ther  words  the  wave  funct ion 
ma in ta ins  i ts  topological iden t i ty .  This  is the  more  general ized equiva len t  
of conservat ion  of o rb i ta l  symmet ry .  

In  the  case of molecular  orbi ta ls ,  if a node exists  in the  region be tween  
two nuclei, th is  node will t end  to pers is t  even though  the  molecular  o rb i ta l  
changes as a resul t  of changing nuclear  posit ions.  Thus  i t  is possible to follow 
a set of molecular  orb i ta l s  dur ing  a concer ted process b y  observing the  con- 
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stancy of their nodal patterns. This allows correlation diagrams to be drawn, 
even in the absence of symmetry  (Zimmermann and Sousa 34)). 

Furthermore, the chemical identity of the nuclei plays no direct par t  in 
determining the nodal patterns of the orbitals that  they generate. The 
important  feature is the number and kind of atomic orbitals that  they 
contribute. Changing nuclei distorts and displaces the nodes, but  they will 
still be between certain atoms in each orbital. Thus the MO's formed by  
two sets of different nuclei will be topologically equivalent if the same 
atomic orbitals are used. 

A nodal surface raises the energy by  a kinetic energy effect. However 
if the node occurs in a region where the orbital has a small value, the effect 
will be minimal. An example would be that  of an anti-bonding MO for two 
atoms very far apart.  As the atoms approach each other, the effect of a 
nodal surface between them becomes very great. In a chemical reaction, 
where atoms change their relative positions, some orbitals go up in energy 
and some go down because of the above phenomnenon. A reaction forbidden 
by orbital symmetry  is simply one where electrons are t rapped in orbitals 
that  are going up in energy very rapidly because two or more atoms are 
approaching each other between which a node exists in the particular 
orbital. 

Now it is clear that  symmetry  has only a minor effect on the above 
situation. Any similar collection of nuclei undergoing similar changes in 
relative inter-atomic distances will experience a similar increase in energy. 
Consider the reaction 

R--C~N ~ R--C=N 

+ l [ (27) CI--H C1 H 

2a' 2a" 

which contains, at  most, a plane of symmetry.  All bonds made or broken 
are symmetric, or a' with respect to this plane. Nevertheless we can see tha t  
the reaction is par t ly  forbidden by  symmetry.  The nodal pat tern of (27) 
is topologically the same as for the forbidden reactions (9) or (10). Thus we 
can often tell if a reaction has symmetry  restraints upon it, even if lacking 
in symmetry,  by  relating it to a similar, but  symmetric process. 

As already noted, reduction in symmet ry  does reduce the magnitude 
of the energy barrier for a forbidden process. One way of explaining this is 
to realize tha t  overlaps of orbitals which were zero in the symmetric case, 
become non-zero, but  small, in the less symmetric case. This is largely due 
to the differences in electronegativity of different nuclei. For example, if all 
molecules were 100% ionic, consisting of positively or negatively charged 
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spheres, all reactions would be allowed. Orbital symmetry restrictions would 
vanish, because they are a consequence of covalent bonding. 

We have seen how perturbation theory describes a reaction as the 
mixing of orbitals, or the flow of electrons from filled MO's into empty 
MO's, in such a way as to correspond to the making and breaking of the 
desired bonds. A net positive overlap is necessary for this electron flow, 
or mixing of orbitals, to occur. The regions of positive overlap are regions of 
increased electron density, towards which nuclei will move. Atoms connected 
by a region of positive overlap will be bonded together. 

Even in highly unsymmetrical molecules the above picture can be used 
to visualize the course of chemical reactions, and to draw conclusions about 
mechanism. I t  is necessary to have information about the nodal properties 
of the valence shell molecular orbitals. For many purposes, bond orbitals 
and anti-bond orbitals will suffice. 

B. Some Reactions of Organometallic Compounds  

Let us use the above ideas to make deductions about the detailed mecha- 
nisms of some important reactions of transition metal organometallic 
compounds. Most of these have molecules of very low symmetry and group 
theoretic rules are of little help. Nevertheless, the molecular orbital theory 
of bonding is well developed in these compounds (Cotton s5a), Schl~tfer and 
Gliemann 35b)). 

1. The Ligand Migration Reaction 

The first reaction we will discuss is the ligand migration reaction, or, as it 
is sometimes called, the insertion reaction. This well defined elementary 
reaction is a step in many important reactions of organometallics, including 
several catalytic processes of industrial importance. For a general review 
see Basolo and Pearson 36), or  Schrauzer 37). 

The following examples are written in steps to show the mechanisms as 
far as we know them. 

CH3Mn(CO) 5 slow CH3COMn(CO) 4 • (28) 
1Be 16e 

CHaCOMn(CO)4 + L fast CHaCOMn(CO)4L ' (29) 
16e 18e 

(L is a phosphine, amine, arsine, CO, etc.) 
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HPt Cl(PEt3) 2 + C2H4 fast HPt CI(PEt3) 2C2H4 ' (30) 16e 18e 

HPt CI(PEt3) 2C2H4 slow PtCI(PEt3) ~C2H5 ' (31) 18e 16e 

The number of electrons in the valence shell of each complex or inter- 
mediate is shown. This illustrates the important rule that  diamagnetic 
complexes of the transition metals from Groups IV VI I I  have either six- 
teen or eighteen electrons in their outer shell. This rule is well known for 
stable complexes, being a modification of the inert gas rule. In addition 
Tolman 38) has recently pointed out that  it works quite well for reactive 
intermediates or transition states. Exceptions are known, however. 

Studies in which the molecule has a stereochemically informative group 
show that the main process is a motion of the CHa in (28), or the H in (31), 
towards the coordinated CO or C2Ha ligand. However some motion of the 
unsaturated ligand towards the anion facilitates the process (Glyde and 
Mawby sg)). 

Fig. 12 shows what must be the critical orbitals. They are a filled bond- 
ing orbital connecting an anionic ligand, indicated as L, to the metal atom, 
and an empty anti-bonding orbital between the metal and the unsaturated 
ligand. This orbital is the anti-bonding partner to the ~ bonding orbital of 
the metal-olefin bond. In addition there is a ~ type bond between the metal 
and olefin, shown only as a line. 

Electron flow from the filled to the empty orbital as shown accomplishes 
the following: the metal-ligand bond is broken, the metal-olefin ~ bond is 

I/ 

~ c  = c( I/2. ) 

@le M I 
@l@ " @ 

L migrates as anion 

Fig. 12. Detailed MO representation of the mechanism of the ligand migration reaction. 
Electrons move from filled bonding orbital between M and L to empty anti-bonding 
orbital between M and olefin. Filled orbitals shaded 
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broken, the carbon-carbon double bond is broken, a bond is formed between 
L and the carbon atom of the olefin closest to it. A region of positive overlap 
causes L to move upward and the olefin to move to the right. The final 
product is as shown, a metal-alkyl bonded complex. 

Trial and error shows that  no other choice of orbitals will accomplish 
all of the necessary functions. For example, use of the filled metal-olefin 

bond, and the empty  M-L anti-bond orbital will strengthen the carbon- 
carbon double bond, instead of destroying it. The direction of electron 
motion shows clearly that  L migrates with a pair of electrons, tha t  is, 
as an anion. This means that  the previously neutral olefin becomes anionic 
as it is converted to a coordinated alkyl group. 

The mechanism shown in Fig. 11 is stereochemically detailed. I t  shows 
that  the olefin and the migrating ligand L, must lie in the same plane, 
and in a cis arrangement to each other. The ligand L adds to the olefin 
on the side closest to it, in agreement with experiment. That  is, the metal  
and L add cis to the olefin, as shown by  Heck a0) and by Henry  41). Also 
if L is an alkyl group containing an asymmetric carbon bonded to the 
metal, migration occurs with retention of configuration at that  carbon 
(see Whitesides and Boschetto 48) and Hines and Stille 43). 

The lat ter  information has actually only been obtained for migration 
of an alkyl group to a coordinated CO molecule. However the orbital 
analysis of this reaction is very much like that  of Fig. 12, except that  CO 
is coordinated in a linear fashion. If one a t tempts  a similar analysis for 
coordinated SOs, one discovers that  it is impossible. SO2 bonds to an 
electron rich transition metal  by  a bonding only. There is no ~ bonding, 
and no empty  anti-bonding orbital of ~* type. Interestingly enough, it is 
found that  the reaction 

R*Fe(CO)2CsH5 + SOg ~ R*SO2Fe(CO)2CsH5 (32) 

occurs with inversion of configuration at the optically active center R* 
(Whitesides and Boschetto 44)). The mechanism is unknown, but  it is not 
tha t  of Fig. 12. 

I t  is not necessary to have a transition metal  complex to have the 
ligand migration reaction. An example is the hydroboration reaction, which 
probably proceeds by  the following sequence. 

C2H4 + BHa 
H- /H H\ ,H 

t 

f I 
H / ~ H  H/B~-H H 

H 

(33) 
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The key step is the movement of a pair of electrons from the B-H 
bonding orbital into the empty a* orbital of the olefin. This is the mechanism 
postulated by Jones 45), and is completely analogous to the process of 
Fig. 12. 

2. Oxidative-addition Reaction 

A second general class of reaction of organometallic compounds of the 
transition metals is the oxidative-addition reaction. 86,87) In this reaction 
complexes of (d) s and (d) 10 configuration metal atoms add molecules XY 
in such a way that the metal is oxidized to (d) 6 or (d) 8 respectively. At 
the same time X and Y are added as ligands. Some examples would be 

Ir(CO)CI[P(CsH5)3]2 + CHsI ~ Ir(CO)CI[P(CeHs)3]2 CH3I (34) 

Pt(PRs)3 + HC1 ' PtHCI(PR3)2 + PR3 (35) 

Thus the four-coordinated iridium(I) complex becomes a six-coordinated 
iridium(III) complex. The methyl ligand and the iodide ion add trans to 
each other (Muir and Pearson 46)). 

I t  is obvious that  the transition metal is acting as a source of electrons 
in these reactions, that  is, as a reducing agent, or as a nucleophile. We 
start by considering the reactions of alkyl halides (or hydrogen halides. 
for that  matter) with any nucleophile, B. 

B + CH3CI ' BCH + + C1- (36) 

This class of reaction has been discussed by Kato, Morukama and Fukui, 
using perturbation theory. 4s) The results are schematically illustrated 
in Fig. 13. 

B + CH3Br ------- BCH; + Br- 

H 

( ~ B ~  + ~  - ~ C B r  ~ o donor 

H H 

H 

(~.C~-~ +(~Br - ' ~  

donor 

Fig. 13. Molecular orbital picture of classical SN2 mechanism for a donor, and new 
mechanism for ~ donor. Filled orbitals are shaded 
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The critical LUMO is an anti-bonding a* orbital largely concentrated 
between carbon and chlorine. We assume the HOMO is in a Pa orbital 
on the nucleophile, B. The usual SN2 displacement mechanism is predicted 
with inversion of configuration at carbon. Electrons flow from p ,  to ~*, 
and in so doing break the C-C1 bond, and create a new B-C bond. 

However,  if we consider a z type  donor a tom as the nucleophile, we 
see a new possibility. At tack  can occur at the front  side of the alkyl halide, 
with retention of configuration at carbon. (Fig. 13) A d orbital on B would 
be best for this type  of interaction, but  a p orbital might  also be effective. 

For  the z - type  of interaction, these carbon-chlorine bond is broken 
again, bu t  both  CH3 and C1 are bonded to B. This corresponds to what  
is observed in oxidative-addition. Fig. 14 shows in more detail the orbital 
symmet ry  aspects of addition reactions of X Y  to an iridium(l) complex. 

( ~  X +.~ C - Y . ~  X Y 

L ]:r L >- _Tr 

L L 

(a )  

X 

L T _ _ L  ~ L~.. !Fr 
L ~ r ~  L ~ L ~ ~ - L  

I 
Y @ 

(b )  

L 
I L 

I 
IF ~ ~X~ CY-~ > IF +. X + Y- 

I 
I L 
L 

(c) 

Fig. 14. Three possible mechanisms for oxidative-addition reaction allowed by orbital 
symmetry: (a) cis addition with retention at X, (b) trans addition with retention at X, 
(c) two step mechanism with inversion at X 

106 



Orbital Symmetry Rules for Inorganic Reactions from Perturbation Theory 

There is considerable evidence that  some oxidative-addition reactions 
are one-step, concerted processes. 46) Both cis and trans addition of XY, 
are found, as predicted in Fig. 14 b). Also retention of configuration at X has 
been found in a number of cases. These are cases where X is an optically 
active alkyl or silyl group and Y is hydrogen or another alkyl group (Som- 
mer, Lyons and Fujimoto 474),Walborsky and Allen 47b), James and Ng 470), 
Whitesides et al. 4vd)). 

In the case where XY is an alkyl halide, another mechanism is possible. 
This is the normal nucleophilie substitution with inversion at carbon (see 
Fig. 14c), followed by  the addition of the halide ion in a second step. 
There is some evidence against this mechanism, but  the critical test  of 
determination of configuration at carbon remains undone. When Y is a 
poor leaving group such as H -  or CH~, of course the two-step mechanism 
is impossible, and concerted addition is the only plausible mechanism. 

Oxidative-addition reactions of alkyl halides also occur with metal  
ions such as thallium(I). In this case, the HOMO is an s orbital on the 
metal  of a symmetry.  The concerted mechanism is now impossible and 
only a two-step reaction can occur. The same is true for reactions of metals 
in the free state, such as zinc or magnesium, with alkyl halides. Note that  
free radicals may  be formed, instead of ions, in all cases discussed. Free 
radical reactions are usually allowed by  symmetry.  

3. Oxidative-cyclization Reaction 

Earlier (Section V) we discussed how two olefin molecules coordinated to 
a metal  atom could undergo disproportionation. There is another process 
that  could occur, provided the metal  a tom had a sufficiently high reduction 
potential. This is oxidative-cyclization, first observed by  Collman et al. 4s) 
and also by  Ashley Smith, Green and Stone. 49) Acetylenes can be cyclized 
as well as olefins. 

Assuming that  coordination is a necessary first step, some examples 
would be 

R R 

I I 
PR8 C ~ C  

I /  
IrCI(PRs) 2R(C----CR) ~ ) Cl--Ir (37) 

T \  
PR3 C~C 

I l 
R R 

18e 16e 

b) The bond symmetry rule, however, shows that concerted trans addition is forbidden. 
I t  is also unlikely for steric reasons. 
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O 
C CF2--CF 2 

I /  
Fe(CO) 3(C2F4)2 :~ OC--Fe (38) 

I \  
C CF2--CF 2 
O 

18e 16e 

Notice that the metal atom is oxidized by two units in each case. The 
two electrons go into the unsaturated ligands and help produce a carbon- 
carbon a bond. At the same time the z bonding of the olefins, or acetylenes, 
to the metal is destroyed, as are the z bonds themselves. Two a bonds 
remain between the metal and two carbon atoms. 

Just as in the olefin disproportionation reaction (Fig. 10), it is necessary 
to put electron density into the b~ orbital. This destroys the carbon-carbon 

bonding, the metal-ligand ~ bonding, and creates the new carbon-carbon 
a bond. However, instead of taking electrons from the bl orbital of the 
complex, let us now take it from a filled d orbital concentrated on the metal 
of al  symmetry. 

\ I  I /  
C C 

,c, ,c , 
. I ,, ) C  , ,C(  

C N ¢ 
IX /x  ,/1 

L L 

C=v 

L 
] 

L - - M - - L  

I 
L 

Cs 

+ I 1 
)C  - -  C( 

L 

A, x B2 = B2 

Fig. 15. Steps in the cyclization of two olefin molecules to a cyclobutane molecule, 
catalyzed by a metal complex. First step is oxidative-cyclization, which occurs by B2 
reaction coordinate 
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Fig. 15 shows the result of such an electron transfer, or mixing of orbitals 
of al  and b2 symmetry. The reaction coordinate is predicted to be of B2 
symmetry. According to Fig. 7, this corresponds to an up or down displace- 
ment out of the plane. That  is, the two top carbon atoms of the olefin 
molecules would move away from the metal, and the two bottom carbon 
atoms would move towards the metal. The result would be the metallocycle 
structure shown in Fig. 15, of Cs symmetry. 

Also shown in the figure is a possible further reaction in the presence 
of excess ligand, L. The reverse of an oxidative-addition reaction can occur. 
This process, called reductive-elimination, leads to the elimination of a 
cyclobutane molecule, plus the formation of a metal complex in which 
the metal atom has been reduced back to its original oxidation state. 

This sequence has been shown because there are examples known of 
substituted olefins being cyclized to cyclobutane derivatives by certain 
transition metal complexes (Schrauzer 50a), Heimbach, Jolly and WilkeS0b)). 
In addition, metal complexes will catalyze the opening of cyclobutane rings 
to olefins and other rearranged products, as shown particularly by  Cassar, 
Eaton and Halpern 51). I t  is likely that  the sequence shown in Fig. 15, both 
forward and reverse, is the mechanism for many of these reactions. Metal 
ions such as silver(I) which do not undergo oxidation readily probably 
involve a different mechanism (Paquette 52a), Gassmann 52b)). 

VII. Photochemical  Reactions 

The subject of symmetry rules for reactions of excited electronic states 
is a large and complicated one. At this time only a few general comments 
will be made. The theoretical Eqs. (1)--(5) are still valid, but  En and ~vn 
must interchange with E0 and ~v0, where n refers to the excited state. We 
note that  processes which occur readily in the ground state may become 
difficult in the excited state. This is because the term (Eo--En), which is 
negative, becomes replaced by (En--Eo), which is positive, and raises the 
energy in Eq. (4). 

Conversely processes which are difficult, or forbidden, in the ground 
state may be facile, or allowed, in the excited state. One change will most 
certainly occur.The nuclei will rearrange somewhat to give a new molecular 
geometry for the excited state. These structural changes can be predicted 
with some success by perturbation theory (Pearson 53a), Devaquet 5ab)). 

Lack of detailed knowledge of excited states of most molecules makes 
the understanding of photochemical reactions difficult. However, definite 
predictions can be made, both by perturbation theory and by  correlation 
methods, if we are allowed to select which excited state is involved. 
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For example, we can easily tell how to make a forbidden reaction in 
the ground state, allowed photochemically. Consider a simple reaction, 
hydrogen deuterium exchange 

H2 + D2 > 2 HD (39) 

Like other reactions of diatomic molecules this reaction is forbidden by 
symmetry to occur by a four-center transition state. In terms of the bond 
symmetry rules 

H--H H--H H H 

+ , ', ', > I + I (40)  
D--D D--D D D 

ai  + b ~  a l + b i  

a bg. orbital must  become a bl orbital. 
Now we imagine that  we excite one molecule, H2 or D2, into the state 

(ag)(au*) =X+u, by  putting one electron into the anti-bonding *u orbital. 
On approaching an unexcited molecule, D2 or H~, the configuration is no 
longer given by  (al) 2(b2) 2 as in (40). Instead we have (al) ~(b2)(bl), since the 
linear combinations of two au orbitals give as and bl symmetry,  of which 
the latter has lower energy. 

@ 

® 

Now we allow reaction to 

® ® ® 

® ® ® 

bl a 2 

occur to give 2 HD molecules. We form 
products also in the (al)2(bl)(b2) configuration, one molecule of HD being 
in the excited Z state. The symmetries of all the orbitals containing electrons 
are matched up, and the exchange is allowed with a four center transition 
state. 

The thermal decomposition of phosgene occurs by  a complex free radical 
route, just as does the reverse reaction (15). I t  can easily be seen tha t  
(bl)-* (al) excitation is necessary to make the forbidden direct decomposi- 
tion into CO and C12 occur. This does not correspond to the lowest excited 
state of phosgene, which is a B2 state due to n -  u* excitation. Instead 
reaction would require an n to a* excitation. Experimentally COC12 and 
COBr2 do decompose photochemically and apparently by  a molecular proc- 
ess. 9.2) However the excited state involved is not known. 
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A computer program written for the IBM System 360/67 has successfully 
discovered multistep syntheses for relatively complex organic structures 
without on-line guidance or intercession on the part of the chemist-user. 
The program is able to deal with a wide variety of functional and structural 
features. Information concerning organic synthetic reaction mechanisms 
is provided to the computer in a tabular form reaction library containing, 
for each reaction, structural schema for the target and subgoal molecules, 
and a set of tests, largely heuristic, to govern the choice of reaction. With its 
initial quite limited library of reactions and problem-solving heuristics, the 
program developed a conceptually correct synthesis for the complex poly- 
cyclic twistane ring system. 
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I. In troduct ion  

I t  is the purpose of this article to report the present status of a research 
program in progress at Stony Brook University which has as its goal the 
design and development of a system of computer programs which, in concert, 
will be able to discover novel and useful synthesis routes for organic structu- 
res of interest to chemists. Because we view the problem as an immensely 
challenging exercise in artificial intelligence, we wish our system (henceforth, 
SYNCHEM, for SYNthetic CHEMistry) to develop its results without the 
direct intervention of the user-chemist, although user intervention should 
certainly be provided for in a production system. For reasons which we shall 
discuss below, such a free-running system offers advantages from the 
chemist's point of view as well. 

At this time, some four years after the inception of our project, we 
report that  SYNCHEM has discovered multi-step syntheses for several 
dozens of relatively complex target structures. The proposed synthetic 
routes range in quality from probably good and valid to embarassingly 
naive, with most falling in the center of this scale. One synthesis in partic- 
ular, for the polycyclic bridged molecule of twistanone, is of special interest, 
and has been selected to bear the burden of illustrating how our program 
works. Although the synthesis procedures for twistanone were discovered 
by the grace of a modicum of serendipity and programmer intervention (the 
latter to compensate for the lack of some problem-solving tree search heur- 
istics that  have yet to be incorporated into the system), they provide 
evidence that  our approach to the problem is a reasonable one that  is 
capable of dealing with organic structures of current interest to the scientific 
community, and that our ultimate goal of a system of practical value to 
organic chemists is in fact feasible. 

The general outlines for this research program were first enunciated by  
the senior author at the International Symposium on Artificial Intelligence 
held at Sukhanovo, U. S. S. R. in February, 1967. At that  time, the conviction 
was expressed that  while the theoretical underpinnings of artificial intelli- 
gence as a scientific discipline left much to be desired, the techniques and 
methodology of artificial intelligence in general, and heuristic programming 
in particular, had matured to the point where problems of substantial 
content and of interest in themselves rather than mere vehicles for artificial 
intelligence research ought to be selected by those engaged in that  activity. 
I t  was suggested that  workers in artificial intelligence turn their attention 
to the physical sciences to find a rich breeding ground for problems upon 
which they might ply their trade to the mutual benefit of both their own 
discipline and the external field upon which their work might impinge. The 
example given was the problem of organic synthesis discovery. 
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The design of synthetic routes to complex organic molecules is a good 
problem for the study of artificial intelligence from several points of view. 
First, no knowledgable chemist would deny that  the discovery of good 
organic synthesis procedures requires a high order of inventiveness, insight, 
inductive and deductive subproblem manipulation, hypothesis generation 
and evaluation, and in fact, just about every activity identified with intelli- 
gent problem-solving behavior. But the problem has other attractive charac- 
teristics. I t  builds upon existing foundations in the state of the art of 
artificial intelligence and leads into presently unexplored areas of inquiry. 
The discovery and identification of good and useful organic synthesis routes 
requires a combination of both analytic and synthetic problem-solving 
procedures. In the terminology introduced by Amarel 1), it is a combined 
problem of derivation and formation. Such problems are important because 
many "real life" problems are of this type. As a class, this category is only 
beginning to receive the attention it merits, largely because of its more 
complex structure. Just  as earlier work on problems of derivation has made 
the solution generation, or analytic search part of our problem relatively 
straightforward to manage, we would expect that progress in the solution 
evaluation, or synthetic reconstruction phase of our program will be of value 
to others undertaking research in areas where problems of formation play 
a significant but non-independent role. 

I t  is worth pointing out, too, that  our approach to the problem is 
open-ended in that once an initial measure of success in finding syntheses 
for simple structures has been attained, we expect that  the program's 
domain of competence may be extended by extending the then-current 
working program. By enlarging the set of reaction mechanisms, schema, 
and heuristics embodied in the program, we enlarge the set of functional 
groups and structural features the program may encompass, or the set 
of alternative procedures for synthesizing a given feature. In effect, the 
difference between a feasibility demonstration for the application of artificial 
intelligence to organic synthesis discovery and a system of genuine utility 
to chemists is one of degree rather than of kind. 

Ours is by no means the only artificial intelligence research group to 
seek vehicles for our investigations among the natural sciences. Indeed, 
one of the earliest and most fruitful projects of that  genre, the Heuristic 
Dendral program for the determination of molecular structure from NMR 
and mass spectra being developed at Stanford 2), antedates our own activity 
by several years. The particular problem of organic synthesis discovery by 
computer, both with and without user intervention, has independently 
attracted tile attention of several research groups whose primary interests 
lie in organic chemistry per se, rather than in artificial intelligence 8-5) 
and substantial and impressive progress in the computer-assisted discovery 
of synthetic routes has been reported in the literature 6). I t  will be seen 
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that our point of view, which is fundamentally different from that of the 
chemist-directed groups, has caused our work to evolve along somewhat 
different lines than theirs, although it is clear that our overall conceptions 
of the nature of the problem are remarkably similar. 

The results reported here mark the attainment of the first phase of a 
research program whose ultimate objective is a system which will take as 
input some representation of the target molecule to be synthesized together 
with a list of conditions and constraints that must govern the solution of the 
problem. The output is to be, in general, a set of proposed synthesis proce- 
dures for the input structures, each of which starts with available compounds 
and reagents taken from a "shelf library" specified by the input conditions, 
and each of which is annotated with estimated yields for each step of the 
procedure together with byproduct predictions and target molecule sep- 
aration procedures (with estimated separation efficiency) for each step. 
The system is assumed to have at its disposal a reaction library providing 
generalized procedures for the synthesis of functional groups and structural 
features, both singly and in multiple configurations (we call such synthesis- 
relevant entities synthemes), and a complete shelf library listing every 
compound considered to be available as a starting material. Each item in 
the shelf library carries a list of conditions on its presumed availability 
(i. e., cost, handling hazards, availability in industrial, pilot, or laboratory 
quantities, on-hand availability, and so on). Every synthesis proposed by 
the system (several possible routes will generally be developed for a given 
target molecule) is to have an overall ad hoc estimate of the degree to which 
the procedure satisfies the conditions and constraints of the problem. An 
effective problem-solving system will, of course, eliminate from considera- 
tion those pathways for which the estimated merit is significantIy lower 
than the best computed at a given point in the search for the best possible 
synthesis. 

It will be seen that the computing effort of the problem-solving system 
is divided (not necessarily equally) between the tasks of solution generation 
and solution evaluation. Allowing for the great difference in the natures 
of the problems considered, solution generation does not differ vastly for 
organic synthesis from the procedures described by Gelernter for theorem 
proving in Euclidean geometry 7~. In broad outline, the processes Coincide: 
selection of the subgoal for development (logical expressions in geometry, 
organic molecules in SYNCHEM), selection of subgoal-generating schema 
(theorems in geometry, reaction mechanisms in SYNCHEM), generation 
of the next level of subgoals, checking for terminating conditions (subgoals 
coinciding with premises in geometry, compounds listed in the shelf library 
in SYNCHEM), and pruning the problem-solving tree of unpromising and 
redundant subgoals. The major departures in procedure occur in selection 
of subgoal-generating schema and in pruning the problem-solving tree. 
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Because our computer-compatible formalization of organic chemistry is 
so much more complicated than that  which sufficed for Euclidean geometry, 
the cost (in terms of computing effort) of wanton subgoal generation is 
substantially greater for SYNCHEM than for geometry, so that  investment 
in the contraception of unwanted and invalid subgoals brings correspondingly 
greater returns for SYNCHEM. The difficulty in controlling the growth of 
SYNCHEM's problem-solving tree is further exacerbated by the fact that 
criteria for pruning valid subgoals from the tree in order to suppress the 
development or circular, redundant, or otherwise unsatisfactory pathways 
are considerably less well defined for organic chemistry than was the case 
for geometry. 

Bringing our synthesis-discovery program to the stage where it could 
develop reasonable problem-solving trees containing a high density of 
complete and satisfactory syntheses within the limits of an incomplete 
reaction library was designated as the first benchmark for our research 
effort, and we present below evidence that  we have reached that stage. 
After describing our initial results in solution generation, we will indicate 
what remains to be done and the problems yet  to be solved, particularly 
those bearing on the solution evaluation phase of our program, which we 
have barely broached. 

H. The Synthesis-Discovery Algorithm 

A companion paper s) describes the subgoal-generating and synthesis- 
discovery subsystems of SYNCHEM in sufficient detail to enable the inter- 
ested reader to make a critical evaluation of this work. We briefly synopsize 
these programs here to clarify the results to follow. 

Most often, input to SYNCHEM is in the form of the Wiswesser line- 
formula representation of the target molecule, although a kind of connec- 
tion-matrix representation of the molecule (our so-called "Topological- 
Structural Description", or TSD) is also accepted by the program. Internally, 
SYNCHEM manipulates the entities of organic chemistry in both Wis- 
wesser and TSD representations, using the most appropriate form for the 
purpose at hand, and converting freely between the two. The TSD is most 
often used for structure analysis, manipulation, and transformation. The 
Wiswesser line-formula notation (WLN), which provides a canonical name 
for any molecular structure, is ideal for information storage and retrieval, 
comparing newly-generated subgoals with those already on the problem- 
solving tree and on the list of available compounds (the shelf library), 
and I/0 processes. 
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After input, the target compound TSD is analysed for synthesis-relevant 
functional groups and structural features (synthemes), and some of these 
are selected for development. Corresponding to each syntheme is a chapter 
of the reaction library, each chapter comprising an arbitrary number of 
reaction schema for the synthesis of that particular syntheme, either by 
itself, or in combination with other synthemes in frequently-occurring and 
well-understood configurations. A particular syntheme having been selected, 
the appropriate chapter of the reaction library is brought into the computer. 
Each schema of the chapter is provided with a set of tests to be performed 
on the target molecule. These tests embody many of the chemistry heuristics 
that guide the program. Based on the results of these tests, the program 
may reject the given schema, modify the ad hoc merit rating for that reaction 
(for example, the reaction merit might be raised if a conjugated activating 
group is present, lowered if steric hindrance is detected), the reaction proce- 
dure may be modified (a different reagent might be specified in the presence 
of groups sensitive to the usual reagent), or protection procedures may be 
initiated for sensitive groups. 

Programmed by the adjusted set of reaction schema selected for the 
target molecule, SYNCHEM generates a set of subgoals for that molecule. 
For each of these, an ad hoc overall merit is computed based on the adjusted 
reaction merits and an estimate of the complexity of the subgoal molecules. 
If a synthesis-search terminating condition has not been signalled, the "best" 
available subgoal is selected for further development, and the procedure is 
recursively continued. A synthesis-search tree (SYNCHEM's problem-solv- 
ing tree) is thereby generated, the structure of which depends upon the 
currently active algorithms for subgoal merit computation, and for deter- 
mining which subgoal shall be called the best for further consideration. A 
synthesis has been completed when a path has been generated linking the 
target molecule with the catalog of available compounds. 

The initial reaction library contains, in varying stages of completeness, 
chapters for the synthesis of aldehydes, ketones, alcohols, organic acids, 
esters, halides, acid halides, Grignard and other organo-metallic reagents, 
nitriles, the olefin bond, and six-carbon ring formation. Multi-functional 
syntheses are indexed under each of the synthemes dealt with by that 
reaction. 

Our shelf library is the catalog of organic compounds and reagents 
available from the Aldrich Chemical Supply Company, augmented by a 
number of commonly obtainable materials that Aldrich doesn't list (acetone, 
for example). The Aldrich catalog was selected simply because it was available 
on punched cards in WLN representation. Unfortunately, the cards provide 
only the catalog number along with the WLN names in machine readable 
form, so that the arduous task of adding the information we require concern- 
ing cost, physical properties, quantities available, and so on for the more 
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than 8,000 items in the Aldrich catalog alone still remains to be done before 
our initial list of available compounds meets our specifications for SYN- 
CHEM's shelf library. 

The system is programmed in PL/1 augmented by an extensive library 
of specially-written subroutines which greatly facilitate the manipulation 
of the list-like data structures SYNCHEM uses to represent organic mole- 
cules, problem-solving trees, reaction schema, and much of the program's 
working storage. PL/1 was selected as our programming language because 
it provides a number of features designed to make list-processing relatively 
convenient -- pointer operations, based and offset variables, area allocation, 
and so on. Four years of programming experience has given us no reason 
to regret our choice of language. The program runs at Stony Brook on an 
IBM 360/67, requiring a minimum partition size of 360 K for a production 
synthesis-search in its present version. All data concerning computation 
times were obtained in this minimum partition, where SYNCHEM is forced 
to perform extensive program overlay and data structure swapping opera- 
tions. 

Twistanone (Tricyclo[4.4.0.0 3,8]decan-2-one) 

Although SYNCHEM's performance with the target molecule twistanone 
was sullied by a certain amount of good fortune, and  on-line intervention 
was necessary to prevent the program from wasting inordinate amounts of 
time on barren branches of the problem-solving tree (but only after SYN- 
CHEM had already discovered its first two proposed syntheses on its own), 
our results for twistanone are the most interesting we have achieved to 
date. The good fortune to which we refer was a consequence of the fact that  
our TS D- W LN interconversion routines (which are massive and intricate 
symbol-manipulation programs) comprise almost all, but not quite the full set 
of Wiswesser canons, which requires a volume of several hundred pages for its 
complete explication o). When SYNCHEM cannot perform consistent WLN- 
TSD transformations on a given structure, the offending molecule is dropped 
from the search tree. This unintentional pruning occurred only at the first 
level of the twistanone synthesis tree (where extremely complex subgoals 
were generated), but  it turned out to be quite efficacious in removing several 
undesireable subgoals while preserving the satisfactory ones. When we 
discuss the complete synthesis-search tree below, we shall point out where 
intervention was necessary to get SYNCHEM back on a fruitful track. I t  
is of course in the nature of exploratory research in artificial intelligence 
that one discovers and formulates improved tree pruning and search algor- 
ithms by contemplating the failings of those in current use. As is the case in 
training the human intellect, this is a continuous and never-ending process. 
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One final point needs to be made before we get on with our results. A 
further contribution to limiting the excessive growth of the search tree 
may be traced to the limited number of schema in our initial reaction 
library. Clearly the more ways the program is able to deal with a given 
syntheme, the larger the potential set of subgoals for a given molecule. 
On the other hand, because the set of chemistry heuristics associated with 
each reaction schema is also incomplete, many unsatisfactory subgoals were 
accepted on the search tree that will be rejected by later versions of SYN- 
CHEM provided with more discriminatory heuristics in its reaction library. 
We live and learn. 

Referring now to Fig. 1, the string heading the printout, L666/BI/EJ 
A A 2BF J AVTJ, is the WLN representation for twistanone, and is a 

direct transcription of the input card for this problem. This is followed 
by a severely edited output of the TSD connection matrix to which the 
machine converted the input WLN. A complete SYNCHEM TSD contains 

TSD FOR STRING REAG IN 

L6661BI/EJ A A 2~F J ~ T J  

I£T CELL GCCE Bh~ItM ENC2:M E;IC3:M ~N£4:P BNDS:M BND6:~ 
GO 8 V I C : I  18:1 
GO IC C E: I  12:1 24:1 F : l  
GO 12 C 10: I  I ~ : I  F : I  t : l  
GO 14 C 12 : I  16: l  F : I  ~ : I  
GO 16 C 1~:I  l ~ : l  26:1 ~:1 
GO I~ C 16 : I  20:1 ~ : i  F : I  
GO 20 C 18:1  2 2 : 1  h : l  ~ : L  
GO 22 C 2 0 : I  24:1 F : l  F : l  
GO 24 C 22:1 2 ( : I  i C : l  F : I  
GO 26 C 24:1 16: l  ~:1 ~ : I  

I ATTRIBLTE TABLE L I S T I N G  I 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

~ T I R I e ~ T E  

C~RHCC~CLICRIkG 

C~R~GCYCLICRIhG 

C~R~CCYCLICR[~G 

C~ReCCYCLICRI~C 

C~RECCYCLICRING 

C~RSECYCLICRING 

C~R~CCYCLICRING 

CAR~C~YL CRCUP 

KETC~E 
L 6 6 6 / ~ I / E J  A A 2BF J AVTJ 

Fig. 1. Topological-structural 
a n o n e  

CELL# 

8 18 ~C .~2 24  I C  

8 1E ~C 22 24 26 16 

1~ Id 26 24 10 

18 16 2 (  ~4 22 2C 

16 14 )2 |C 24 26 

18 16 14 12 10 24 Z2 

8 18  16 14 12 1C 

S 

0 

t r t c y c l o [ 4 , 4 . 0 . 0 3 ' 8 ] d e c a n - 2 - o n e  

( T w t s t a n o n e )  

FG=~.CCCC CAF~CNS=O.CCO0 VERIT=~°8750 

14 12 10 

2C 

description (TSD) and attribute table listing for twist- 
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a good dea l  more  informat ion  t han  is d i sp layed  in the  ed i ted  ou tpu t ,  includ-  
ing an extens ive  a t t r i bu t e  table ,  which also appears  in abb rev i a t ed  form 
following the  connect ion m a t r i x  in Fig. 1. A de ta i led  descr ip t ion  of SYN- 
CHEM's  in te rna l  TSD is given in Ref. s}. The  a t t r i bu t e  tab le  following the 
connect ion m a t r i x  in the  ed i ted  ou tpu t  l ists  each one of the  seven cyclic 
pa ths  in the  twis tanone  molecule,  the  node locat ion of the  ca rbonyl  func- 
t ional i ty ,  and  the locat ion of the  ketone syntheme.  The  carbonyl  funct ion-  
a l i ty  (which, in general ,  migh t  be a componen t  of a number  of different 
synthemes)  is l is ted independen t  of i ts  possible associa ted syn themes  to 
provide  informat ion  for var ious  conversion routines.  The  complete  set of 
features  l is ted in the  p r i m a r y  a t t r i bu t e  tab le  for a given molecule is d i sp layed  
in Table  1. W h e n  a pa r t i cu l a r  TSD has  been selected for fur ther  develop-  

Table 1. Primary attribute table property list. Capital letters in parentheses give the 
Wiswesser designation for that property 

1 Oxygen atom 21 Olefin bond 
2 Hydroxy group 22 Variable ($n) 
3 Carbonyl group 23 Alkyl chain 
4 Dioxo (W) group 24 Carbocyclic ring 
5 Nitrogen (N) atom 25 Heterocyclic ring 
6 Sulfur atom 26 Epoxide 
7 Phosphorus atom 27 Caxboxylic acid 
8 Bromine atom 28 Aldehyde 
9 Fluorine atom 29 Alcohol 

10 Chlorine atom 30 Ether 
11 Iodine atom 31 Anhydride 
12 Halogen (J) atom 32 Bicyclic ring system 
13 Nitrogen (M) group 33 Amide 
14 Nitrogen (Z) group 34 Ketene 
15 Nitrogen (K) group 35 Acid halide 
16 Phenyl ring 36 Halide 
17 Hetero atom 37 Ketone 
18 Acetylenic bond 38 Ester 
19 Other triple bond 39 Amine 
20 Other double bond 40 Nitrile 

ment ,  (becoming a generating subgoal), add i t iona l  descr ip t ive  informat ion  
for t h a t  molecule is ex t r ac t ed  f rom the TSD in response to  pa r t i cu la r  
"ques t ions"  asked b y  the  heur is t ic  tes ts  associa ted  wi th  the  react ion schema 
selected for t h a t  subgoal.  This  secondary  in format ion  is appended  to the  
p r i m a r y  table ,  and  m a y  c o m p r i s e  any  syn the t i ca l ly  r e l evan t  fea tures  
wha tever ,  e i ther  following some s t a n d a r d  charac ter iza t ion ,  or  defined for a 
pa r t i cu l a r  heuris t ic  t e s t  for a pa r t i cu la r  reac t ion  schema on the  spur  of the  
moment .  Examples  of such secondary  a t t r i bu t e s  in cur ren t  use are locat ion 
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and susceptibility of acid, base, and water sensitive groups, nodes that  tend 
to be electron withdrawing or electron donating, molecular symmetries, 
and so on. 

Following the attribute table in Fig. 1 is the WLN for the generating 
subgoal as reconverted from the TSD. This string must of course match 
the input WLN (or, in general, the WLN selected from the problem-solving 
tree as the generating subgoal). I t  was the failure of this consistency test 
for a few extremely complicated structures that  produced the fortuitous 
tree pruning mentioned above. 

Printed on the same line as the reconverted WLN, the following expres- 
sions appear: F G = 8 ,  CARBONS=0,  MERIT = 3.875. The quant i ty  
MERIT as it appears in this context is intended to reflect an ad hoc estimate 
of the complexity of the molecule, on a scale where 10 indicates ut ter  
simplicity, and zero indicates maximum complexity. (In the printout of the 
synthesis search tree, this quantity is labeled CPMERIT.) MERIT is an 
ad hoc function of FG, which is intended to be a count of the number of 
distinct complications in the structure, and CARBONS, the number of- 
non-cyclic carbons in the molecule (cyclic carbons are reflected in the quan- 
t i ty  FG). At the moment, FG is defined to be the number of synthemes listed 
on the primary attribute table uniformly weighted (in this case, the seven 
carbocyclic rings and the ketone group). Since there are no non-cyclic 
carbons in twistanone, CARBONS = 0. For the syntheses described in this 
paper, MERIT was computed with the function: 

M E R I T  = CPMERIT --  10 [exp.( --0.1385 * FG) + 0.2 exp( --0.0346 * CARBONS)] 

These definitions have been and will continue to be freely modified as 
we gain experience. Since MERIT is intended to provide an estimate of 
the anticipated difficulty of synthesis for the given subgoal molecule, it 
is arbitrarily set to 10 for compounds discovered in the shelf library. 

Having completed its preliminary processing of the target (or subse- 
quently, the selected subgoal) compound, the program chooses a syntheme 
from the attribute table and calls in the appropriate chapter of the reaction 
library for developing that syntheme. Fig. 2 is the beginning segment of 
the output trace of SYNCHEM's activity in developing the ketone group 
in twistanone. The 40-bit string labeled ABITS OF GOAL synopsizes the 
attribute table of the generating subgoal. In this case, the ones in positions 
3, 24, and 37 signal the presence of at least one carbonyl group, carbocyclic 
ring, and ketone group, respectively. Each chapter of the reaction library 
is headed by a table of contents listing a 40-bit string, the ABITS FOR 
SCHEMA (n) for each active reaction schema in the chapter. These index 
strings enable the program to immediately discard those reactions which 
will always fail for generating subgoals with specific attributes. Referring 
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¢~RRENT CEAFTEB IS ~ETC~E 

ABITS OF GOAL 
ATEST FEB.SChEMA 
ATEST FCR SCHEM~ 
ATEST FOR SCHEMA 
ATEST FOR SCHEMA 
ATEST FCR SCHEMA 
ATEST FOR SCHE~ 
AIEST F~R SCHEMA 
ATEST FOR SCHEMA 
ATEST PER SCHEMA 

ATEST SbCCEEDEO 

ELIGIELE_SCFEMA 

OBICOCOECCOCCCECCCCBOOCICCBOOOOCOCDBIO00 
I CCCCCCCCOCCCCECCCC[CECOCCCO001CCCCCCCCOO 
2 CCC~CCCCCCCCCCCCCCCCCCCECCCOCCCC~CCCCO00 

CCCCCCQCCCCCCEECCCCCCCCCCIlllICCCCCCCI01 
6 CCCCCCCCCCCGCCCCGCCCCGCCCCGOCCCCCCCCCCCO 
? CCCCCCCCCECCCCCCOCCCCCCCCCCO1CCCOCCGCOO0 
8 CCCOCCOIOIICCCCCOICflIOCCC1COllCCCCCCEOlO 
9 CCCOCOOICIlCCCCCCECCCCCCCCllllCC~CCOCOO[ 

IO CCCCECCCCCCCCCCCCCCECCCCCCCOOOOCOCOCCCO0 
11 CCCCCCCCCCCCCCCCCCCCECCCCCCCCCCCCCOCECO0 

e l I C C l l l l I I I C B C C B * B  

CURREKT SCHEHA hUMBER IS 

GEAL PATTERK $ ] . V S E .  

$~BGQAL PATTERN ~1YC$3 

KETGNE LIBRJRY *~ CXICATION bSING CF~E~IC CX]OE * *  CESCL 
EASE 10 ~STEPS 1 

SEXIT FEXIT 

ALCUE NCT SUCCESSFLLI 2 
FCR 4 l  RESLLT = CCECCCCEOCOCOCCCCCECCEECECCCC¢CO 

ALE02 NOT'SUCCESSFUL/ 

CYCLIC ALkAKE NET SUCCE$$FLLI 2 
TEST NOT ~EEINEC 

CLEFIk E C N C  LSE-J~NES REAGEhT ~KD RESTRICT TC SRALL SCALE 
- 2  0 0 

CXIOE ESE PYRICIHE AS SCLVEhT 
0 0 0 

ALCEHYOE PROTECT THPU'ACETAL ~ND USE PYRID~E AS SCL~ENT 
-5  2 0 

~ICL PFCTECT THRU. CYCLIC ETFER AND USE JflNE$ REJGEET 
- 5  2 C 

CYCLIC KETCKE FPCTECT THRL C~CLIC ETHER AND USE JOKES REAGEET 
-5  Z 0 

EFANCHIkG TC CYClICgETE~E 
TEST SLERC~TIKE KCT" fiFCGR~MEC 
F~R ~5 RESULT = ~CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCO 

AKCTHER KETEne PRCTECT TERU CYCLIC ETHER A~D USE JCKES REAGEkT 
- 5  2 0 

BRANCHIhG TC ANETFER KETChE 
FER 4~ RESULT = CCCCC~CCOOGCCCCCECCCC[CCCCCCCCCO 

(~RBDXYLIC ACID PFCTECT 7HR~ ESIER - 5  

CHOnSING CELL 8 ~F GOAL FUR ~ATCFIhGt I MATCHES FOLNO. 
L666/Ch B E 2AC JTJ E~ 

SUfiGOAL GEKERATEC L666/CH B e 2AC JTJ EC 

L666/CH B E 2AC JTJ EO NOT AVAILABLE 

Z 0 

Fig. 2. Beginning of the output  trace for the first page of the synthesis search tree for 
twistanone 
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to Fig. 2, the one in position 30 of ABITS FOR SCHEMA 1 indicates that 
reaction 1 (oxidation of an alcohol to the ketone) will always fail in the 
presence of an ether group. Schema 5 (Grignard-nitrile reaction) with ABITS 
in positions 26 through 30, 38, and 40, will fail as well in the presence of the 
epoxide, carboxylic acid, aldehyde, alcohol, ester, or another nitrile. In 
this particular instance, no reaction was discarded as a consequence of 
these so-called A-tests. This is of course not generally the case. Fig. 7, 
extracted from a later stage of the output trace, illustrates the more usual 
circumstance where some reactions are in fact eliminated from considera- 
tion beforehand by the A-tests. But here, the ELIG IBLE SCHEMA bit 
string indicates that  every active schema in the chapter represents a 
potential subgoal-generating reaction. 

The trace next records SYNCHEM's results with each of the eligible 
schema, starting, in this case, with Schema 1 for the synthesis of a ketone 
group by oxidation of an alcohol. The interested reader is again referred to 
Ref. s) for a detailed explanation of the goal and subgoal patterns, the heur- 
istic testing and subgoal generating procedures, and the numerous TSD- 
manipulation subroutines implied by the above. Here it will suffice to explain 
briefly the more important and interesting items in the record. 

In the goal and subgoal patterns, the symbols $N, where N is an integer, 
stand for molecular structure variables. In the literature of organic chem- 
istry, this symbol is usually written RN. When N is even, SN may be 
matched to any substructure whatever; when N is odd, hydrogen matches 
for N are excluded. The patterns are printed out in WLN representation, 
with V standing for a carbonyl group, Y a single-branched alkyl carbon, 
and Q a hydroxy group. In the chemistry literature, they would be written 
thus: 

o OH 
tl I 

Goal Pattern RI--C--R3 Subgoal Pattern RI--CH--R3. 

The periods following each of the structure variables in the WLN goal 
pattern indicate to the matching routines that in this case (because of 
symmetry in both goal and subgoal patterns), the reverse match ($3 and 
$1 matched to the structures originally matched to $1 and $3, respectively) 
will produce an identical subgoal, and need not be executed. 

Then, following the name of the schema (chromic oxide is mentioned 
as the primary oxidizing agent), the notation EASE 10, NSTEPS 1 appears. 
The quantity EASE is intended to reflect the chemist's ad hoc estimate 
of the overall desireability of including a step in the synthesis procedure 
derived through that schema. The starting value for EASE (on a scale 
where 10 is excellent, zero is hopeless) takes into consideration probable 
yield, convenience, reliability, and any personal bias the chemist preparing 
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the entry for the reaction library might have for or against tha t  procedure. 
The quanti ty NSTEPS is just tile number of distinct chemical processes 
(possibly requiring separation, purification, or concentration operations 
after each step) to effect the transformation of that  schema when no modi- 
fications in procedure are required to deal with interfering functionalities. 
Both these quantities are subject to alteration to reflect the results of a 
sequence of tests (called N-tests) that  are performed on the generating sub- 
goal before a match is at tempted. After the match has been executed, the 
generated subgoals may  be subjected to a second sequence of tests (called 
F-tests) which may dictate further alterations in EASE or NSTEPS. A 
possible consequence of the N-tests and F-tests is, of course, tile outright 
rejection of the schema or of a particular set of generated subgoals. 

In our reaction library as it is presently constituted, the starting values 
of EASE for all of the schema, as well as the modifications in EASE dictated 
by  the test results, are little more than informed guesses. We are not 
especially confident that  they now reflect the relative desireability of the 
different schema in a chapter for synthesizing a given syntheme; we have 
even less reason to believe that  the values are consistent from chapter to 
chapter. A great deal of chemist's work remains to be done after tile mech- 
anics of solution generation have been mastered. This is perhaps a good time 
to reiterate our earlier caveat - -  our current reaction library is not only 
incomplete in terms of the synthemes for which chapters have yet to be 
included, but several of the existing chapters have extremely lean rosters 
of schema, and many  of the schema have incomplete sequences of N-tests 
and F-tests. 

Returning to Fig. 2, the output trace continues with a listing of N-tests 
applied to the generating subgoal. In this case, no test result was positive, 
and so EASE and NSTEPS remained at their starting values, and the 
match of the generating subgoal to goal pat tern was executed (as it so 
happened here, successfully). While we do not go into detail in describing 
the N-test record (indeed, the volatility of the reaction library would 
superannuate such detail long before publication), tile following points are 
of interest. The first two tests check for the presence of a pr imary or second- 
ary alcohol group in the generating subgoal. The notation NOT SUCCESS- 
FUL/2 indicates that  if a positive result is obtained (i.e., the alcohol 
group is detected in the generating subgoal), this reaction will fail to produce 
useful subgoals, all activity with this schema is to be terminated, and the 
schema specified after the slash (in this case, Schema 2) is to be selected next. 
Since it cannot be determined from the attr ibute table whether an alcohol 
is primary, secondary, or tertiary, an N-test subroutine must  be called to 
extract  the information from the TSD. Subroutine 41 is the appropriate 
one in this case; it adds the information concerning the degree of each 
alcohol group to the at tr ibute table extension, and returns a bit string 
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abstracting the result. The trace output line FOR 41 RESULT = 0 indicates 
to the program that  neither primary, secondary, nor tertiary alcohol groups 
were detected. 

The next N-test checks for secondary alcohols, with no result (hence 
negative) indicated. Note that  a call for subroutine 41 was not necessary 
here, since the desired information was discovered on the extended attribute 
table, where it had been placed in an earlier step. Since tertiary alcohols 
cannot be oxidized to the ketone, they do not affect this reaction, and no 
test is made for them. We remark that  it is because this reaction will go in 
the presence of tertiary alcohols or diols (which can be protected with a 
cyclic ether, as specified by the seventh N-test in the list) that a simple 
A-test will not serve to exclude generating subgoals with primary or 
secondary alcohols. 

The DIOL test is an example of an EASE or NSTEPS modifying 
procedure. If a suitable configuration of two alcohol groups is detected, 
the instructions PROTECT THRU CYCLIC E T H E R  AND USE JONES 
REAGENT are appended at the appropriate place in any completed 
syntheses passing through this branch of the search tree, EASE is decre- 
mented by  5, and NSTEPS is incremented by 2, as specified by the values 
following the procedure modification instructions listed in the trace. 
NSTEPS must of course be increased to allow for the additional operations 
of protecting the sensitive group and later removal of the protecting func- 
tionality. On the other hand, if the OLEFIN BOND test produces a positive 
result (note that  no subroutine call appears if the test can be performed on 
the attribute table), the instructions USE JONES REAGENT AND 
RESTRICT TO SMALL SCALE are appended, EASE is decreased by 2, 
but  NSTEPS remains unchanged, since no additional operations are 
necessary. 

Following the record of N-tests, the trace indicates that  SYNCHEM 
attempted a match of the goal pattern to the generating subgoal, aligning 
the ketone group in the pattern with the ketone group in cell 8 of the 
generating subgoal TSD, and that  the match succeeded (fourth line from 
the bottom of the output). The generated subgoal WLN follows (L666/CH 
B B 2AC J T J  BQ), together with the remark that  the material was not 

listed as available on the shelf library. 
A similar sequence appears in the trace output for each active schema in 

the chapter, and the entire procedure is duplicated for each chapter selected 
for the generating subgoal. When a generated subgoal is accepted for 
inclusion on the problem-solving tree, the quanti ty MERIT, the ad hoc 
compound complexity, is computed for each compound comprising the sub- 
goal (which, in general, might specify the reaction of several compounds). 
An ad hoc function of MERIT and EASE is used to estimate the overall 
subgoal merit (SGMERIT) of a given path through the search tree. Cur- 
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rently, the snbgoal evaluation function is arbitrarily defined to be the 
product of the individual compound MERIT values and the reaction 
EASE (after adjustment), normalized to a maximum (best case) value of 10. 
For some runs, SGMERIT is diminished by a small quanti ty which is an 
increasing function of depth in the search tree to force SYNCHEM to prefer 
shorter synthesis routes. We have no reason to believe that our current 
subgoM evaluation function even remotely approaches that which would 
produce an optimum search regimen. 

CVF~I I = L666/E[/EJ A A 28F J A~TJ ~ ~ . J O  
CPHERIT = 2oE7SC 

PST LEVEL = I .  NIJWBER CF SUEG~ALE = 6 ,  ~UNEEP OF EERIVEC CCVP(]UhDS = 

TS~ CELL = 8, REACTICN SCPENA = I t  CHAFTER = ~EI£NE 

KUMBER CF S~EGE~LS EENERATED USING RS 1 = l *  

S C 1 ,  EASE = [Gt  NSTEPS = l w  C [~F ID  = 
OH 

CMPN 2 = LEb6/CP B e 2AC JTJ BO 
CFVERIT = 3oE75C 

TSC CELL = 8~ REACIIC~$C.HE~A = 5, CHA~TER = KEILNE 

NUH~ER ~F SLE~CALS EE~ERATEO USING RS 5 = I .  ~ ~ SC 2.._~ EASE = 9~ qSTEPS = 2 ,  C [~F IO = 

M e ' X  CHFN 3 = L66 ATJ. CCN G-WG-J 
CFPERIT = 4 . 2 1 2 E  

ISD CELL = B, REACTI[~ SCHEMA = l l ,  CH~FTER = ~EICNE 

0 
NLIH~ER OF SLEGC~LS EE~ERATED'LSING RSII = 2. 

S~ ~, EASE = 8t r~STEPS = l~ CC~FID = 

CMPk 4 = LEb BVIJ HJ 
~{ CPVERIT = 5 . 3 1 2 ~  

~ 0  SG &~ E~SE = 8, NETEPS = I ,  CCNFID = 

CMF~ 5 = L~6 A ~ A~IJ E l : I J  
CFMERIT = E . ~ I Z E  

EYMBCL TAELE X 

CP a SYMB I~STAkCES 
l C01G i 
2 OOEO l 
3 CC~B I 
4 CCFO 1 
5 el30 I 

CEVELE~ME~I S]IE 
SG ~ GF CP ~ CATALOG# h i s  nAmE 

4 .  

lo t  SG~ERIT = 3 ,B750  

lOf SCMERII = 3.87~0 

1 0 t  SGMERIT = 6 . 2 5 0 0  

lot  SGMERET = ~ . 2 5 0 0  

EG2~L CE~PCbRC) L b 6 ~ / ~ E / E J  A A ZBF J AVTJ 
L66( /CH E E 2~C JTJ B~ 
L66 ATJ CC~ G-HG-J 
L66 B~TJ HJ 
L66 A 8 AVTJ E l : l J  

Fig. 3. Symbol table and first page of the twistanone synthesis search tree 

GCAL C(~FCUNO 

Fig. 3 is the synthesis-search tree output at the end of the first subgoal- 
generating cycle. The symbol table, which provides an index to the tree, 
lists five compounds at this stage, the target molecule and the four first- 
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level subgoals which were accepted for further development. The internal 
symbol table includes, in addition to the development site information and 
Aldrich catalog number (for compounds discovered to be available in the 
shelf library) which are printed out, pointers for each compound indicating 
the location of each instance of that  compound on the search tree. The 
information stored in the symbol table vastly facilitates traversal of the 
tree, data retrieval, and reconstruction of search routes through the tree. 

With the following explanations, the printout of the first "page" of the 
tree itself is not difficult to comprehend. The item PST LEVEL indicates 
the problem-solving tree level of the page. TSD CELL designates the 
particular syntheme of the generating subgoal developed by the schema. 
In the ketone chapter, Reaction Schema 1 (RS =  1) calls for the oxidation 
of an alcohol, Schema 5 is a Grignard-nitrile reaction, and Schema 11 is 
a ketone alkylation. We have already pointed out that  the tree designation of 
the quanti ty referred to earlier as MERIT is CPMERIT. The item labeled 
CONFID is not presently used, and has arbitrarily been set to 10. I t  has 
been provided to enable chemists, at some later date, to express their 
confidence in the predicted results for a given reaction schema based on 
published and personal experience with a given reaction. This quantity, 
too, is subject to modification by N- and F-test. Later versions of SYNCHEM 
will make use of CONFID as a factor in the procedure for selecting the most 
likely routes from among the several which will normally be discovered by  
the synthesis-search programs. We do not intend to include CONFID in the 
computation for SGMERIT, for to do so would tend to exclude the bolder 
and more interesting, if riskier, explorations from the search tree. 

Any chemist examining page 1 of the twistanone search tree will remark 
that  Compound 3 of Subgoal 2 is a most unlikely Grignard reagent. Indeed, 
such Grignard reagents should be (and in due course, will be) excluded from 
the tree by an F-test. Since the N-tests for the Grignard generating schema 
usually exclude the offending subgoal at the next level, we have placed a 
rather low priority on the correction of this particular defect. 

Fig. 4 is the output trace of the search through the tree for completed 
syntheses, and failing these, the search for the best subgoal for further 
development. The choice was easy to make here. Since at this stage the tree 
is of only one level, SYNCHEM arbitrarily selected one of the two generated 
subgoals which had the maximum value of SGMERIT, Compound 5, to 
become the new generating subgoal. The TSD for Compound 5 is printed 
out next, followed by  its attribute table. Note that the customary chemist's 
notation " X "  is used to designate an arbitrary halogen in the TSD, while 
the WLN and attribute table use the Wiswesser symbol " J "  for that  purpose. 
The next page of the search tree, Fig. 5, exhibits the 8 generated subgoals 
accepted for generating subgoal Compound 5 (L66 A B AVTJ E2J) .  
The first three of these derive from the Halide chapter of the reaction 
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***** TREE SCAN RETURNEC TO ROCT 

* * *  RETHREADING TRACE * * *  
~ESOLVEO 
UNSOLVED 
UNSOLVE~ 
UNSOLVED 

* * *  END RETFRED * * *  
*** 5CLNAX TRACE *** 
EERITSCL= CoCCGO 
* * *  NSCLM~X TRACE * * *  TEMP 

6 . 2 5 0 0  TEHP GCO1CI78 
4o25CD TENP CCO1CllO 
3 .875C TEHP CCOlOOA8 
3 , 8 7 5 0  

OOOlOIC8 

NERITNSCL= 6.250C 
NO ACCPETABLE SYhTPESIS FOUND FCR CCMPCUND 
SEARCPING 
TEHP GOCIClC8 
TENP C0010178 
TENP 00010110 
TEVP CCCI~OA8 
TEMP FFCOCCCC 
BO NODE OOOIOZC8 
LAST BEST SO FFCCOOCD 
ADDRESS OF CRTGCAL= CCCIC1CBADDRESS CF CRTCMP = OOOICIFO 
CRTCMP = 5 (  ~) 
SEARCHING 
TENP FFCOCGOO 
80 NODE FFCCCGGC 
LAST BEST SG FFCOCOOO 
CURRENT CCNFCUND IS 5 

Fig. 4. O u t p u t  trace of the  "bes t  next  subgoal"  search on the first page of the twist- 
anone tree 

library, the next five from the Ketone chapter. Halide reactions 1,2, and 3 
represented on this page of the tree synthesize the halide from the alcohol, 
carboxylic acid, and olefin bond, respectively. Here again subgoals appear 
which more thorough N-testing will exclude. 

Selection of the best subgoal for development is more difficult now, for 
SYNCHEM must decide whether to continue the branch of the tree on which 
it is  currently active to a greater depth, or whether it would be more 
productive to backtrack to a different branch on a higher (or, for that  
matter,  the same or lower) level. The tree exploration algorithm is among 
the more volatile ingredients in our current system; indeed, problem- 
solving tree exploration represents an entire subdiscipline of artificial 
intelligence. For the record, we describe briefly the algorithm that governed 
SYNCHEM in finding (or, in the instance we shall specify below, failing to 
find) the syntheses discussed in this article. 
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C~FN . 5 = L66 A e AVTJ E l = l J  ~ O  
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TED CELL = 6 t  RE~CTICN SCHEMA = St C H A F T E R :  KEICNE 

~UNBER OF SLEGCALS GENERATED USING RS 5 = 2*  

SG Ep EASE ~ 9~ N S T E P S  : 2e CCNFIQ = l o t  SGRERIT = 4 . 2 5 0 0  

CMPN .1G : L6TJ ACN 81 :1J  C t -PG-J  
CPNERIT = q .750C 

SG E~ EASE = 9 t  NSTEPS : 2 t  CCNFID = l o t  SGNERIT : 4o25G.D 
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@ X  
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Fig. 5, Second page of the twistanone synthesis search ~ee 

A basic ad hoc heuristic tenet guiding the exploration of the tree derives 
from our assumption tha t  CPMERIT,  a measure of the complexity of a 
given organic molecule on the tree, is a good predictor of the difficulty 
to be encountered in finding a suitable synthesis route for tha t  molecule. 
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If this were indeed the case, then in the best of all possible worlds, for 
suitably correlated and normalized functions for the computation of 
CPMERIT and SGMERIT, the maximum value of SGMERIT in the subtree 
sprouted for a given molecule should be very close in value to CPMERIT 
for that  generating subgoal. If in fact this turns out not to be the case for 
a given subtree, it is reasonable to assume that  the estimate of CPMERIT 
was incorrect, either overestimating or underestimating the complexity 
of the generating subgoal from the point of view of synthesis discovery. 

SYNCHEM executes the obvious conclusion of this analysis. After 
each cycle of subgoal generation, CPMERIT for the generating subgoal 
is adjusted to equal the maximum value of SGMERIT in the new subtree. 
In effect, if that  value is considerably greater that  the original value, the 
algorithm is acknowledging that  the generating subgoal was synthetically 
simpler than it seemed to be on the basis of its structural complexity, 
probably because something similar to it is available as a starting material, 
or because a highly specific and efficient mechanism exists for synthesizing 
a required multi-functional configuration. If, on the other hand, the adjusted 
value is much lower, SYNCHEM is admitting that  the chemistry of the 
generating subgoal is more complicated than meets the digital eye, at least 
insofar as its reaction library is concerned. 

The new value of CPMERIT for the generating subgoal leads to a new 
value of SGMERIT for the subgoal containing that  compound, which in 
turn, may (depending on alternative values of SGMERIT at this next  
higher level subtree) require an adjustment of CPMERIT at the next 
higher level above that.  In this way, figures of merit for that  entire branch 
of the tree up to the root may be substantially altered. 

After the consequences of the most recent generating cycle have been 
propagated throughout the tree, SYNCHEM re-examines the entire search 
tree, selecting the subgoal with the highest current value of SGMERIT 
for further development. I t  will be seen that  at any given moment, except 
for the proviso that  will be mentioned below, SYNCHEM will be focused 
on that  branch of the tree exhibiting the highest values of SGMERIT, 
level by level, along the route to the target molecule. If the algorithm's 
most recent choice of generating subgoal was a good one in that  the predic- 
tion implicit in  its value of CPMERIT is borne out (i. e., the maximum 
value of SGMERIT in the sprouted tree is greater than or equal to CP- 
MERIT), the new subtree will contain the subgoal of choice for the next 
cycle, and exploration will continue down that  branch. (Recall however, 
that  our present function for computing SGMERIT penalizes subgoals for 
excessive depth in the tree, so that depth-first search cannot continue 
indefinitely, even if that  mode isn't excluded by the merit-adjustment algo- 
rithm.) I t  is generally the case that  a branch is continued when reaction 
schema produce subgoals that  split the generating subgoal into two or more 
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smaller substructures (with consequent higher values of CPMERIT),  and 
afortiori so when one of the substructures is discovered on the list of 
available compounds, giving it a value of 10 for CPMERIT.  

If, on the other hand, the most recent choice of generating subgoal 
was a poor one, necessitating downward revision of CPMERIT for the 
generating compound (and hence, downward revision of SGMERIT for the 
generating subgoal), SYNCHEM may  refocus its attention anywhere on 
the search tree, at any level, on any branch. Here we introduce the proviso 
mentioned above. To prevent the program from wildly prancing about the 
tree in response to very mild degradation in SGMERIT in the branch being 
explored, a programmer-adjustable threshold (presently set at 0.5) in 
SGMERIT decay must  be exceeded before SYNCHEM will shift its atten- 
tion to a different branch of the tree. In this way, minor lapses in vision 
on the part  of our figure-of-merit evaluation functions are excused. 

A few final remarks complete our brief description of the search algo- 
rithm. Through the cross-referencing index of the symbol table, adjusted 
values for CPMERIT are t ransmit ted to every instance of the affected 
compound in the tree. Although this procedure can result in a higher value 
of SGMERIT appearing in a remote branch of the tree than that  for the 
generating subgoal in focus, it is not permitted to sidetrack SYNCHEM 
from its current branch when things are going well (i. e., values of SGMERIT 
along the route are monotonically increasing). Pathways to complete synthe- 
ses must of course be suitably labeled, to prevent the program from continu- 
ally rediscovering them. 

We now turn our attention to the terminating synthesis routes discovered 
by  SYNCHEM after a total of approximately twenty minutes of search 
time (Fig. 6). The twistane ring system was first prepared by  Whitlock 10) 
in 1962 and other syntheses 11) have since been published. Conceptually, 
the computer discovered all of these approaches, but  due to presently 
severe limitations on our reaction library, they differ in details. SYNCHEM's 
syntheses need to be further refined by  a knowledgeable chemist before they 
could be considered useful. 

The last step in these published synthetic routes (i.e., the first set of 
subgoals in the problem-solving tree, which is, of course, a record of "work- 
ing backwards") is the intramolecular alkylation of a ketonea). Although 

a) Reaction Schema 11 for Ketone Alkylation. 
O O 

1 II I II 
--C---C-- + R--X ~ --C--C--  

] base I 
H R 

R = fragment to be attached at node adjacent to ketone. 
X and base = variables to be adjusted depending on the attributes of R and the 
ketone. 
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Fig. 6. Syn thes i s  rou tes  discovered b y  S Y N C H E M  for tw i s t anone  af te r  a p p r o x i m a t e l y  
t w e n t y  m i n u t e s  of sea rch  t ime.  S t ruc tu re s  labeled " A "  were found  on t h e  list  of avail-  
able c o m p o u n d s  

there are a number of ketone schema in the reaction library, the program 
selected alkylation because (working backward) it involved breaking a 
carbon-carbon bond. As pointed out earlier, bond-breaking schema generally 
result in simpler subgoals with relatively higher values for CPMERIT, and 
hence, of SGMERIT. 

The symmetries of the twistanone molecule are such that  two subgoals 
are generated by the alkylation schema. Cleavage of bond (a) in 1 gives 
the decalin structure 10, whereas cleavage of bond (b) yields the bicyclo- 
[2.2.2] octane structure 2. The decalin structure is common in organic chem- 
istry, and many derivatives are readily synthesized or are commercially 
available. The program easily found the two "acceptable" syntheses exhib- 
ited. 

134 



The Discovery of Organic Synthetic Routes by Computer 

The bicyclo[2.2.2] octane structure is not as common. I t  is often, and 
usually most conveniently, prepared by a Diels-Alder reaction b) using a 
1,3cyclohexadiene as the diene component. SYNCHEM, too, followed this 
route, producing several "acceptable" syntheses from commercially avail- 
able starting materials. On the other hand, subgoal 5, which appears in the 
interesting and superficially acceptable route through subgoals 8--7-4--3--  
2--1, contains a double bond that  is very unstable. I t  is in fact doubtful 
whether that  structure could exist for any length of time at room temper- 
ature. This is, however, a relatively easy type of invalid subgoal to prune 
from the tree when this class of heuristic is programmed into SYNCHEM. 
Also, SYNCHEM synthesizes Compound 9 by a single Diels-Alder reaction 
using 1,3-cyclohexadiene and 3-butenyl alcohol. As it stands, this reaction 
is not really favorable, although it is conceptually correct. Here, too, ad- 
ditional heuristics would enable the program to choose the correct path. 

I t  is most interesting to note that  in addition to developing synthesis 
routes for the bicyclo[2.2.2] octane structure 2 through a Diels-Alder reac- 
tion, the program also generated the ketones listed as SG 7 and SG 8 in 
Fig. 5 (the second page of the search tree containing subgoals developed for 
structure 2). These molecules, generated by a second alkylation of the 
bicyclic ketone, have never been employed as intermediates in the synthesis 
of the twistane structure, but  it is believed that  SG 8 in particular stands a 
reasonable chance of providing a successful new route to the synthesis of 
twistane and its derivatives. 

A major deficiency of our system as it is presently constituted is its 
neglect of stereochemistry, which accounts for the orientation of atoms in 
space. Compound 10, for example, as displayed in Fig. 6, could represent 
eight different stereo-isomers. Only two of these eight isomers will lead to 
the desired goal, twistanone. UntilSYNCHEM is able to recognize the stereo- 
chemistry of complex molecules, all of its results must be viewed with 
suspicion. 

Considerations of stereochemistry were not included in our first ex- 
plorations with SYNCHEM because we did not forsee at the outset of this 
research that  our initial efforts would take us so far (from the points of view 
of complexity of structures manipulated) so fast. We therefore elected to 
avoid the added complication of spacial variable processing until we had 

io) Olefin chapter Reaction Schema 1 for Diels-Alder reaction. 

~ C ~  1,3 cyclohexadiene 
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mastered the more elementary transformations and manipulations. We were 
surprised to learn that  within the framework of our earliest conceptualiza- 
tion of SYNCHEM, we could execute transformations as complex as those 
demanded by, say, the Diels-Alder schema, and correctly deal with struc- 
tures as complex as the polycyclic twistane ring system. Our internal repre- 
sentation of the molecular structure has been designed to accommodate 
readily to stereochemistry, however, and the experienced computer user will 
recognize that  the addition of the further dimension of bond angle to our 
data base and transformation routines is a straightforward, if rather messy 
problem. At the moment, we lean towards dealing with stereochemistry by 
post-processing, rather than by modification of existing transformation 
routines. That  is, after a set of synthetic routes has been generated without 
regard to the orientation of atoms in space, an editing routine will fill in the 
missing bond angles, and reject those pathways that  violate the stereo- 
chemical constraints of the reaction schema that  are used. 

We promised earlier that  we would indicate where intervention was 
necessary before the complete set of syntheses in Fig. 6 were forthcoming. 
The identification numbers on the figure indicate the order in which 
these compounds were developed. (Other compounds which were selected 
as generating subgoals, but  whose subtrees did not figure in ally of the 
completed routes are not represented in the serial ordering.) After finding 
the acceptable synthetic routes 5--4--3--2--1 and 9--4--3--2--1, and the 
unsatisfactory route 8--7---6--3 2--1, SYNCHEM selected another subgoal 
on that  branch of the tree and began to follow it down a very rapidly- 
proliferating but  sterile subtree. Since the progression of values for SGMERIT 
gave no hint of SYNCHEM's imminent disenchantment with that  branch, the 
search was manually terminated, and the program was started on the decalin 
structure 10, to produce the synthesis routes 13--12--11--10--1, and 14--11-- 
10--1. While we have not yet  been able to find a non-destructive modi- 
fication of the search algorithm which will enable the program to find all of 
the routes in Fig. 6 without intervention and without excessive barren ex- 
ploration, it is clear (if not especially comforting) that  given enough com- 
putation time, the depth-limiting factor in the search algorithm as it is 
presently programmed would ultimately force SYNCHEM to generate the 
complete tree. 

III. Some Further Excerpts  from the Search Trace 

As we remarked above, it is certainly not always the case that  every reaction 
schema in a chapter of the reaction library passes the A-test for that  chapter 
and is accepted for further processing. Fig. 7 illustrates the elimination of 
schema by A-test and, it so happened here, by N-test as well. The arrows 
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ATEST FOR SCFEMA 
ATEST FOR SCHEMA 
ATEST FOR SCHEMA 

ATEST SUCCEEDED 

ELIGIBLE_SCFEMA 

2 ~000~I0~000~0¢~0l~IOC~00110~0~I~I.01101 -- E!SCARDEG 
4 -~O0~O{~]C~C{CO~OOGO~OIIIIO']Z~O000010O - ~ISCARDEC 

CURRENT SCFEMA NUMBER IS i 

GOAL fiATTERN $1VH 

SUBGOAL PATTERN $i t l~  

ALDEHYDE * *  CXICATION OF ALCC~OL * *  LSE DMSO/DCC OR DICHRE~ATE tN H2SO~ 
EASE lO NSTEPS 1 

ALC01 NCT SUCCESSFLL/ 

ALC02 NET SUCCESSFLL/ 2 
*** TEST ANSWERED YES 

Fig. 7. Schema r~ection by A-test and N-test 

indicate where conflicts occur; bits 21, 28, and 29 represent the olefin bond, 
aldehyde, and alcohol, respectively. Schema 2 was discarded because the 
generating subgoal compound has at least one olefin bond and at least one 
aldehyde group (either attribute would have been sufficient to cause re- 
jection). Schema 4 is discarded when the generating subgoal contains an 
aldehyde group, and also when it contains an alcohol. Schema 1, which fails 
outright only in the presence of an ether group (bit 30) is eligible for further 
development. But  here, the discovery by  N-test that  a secondary alcohol 
group is present in the generating subgoal (ALC02 ***TEST ANSWERED 
YES) causes this reaction (OXIDATION OF ALCOHOL) to be rejected as 
well. As in the case of ketone formation by oxidation of an alcohol discussed 
earlier, a tertiary alcohol cannot be oxidized to a carbonyl group, and so 
the presence of bit 29 in the ABITS string is not alone sufficient reason to 
discard the schema. 

A somewhat more complex kind of N-test is illustrated in Fig. 8, an ex- 
cerpt from the trace through the halide library. Schema 1, for the halogen- 
ation of a hydroxy group, can proceed through several different reagents 
of varying acidity (although not every reagent will synthesize every halide). 
Execution of the test for acid sensitivity here adds to the attribute table 
extension a list of all functionalities in thegenerating subgoal that  are attack- 
ed by  acids, together with an ad hoc estimate of the maximum reagent 

137 



H. Gelernter et al. 

CURRENT SCEEMA hUMBER IS 

GCAL PATTERN $2X$k$EJ 

SLBGOAL PATTERN $2X$4~6Q 

FRCM ALCCECLS 
SEXIT 2 
FEXIT 2 
EASE C ,89941  

CURRENT CEAPTER IS hALICE 

ACID SENSITIVE 3 -1G3 0 
FaR 83 RESULT = CCCCCCCCO00CCCCCCCCCCCCCCCCCCO00 
IEST NET £EFINE£ 
lEST NET EEFIhEE 
E~ANCHIhG TC ALCCHCL 
F IR ~ 3  RESULT : CICCCCCOGOGCCCCCCICICtCCCCCCCOCO 

62 SENSTIVEJ 5 .5C00  
~ETHOD l TEE S E N S I I I ~ E :  CANCELLEE 
VETH~D 3 TEE SENSITIVE: CA~CELLE[ 
EASE= C . 8 S ~ 1  
IFERE EXIST 2 ~ET~CCS 
PETHOG EASE NAME 

4 O . B q g 4 I  CChVERT ALCOHCL TC TESYLAIE AND DISPLACE RITH NAX IN  POLAR SCLVENT 
2 0 , 6 9 ~ 2 2  USING TBIChLGRC~ETHYL_TRIPHENYL PHCSPHCAIUM CHLCRIDE 

• * *  C~AhGE EASE VALUE 
NEASE= ¢ . 8 9 ~ L 1 .  

CfiOOSING CELL 22 QF CCAL FaR HATCEIKG~ 3 HATCPES FCLND. 
L66 A ETJ AC EI . : IQ  

SUBGDAL GEAERATED L66 A BTJ CO E I : I C  

NEXT SET CF SUBGDALS FCR TFE SAME SCFEVA 
L66 A BTff A~ E I : I O  

SUBG~AL GEEEFATED LE6 A BTJ AQ E I : I C  
• ~ WHQLE SET EL|PINATEC 

~EXT SET CF SLEGCALS FIR THE SAPE SCEE~A 
L66 A ETJ ~0 E I : | Q  
SLBG3AL GENER~TEC L66 A BTJ ~ E I : I C  
t *  WHflLE SET ELIVINATEC 

L66 A BTJ AQ E l t l G  ~QT AVAILABLE 

Fig. 8. Acid sensitivity scale N-test 

acidity (on an arbitrary scale of 10) that each such group will tolerate. The 
test returns the maximum acidity (5.5 in the example) that  will be tolerated 
by all functionalities in the generating subgoal. In the excerpt from Schema 
1, methods 1 and 3 require reagents of acidity greater than 5.5, and are 
discarded. Methods 2 and 4 remain, and are listed as possibilities. Of these, 
method 4 has the highest ad hoc EASE (for technical reasons, the scale of 
EASE is normalized to a maximum of 1.0 in the halide library) and is the 
method of choice, since it is suitable for any halide. Method 2, which pro- 
ceeds through a rather less acid reagent would have been the sole surviving 
method had the acid sensitivity of the generating subgoal been somewhat 
greater. I t  is suitable only for the synthesis of chlorides, however, and would 
have been discarded if the syntheme being processed had been a halide other 
than a chloride or the arbitrary halide designation. If, on the other hand, 
the syntheme were a chloride or arbitrary halide. EASE would have been 
adjusted downwards as specified, and, in the latter case, the arbitrary halide 
would have been set to chloride in that  branch of the search tree. 
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CPE~ 15 : L66 a E" ALTJ CL:'14 f 
CPMERIT • Eo!125 

PET LEVEL : 6 t  NURSER .CF SUEGOALE = 9t  NUNEER OF CERIVEC CCFPUUhDS : 1E• 

TSC CELL = 6t REACIICN SCFE~A ~ Lt CHAFTER'= CLEFI~ BCNO 

~UHBER OF $UEGCALSEE~ERATEO USING RS I ~ 2o 

BG | t  EASE ~ 9e METERS : Et CC~FEC : EO. SGMERIT B 6.6815 

II *NP. LT=  EUL .~. CPPER|T a E°15C¢ 

CMPh 18.= L6U CUTJ E L : l J  
C~PERIT a E.GOBC 

SG 2t EASE g 9t HETEPS s [s  CCEFEO I , LEt SGHERIT : 6°%375 

~ 1~ ~ ~ ' ~ ' ~  CMPN 19 = J l : l , L L L  
CPFER[T - 7.750C 

CMPK 2G ~ LEU CUTJ 
ERVERIT = 1EoCOGG ICh LIST OF AVAILABLE CCMPOU~DS) 

TSC CELL : 6 t  REACTICK SGFEMA = 2~ CHAFIEK ~ OLEF|K BEND 

~ NUMBER OF S~EGC~LS EEhERATEO US|HE RS 2 w Lo 

SC Et EASE : Bw NSTEPS = Lt CChFlO : 10. SGMERIT m 4o2500 

CMPK 2L : L66 A ETJ Ad El~LJ 
CF~ERIT u 5.~125 

X TSC CELL = 6t RE~ETICN SCFEVA : 3e CHAPTER • OLEF|h BGNC 

~ 0  ~ "CUMBER GF SLEGUALS ~E~ERATEO U,S|NG RB 3 - L° 

S~ 4t EASE = qf  ~STEPS = 1. CCEFID = IO~ SGMERIT m A°6B~§ 

Cr4PN 22 = L66 A ETJ ACVl E l : [ J  
CPMERIT - ~.2BCC 

TEE CELL = 6. REJCIICN SCFEMA = 5t CHAPTER = ELEFIK BCNC 

NUMBER nF BLEGCALS CE~ERATED USING RS 5 u 1. 

OH SC ~t EASE ~ Bt NSTEPS ~ 1~ CC~FIO ~ LOt SGMERIT ~ 4.2580 

C~PN 26 t L66 A BTJ AQ D l~ l J  
CF~ERIT = ~.3125 

X TED CELL m 8. REAETICM SCflEYA : 2~ CHAPTER = CLEFIN BCNC 

hUMBER UF SEEGC~LS EE~ERATEO U~ING RS 2 = 1. 

SG ~. EASE ~ B~ NSTEPS = 1.  CChFlC " 10. SGMERIT = 4.2500 

G~PN 25 = LE6 A BTJ Ad O l ~ l J  
CP~ERIT = 5.E12S 

TED CELL = 8. RE~CTIEN SCFEMA s 3t  CHAPTER ~ .CLEFlh B~NC 

~ ~ 0  ~UM~ER LJF SLEGOALS (ENERATED USING RS 3 = L. 

SG 1. E~SE • 9. NSTEPS s 1~ CC~FEC = 10~ SG~ERET ~ k,EE~5 

C~PN ZE : L66 A ETJ AEVL CL| IJ  
CPPERET ~ S°ESCC 

X TSC CELL " 28. REACTIEN $EHE~A = Le CHAPTER = ~ALlOE 

kU~BEM OF SLEECALS EENERATEO USING AS 1 s 'L° 

$G e~ EASE s 9 .  NSTEPS : t~ CChFEC = 10~ SGMERET ~ ~o~500 

CNPN 28 • L66 A B AUT~ DL=LQ 
CPRERET : " 5 . B l Z ~  

TBC CELL = ~8. RE~CTEEN SCFE~A ~ 3~ CHAPTER w ~ALEOE 

EUHEER OF $LEGCALS ([bERATED USENG RS 3 • L° 

SG ~. E~SE ~ 8 ,  NSTEPS = L~  CC~FEO = 10~ SGNERIT : ~.2500 

CHP~ 29 : L66 A B AUTJ OZUL 
CPWER[I = ~.~12E 

Fig. 9. Partial terminus of first twistanone synthesis route 

PARENT : CMFN 
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A 
CNPN Ig = d l : l : l U l  ~ [  

EPMERIT = 7.T§CB 

PET LEVEL = 5, MUMEER OF SUEGOALS = 10, HUMBER OF [ERIVEC CCMPOUNDE = 12. 

TED CELL = 12t REACTIIN SCEEMA.= "2~ CHAPTER = CLEFIN BOND. 

hUMBER CF SLEGE~LS CENERATEO UEIkG RS 2 = L .  

r ~  SG l=~ EASE = By NSTEPS = I t  C ( E F I D  = 1 0 .  SGMERIT = 8 . 0 0 0 0  

X X CMPN 30 = J l : E I t J  
CPPERIT : 1C. COOC IEh LIST OF AVAILAELE CCMPCUNOSI 

TED CELL = ZZ, MEACTIEN SCHEMA = 3 ,  CHAPTER = CLEFIN BOND 

NIIMBER OF SLBGCALS GENERATED USING RS 3 = I .  

~ 0  ~ SG ? ,  EASE = g t  NSTEPS = 1 ,  CChFID  = 1 0 ,  5GMERIT = " 6 . 8 1 2 5  

CMPN 31 = J I : 2 : I C V I  
X CPHERIT = T . 6 2 5 0  

TEE CELL = ] 2 ,  REACTIEN SCHEMA = 4w CHAPTER = C L E F I N  BOND 

NUMBER OF SLEGEALS GEkERATGD USING RS 4 = 1 .  

SG 3,  EASE = 8 t  NSTEPS • 3 f  CENFID = l o p  SGMERIT = 6 . 2 5 0 0  

O ~  CHPh 32 = E l  
- ~  C H )  ~ r  CFMERIT = IC,COCC | I N  L I S T  OF AVAILAELE CCMPDUNDS) 

X CMPh 33  = V H I = I J  
CP~ERIT  = 7 . 8 1 Z E  

TED CELL = I Z ,  REACTION 5CEEMA = 5~ CHAPTER = CLEF IN  BCND 

~UMBER BF $LBGCALS GENERATED USING RS 5 = l .  
OH 

SG q ,  EASE = B ,  NSTEPS = I ,  CC~FID = 1Dr  SGMERIT = 6 . L 8 7 5  

CMPK 36 = O Y 1 G I / I J  
CPPERIT = 7 . 7 5 0 C  

TED CELL = ] ¢ ,  REACTICN ECEEMA = 2 f  CHAPTER = C L E F I h  BCNO 

~UMBER OF SLBGEAL$ GENERATED USING KS E = l o  

SG 5* EASE = 8 t  NETEFS = t t  C [ h F I O  = lO~ SGMFRIT = 8 . 0 0 0 0  

N GVP~ 35 = J Y I C E : I J  
CPMERIT = LC. COOC (EN LIST OF AVAILAELE GCMPOUNDS} 

TSG CELL = I~, REACIICN ECFEVA ~ 3~ CHAFTER = OLEFIN BOND 

hUMBER ~F SLBGCALS CENERATED LSING RS ~ = 1 .  

0 A SG 6,  EASE = gt NSTEPS = 1 1 C C h E I D  = ZOt SGMERIT = 6 . E 1 2 5  

C~Ph 36 = J L : t Y I B O V Z  
CPMEHIT = T . 6 2 5 0  

TED CELL = 16, PEACTIC~ SCHEMA = ~ CHAFTGR " CLEFIN BOND 

hUMBER CF SUEGCALS CENERATED USING RS 6 = I =  

SG T,  EASE = 8p NETEPS = 3~ CChFID  = 10~ SGHERIT = 8 . 0 0 0 0  

CMP~ 37 = J I = I = L E  

_ 

- L  CPNERIT = IC,GOOC (CN L I S T  OF AVAILAELE CENPDUNDS) 

X BP CNPk 38 = VHH 
LEVERET = LC.O00C ICk  L I S T  EF AVAILAELE CCNPDUNDSI 

TEE CELL = l e t  REACTIEN ECEEVA = 5 t  CHAPTER = CLEFIN BEND 

kUMBER GF S~EGC~LS GENERATED USING RS 5 : L *  

SG E,  E~SE = 8 t  NETEPS = l p  CChFIC  = l O t  SGMERIT = 6 . 1 8 7 S  

CMPh ~ = G I : E : I J  
OH X CPMEBIT = 7 . 7 5 0 C  

TS£ CELL = 6 t  HEACI ICN SCFEMA = I v  CHAETER = h A L I D E  

hUMBER OF SUEGCALS EENERATED USING RS 1 = l e  

SG f.___.v EASE = 9~ NSTEPS = Lo CCNFID = 10~ SGMERIT = 9 . 0 0 0 0  

CMP~ 6 6  : 0 1 : 1 : 1 ~ 1  
O~ CPPERIT = ZC.CDOG ( IN LIST ~F AVAILAELE CCHFOU~)DSI 

TED CELL = 6 t  REACTEEk SCHEMA = 3~ CHAPTER = kALEDE 

~UMUER OF SUBCCAL$ EENERATEO USING 8S ~ = 1 .  

SDIC~ EASE = Be NSTEPE = 1~ CENFIC = 10~ SGMERIT = B°OOOO 

CMPN ~'1 = Z U I : 1 U L  
CPP'ERIT = LC*CaOC (CN L I S T  OF AVAILAELE CCMPOUNOSI 

Fig. 10. Completion of terminus for first twistanone synthesis 

PARENT = CNPN" 15 
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~Y~B~L 

CP # 
1 
2 
.:3 
4 
5 
6 
7 
8 
g 

10 
11 
1z 
13 
14 
15 
16 
17 
18 
19 
20  
21 
22 
23 
2~ 
25 
26 
27 
28 
29 
3O 
3). 
32 
33 
3t. 
35 
36  
37 
38 
39  
4O 
41 

TAELE 

SYN@ 
QOlO 
C06C 
COA8 
CCFC 
0130 
0178 
ClCC 
0208 
C250 
C2qB 
O2EO 
0328  
03~5  
C3BC 
C3F9 
C4qC 
0488  
04C8 
C5C8 
C548 
{ 5 ~ 8  
05CC 
0 6 1 8  
C660 
06~8 
CGFC 
0738  
C780 
0708  
0 8 1 0  
C85C 
C8~C 
C8EO 
CglC 
C950 
C~C 
CgCC 
CAIC 
CA5C 
CAgO 
CACO 

CE~ELCFMENI SITE 
I~STANCES $0 a CF CP # CATALOG# WIS hAME 

I IGUAL CEPFCLHC| L666/BIIEJ A A 2BF J AVTJ 
1 L&661CH 5 5 2AC JT3 BQ 
1 L66 ATJ CCN G-t4G-J 
1 L&6 8VTJ HJ 
L 4 1 L66 ~ e ~ l J  E I : I J  
1 L66 A 5 A~TJ E I : I ~  
1 L66 A B A~TJ E I : I V Q  
I L66 A B A~TJ ElbZ 
l 4 5 L66 A BTJ AC E L : I J  
1 L6TJ  ACN B I : ] J  DI-MG-J 
I LGTJ A-MG-J 5 l : I J  DICI'I 
i LG~TJ C I Y J I : I J  
l LGV~J C l : l J  E I : I J  
1 L66  A E aU-  FTJ E I : I J  
1 2 ~ L66 A B AtTJ Ol:iJ 
I t6@ A BTJ AQ EI: IQ 
1 IUI 
1 . L6U CUTJ E I : I J  
1 2 15 JI:I:IUI 
1 ClCCCC5 LSU CUTJ 
i L66 A 8TJ AJ E I : I J  
1 LOb ~ 8 lJ  ACVI E I : I J  
0 L 6 T J  A l E  8 1 : 1 J  DVH 
1 L66 'A BTJ AQ Ol : I J  
1 L66 A BTJ AJ D l : l J  
1 L66 A BTJ AOV1 O l : I J  
0 L~TJ  AVH 81 : I J  ~ I E  
1 Lb& A B AUIJ 01:1Q 
1 L66 A B AUTJ OLtl 
I I~C~65 J l : 2 : l J  
1 J l : 2 : l O V l  
1 ~ C ~ 0 0 2  E1 

~ H I : I J  
1 Q ~ l ~ l : l J  
1 156~74 J Y l g l : I J  
I J l : I Y l & O t l  
1 I~5~03 J l : l : I E  
1 FC15587 VHH 
1 ¢1:2:1J 
1 11C361 C I : I : I U 1  
1 ~CCC031 I U l : I U i  

Fig. 11. Symbol table after the first synthesis was completed 

We conclude our discussion of the twistanone search trace with the two 
pages of the tree that contain the terminus of the first synthesis route in the 
tree. It will be seen that subgoal 2, derived through a Diels-Alder schema, 
splits the generating subgoal into a cyclic compound which is found on the 
shelf library (1,3-cyclohexadiene) and a simple linear halogenated alkene, 
which is assigned a relatively high value for CPMERIT (Fig. 9). The result- 
ing high value for SGMERIT makes subgoal 2 the choice for the next gener- 
ating cycle (Fig. 10), where five routes terminate in the shelf library. Two 
of these (subgoals 1 and 5) synthesize the olefin bond by dehydrohalogen- 
ation, one (subgoal 7) synthesizes the olefin bond with a Wittig reaction 
(notice that NSTEPS = 3 for the Wittig), one (subgoal 9) synthesizes the 
halide from the alcohol, and one (subgoal 10) synthesizes the halide from the 
olefin bond. SYNCHEM'S preferred route (i.e., with the highest value for 
SGMERIT) is subgoal 9, synthesizing the 3-butenyl halide from 3-butenyl 
alcohol. Fig. 11 is a printout of the symbol table at this stage of the search. 
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IV. Other Results  

Earlier, we gave "several dozen" as the number of synthesis problems 
SYNCHEM had solved to date. I t  is impossible to be more precise than this, 
for organic structures which taxed the limits of SYNCHEM's competence 
at earlier stages in its development often reappear in identical or closely 
related form in our more recent work as subgoals for a far more complex 
target compound. Should the earlier synthesis still be counted among our 
successes, such as they are ? And if so, should not every synthetic route to 
every intermediate compound in our later syntheses also be counted sep- 
arately ? 

Rather than wrestle with this issue, which is obviously a moral rather 
than a scientific one, we have elected to count only the several dozen or so 
distinctly different kinds of organic structures we have dealt with as separate 
problems. Since our interpretation of "distinctly different" is highly sub- 
jective (we tend to define differences in terms of SYNCHEM's behavior), 
our answer to the question "How many?"  must always remain vague. 

One of these results, however, deserves special mention. The target 
molecule was Vitamin A, an organic structure of obvious bio-chemical 
interest, and one for which there exist a number of well-known synthetic 
routes. In this case, the program, guided by ostensibly reasonable albeit 
incomplete heuristics, produced a collection of relatively poor syntheses 
(Fig. 12). SYNCHEM started out correctly enough by recognizing that  a 
Wittig reaction for preparation of the olefin bond provided a likely approach 
to the problem. This being the case, the program, again correctly, preferred 
to prepare the ester (2) by the Wittig reaction, rather than the target mole- 
cule directly, observing that  the hydroxy group in Vitamin A renders the 
direct Wittig (the left branch of the tree sprouting from the target molecule) 
less favorable. SYNCHEM performed well, too, in recognizing that  the 
Wittig schema applied to the olefin bond indicated by the arrow in the target 
molecule (and also in the ester, 2) generates as one of the two subgoal 
reactants the readily available compound fl-Ionone, which can provide, 
prefabricated, much of the complex functionality required for the target 
molecule. Here, however, SYNCHEM lacked the heuristic sophistication to 
forsee that immediate application of the Wittig schema to the indicated 
olefin syntheme to "separate out" the fl-Ionone would produce a subgoal 
(3, in Fig. 12) of such synthetic complexity as to confound its resources at a 
later stage of the search. The relatively reactive and varied functionalities in 
the molecules generated as subgoals for the synthesis of Compound 3 make 
them undesireable reactants for a procedure with so many steps. A far better 
synthetic route for Vitamin A (following the well-known procedures in the 
literature) calls for building the target molecule little by little, starting with 
fl-Ionone, and adding a few carbons at a time to the chain. (From the back- 
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Fig. 12. Synthesis routes discovered by SYNCHEM for Vitamin A after approximately 
ten minutes of search time 

ward point of view of the search tree, this means that  the fight-most olefin 
bond in 2 should have been selected for development by the Wittig schema, 
then the properly prepared rightmost olefin bond in the ring-containing 
fragment produced by the first Wittig, and finally the fightmost olefin bond 
in the ring-containing fragment generated by the second Wittig to "sep- 
arate out" the/~-Ionone.) 

A postmortem on the Vitamin A output resulted in the formulation of 
an interesting new heuristic which, we feel, will enable SYNCHEM to dupli- 
cate an important kind of insightful behavior exhibited by chemists faced 
with the problem of finding synthetic routes for very complicated organic 
molecules. Although it was invented to save us from being embarrassed by 
Vitamin A, the heuristic is clearly of general applicability for organic syn- 
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thesis discovery, and is probably generalizable to other areas o f  heuristic 
problem solving. 

Briefly expressed, the heuristic is intended to inform the search algorithm 
when a complex multifunctional target molecule contains within it a sub- 
structure which carries a large part of the complex functionality such that, 
when separated from the rest of the molecule by a carbon-carbon bond- 
splitting schema, the substructure is immediately available on the shelf list. 
This is seen to be the case for Vitamin A, where fi-Ionone is the substructure 
in question. Noticing this particular set of circumstances, the organic chem- 
ist (who, it should be pointed out, must be sufficiently skillful and experienc- 
ed to recognize the available substructure) will almost always plan his 
synthetic routes to make use of the prefabricated substructure in building 
the target molecules. He does this by focusing his transformations and 
manipulations on those synthemes of the target molecule which are not part 
of the substructure, leaving the latter intact insofar as possible. He allows 
himself complete freedom in choosing the point along the synthetic route 
(looking forward, from starting materials to goal compound) at which the 
substructure is to be introduced into the preparation. SYNCHEM, on the 
other hand, will strongly prefer to follow that  branch of the search tree 
where the substructure is first uncovered and found to be available, for a far 
simpler compound will in general remain to be prepared to complete the 
synthesis down that branch. Unless the search algorithm is provided with 
means to override the standard SGMERIT computation when circumstances 
demand such a course, SYNCHEM's prospects for simulating the intelligent 
behavior of human chemists will be severely restricted. The program would 
always be forced to pursue that  path which was naively determined to be the 
obviously simplest one, missing all those routes which avoid hazards by 
taking a detour. 

That  SYNCHEM already behaves this way to a limited extent is evident 
in the first level of the Vitamin A synthesis tree, where the algorithm elects 
to develop the apparently more complex ester 2 rather than the obviously 
simpler compound 8 which remains after the fl-Ionone, 8a, has been sepa- 
rated out. An N-test for the Wittig reaction (olefin chapter, Schema 4) 
which checks for the presence of a hydroxy group in the target molecule en- 
abled SYNCHEM to make the correct choice of subgoal. A positive result 
for the test causes the search algorithm to boost up the value of SGMERIT 
for the alternate branch of the tree that synthesizes the hydroxy group from 
the ester, providing that the ester subgoal passed its own A-,  N-,  and F-tests 
to earn a place on the tree. Thus, if a reasonably good transformation from the 
ester back to the alcohol is not available, SYNCHEM will follow 
its normal preference and choose the subgoal-simplifying reaction. 

Programming the more general heuristic procedure for enabling SYN- 
CHEM to override its naive choice of preferred subgoal (we call it the ASM, 
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for Available Substructure Maintenance, heuristic, since its purpose is to 
keep the available substructure intact while allowing free development 
of the other synthemes in the target molecule) has been a much more difficult 
task. While it is easy enough to define the function of the heuristic concept- 
ually, its realization as a collection of subroutines within the problem- 
solving environment of organic chemistry has proved to be a challenging 
exercise in program design, and at the time of writing this report, was not 
yet ready for incorporation into SYNCHEM. With the ASM heuristic a 
working part of the search algorithm, the development of the Vitamin A 
syntheses will be modified in the following way. Having recognized tS- 
Ionone to be a complex but  available substructure of the target molecule, 
tile program identifies those atoms and synthemes of Vitamin A which 
are contributed by the /~-Ionone. The purposes of the heuristic are 
achieved it two ways. First, the value of SGMERIT is penalized for all 
subgoals developed for the identified synthemes, and second, the value 
of CPMERIT for all other generated subgoal compounds is computed as if 
the identified atoms and synthemes were not part of the structure. The latter 
procedure informs the search algorithm that  subgoal compounds which 
contain the intact substructure of/5-Ionone are less complicated than they 
might appear to be, and in fact, no more complex than tile part that  remains 
after the/~-Ionone is separated out. While the Vitamin A synthesis has been 
used to illustrate the function of the ASM heuristic, it is clear that its applica- 
tion is completely general in the context of organic synthesis discovery. 

V. Conclusion 

We are by no means so sanguine that we claim more for our achievements 
to date than that they make initial inroads into a problem domain that 
offers rich rewards to its ultimate conquerers. We do feel, however, that 
they are of sufficient substance to warrant the conclusion that our approach 
to the problem of computer-desigued organic synthesis can yield a system 
of real value for the synthetic chemist, perhaps useful enough to be routinely 
called upon in organic chemical investigations. The reasonable computation 
times achieved on our IBM System 360/67, averaging about 30 sec for each 
cycle of subgoal generation, encourage us to believe that  our ultimate goals 
are well within the capability of contemporary computer technology. 

Even in its present rudimentary stage of development, SYNCHEM is 
often successful in "roughing out" synthetic routes that are conceptually 
correct. I t  is clear that  an enormous amount of work remains to be done 
on our reaction library, both extending and refining it, before the details 
are set to right. From the start, SYNCHEM enjoys certain advantages over 
its human counterpart, for it is not hindered in planning a synthesis by the 
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difficulty of visualizing three-dimensional structures. For example, it may 
not be immediately obvious to the chemist that structures a and b in Fig. 13 
are identical, or, in viewing structure a, that  it possesses a plane of symme- 
try. To the program, the properties of a given structure are computed 
from the TSD. They are, of course, independent of the organization of the 
data, provided that  the connectivity is expressed correctly. 

a b 

Fig. 13 

By the same token, SYNCHEM can rapidly identify structural features 
in organic molecules that  may not be immediately obvious to chemists. 
Tricyclo[2.2.2.02,rJoctene is a complex organic molecule whose synthesis 
could pose problems for the inexperienced chemist. The program immedi- 
ately recognizes the structural features necessary for a Diels-Alder reaction, 
and suggests that  this molecule might be synthesized in one step from the 
considerably simpler 6-vinyl-l,3-cyclohexadiene (Fig. 14). In fact, because 
the computer is immune to the bias of experience that  the chemist might 
find difficult to avoid when the molecule he must synthesize seems similar 
to one whose synthesis he knows, it would not be surprising if SYNCHEM 
were to find novel, and possibly superior, routes for the synthesis of well- 
known compounds. I t  is for this reason that completely self-guided synthesis 
discovery programs, as opposed to user-guided interactive ones, are of 
genuine interest to chemists as well as to computer scientists engaged in 
artificial intelligence research. 

6-Vinyl-1,3-cyclohexadiene Tricyclo[ 2.2.2.02"6]oetene 

Fig. 14 

We were able to master the mechanics of synthesis discovery relatively 
quickly because we were able to profit from much of the published work in 
heuristic problem solving that  makes up a substantial part of the early 
literature of artificial intelligence. The computer's present lack of bril- 
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liance in organic chemistry itself is, we feel, correctable. Even in its current- 
ly naive stage of development, the program and data structures provide for 
the consideration of many factors of importance in synthetic chemistry, 
but  for which the heuristic decision functions have yet to be programmed. 
For example, we have not yet applied the heuristic coefficients stored in the 
machine's internal representation of the TSD which are intended to suggest 
the degree to which electron-withdrawing or electron-donating tendencies 
of specific functionalities are transmitted to neighboring carbon atoms at 
varying distances from the activating site. Indeed, once the ASM heuristic 
is a working part of the SYNCHEM search algorithm, some recent work of 
Feldmann, Heller, Shapiro, and Heller 12), offers intriguing possibilities. 
As part of a collection of programs prepared for the National Institutes of 
Health, and intended to provide extensive chemical documentation and 
information retrieval services in an interactive computer system, they have 
written a series of subroutines called SSS (for Substructure Search) and 
RSS (for Rapid Structure Search) which take as input the specification of 
an organic substructure, and deliver as output those items on a very large 
file of organic compounds that have the input substructure imbedded 
within it. I t  is easy to see how one might combine substructure search with 
the ASM heuristic to guide the development of the synthesis search tree to 
terminate on starting materials that  provide the maximum prefabricated 
functionality for the target molecule, and hence, presumably, the most 
efficient syntheses. 

Although SYNCHEM cannot generate intermediate organic structures 
that  violate the rules of bond multiphcity, it can and does (as we have seen 
in the twistanone trace) generate molecules that  cannot exist for some other 
reason, excessive bond strain, for example, or energetic instability. Here, 
the earlier work cited in theorem proving offers few clues to how one should 
proceed. For while the geometry program, for example, could test the 
validity of a generated expression by interpreting it in a model of the formal 
system (in that  case, a diagram), no such simple device is available to us now 
to determine whether a molecular structure can in fact exist under the con- 
ditions specified for the synthesis. One can, of course, make use of chemical 
tables if the molecular structure in question is a known one and the informa- 
tion required is in the literature. To restrict the program to such intermediate 
compounds, however, and have it assume that  untabulated structures 
cannot be valid subgoals, would severely limit the range of possible syntheses 
that might be discovered. Failing a response from a table lookup, then the 
validity of a computer-created molecule as a subgoal might be determined 
in one of two ways. First, we may press into service whatever results of 
physical chemistry we can systematize, generalize, and formalize sufficiently 
to incorporate into tree-pruning heuristics. These could be as simple-minded 
as a program which estimates melting and boiling points from the mole- 
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cular weight and comparisons of the carbon skeleton of the unknown 
compound with a standard scale of materials, or as sophisticated as an 
application of some form of Wahl's BISON program 18), which, by solving 
in approximation a quantum-mechanical model of the electronic structure 
of the molecule in question, is able to compute electron bonding energies, 
charge distributions, and estimates of certain macroscopic physical proper- 
ties of the compound. Falling towards the lower end of the scale in sophisti- 
cation are heuristics of the kind that  could eliminate compound 6 from the 
twistanone search tree (Fig. 6), which is based upon the empirically observed 
instability of a double bond to a polycyclic ring junction. 

A second possible approach to the question of determining subgoal 
validity is that followed so often by the chemist; do (or in the case of our 
program, suggest) an experiment to supply the missing information. 

Thus far, we have confined our attention to solution generation, the 
analytic search phase of a complete synthesis discovery system. Once the 
analytic search routines have accumulated a satisfactory set of proposed 
syntheses for the target molecule, solution evaluation procedures must now 
be applied to sort out the good and usable routes from the merely reasonable 
ones. Of two proposed syntheses, each requiring the same number of steps 
from essentially similar starting materials, it is quite possible that one might 
produce a high yield of the target molecule in the pure state, while the other 
might result in negligible yield in a difficult-to-separate mixture of by- 
products. Our next step, then, must be to invert the analytic search 
(backwards, from goal to starting point) used to discover the proposed 
solutions, and adopt a synthetic approach (forwards, from starting materials 
to goal), literally doing chemistry by computer. In this synthetic recon- 
struction phase, each designated reaction of a proposed synthesis is simulated 
in the computer to determine what happens in addition to the interaction 
for which that mechanism was selected. Thus, if a given syntheme is to be 
prepared by reacting specified functional groups on two starting compounds, 
we must predict which other functionalities, if any, in the starting com- 
pounds will interact at the same time, and what byproducts will thereby 
enter the arena, and in what concentrations. Or, if the specified groups 
can interact in more than one way, we must estimate the relative yields of 
the competing reactions. Some of these judgements are of course part of the 
chemical heuristic tests which are applied during the process of subgoal 
generation, but here we wish to make quantitative, rather than qualitative 
determinations. Once again, the program must make use of tables, physical- 
chemical models, heuristics, and occasional requests for experimental data 
to aid in estimating relative yields and byproducts, and to estimate separa- 
tion efficiencies when mixtures are produced. The overall evaluation of the 
relative merit of each of the proposed syntheses will be a composite of the 
propagated yield and ease of execution of each step of a procedure (including 
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s e p a r a t i o n  a n d  pur i f i ca t ion  stages) ,  mod i f i ed  b y  t h e  s t a r t i n g  cons t r a in t s  

on t h e  p rob lem.  I t  goes w i t h o u t  s ay ing  t h a t  t h e  f inal  j u d g e m e n t  r e m a i n s  

t h e  p r e r o g a t i v e  of S Y N C H E M ' s  chemis t  users.  
W e  do n o t  u n d e r e s t i m a t e  t h e  d i f f icu l ty  of r e n d e r i n g  t h e  s y n t h e t i c  

r e c o n s t r u c t i o n  phase  of our  s y s t e m  in sof tware .  Neve r the l e s s ,  t hose  aspec t s  

of t h e  p r o b l e m  t h a t  fal l  w i t h i n  t h e  d o m a i n  of c o m p u t e r  sc ience  seem wel l  

e n o u g h  defined,  and  so lvab le  w i t h  no m o r e  t h a n  t h e  usua l  p o r t i o n  of pa in  
a n d  suffering.  I t  is less c lear  to  us a t  t h e  m o m e n t  ju s t  h o w  we  wil l  i n t r o d u c e  

a m e a s u r e  of t h e  chemis t ' s  w i s d o m  in to  S Y N C H E M ' s  eva lua t ions .  B u t  

i t  is in t he  n a t u r e  of ar t i f ic ia l  in te l l igence  r e sea rch  t h a t  such  b e h a v i o r  

seems  to  e v o l v e  f r o m  t h e  a c c u m u l a t i o n  of m a n y  obv ious  l i t t l e  so lu t ions  to  

m a n y  i m m e d i a t e  l i t t l e  p rob lems .  W e  h a v e  no reason  to  be l i eve  t h a t  a n y t h i n g  
o t h e r  t h a n  th is  wil l  be  t h e  case for  S Y N C H E M .  
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