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M. Simonetta 

I. Introduct ion 

Until a few years ago theoretical chemistry could have been more 
properly called theoretical molecular physics. Most papers in the field 
had the object of calculating in a more or less sophisticated way the 
properties of the ground state of simple, isolated molecules, or the differ- 
ence in energy and transition probability between the ground state 
and low-lying excited states. 

Frequently the work involved conjugated molecules to which , - -~ 
approximation could conveniently be applied, thus drastically reducing 
the number of electrons in the calculation. Electronic population 
analysis was usually added to the energy calculations and a theoretical 
dipole moment was obtained that could be compared with the experi- 
mental data. With the advent of NMR. and ESR. spectroscopy other 
observables became available, and theory was successfully applied to the 
interpretation of these spectra. However, very little was done in the 
field of real chemistry, that is, in the study of reaction mechanisms and 
reaction rates. Over the last decade the availability of large electronic 
computers, the introduction of approximate but  reliable quantum 
mechanical methods which include all the electrons, or at least all 
valence electrons in a molecular system and the discovery of the rules of 
orbital symmetry have led to a significant change of the situation. 

With these tools at hand, theoretical chemists were in a position to 
consider the reactivity problem in a new perspective. It  became possible 
to predict which reaction mechanisms would lead to reasonable or to 
abnormal energy barriers, and to calculate with acceptable accuracy 
barrier heights, complete potential surfaces, or even trajectories on these 
surfaces. The geometry and electronic structure of short-lived species 
such as activated complexes or unstable reaction intermediates were 
obtained this way. This gave the experimental scientist invaluable infor- 
mation about species not amenable to experimental investigations. 

The aim of the present review is to provide chemists with a general 
survey of the different techniques now available for the theoretical eval- 
uation of reaction paths. Qualitative work is based nowadays mainly 
on orbital symmetry rules; this topic is given special emphasis here, 
since the method is of general use in everyday chemistry. Methods that 
require actual computation are described in the second part of this 
review under the heading semi-quantitative methods, since a complete, 
non-approximate, quantum-mechanical calculation of a reaction rate 
has never yet been carried out, even for the simplest systems. 
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Qualitative and Semiquanti tat ive Evaluat ion of Reaction Pa ths  

II. Orbital Symmetry Rules 1) 

In 1965 R.B. Woodward and Roald Hoffmann 2) defined electrocyclic 
reactions as the two following processes: 

I II 

In reaction I -~ I I  a linear system containing k ~ electrons closes to a ring 
system containing k- -2  ~ electrons,while the number  o f .  bonds isincreased 
by  one. Reaction I -~ I I  can occur following two different paths, a "dis- 
ro ta tory"  one, I I I  -~ IV 

L 

C o 
D C 

m IX 

and a "conrotatory" one: V -* VI 

C ~ C 

D D 
X X~ 

Among other examples, they quote the thermal isomerization of cyclo- 
butenes as conrotatory, and the cyclization of hexatrienes to cyclo- 
hexadienes, which is disrotatory if obtained thermally and conrotatory 
when obtained photochemically. 

The explanation offered for the stereospecificity of electrocyclic 
transformations was in terms of the properties of the highest occupied 
Htickel molecular orbital (HOMO) of the open chain molecule. 
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For thermal reactions, the HOMO is the bonding orbital of highest 
energy. In  systems containing 4n electrons the symmetry  of this orbital 
is such that  positive overlap between the 7~ orbitals centered on the two 
terminal atoms obtains through the conrotatory motion, while in systems 
containing 4n + 2 electrons the favourable motion is disrotatory, as can 

a) b) 
Fig. I. a) Conrotatory motion in 4n electron systems; b) disrotatory motion in 4n + 2 
electron systems 

be seen in Fig. 1. On the other hand, excitation of one electron to the lowest 
unoccupied molecular orbital (LUMO) reverses the symmetry  relation- 
ship at the two terminal atomic orbitals; thus reactions tha t  proceed 
thermally by  a conrotatory path  follow a conrotatory course when 
photochemically excited ,and vice versa. 

Of course, the symmetry  rule specifies which of the two possible 
courses is favored without excluding the other one; the alternative can 
be favored by  other factors which the simple HMO theory does not take 
into account. For example, cis 1,2,3,4-tetramethylcyclobut-l-ene con- 
rotatorily transforms into cis-trans tetramethylbutadiene when heated 
at 200 °C. But  in dimethylbicycloE3.2.0]-heptene the presence of the 
five-membered ring makes the conrotatory process impossible, and the 
opening reaction to 3-dimethyl-cycloheptadiene occurs at 400 °C, prob- 
ably via a disrotatory process. 

a) b) 
Fig. 2. a) HOMO in the allyl cation; b) HOMO in the allyl radical and anion 
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Qualitative and Semiquanti tat ive Evaluat ion of Reaction Pa ths  

By these simple rules Woodward and Hoffmann predicted a disrota- 
tory course for the opening of the cyclopropyl cation in its ground state 
to the corresponding allyl cation, while the thermal opening of cyclo- 
propyl radical and anion to allyl radical and anion is conrotatory. A 
glance at Fig. 2 clearly shows the reason. Reverse predictions can be 
made for photochemically induced reactions. 

Note that for every electrocyclic reaction there are two con- 
rotatory and two disrotatory motions that may or may not be distin- 
guishable. For example, the two conrotatory motions for trans 3,4- 
dimethylcyclobut-l-ene lead to cis-cis and trans-trans-l,4-dimethyl- 
butadiene: 

/ ~ - ~ R  ~-]tE- ~ ( < R  

In fact, only the trans-trans isomer is obtained, probably because of 
steric factors. 

A few months after the communication by Woodward and Hoffmann, 
H. C. Longuet-Higgins and E. W. Abrahamson 8) suggested a different 
approach to the problem of stereospecificity of electrocyclic reactions, 
based on correlation diagrams between the orbitals, the electron con- 
figurations, and the states of the reactant and the product. 

Let us consider again the cyclobutene-butadiene reaction. The 
molecular orbitals of cyclobutene that undergo a radical change in the 
course of reaction are ~ and ~*, the bonding and antibonding orbitais 
of the bond that is broken, and ~ and re* the bonding and antibonding 
orbitals of the double bond. 

The corresponding orbitals in butadiene are +1 +~ +3 +4, that is, 
the two = bonding and the two r~* antibonding orbitals, in order of 
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increasing energy. The two sets of orbitals can be correlated on the basis 
of their symmetry. Consider the reaction along the conrotatory path. 
The system preserves throughout the reaction a twofold axis of sym- 
metry C2, and each orbital may be classified as A or B, that  is, symmetric 
or antisymmetric about this axis (Fig. 3). In the disrotatory reaction 

I 

t H 

I t H 
l 
i H 

H H 

H H 

H H 

a) b) 

Fig. 3. The C2 axis and the symmetry plane in cyclobutane. The arrows indicate the 
motion of atoms in the conrotatory (a) and disrotatory (b) modes 

a symmetry plane is mantained (Fig. 3) and the orbitals may be classified 
as symmetric (A') or antisymmetric (A") with respect to this plane. The 
orbitals of butadiene can be classified in the same way and the results 
for reactant and product are shown in Table 1 and Fig. 4. 

Table 1. Classification of orbitals in cyclobutene and cis butadiene 

Symmetry cyclobutene ds butadiene 

Conrotatory path fA ~, ~" '*z, *4 
/ B 

Disrotatory path fA '  a, ~ ql, +3 

From the correlation between orbitals we can derive the correlation 
between electron configurations. The results are given in Fig. 5. The 
broken arrows correlate electron configurations. However, electron 
repulsion prevents states of the same symmetry from crossing, and the 
full arrows represent correlations between the states. I t  appears that  the 
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G 4+ B ~ A  'IP4 E 

E o+ +-,, A B ~3 

, ,  

G "g" ~1 ..<_1=_/~1" 'tp4 
+ 

o 

a) b) 
Fig. 4a and b Correlation diagram 1or orbitals in the cyclobutene-butadiene inter- 
conversion; a) conrotatory motion; b) disrotatory motion 

reaction should follow the conrotatory pa th  for molecules in the ground 
state and the disrotatory path  for molecules in the first excited state. 

02.+~'++__ 

0.2~ 2 

B , , ~ , . / - - ~  +,+,, .,v+.,v,, 
%~Pa% 

B B 

+ - . -  , + P ~ v ~  
A A 

o20#2____. ~2.2 

o+'+o++--~ ~ ---~+,+,P+.v:,m 
. l A x  

a) b) 
Fig. 5a and b. Correlation diagram for electron configurations and states in the cyclo- 
butene-butadiene interconversion; a) conrotatory motion, b) disrotatory motion 

The same conclusion had been derived by  the Woodward- 
Hoffmann approach. For the hexatriene-cyclohexadiene system too, 
the results are coincident for the two approaches. The situation is 
slightly different in cyclopropyl-allyl systems. The two methods give 
the same results for ions but for the radicals, both in the conrotatory 
and disrotatory modes, the ground state of each radical is correlated 
with an excited state of the other. The thermal reactions should prefer 
the conrotatory to the disrotatory pa th  but  would require a larger 
activation energy than the corresponding transformation in the cations 
and anions. The conrotatory motion should also be preferred in the 
photochemical reactions. The correlation diagrams for the orbitals and 
the electron configurations and states are shown in Figs. 6 and 7. 



Fig. 6a and b. Correlation diagram for the orbitals in the cyclopropyl-ally1 
systems; a) conrotatory motion; b) disrotatory motion 

A- lp: 

A-A- W:W: 

a m  - A- v1v2 

2 u -  A-A- 4 

Fig. 7a and b. Interconversion of cyclopropyl and ally1 cation (I) ,  radical (Z), 
and anion (3) : correlation diagrams for electron configurations and states; a) conro- 
tatorymotion; b) disrotatory motion 
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Woodward a n d  Hoffmann had been privately informed of the 
method of correlation diagrams 3) and published in the same issue of the 
same journal a s tudy of concerted intermolecular cycloaddition reactions, 
for which selection rules were established by  means of correlation dia- 
grams for molecular orbitals 4). 

First, let us consider the case of the formation of cyclobutane from 
two ethylenes: the two reacting molecules lie one above the other in 
parallel planes (Fig. 8). The molecular orbitals may  be classified with 

f 

Fig. 8. The approach of two ethylene molecules to form cyclobutane. The symmetry 
planes ~1 and ~2 are also shown 

respect to two planes of symmetry,  *1, a plane bisecting the ethylenes, 
and *2, a plane parallel to the planes of the ethylenes and midway be- 
tween them. In the reactants we have two orbitals of type ~ and two 
orbitals of type ~*. In the product we have instead two bonding orbitals 
, and two antibonding orbitals **. To make the symmetry  cla, ssification 
possible, we have to consider the combinations ::1 + ~2, ~1 4-~2, *1 4- *2, 
*1 4- *2. The projection of these orbitals upon the plane containing the 
four carbon atoms, orthogonal both to *1 and *2, is shown together with 
the symmetry  classification with respect to *1 and *2 in Fig. 9. The 
correlation diagram for these orbitals is shown in Fig. 10. The orbitals 

SS and n* AS, which are bonding in the region of the reaction, decrease 
in energy along the reaction coordinate, while the orbitals n SA and ~* 
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a. 

88 
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88 88 
a 2  
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88 
88 

AA 

8 8 
g ~  

S S  

8 8  
9 g  

SA 

8 8  
g g  

AS 

8 8  
g g  

AA 
Fig. 9. Classification of orbitals in cyclobutane and two ethylenes 

AA' ' 
A S "  

SA '' 
S S "  

AA 
SA 

i' 

~ AS  
~ S S  

C"-"C C ~ C  
I I 

C'-'-C C-'--C 

Fig, I0. Correlation diagram for molecular orbitals for two ethylenes and cyclobutane 
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I 
I 

Fig. l l .  The approach of ethylene and butadiene 

E ~ * A m  

~ A m  

~ S  

- * ~ J  / 
m ~ A  

O'*A 
o.'~S 

~'~A 

. ~ S . 4 ~ . .  ~ s  

~ o A  
~ o ' S  

( II O 
Fig. 12. Correlation diagram for the reaction ethylene + butadiene-~ cyclohexene 
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AA that  are antibonding in the same region increase in energy. We may  
notice a crossing of bonding and antibonding levels. Let us consider 
now the addition of ethylene to butadiene. The two molecules approach 
lying in parallel planes, and there is now only one plane of symmetry,  
*1 (Fig. 11). The levels are classified as symmetric or antisymmetric 
with respect to *1. The correlation diagram is reported in Fig. 12. The 
three orbitals of S symmetry  interact: the one with the lowest energy 
decreases in energy, the highest one increases, and the middle one remains 
almost constant. A similar interaction occurs with the three A orbitals, 
but  there is no crossing of bonding and antibonding levels here. 

If we compare Figs. 10 and 12, we see that  1,2 additions are sym- 
metry-forbidden processes in the ground state, while 1,4 additions are 
symmetry-allowed. If  one electron is excited to the next higher level, 
the energy along the reaction path  is decreased for 1,2 additions and 
increased for 1,4 additions. A reasonable generalization leads to the 
statement that  correlation diagrams without bonding-antibonding 
crossing are characteristic of allowed thermal reactions, while diagrams 
in which bonding levels are correlated with antibonding levels are 
typical of photochemical processes. 

The following rules may  be derived, in which m, n, p, are numbers of Tc 
electrons, and q is an integer, null or positive: 

a) electrocyclic reactions, in which one ~ bond disappears and one 
bond forms, 1= -~ 1~ 

I 

I 

I 

a o r C  2 

The allowed reactions are disrotatory if thermal, or conrotatory if photo- 
chemical when m, the number  of ~ electrons in the open molecule is 
4q + 2, and vice versa when m = 4q. 

b) reactions of type 2~ -~ 2 ,  are thermally allowed if m + n  = 4 q  + 2 ,  
and photochemically allowed when m + n = 4q. 
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I 

U. 

c) reactions of type 3n -~ 3~, with a plane of symmetry  bisecting m 
are thermally allowed if m = 4q + 2 (any p) and photochemically allowed 
when m = 4q (any p). 

! 
! pq.:,gp 

I 
a 

d) reactions of type 4=-~ 4~ are thermally allowed for m+n-----4q 
+ 2 (any p), photochemically for m + n = 4q (any p). 

I 

! 

U° 
I 

These rules can easily be checked by counting the numbers of levels of 
a given symmetry  (e.g. S) in reactants and products. If  the numbers 
are equal the reaction is thermally allowed, since there are no bond- 
ing-antibonding crossings. Let us consider, e.g. 2~ ~ 2e reactions. In 
a reagent molecule with m ~ orbitals there are m/4 bonding rc orbitals 
with S symmetry  if m/2 is even (e.g. butadiene, m=4, m/2---2, 
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r a + 2  
m / 4 = l ) ,  but  4 such orbitals if m[2 is odd (e.g. ethylene, 

r a + 2  m + 2  
m = 2, m[2 = 1, 4 - -  1 ; hexatriene, m = 6, m/2 = 3, ~ = 2). 

The same component in the product will contribute m - - 2  r~ orbitals, 
and so m/4 bonding r: orbitals of S symmetry  if m/2 is even, and hence 
ra - - 2  m - - 2  

is odd, but  - - - 4 - -  bonding r~ orbitals of S symmetry  if m/2 is 

r a - - 2  
odd, and hence ~ is even. The ~ levels in the product will contribute 

one bonding level of S symmetry.  I t  follows that  in thermally allowed 
reactions the number of bonding ~ orbitals of S symmetry  in the reagent 
must  be greater by  one than the number of the orbitals of the same 
kind in the products. 
There are three possibilities: 

1) if m-----4ql and n = 4 q 2 ,  the number of bonding 7~ orbitals of S 
symmetry  is ql + q2 before and after reaction 

2) if m = 4 q l + 2 ,  n=4q2 (or vice  versa), we have q l + q 2 + l  
levels before and ql + q a  levels after the reaction 

3) if m = 4 q l  + 2 ,  n=4q2 + 2 ,  the numbers of levels are ql +q2  + 2  
and ql +q2.  

I t  is immediately seen that  only in case 2 is the reaction thermally allow- 
ed. The condition can be reformulated as follows: 

n + m  = 4 q l  +4q2 + 2  = 4 q  + 2  where q = q l  +q2  • 

The smaller allowed, concerted cycloaddition reactions are collected in 
Table 2. 

Table 2. Allowed eycloaddition reactions 

Type  of reaction Thermal ly  allowed Photochemical ly allowed 

ra ~ ra ~¢ 

2 ~ - + 2  ~ 

3 ~ - ~ 3 ~  

4w-*-4 ~ 4 2 2 2 2 2 2 

4 2 2 2 
6 4 4 4 
8 2 6 2 

r a p  p r a p  p 

2 2 2 4 2 2 
2 4 4 
6 2 2 

r a n  p p m n  p p 

2 
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The rules hold for all concerted cycloadditions, even when the rates at 
which the new , bonds form differ considerably. However, the rules 
cannot be expected to hold in cases where a multistep reaction occurs, 
with formation of biradical or dipolar intermediates. 

In cycloadditions considered up to now, in each reagent the bonds 
are formed or broken on the same side of the molecule: 

I I o' • • , , o,  

t ! ! ! 

The reactions are then said to take place in a suprafacial manner s) 
and are examples of z2s + ~2s and ~4s + ~2s processes. 
However, there are alternative processes, called antarafacial processes, 
in which bonds are formed or broken on opposite faces of the reagent 
molecule. Let us consider again the addition of two ethylene molecules 
to form cyclobutane but with a different geometrical approach: 

>l < 
If we combine the ~ orbital of one molecule with a ~* orbital of the other 
molecule and vice versa, cyclobutane may be formed by the following 
process: 

This is called a ~2s + ~2a process. We can classify the orbitals of the 
reactants and of the product with respect to a Ca axis perpendicular 
to the C--C bonds in both ethylene molecules. If molecule 1 is the under- 
lying ethylene the classification is as follows: ~1 and ~2 are symmetric, 
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~1 and ~ .  antisymmetric. In  the same way we can classify the bonds in 
ee ~ ~ ~t 

cyclobutane: *1 + * 2  and *1 + * 2  are symmetric, * 1 - , 2  and *1--~2 
antisymmetric. The correlation diagram shown in Fig. 13 is obtained. 
I t  is evident that  while the ~2s +~2s process is thermally forbidden, the 
n2s + ~2a process is thermally allowed. We have seen that  the 4s + 2 s  

E 
A, ~1"*~  
s ~ 

S 

A 
s ~ z ~ l ~  *1-% A 

~ a l  .% S 

Fig. 13. Correlation diagram for the antarafacial process ethylene +ethylene-~ 
cyclobutane 

process is thermally allowed. This process can also be described as a 
2s + 2s + 2s process. 

The following rule can be derived for concerted cyclo-addition reac- 
tions. They can be described as 2 + 2  + 2  + . . . . .  processes. Then we 
may  count the number of suprafacial and antarafacial processes. If  the 
number of suprafacial processes is odd, the reaction is symmetry-allowed; 
if it is even, the reaction is symmetry-forbidden. I t  must be borne in 
mind, however, tha t  antarafacial processes are frequently hindered by  
steric factors, 

Orbital symmet ry  relationships can be useful in the s tudy of se condary 
conformational effects in concerted cyclo-addition reactions 6). One 
example is the Diels-Alder addition of butadiene to itself. This n4s +n2s 
reaction may  take place through an endo route (a) or an exo route (b), 
differing mainly by  the proximity of a ~ and a 9' orbital in the endo 
approach. The secondary interaction among occupied orbitals in the 
two reactions will be negligible and the significant in teraa ion will come 
from symmetry-allowed mixing of occupied orbitals in one reactant  with 
unoccupied orbitals of the other. I t  is easily seen tha t  mixing of both 
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a) 

a 

b) 

the  HOMO of diene wi th  LUMO of olefin and  the  HOMO of olefin wi th  
LUMO of diene leads to a bond ing  in te rac t ion  of the  ~ and  f~' orb i ta l s  
close to  each o ther  (Fig. 14). 

0 0 0 0 

843 o @ 0 

a) b) 

Fig. 14a and b. Mixing of orbitals in the butadiene + butadiene Diels-Alder reaction 
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The endo transit ion state is favored. Fig. 15 shows tha t  the opposite 
is t rue in the case of the s y m m e t r y  allowed ~6s + ~4s additions. 

0 0 
® ® @ @ 

@ @ 6J (9 

0 0 
a) b) 

Fig. 15a and b. Mixing of orbitals in the n6s +~4s reation 

Now we consider sigmatropic reactions. Woodward  and Hoffmann 
defined a sigmatropic reaction of order [i,/'] as the migrat ion of a ,  bond 
flanked by  one or more r¢ electron systems, to a new position removed 
by  i - 1 and ]' - 1 a toms from the original bonded sites in an uncata lyzed 
intramolecular  process 7). 

P 

An example of a [3,3] sigmatropic reaction is the Cope rearrangement :  

CH2--CH=CH~, CH2=CH--CH2 
r , I 
CH2--CH=CH~ CH~=CH--CH2 

18 
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We start  by  considering the [1,j] sigmatropic migration of a hydrogen 
atom within an all-cis polyolefin: 

1 2 j 1 J 
R~C=CH-- (CH=CH)~--CHR~ ~ R2CH-- (CH=CH)--~CH=CR~ 

In the transition state we will have a hydrogen a tom loosely bonded to 
a radical containing 2 k + 3 ~ electrons. The process may  be suprafacial, 
with the hydrogen atom always on the same face of the 7: system and the 
transition state showing a plane of symmetry,  or antarafacial, with the 
hydrogen atom bond first to one face and then to the other face of the 

system, the transition state showing a C2 axis of symmetry,  and the 
hydrogen a tom in the plane of the radical carbon skeleton. The HOMO 
radical has the following symmetry:  

1 2 3 4 5 6 7 ,J 

Since the hydrogen bonding orbital is a ls orbital, a thermal reaction 
will follow the suprafacial route if k is odd, and the antarafacial route if 
k is even; e.g. 

0 
0 

k = 0, antarafacial  

0 . 0 _ 0 Q e ¢ 
% 

h = 1, suprafacial  

The reverse conclusion would be obtained for sigmatropic migrations 
taking place within species in the first excited state. The symmetry-  
allowed [1,j] sigmatropic reactions for j'-<<7 are collected in Table 3. 

19 



M. Simonetta 

Table 3. Symmetry allowed [1,1] sigmatropic reactions 

[1, j] Thermal Reaction Photochemical Reaction 
[1, 3] Antarafacial Suprafacial 
[1, 5] Suprafacial Antarafacial 
[1, 7] Antarafacial Suprafacial 

I n  the foregoing it has been assumed tha t  the migrat ing group interacts 
with the n system by  means of a ~ orbital (an s orbital in the case of 
hydrogen).  If  the migrat ing group interacts with the 7: system by  means 
of a ~ orbital, relationships reversed from those of Table 3 can occur:  

When  both/" and i >  1 and the transit ion state has a plane of symmetry ,  
thermal  processes are allowed if i +/" = 4 n  + 2 ,  and first-excited states 
processes are allowed if i +/" = 4 n. E.g.  a [3,3] process is thermal ly  allow- 
ed:  

C O  

0 

C O - - - - C  

(C2) .... 

3 C 

,,,> 

®0 09 

D----C 
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It is of special interest that the orbital symmetry rules can be applied 
to sigmatropic migrations within ionic species. E.g. the suprafacial 1,2 
shift within a carbonium ion is symmetry-allowed: 

CH2--CH=CH2 ) CH2~C--CH3 

The symmetry rules predict that 1,3 suprafacial, thermal signlatropic 
migration of carbon should proceed with inversion of configuration of the 
migrating group. A very interesting example of 1,3 sigmatropic reaction 
is the rearrangement of the ketone exo-3-methylbicyclo[4.2.0] oct-5-en- 
2-one to give exclusively exo-3-methylbicyclo[2.2.2] oct-5-en-2-one s). 

C't-I 3 0 

The antarafacial process here can be excluded since it would produce a 
highly strained molecule (Fig. 16). In such rearrangements for bicyclo- 
heptenes and bicyclooctenes there are other examples, however, where 
the reaction is not so highly stereospecific, or even where retention is 
favoured over inversion. In such cases one might invoke a nonconcerted 

r 

I 

Fig. 16. The product of the antarafacial process for [1,3]sigmatropic migration in 
bicyclo[4.2.0] oct-2-en-7-one 

mechanism involving a diradical intermediate. However, simple Htickel- 
type calculations show that the transition state for the forbidden supra- 
facial 1,3 sigmatropic rearrangement of carbon, that is, with configura- 
tion retention, though less stable than the transition state for the allowed 
process, is stabilized with respect to the transition state for the diradical 
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mechanism where the p orbital of the migrating carbon does not interact 
with the allyl radical 9-11). A diagram of the energy levels obtained 
with the simplifying assumption of equal nearest-neighbor interaction 
is shown in Fig. 17. The stabilization of the forbidden transition state 
comes from the interaction of the carbon p orbital not with HOMO 
but with a subjacent bonding allyl orbital. Experimental evidence 
favors the possibility that  some forbidden sigmatropic reactions may be 
concerted 9~. Configuration interaction can also contribute to the 
stabilization of the transition energy in a forbidden reaction and may 
offer an explanation for for the occurrence of symmetry-forbidden con- 
certed reactions 12}. 

The theory of orbital symmetry conservation reported here closely 
follows the presentation given by  Woodward and Hoffmann 1}, with the 
inclusion of the outstanding contribution of Longuet-Higgins and 
Abrahamson. However, it is only fair to recall that the first suggestion 
of the role of orbital symmetry in determining the course of stereochemical 
reactions was put forward by Oosterhoff 18). 
The symmetry rules were also extended to the discussion of sigmatropic 
migrations in CnHn+l monocycles 14), dielectrocyclic reactions, i .e. 
reactions in which electrons located in two r¢ orbitals transform~by~' a 
rotation into electrons in two ~ bonds (Fig. 18) 15), reactions of ground 
state and singlet oxygen with olefins and dienes 16), isomerization and 
substitution reactions of transition metal complexes 17), sigmatropic 
rearrangement in organometallic compounds is}. Among the innumerable 

OOyO 
.Or- n 

Fig. 18. An example of dielectrocyclic reaction: a) disrotatiory, b) conrotatory 

applications, I would like to mention a discussion of several reaction 
paths for bimolecular hydrogen exchange 19}. 

There have been many treatments published with the aim of provid- 
ing a sound quantum mechanical basis to the symmetry rules, or to 
show how they could be derived by different arguments. 

In this connection I would like to mention the work of Fukui 20-22), 
based oll the symmetry of frontier orbitals and the application of pertur- 
bation theory 23}, and the symmetry rules derived by  Pearson for uni- 
molecular reactions, but  extensible to reactions of any molecularity ~4}, 
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based on the idea that  a reaction is allowed if the symmetry  of the bonds 
that  are made is the same as the symmetry  of the bonds that  are broken. 
Alternative demonstrations of the Woodward-Hoffmann rules based 
on perturbational molecular orbital calculations 9.57 or the generalized 
valence bond method 26) and the idea of a phase relationship between the 
orbitals of the reactants and the orbitals of the products have recently 
been published. A critical review of the various theoretical derivations 
of the Woodward-Hoffmann rules and of related approaches was given 
by  Dewar 277. 

The applications of symmetry  rules have been frequently review- 
ed 28,297, also at an elementary level 30,81): 

Other qualitative rules for the s tudy of reaction paths have been deriv- 
ed independently. For unimolecular reactions, it has been found that  con- 
ditions favorable to a given path  exist if there is a low-energy excited 
state of the same symmetry  as the normal mode corresponding to the 
reaction coordinate, the transition density is localized in the region of 
nuclear motion and the excitation energy decreases along the coordi- 
nate 397. 

These rules have been used ill the case of pyrolysis of cyclobutane 
and of the Diels-Alder retrogression of cyclo-hexene a37. The same rule 
has been related to a second order Jahn-Teller effect a4). 

An approach very closely related to that  of Woodward and Hoffmann 
is the so-called Hiickel-M6bius approach 857 based on the rule: 4 n + 2  
electron systems prefer Hiickel geometries and 4 n electron systems prefer 
MSbius geometries 367. When no symmetry  exists and there is no cyclic 
orbital array the allowedness or forbiddenness of a reaction can be 
determined by  following the form of the MO's during the reaction 377. 
A detailed quantum mechanical s tudy of the stereochemistry of thermal 
and photo cyclo-addition reactions has been reported 387, and a quantum 
mechanical discussion of the applicability of the Woodward-Hoffmann 
rules can be found in a paper  by George and Ross 39). 

HI. Semiquantitative Calculations 

Up to a few years ago chemical reactivity was discussed in term of 
reactivity indexes. These approaches, although valuable, will not be 
discussed here, since they have been frequently reviewed in the past40-44). 
Nor will we discuss the perturbation molecular orbital theory for react- 
ants, which has been the subject of extensive reviews 45-47). Extensions 
of this method can be found in papers by  Klopman 48-507 and Doug- 
herty 517. I shall now mention some methods which have not yet  found 
wide populari ty but  seem very promising. I mean the criterion of maxi- 
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mum localization 52) : here minimum energy sections of potential energy 
hypersurfaces for reactions of polyatomic molecules are obtained as a 
function of two variables, chosen among the internal coordinates that  
undergo large changes from reactants to products, or by  the related 
method using the principle of least motion 53). 

For reactions that allow the use of , - -~ approximation, semiempirical 
methods of calculating potential energy surfaces were elaborated by 
Basilevsky 54,55) and by Salem 56,57). An interesting feature of the last 
method, which stresses the importance of interactions between the top 
occupied orbital of one molecule and the lowest unoccupied orbital of 
the other, is that, while there is no need to calculate the whole potential 
surface, it is possible to derive a theoretical pathway for each reaction. 
Salem has recently put forward a theory of asymmetric induction, 
enabling the difference in energy between diastereoisomeric transition 
states and the diastereoisomer ratio to be calculated for an achiral 
reagent and a model chiral substrate 5s). 

Another fairly new method, using the electrostatic molecular poten- 
tial, will not be discussed here since it is the subject of another contribu- 
tion to this volume 50). I will now consider methods that  have had the 
widest application in the theoretical s tudy of chemical reactivity, 
in order of increasing complexity: a) molecular mechanics; b) extended 
Htickel method; c), d) empirical self-consistent field methods such as 
CNDO and MINDO; e) the simplest "ab initio" approach; f) the different 
S. C.F. methods, possibly including configuration interaction; g) valence 
bond methods, and h) the dynamical approach, including the calculation 
of trajectories 61). 

For each of these methods I shall discuss one example in some detail, 
briefly mentioning others, to give a broad idea of their applicability. 
The literature references are not exhaustive, to keep the present paper 
within a reasonable length. 

By molecular mechanics we mean a method by which we calculate 
the total energy of a molecule in a particular geometry with reference 
to a hypothetical molecule with no bond-angle or bond-length deforma- 
tions, no torsional strain and no steric repulsion and with a given number 
of single and multiple bonds. The energy difference is obtained as the 
sum of six components: 

E~r = AEa + AE,~ + Ee + Eb + Et + Enb (1) 

where AEo and AE~ represent the variation in the , and ~ electron 
energies, Ee, Eb, Et and Enb represent bond length, bond angle, 
torsional and nonbonded interaction strains. For the different terms in 
(1) a number of empirical functions have been suggested; those given by 
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Lifson 62,s8) and by Bartell 64) seem the most successful. An extension 
of the method to conjugated molecules in the ground and excited states 
has recently been published 65). The method has been widely used in con- 
formational analysis of organic molecules 66,67l and proved a useful 
tool in the prediction of crystal structures 6s,69). As an example of its 
application to the study of chemical reactivity, we mention some calcula- 
tions on sixteen bridgehead systems 7o). The problem in applying 
molecular mechanics to the study of reactivity is the lack of information 
on the nature of the transition state. However, for the case of solvolysis 
of chlorides, bromides, tosylates and triflates of bridgehead systems, the 
corresponding carbonium ions can be taken as model for the transition 
states, and the corresponding hydrocarbons as model for the reactants. 
When the hydrocarbon-cation strain energy differences were plotted 
against the logarithm of the relative solvolysis rates, good correlation 
was obtained (see e.g. Fig. 19). This can be taken as a suggestion that  
solvent and entropic effects are constants. Other examples are similar 
calculations for the solvolysis of series of bromides at 25 ° in 80% etha- 
nol ~1), the evaluation of energy and geometry along the reaction path 
in the Cope rearrangement of hexa-l,5-diene, cis 1,2-divinylcyclo-propane 

× x 
1 2 3 4 

, , , , , , 

x x AH 
5 6 7 8 CALC 18 

KCAL__/14 
~ 7  x ~  ~ MOLE 10 

x 6 

9 lo l t  12 o :~ 4.. ~ ~ lb ~ -LOGK 

CH X 
13 14 15 16 

a) b) 

Fig. 19. a) Bridgehead derivatives used in the calculation; b) An example of correla- 
tion between -log of the experimental tosylate acetolysis rate constants at  70 ° 
and the calculated hydrocarbon-carbonium ion strain energy 
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and cis divinylcyclobutane 72), and similar calculations for the thermal 
cis-trans isomerization of 2-butene, 2 pentene, ~-methylstyrene and stil- 
bene 73). 

The extended Hiickel method (EHM) 74) is the simplest empirical 
all valence electron molecular-orbital method available at present. 

The coefficients clj of atomic orbitals Cj in molecular orbitals 

~0, = ~ c i j  Cj (2) 
1 

are obtained by solving the set of equations 

~ [Hij -- EStl [ c,1 = O. (3) 

In hydrocarbons or in molecules containing atoms up to fluorine, only 
ls hydrogen and 28, 2p Slater orbitals for the other elements are needed. 
H** are chosen equal to valence-state ionization potentials, while H,/ 
are given by 

H, 1 = 0.875 (Ms, + Htl) S~1 (4) 

where S, 1 are calculated overlap integrals. Sometimes an exponent 1.3 
is used for hydrogen. 

While the EHM has known deficiencies as far as quantitative predic- 
tions of molecular energies and geometries are concerned, it leads to 
calculated potential surfaces showing the correct general shape so that  
qualitative conclusions on the mechanisms of reactions can be safely 
envisaged. 

Among many examples, let us discuss the potential energy surface 
for the CH4+CH~ system 75). Two mechanisms have been proposed 
for the reaction, namely the one-step, or insertion: 

: CH2 + R - - H  ~ R - - C H 2 - - H  

and the two-step, or abstraction: 

: CH2 + R - - H - ~ .  CH3 + . R - ~  C H s - - R .  

The experimental evidence favors insertion. Calculations were performed 
for the insertion of singlet methylene, the ~2 configuration being assumed 
to be a good approximation of the singlet state. 

A symmetry plane was assumed along all the reaction with the trans- 
ferred hydrogen Ht moving in this plane. For each carbon-carbon 
distance R, two variables specified the position of Ht, two angles speci- 
fied the orientation of CH2 with respect to the CH3 residual, and one 
angle specified the flattening of the CH3 pyramid of methyl. The 
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C H bond lengths other than C--H, were kept constant. For each 
value of R and each position of H~ the valus of the other three variables 
were optimized. For R > 4.0 A there are two minima, one corresponding to 
CH4+CH~,  and the other, ill-defined, corresponding to C H 3 + C H s .  
CH4 is tetrahedral in the first minimum while the two CH3 radicals are 
planar. For R = 3.0 A there are still two minima but  the barrier between 
the wells is decreased from 2.5 eV at R = 4 . 0  to 0.8 eV for R =3 .0  A. 
The well for the CH8 + CH3 system is now deep and well-defined. Further 
decrease of R leads to the disappearance of the well for CH2 + CH4, and 
we have for R = 1.5 A only one minimum with H,  in the position for the 
product ethane. Along the reaction pa th  it is found that,  for R > 2.5 A, 
Ht does not move. For 2.4 < R < 2 . 5  A, we have the transfer of Hr. 
While R changes very little H~ moves from the initial position to one 
close to the methylene carbon, while the CH3 group is flattening. The last 
stage of the reaction is formation of ethane with repyramidalization of the  
two methyl  groups. The transition state corresponds to C--H~--C atoms 
almost linear; it can be qualitatively represented as 

I t  is not far from abstraction-like at tack of methylene on methane. 
The calculated activation energy is about 7 kcal/mole. The shape of the 
potential surface also clearly shows tha t  the abstraction-recombination 

mechanism is very unlikely. The variations of the bond order and charge 
distributions are in the expected directions and are consistent with the 
methylene attacking methane utilizing an empty  orbital (Fig. 20). 

Fig. 20. The approach of methylene to methane along the least-energy path 
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In conclusion, an illuminating insight of the reaction path is obtained 
by means of a rather naive, but inexpensive method of computation. 
Other reactions studied along these lines, include the addition of methyl- 
ene to ethylene 76), addition and insertion of sulfur to ethylene 77), 
dimerization of methylenes and nitroso compounds 78) fragmentation of 
cyclo-butane to ethylenes 79), the Cope rearrangement 80), the interaction 
of tricycloalkanes with acids and bases 81), and the polytopal rearrange- 
ments in (CH)'~, (CH)~, and (CH)4CO systems s2). 

I t  may be worthwhile mentioning that  most of the arguments in the 
development of the Woodward-Hoffmann rules have been substantiated 
with the results of EH calculations 1,ss). Other EH molecular orbital 
studies were devoted to the elucidation of the mechanism of the Wolfe 
rearrangement 84), and to the investigation of the hydrolysis of acetyl- 
choline 85). A simplified form of the EH method has been used to deter- 
mine the role of non-classical ions in 1,2 rearrangements s6). 

We now come to discuss methods based on the self-consistent-field 
theory. After the introduction of the linear combination of atomic 
orbitals approximation made the application of SCF theory to molecular 
systems possible 87), it became apparent that, if large molecules were to 
be treated, other simplifications were needed. When the ~--r~ approxima- 
tion was acceptable, the problem was solved by means of the zero 
differential overlap approximation 88,s9). However, it was not imme- 
diately clear how this approximation could be extended to treatments in 
which all valence electrons were included. Particular care must be taken 
to see that  the SCF equations are invariant under certain transforma- 
tions, namely under rotation of local atomic axes and under hybridiza- 
tion of the orbitals on the various atoms. When these transformation 
properties are recognized, restrictions are imposed on the approximate 
SCF equations. Two internally consistent approximations were initially 
proposed: the complete neglect of differential overlap (CNDO), and the 
neglect of diatomic differential overlap (NDDO) approximations 9o). A 
number of empirical parameters that  appear in the equations can be 
calibrated according to different criteria. Later other approximations 
were introduced, such as the partial neglect of differential overlap 
(PNDO) 91), the intermediate neglect of differential overlap (INDO) 92), 
and the modified intermediate neglect of differential overlap (MINDO)94, 
95). 

The various approximate methods have been extensively described 
and compared 96-98). 

Among these semiempirical SCF methods, the most frequently used 
in chemical reactivity studies are CNDO/2 (a modified version of 
CNDO 99), and MINDO/2 95). 
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We report here the results of an investigation of the geometry of the 
CH + ion by the CNDO/2 method loo). Considerable interest was aroused 
by the geometry of this ion, thought to play an important role for the 
interpretation of the structure of the transition state in electrophilic sub- 
stitution at alkanes. Three configurations have been explored, which have 
D3h, C4v, and C8 symmetry (Fig: 21). The following parameters have been 

5 

, /  

4 L~ 5 

2 1 1 2 
I 
1 

a) b) c) 
Fig. 21a-c. Conformations of CH~; a) D3h; b) C4v; c) C8 

allowed to vary:  for D3h configuration, C--HI and C--H4 bond lengths; 
A 

for C4v configuration, the C--H1, C--H5 bond lengths and H1CH,.; for 

configuration Cs, the C--HI, C--Ha bond lengths and H1CH2, H4CHs. 
The ternary axis + of the H1H2H3C pyramid and tile bisecting line of 

/ x  

H4CH5 were assumed to be coincident. Configuration Cs was found to 
be the most stable, with the following geometry: rC-H1 = 1.41 A, re-I-I4 = 

/ x  

1.21 .A., H1CH2 = 110) °, H4CH5 = 5 0  °. 
If rotation of the H4--H5 group around the + axis is allowed, the best 

geometrical parameters and energy are unchanged. These findings imply 
that  configuration retention is favored on both energetic and entropic 
grounds. I t  is worth mentioning here that  CH~ and related systems have 
been the subject of numerous detailed and extensive calculations. The 
first theoretical studies on the geometrical and electronic structure of 
CH~ did not consider the possibility of C8 symmetry 101-103) ; after the 
structure with Cs symmetry was introduced 100), a Car structure was 
added where the extra proton is attached to one of the CH4 hydrogens 1°4). 
Besides other CNDO calculations 105,106) in agreement with previous 
results, a number of "ab initio" calculations appeared 108,109), and the 
CH~ species was also given consideration 110,111). CNDO studies were 
extended to the CH + species lla) and to an examination of the energy 
surface for CH-~ 114) and for the CH4 + H  system 115). Potential energy 
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surfaces for CH + and for hydrogen exchange and abstraction in the 
CH4 + H system have also been investigated by non-empirical calcula- 
tions 116-118). 

The general conclusions that may be drawn are that  CH~ is stable 
with C8 symmetry, and the approach of H2 along the C3 axis of CH~ 
holds with no activation energy. In the CH4 + H system at low energy 
axial abstraction is the most favored process; the inversion substitution 
mechanism, in which the H atom approaches the carbon atom from 
behind one of the C--H bonds, is also available. A CNDO/2 s tudy of 
dimerization of singlet methylene 119) has led to results in substantial 
agreement with previous EH results 7s7, both in the prediction of a high 
energy barrier for the least-motion approach, and in the description 
of the least-energy path. For two triplet methylenes it was found, using 
multi-configuration S. C.F. theory 1207, that  the least-motion approach 
is highly favored by the absence of an energy barrier. Other CNDO/2 
results are the qualitatively correct prediction on directional and reac- 
t ivity effects of substituents upon electrophilic aromatic substitution 1 ~.17, 
the description of the geometry and electronic structure of the transition 
state for the Cope rearrangement of endo-tricyclo [5,2,1,02,61 deca-4,8- 
diene 122~, the evaluation of the influence of solvation on the activation 
energy for the reaction CH3F +F-1237,  and the calculation of proton 
affinities for a number of acids 125~. The CNDO/2 method leads to good 
correlation with values obtained by acetolysis rates of substituted benzyl 
and polycyclic arylmethyl p-toluene sulfonates 126~, and to an under- 
standing of the stereochemical behavior of bicyclo E2.1.0] pentane inter- 
acting with unsaturated molecules 127). Calculations were made for some 
models of the activated complex in the thermal rearrangement of bicyclo- 
butane 1287, for the two stable conformations of N benzylidene 
aniline and for the activated complex for their interconversion 1297, 
for the barriers to syn--anti isomerization in imines 130), and for the ring 
puckering potential in cyclobutane 1317. 

Before mentioning some results obtained by the MINDO technique, 
it is worthwhile recalling the fundamental difference in philosophy 
between this method and the similar CNDO and, in particular, INDO 
methods. In the latter the parametrization was carried on, trying to 
reproduce for some simple molecules the results of nonempirical SCF 
calculations. In the former method the choice of parameters aimed to 
find the best fit with experimental data 182}. 

The fascinating field of carbene chemistry has been the object of 
fruitful MINDO investigations. The structure of the parent carbene has 
been studied 133) with good results for the geometries and the energy 
separation of the triplet ground state and the first excited singlet state. 
Reaction with ethylene was also investigated for both singlet and tri- 
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plet carbene. The approach of triplet carbene to ethylene was studied 
by means of the reaction coordinate r = a l - a 2 + l  (Fig. 22). The 

A) 
losO 4,1 Is 

H ~5 H 
/.086 / 116"80 14"3e 

H H 

o) 

2ffQ,,~., 
H~C--~CH~ 

B) 

1.084 

c) 
.,,,. 

14 /-C-~'s6~ H 

E) 
Fig. 22A-E. The C~H4+CH2 (triplet) system: A) coordinates; ]3) activated com- 
plex for the addition; C) biradical at the end of addition; D) diradical ground 
state; E) activated complex for interconversion (Interatomic distances in /k) 

preferred mode of approach turned out to have a plane of symmetry 
passing through the three carbon atoms and bisecting the methylene 
groups. The transition-state geometry is also shown in Fig. 22, and the 

c 

t ,  b 
\ 

Fig. 23. Ethylene + triplet cazbene: the reaction path;  b and c indicate the position 
of the hydrogen atoms at stages B and C 
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activation barrier in 5 kcal]mole. Two conformations of the products 
(C and D) are of practical interest: one is derived from the other by 
rotation of terminal methylene groups through 90 °. Structure D is more 
stable than C by 3 kcal/mole. The product biradical can undergo scram- 
bling of methylene groups: the n-complex intermediate E, however, is 
less stable than C by 36 kcal/mole: such an activation energy ought to 
prevent the interconversion observed in practice. The geometry of the 
reaction path is shown in Fig. 23. It can be seen that there are three 
valleys in the potential surface. 

Two valleys were found in the potential surface for the reaction of 
triplet carbene to methane. They correspond to the modes of approach 
indicated in Fig. 24. The mode leading to 2 CH8 (b in the figure) is 
preferred with a barrier height of 3.8 kcal/mole. 

H,, _H ,H H ..._~.bl b2 ,H 
\C/~__. r ~C " /  H_..~.C__H :~C/" 

H/' \ H  '~'H H # ~'H 

a) b) 
Fig. 24a and b. The approach  of t r ip le t  carbene to  me t hane ;  a) direct  inser t ion;  b) ab-  
s tract ion.  React ion  coordinate  for abs t rac t ion  r = bl - -  b~ + 2 

Experimental results are in greement with these findings. Calculations 
were also performed for the reaction of singlet methylene, with both 
ethylene and methane: paths in which no activation energy is involved 
can be found in both cases. MINDO has been used to study the structure 
of methyl carbene, cyclohexilidene, formylcarbene and their rearrange- 
ments 134) according to the reactions: 

c.,-~. --,-c.,=c,, ~ "  = ~ o°,-~,--.-o=c=c., 

A modified form of MINDO was used to discuss, the 1,3 hydrogen shift 
in propene and the suprafacial and antarafacial 1,5 sigmatropic hydrogen 
shifts in cis-piperylene: the calculated activation energies were 49.2, 
28.3 and 37.0 kcal/mole, respectively 185). 

Other applications are studies of: rotation about double bonds 186), 
ring inversion in cyclooctatetraene 187), the insertion of carbon into 
ethylene and trans-2-butene to give allenes 138), the barrier height to 
inversion of nitrogen in hydrazine and alkylamines 139), the Cope 
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rearrangement in 1,5-hexadiene, bullvalene, barbaralane and semibull- 
valene 140,141), and allowed and forbidden electroeyclie reactions 142). 

MINDO has also been used as a basis for a theoretical discussion of 
ketene cycloadditions 148) of cyclobutene-butadiene isomerization 144). 

We now move on to methods belonging to the so-called nonempirical 
or ab initio category. Most of these methods are based on the self-con- 
sistent-field molecular-orbital theory in its LCAO approximation 87). 
They can use as basis orbitals Slater-type or Gaussian-type functions. 
The basis set may further be minimal or extended. Perhaps the simplest 
and fastest (it is only about 30 times slower than CNDO) is the so-called 
STO-3G method 145). Each Slater-type atomic orbital is represented by 
a linear combination of 3 Gaussian functions and a minimal basis (Is, 
2s, 2p) is used for molecules made of first-row atoms. Exponent values 
are optimized. The method has been used for the study of the electronic 
structure of simple organic molecules and ions 146,147) and has proved 
very successful in calculating molecular geometry; thus it is quite reliable 
in predicting geometries of species inaccessible to experiment. 

As an example, we report the result for the species C6H~ 148). The 
ion formed upon protonation of benzene has been given special consider- 
ation since it is presumably implicated in electrophilic aromatic substi- 
tution reactions 149). Four possible structures for this ion have been 
investigated, shown in Fig. 25. The most stable is I, which has the 

H~ H, ?, ?, 
, ,  "., h/". 

H~-c/C~. .c /H= /C~" C~ He.C/Cr . . .Cf  Hi H.~ c / C , . c / H ,  

¢ I = Hs'--"C~ Cz--H= I" ~, ]" I ~ T~.-H , 
¢ , . ,  '.m I 

H 4 H, 

I ]I ]]I I~ 

Fig. 25. Structuresrfor the CsH~ ion 

following values for the most interesting geometrical parameters (C2v 
symmetry was assumed) : 

r(CI--H1) = 1.106 
r(C2--H2) = 1.094 J~ 
r (C1--Ce) = 1.472 .~ 

CI~2Ce = 110.9 ° 
H1 C1 H7 = 105.3 ° 
H2C2C3 = 118.3 ° 

The next most stable structure is II, with the following geometrical 
parameters: 
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r ( C l - - C 2 )  ~- 1 .414 /~  C2 ~ t  H z  = 121.8 ° 
r ( C l - - C 6 )  = 1.451 A /5 = 93.9 ° 
r ( C x - - H 7 )  = 1.333 -~ ~ = 93.4 ° 
r (C1--H1)  = 1.090 ]k 

where fl is the angle between the ring and C1HTCs planes and ~ is the 
angle between the planes C1HTCs and C1HIH6. The difference in energy 
between the benzenium and benzenonium ions is 27.7 kcal]mol, or 
20.6 kcal/mol if (for the best geometries) calculations are performed with 
STO-4-31G basis. In this set each inner-shell orbital is represented by  
a single basis function, taken as the sum of 4 gaussians, and each valence 
orbital is split into inner and outer parts, described by 3 and 1 gaussian 
functions, respectively 150). I t  should be noted that  calculations for the 
C6H~ ion had been performed earlier, by means of the CNDO/2 tech- 
nique 151). Structures I and II had been investigated and the optimized 
geometries are very close to those found by Pople, but  the order of 
stability is reversed, structure II  being more stable by some 20 kcal]mole, 
as a consequence of the tendency of the CNDO method to favor bridged 
s t r u c t u r e s  152). 

Other problems dealt with by  the Hehre-Pople method are internal 
rotation in vinylcyclopropane and vinylcyclobutane 158), the structure 
of homoallyl cation 154) and ethylenebenzenium cation 155), torsional 
barriers in p-substituted phenols 15s), inversion barriers in p-substituted 
anilines 157), the effects of a-substitution in keto-enol tautomerism 158) 
and the circumambulatory rearrangement in bicyclo [3.1.0] hex-3-en- 
2-yl cation 159): 

r ,'," ] + 

and in homotropylium ion. 
Other minimal basis sets have been used in S.C.F. calculations for 

chemical reactions. I must mention a very accurate study of the tran- 
sition state for the geometrical isomerization of cyclopropane, and a 
search for nondynamical pathways on the potential surface for this 
reaction when a minimal basis set of Slater orbitals was used 160-182). 
Calculations with a basis of this kind were also performed for the coplanar 
decomposition of cyclobutane lSS). Minimal basis sets based on gaussian 
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functions were used in the s tudy of proton exchange in sulfoxides with 
retention or inversion of configuration 164) and of the S + C2H4 reaction 
path  165). Extended basis sets, in terms of gaussian functions, were 
used in S. C. F. studies of the potential energy for the reactions C1 + H2 -~ 
C1H + H  166) and CHsNC -*- CHsCN 167). 

In other cases, as for example in the s tudy of cis-trans isomerization 
of giyoxal 168), the basis was constructed upon gaussian lobe functions, 
as prescribed by  Whitten 169). 

In the study of the reaction C H 3 F + F -  by the S.C.F. ab initio 
method using a gaussian type basis set, it was found that,  when only s 
and p functions were used, the transition state was more stable than the 
reactants 170). Only the inclusion of polarization factors leads to the 
expected results 171-173). 

The extension of the basis can improve wave functions and energies 
up to the Hartree-Fock limit, that  is, a sufficiently extended basis can 
circumvent the LCAO approximation and lead to the best molecular 
orbitals for ground states. However, this is still in the realm of the in- 
dependent-particle approximation 175), and the use of single Slater- 
determinant wave functions in the s tudy of potential surfaces implies 
the assumption that  correlation energy remains approximately constant 
on that  part  of the surface where reaction pathways develop. In cases 
when this assumption cannot be accepted, extensive configuration inter- 
action (CI) must  be included. A detailed comparison of SCF and CI 
results is available for the potential energy surface for the reaction 
F + H 2  -~ F H  + H  176). 

The basis set included two ls, 2s and 2p functions on fluorine, and 
two ls functions on each hydrogen atom. Each orbital was obtained as 
a linear combination of gaussian functions. Linear (0 = 0 °) and nonlinear 
geometries (0 = 10, 30, 50, 70, 90 °) were considered (Fig. 26). Single 

F 

H 

r(H 14) 

Fig. 26. Coordinates for the reaction F + H2 

A 
W 

H 

configuration and 214 configuration wave functions were calculated, for 
150 linear geometries and for 40 geometries for each value 0 # 0. For the 
linear approach the SCF barrier height and exothermicity are 34.3 and 

- 0,6 kcal]mole. The corresponding CI results are 5.7 and 20.4 kcal/mole, 
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to be compared with the experimental values of 1.7 and 31.2 kcal/mole. 
The saddle point is at r(F--H) ---- 1.06 A and r(H--H) ---- 0.8t A in the SCF 
calculation; the corresponding CI values are 1.35 and 0.81 A. Both 
calculations predict a rather early saddle point: the CI contour map is 
shown in Fig. 27. Table 4 shows saddle-point geometries and energies as 
a function of 0. 

H*HF 

i 

2 3 4 5 6 7 8 
RH. F (bohrs) 

Fig. 27. Contour  m a p  for the  F + I -12-o -FH + H  react ion (collinear approach)  

Table 4. Saddle-point  geometr ies  and  energies 

0 r ( F - - H )  (a. u.) r ( H - - H )  (a. u.) E(kcal /mole)  relat ive 
to  F + H2 

0 ° 2.58 1.54 5.72 
10 ° 2.55 1.54 5.74 
30 ° 2.50 1.56 6.08 
50 ° 2.44 1.60 7.31 
70 ° 2.39 1.68 10.43 
90 ° 2.35 1.87 17.52 

I t  appears that  the minimum energy path is linear. According to various 
authorg, the potential surface is not accurate enough to warrant scatter- 
ing calculations. Calculations including polarization functions (d orbitals 
on F and p orbitals on H) predict a barrier height of 1.64 kcal/mole and 
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an exothermicity of 34.4 kcal/mole. The minimum energy path obtained 
in these calculations is qualitatively similar to the one described above. 

Ab initio calculations including configuration interactions were 
reported for the addition of the NH 2 radical to ethylene 177), for dissocia- 
tion of formaldehyde into radicals 178) and molecular products 179), 
and for the electrocyclic transformation between cyclobutene and 
butadiene 1so). 

An alternative to the MO method for the quantum mechanical 
treatment of molecular systems is the so-called Valence-Bond (VB) 
theory where molecular wavefunctions are obtained as linear combinations 
of covalent and ionic structures. I t  was shown long ago 181) that  for 
distances larger than equilibrium distances, VB approximate wave 
functions should be better than MO functions of the same level, and 
hence VB theory should find its most profitable application in the 
evaluation of potential surfaces and reaction paths. Although true in 
principle, this statement has little influence in practice; this is mostly 
because VB theory has only recently been formulated in a nonempirical 
form 182-1s4) so that applications are only just beginning to appear. 

The valence-bond method has been used in an ab initio study of the 
potential surface for H + lSS). The basis orbitals were linear combinations 
of gaussian functions with a polarization factor. Calculations were per- 
formed with and without inclusion of ionic structures, and with and 

H 2 ~ H 14~=H I'1~ "- -* . . . .  ÷ 

a) b) c) d) e) 

Fig. 28a-e. Five different modes oi approach between H2 and H +. Energy was calcu- 
lated as a function of R, the distance between the two asterisks, while distances 
in H2 and H~ were held constant at  their equilibrium value 

• • 

x e  • X 

e 

X 

a) b) c) 
Fig. 29a-c Geometries for the H~ + H system. In c) the central atom is above the 
plane of the three vertex atoms. H~ is hold in the optimum geometry 
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without polarization. At each geometry, energy was minimized with 
respect to orbital exponents, polarization, and linear coefficients. Some 
asymptotic geometries were considered first, corresponding to H2 + H ~  
and to H + + H .  Various attitudes of approach between H2 and H~ 
were then considered, as shown in Fig. 28. The potential between H~ 
and H was considered next, in geometries shown in Fig. 29. If distances 
in the fragments H2 and H~ are allowed to vary, a bound intermediate 
H + is found, with dissociation energy 360 cm -1. H + is an electrostatic 

+ • + 
complex between H3 and H, with H3 not significantly changed by the 
H hgand. Potential surfaces were obtained by  the VB approach for the 
reactions H2 + D 184~, LiH + H 187~, and Li + F2 lS8~. VB functions were 
also used in a detailed discussion of symmetry control in the photo- 
chemical reaction butadiene -~ cyclobutene 189). 

We turn now to reaction dynamics. The theoretical approach to this 
problem relies on the calculation of trajectories on the potential surface 
for the reactions. Crossed molecular beams, infrared chemiluminescence 
and chemical laser techniques are now available to obtain the infor- 
mation experimentally. In particular, it is now possible for simple gas- 
phase reactions to be studied by both theory and experiment, yielding 
information on the partitioning of the heat of reaction into vibrational, 
rotational and translational degrees of freedom. The theoretical approach 
is at the moment restricted to triatomic systems, or to systems for which 
a 3-particle model can be constructed. Usually semiempirical potential 
functions are used, the most popular being derived by the London- 
Eyring-Polanyi-Sato procedure 190), with an adjustable parameter that  
allows the barrier height for the reaction to reproduce the value obtained 
from the experimental activation energy. The Born-Oppenheimer and 
adjabatic approximations are assumed. Classical mechanics is used to 
determine the motion of atoms, on the assumption that  tunneling is 
unimportant. The classical equations of motion are solved by  numerical 
integration for a large number of initial values of the dynamical variables. 
For the reaction A + BC, each trajectory is determined by the value of 
the initial distance 0 between A and the center of mass of BC (to be 
chosen large enough so that  there is practically no interaction between 
the atom and the molecule), the initial relative velocity V, the impact 
parameter b, the orientation of the molecule, the initial intermolecular 
distance rBc, and the rotational and vibrational quantum numbers 
J and v. The end of the trajectory occurs when the distance between any 
one of the atoms and the center of mass of the other two is large enough. 
Final values are obtained for the relative velocity of the atom, for the 
intermolecular distance in the molecule, for the component of its angular 
momentum, and for the unquantized vibration-rotation energy. Non- 
reactive (A + BC -~ A + BC) or reactive (A + BC -~ AB + C or AC + B) 
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trajectories occur. Dissociative collisions (A + BC -~ A + B + C) require 
high total energy and are usually outside the explored region. The number 
of calculated trajectories must be large enough to allow the determi- 
nation of the reaction probability Pr (given by  the ratio of the number 
of reactive trajectories and trajectories) as a function of V, b, J ,  v. 
For fixed values of these variables, the initial value of the remaining 
variables is chosen at random and the results are averaged by  a Monte 
Carlo procedure. The total cross-section Sr is then obtained from the 
integral 

b 
Sr(V, J,  v) = 2 x S max Pr(V,  J,  v, b) bdb 

o 

where bmax is such that  Pr is zero for b > bmax. The reaction rate can 
then be calculated by integration or summation over the distribution 
functions for V, J ,  v that  are characteristic of the physical conditions 
of the system (e.g. the temperature for thermal reactions in bulk gas.) 

Calculations of this type have been carried out for the reactions of 
alkali atoms with methyl iodide 191), in discussing isotope effects on the 
abstraction and substitution processes for reactions T + C H 4  and 
T + C D 4  192), in the classical H + H 2  reaction 193) for which typical 

F~ 

TIME TIME 

a)  b)  

: - - -  ~ C  
: : : :  ~ B  

~c 
A + BC =' A B + C  

Fig. 30a and b. Typical trajectories for H + H2: a) nonreactive; b) reactive 

trajectories are shown in Fig. 30, and for collinear high-energy trajec- 
tories in H + H~, where the formation of a complex has been suggested 
194). For the endothermic reaction H + HF  -~ H~. + F, it was found that  
vibrational energy is more effective than translational energy in favor- 
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ing the reaction zg~); retroverse reaction F + H a - ~  H + H F  has also 
been studied 190), together with reactions F + H D  and F +D2.  A small 
cross section was found, due to back-scattering collisions, and energy 
partitioning in the products gives high vibrational and low rotational 
energies. 

The position of the downhill part of the energy profile in the entry 
valley or in the exit valley (Fig. 31) of the potential surface is important 
in determining release of attractive, mixed, or repulsive energy z97,198L 

=llm~E NPOT E N TI AL 
ERGY 

A R 
. A • ~ ~ / i l  I ~  b 

REAGENTS PRODUCTS 
APPROACH SEPARATE 

POTENTIAL 
NERGY 

PRODUCTS REAGENTS 
SEPARATE APPROACH 

a) b) 

Fig. 31a and b. Potential energy profiles along the reaction coordinate: 
a) exothermic b) endothermic processes 

The use of the same potential surface has allowed a detailed comparison 
of results obtained by  trajectory calculations and by calculations using 
the transition-state model 199) In the H + Ha reaction, the two assump- 
tions incorporated in transition-state theory, i.e. equilibrium between 
transition state and reactants, and transmission coefficient equal to 
unity, seem to hold very well, but  in the colhnear H + H B r  -~ Hg. + B r  
reaction the transmission coefficient is found to be less than one, while 
in the reverse reaction H ~ + B r - ~  H + H B r  the equilibrium condition 
is not satisfied. 

IV. Summary and Conclusions 

Owing to space restrictions, the present review covers by no means all 
important theoretical work, and there is almost no reference to experi- 
mental work, even that  directly connected with theoretical results. 
However, many different theoretical approaches to the chemical reac- 
tivity problem have been reviewed. They encompass qualitative deduc- 
tions from the symmetry of orbitals, configurations and states; empirical 
and nonempirical calculations of energy and geometry of transition states 
and of potential energy surfaces at various levels of sophistication, and 
trajectory calculations. Each method has its own merits and drawbacks 
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and is suitable for a particular range of applications. Whenever possible, 
the use of more than one method in the study of the same problem turns 
out to be rewarding. However, even when the most efficient methods are 
applied to the simplest systems, it is not possible to calculate exact reac- 
tion rates. Chemical reactivity is a very complex phenomenon and the 
present methods of study still have to approach it by means of over- 
simplified models. Assumptions, such as the validity of the transition- 
state theory, constancy of solvent or entropy effects, etc. are usually 
needed. However, if we look at the state of the art ten years ago, we 
see that  progress of our understanding of reactivity has been impressive. 
I t  is safe to predict that in the next decade we will do even better, due to 
improvements in theory, computing facilities, and experimental techni- 
ques. 
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I. Introduction and Glossary 

Graph Theory is a very exciting part of pure and applied mathematics 
because it has a universal character. Thus, Graph Theory is nowdays 
used in very diverse fields, for example, economicsl}, theoretical phys- 
ics 2,3}, psychology 4~, biomathematicsS}, linguisticse), nuclear physics~,3}, 
sociology7), transportationS}, etc. Similarly, in recent years we have 
witnessed a remarkable growth in the applications of the principles of 
Graph Theory in chemistryg). There are several reasons for this: Graph 
Theory has provided a valuable tool with which experimental chemists, 
using simple rules, have obtained many useful qualitative predictions 
about the structure and reactivity of various compounds of interest. 
All these predictions can be made using just pencil and paper without the 
need for any lengthy and sometimes difficult theoretical calculations; this 
is, of course, a very attractive feature of Graph Theory. Similarly, Graph 
Theory can be used as a foundation for the representation and categoriza- 
tion of a very large number of chemical systemsl0k Graph Theory is 
especially attractive for organic chemists, because it enables the various 
combinatorial problems of organic chemistry to be solved, e.g. the 
number of structural isomersll-15}, the configurations of annulenesl6}, 
the number of Kekul6 structuresl7-19~, etc. 

Graph Theory can also be applied directly to quantum chemistry; a 
good illustration of this is the graph theoretical derivation of the Pairing 
Theorem, derived earlier by Coulson and Rushbrooke20} in a different 
way. 

We discuss here some aspects of the application of Graph Theory to 
quantum chemistry and examine the close relationship between Graph 
Theory and elementary molecular orbital (MO) theory. The simple MOs 
can be obtained by solving the topological matrix 21, 22~ of the molecule. 

The topological matrix is a matrix whose rows and columns are numbered 
according to the atoms o/the molecule and whose elements are non-zero only 
/or bonded atom pairs. 

If the molecule is represented by its graph, the adjacency matrix can 
be associated with the molecular graph. 

The adjacency matrix is a matrix whose rows and columns are numbered 
according to the vertices o/the graph and whose elements are non-vanishing 
/or edges only. 

It is apparent from the definitions that the topological matrix and 
adjacency matrix are identical, the former being associated with the 
molecule and the latter with the molecular graph. Two points must be 
emphasized here. Firstly, the power of survival of simple molecular 
orbitals is due to the fact that the topology of the molecule shapes the 
MOs. Therefore, the simple MOs should correctly be called "topological 
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molecular orbitals", the name originally proposed by Ruedenberg23), the 
properties obtained from them being determined solely by molecular 
topology and independently of the quantum-mechanical model. Topo- 
logical MOs are exemplified by the Hiickel molecular orbitals 24). Secondly, 
since the topological and adjacency matrices are identical, Graph Theory 
may equally well be used for studies of the molecular properties (energy, 
bond orders, charge distributions) which depend on topology. Further- 
more, Graph Theory may be used in such a manner that a number of 
results can be obtained directly by considering only the molecular 
topology without going through the mathematical manipulations of 
solving the eigenvalue problem of the adjacency matrix. 

Finally, we give a short glossary to help research chemists understand 
the language of Graph Theory. 

Graph Theory terminology 1) Chemical terminology 

Graph 
Vertex 
Edge 
Degree 
Cycle 
Tree 
Chain 
Bipartite graph 
Non-bipartite graph 
Adjacency matrix A 
Eigenvector of A 
Eigenvalue of A 
Number of zeros in the spectrum of A 

Characteristic polynomial 
Kekuld graph 

Structural formula 
Atom 
Bond 
Valency 
Ring 
Acyclic hydrocarbon 
Linear hydrocarbon 
Alternant hydrocarbon 
Non-alternant hydrocarbon 
Topological matrix 
Topological MO 
MO energy level 
Number of NBMOs (NBMO = non- 
bonding molecular orbitals) 
Secular equation 
Kekul6 structure 

1) There is a difficulty with graph theoretical terminology. A number of active re- 
searchers in this field use their own terms. 
It is our intention in the present article to use the terminology of Graph Theory 
which we propose for standard use in the chemical literature. 

II .  E l e m e n t s  of G r a p h  T h e o r y  

In this section we give a brief survey of the mathematical apparatus of 
Graph Theory. Since this article is "application-oriented", and thus is 
designed for the chemical community at large, mathematical rigour is 
omitted whenever possible. 

All necessary definitions 25) will be given in this chapter. The details 
of Graph Theory can be found in some excellent booksS,26). 
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A. Definition of the Graph 

We will consider a set $P of some elements ("vertices") and a binary 
relation d defined on the set $P. The meaning of this is tha t  two elements 
vl  and v2 of the set ¢"  (two vertices) either belong to the relation 

or they  do not  
(vi, v2) e z~¢ (1) 

(v~, ~,2) ¢ d .  (2) 

For  an arbi t rary  ordered pair of vertices either Eq. (1) or Eq. (2) is valid. 
When Graph Theory  is used in chemical problems the relation d has to 
be symmetr ic  and antireflexive, i.e. 

and 
(vl, v2) ~ d -,- (v2, vO e d (3) 

(vl, v2) e d ~ v l  # va. (4) 

A graph is defined as an ordered pair G 

= ( r ,  d ) .  (s) 

This abstract  definition can be visualized when the vertices are 
drawn as small circles and two vertices are connected by  a line if they  
belong to relation d (see Eq.  (1)). These connecting lines are called 
"edges".  

Examples 
1) ¢" ---- [1, 2] 

d = [(1, 2), (2, 1)] 

2) 

1 2 
(¢ ' ,  d )  is the graph o----o 

3 ¢f = [ 1 , 2 , 3 , 4 ]  

~¢ = [(1, 2), (2, 1), (2, 3), (2, 4), (3, 2), (3, 4), 
(4, 2), (4, 3)] 

(~e ~, d )  is the graph ~ 1 

0 2  
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One property of molecules seems to be very close to a binary relation; 
namely two atoms in a molecule are either bonded or not bonded. There- 
fore, molecules can be represented by graphs when the only property 
considered is the existence or not of a chemical bond. We call this 
property the molecular topology. All other molecular properties (e.g. 
geometry, type of bonding, symmetry, chirality, etc.) are neglected. 
The analogy between structural formulae and graphs is obvious. Some 
examples are given in Fig. 1. When conjugated hydrocarbons are con- 

T 
H C C H ~ 0 .,0 0 0 

. I 

I / "  i 
Ti° . . . . . . .  

0 0 

H H \c / 
H / - -  \ c  ...... o 

/ 
H 

----~ 0 o o o o 

I I I 
o o o 

Fig. 1. The graph representation of some formulae 

sidered, the related graphs correspond to the carbon--carbon a--bond 
skeleton, while the H atoms, ~ bonds, and C--H a bonds are neglected. 

H H 

In the present article all graphs are assumed to correspond to conjugated 
hydrocarbons in this way. 

The set ~ is supposed to be finite and to have N elements. Thus, N 
also denotes the number of carbon atoms. The number of edges (C--C 
bonds) is denoted by v. 
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B. Graphs and Topology 

A path in a graph is an ordered set of edges (el, e2 . . . . .  en) with the 
property: the edge ej (1 < ]' <~ n) starts from the edge where the edge 
ej- l ends. 

The length of such a path is n. Thus, for example, (1, 2, 3), (1, 2, 2, 5), 
(1), (2, 3, 4, 5), (1, 1, 1, 1, 1) are paths in the graph G, but (1, 6) is not. 

If the path ends at the same vertex from which it started, we call it 
a loop. Paths (2, 3, 4, 5) and (2, 3, 3, 2) are loops in the graph G. 

The shortest path between two vertices r and s is called the distance 
between two vertices and is denoted as d (r, s). It  is not difficult to see 
that  

d (r, s) = 0 if, and only if, r = s, 

d (r, s) = d (s, r) and (6) 

d (r, s) + d (s, t) > / d  (r, t). 

Obviously, the distance function d has only integral values. According to 
the definition of the graph 

d (r, s) = 1 if, and only if, (r, s) e d .  (7) 

If there is no path between two vertices (i. e. d = co), they belong to 
different components of a graph. All vertices of a graph component have 
finite distances. Although all graphs corresponding to molecules neces- 
sarily have only one component, the number of graph components is an 
important property and we shall use it later (see Section I l l .  B). The 
graphs G1, G2, and G3 have one, two, and three components, respectively. 

o o 

GI G2 Gs 

Once the distance function is defined, it is easy to introduce the 
notion of neighbours. All vertices among which the distance is unity are 
first neighbours (or more simply: neighbours). Second, third, etc. neigh- 
bouts are defined in a completely analogous way. The number of first, 
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second, third, etc. neighbours of a vertex is denoted as 0.1, 0.2, 0"8, etc. ~1 
is also called the degree of the vertex. I t  can easily be seen that  the number 
of edges starting from a vertex is equal to the degree of the vertex. 
Hence, 

~ a l  = 2 v (8) 

where the summation goes over all the vertices of the graph. Only 
vertices of degree l, 2, and 3 appear in the graphs belonging to conjugated 
hydrocarbons. 

Two special types of graphs will be important for further discussion 
(see Section III):  

a) If all vertices are of the degree 2, the graph is called a cycle. Graphs 
G1 and G2 in Fig. 2 are cycles. 

G1 G 2 G3 
Fig. 2. Special graphs 

b) If the distance between all vertices is unity, the graph is complete. 
The degree of all vertices in such a graph is 0.1 = N-- l ,  and it is called a 
complete graph o/degree 0.1. Graphs G2 and G3 in Fig. 2 are complete 
graphs of degree 2 and 1, respectively. Complete graphs of degree one 
play a significant role in Sachs' Theorem 27~ (see Section III.  B). 

C. Graphs and Matrices 

The following notation is adoptedaL M+ denotes the transposed matrix 
M,i .e .  

(M+)2o~ = M2p (9) 

I and O denotes unit and zero matrices, respectively, of an arbitrary type. 
There are several ways of assigning a matrix to a graph s,9.s), but  

only the adjacency matrix s) A is important for us. The adjacency matrix 
is defined as follows 

1 if (r, s) ~ d 
Mrs= 0if  ( r , s ) $ d .  (10) 

a) Matrices are presented in heavy print. 
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The dimension of A is, of course, N. The adjacency matrix is symmetric 
and has zero diagonal elements 

A+ __- A (11) 

Art  ---- 0 (r = 1, 2 . . . . .  N)  (12) 

as a consequence of Eqs. (3) and (4). Because of Eq. (7) the adjacency 
matrix describes the connectivity of the vertices in the graph. 

Ars is also the number of paths of length 1 between vertices r and s. 
One can see now that  

and 

1 if there is a path of length 2 between 
ArjAj ,  = r and s and which passes through ~" 

0 if there is no such path 
(13) 

N 

(A2)r, = ~ ArjAj8 (14) 
J=Z 

where this expression represents the number of paths of length 2 between 
r and s. This consideration can be extended for an arbitrary exponent n, 
i.e.: 

(An)rs --__ number of paths of length n between (15) 
vertices r and s. 

This equation will be utilized in Section VII. 
The actual form of the adjacency matrix depends on the numbering 

of the vertices. Therefore, although the graphs G1 and G2 are obviously 
identical, 

I 1 

G1 6 3 3 2 G2 

5 b4 
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the corresponding adjacency matrices A1 and A2 are not: 

[il°°°i] A [i°°°l t 
~ 0 1 0 0 ~  ~ 0 0 0 1  ~ 

10 10 0 0 0 1  (16) 
A I =  0 1 0 1  0 0 0 0  

0 0 1 0  1 1 0 0  
1 0 1 0  1 1 1 0  

We have relied on the reader's intuition in recognizing that  the graphs 
G1 and G2 above are identical. This procedure for recognizing identical 
graphs is simple enough for small graphs like G1 and G2, but  for a general 
case it remains one of unsolved basic problems of Graph Theory. 

Since A is not independent of vertex numbering, other functions 
which are invariant to the vertex numbering are rather important. For 
reasons which will become clear in the next section, the graph spectrum 
is the most important graph invariant. Let C be the eigenvector matrix of 
A , i . e .  

C A  = XC (17) 

where X is a diagonal matrix, whose diagonal elements are called eigen- 
values of the matrix A. If C and X are of the form 

then 

C = c2 a n d X  = '".., (18) 
".. 

2v 0 ~N 

C, A = x, C, i = 1,2 . . . . .  N (19) 

where C, are eigenvectors with the eigenvalue x,. The set of all eigenvalues 
[xl, x2 . . . . .  xav] is called the spectrum of the graph (i. e. graph spectrum). 
There is an important property of the graph spectrum: 

- - ~  ~<x, ~< + ~  (20) 

where ~. is the maximal vertex degree in the graph. In the chemically 
relevant graphs the whole spectrum lies in the interval from --3 to + 3  
(Ref. ~9)). If matrices A1 and A2 correspond to two different numberings 
of the same graph, then there is a permuta t ion /7  such that  

HA1 H+ = .,42 (21) 
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Since/7  is a unitary matrix 

//17+ = I (22) 

the matrices A1 and A2 are similar and they have, according to a the- 
orem from matrix algebra 30), the same eigenvectors and eigenvalues. 
Hence, the spectrum is a graph invariant. 
Eq. (19) can be rewritten in the form: 

C, (x~l --A) -= O (23) 

and thus the graph spectrum is the set of roots of the secular equation: 

The polynomial 

det lxX-A[ = 0. (24) 

Pc(x)  = det I X-AI (2S) 

is called the characteristic polynomial o/the graph and it is also a graph 
invariant. Pc(x) is of degree N, i. e.: 

N 
Pa(x) = ~ an x N-n (26) 

•=0 

an are the coefficients of the characteristic polynomial. The systematic 
study of graph spectra is a novel problem. The most comprehensive 
publication available on this topic is Ref. 31~. 

D. Graphs and Groups 

Symmetry properties of molecules cannot be used in a proper way in 
molecular graphs. This is obvious since G1 and G2 equally represent the 
benzene molecule: 

However, Group Theory can be employed in the following manner. There 
are N !  permutations of the graph Vertices H, some of them leaving the 
adjacency matrix invariant, i. e. : 

/ / A n  + = A. (27) 
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Transformation (27) is called an automorphism of the graph. Thus, for 
example, HI  is an automorphism of the graph G: 

1 2 2 1 

G ~ 

The set of all automorphisms of a graph forms a group 32-34). If the 
graph is drawn so that  it possesses some symmetry, every symmetry 
operation is in fact an automorphism. Therefore, graphs can be treated 
as if they possess the symmetry of the corresponding molecule. 

Using symmetry considerations the eigenvalue problem can be solved 
for several classess of graphs in closed analytical form 35-49). 

In addition, the group of automorphisms can possess some additional 
elements which do not correspond to any symmetry operation. Therefore, 
the eigenvalue spectra of conjugated molecules sometimes exhibit higher 
symmetry than the geometrical symmetry group would admit. Wild, 
Keller and Giinthard 88) have discussed the nature of this excessive 
symmetry and have given a number of conditions for its occurrence. 

E. Subgraphs 

If ~¢'1 is a subset of ~¢" and d l  a subset of ~ ,  i. e. : 

~ 1  -- ~ (28a) 

~ _ d (28b) 

and if d l  is a relation on the set ~/'1, the graph G1 = 0¢'1, a l l )  is called 
a subgraph o/the graph G. Thus, G1, G2, and G3 are subgraphs of the 
graph G: 

G G1 G2 G3 

F. Graph Colouring 

The problem of colouring a graph with a given number of different 
colours in such a way that  adjacent vertices are always differently 
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coloured is a typical graph theoretical problem. Although the four-colour 
problem 50) has not yet been solved, the two-colour problem, arising in 
graphs of interest in chemistry, has been solved. Graphs which can be 
coloured in two colours are called bipartite graphs (or sometimes bi- 
chromatic graphs). Fig. 3 shows some bipartite and nonbipartite graphs, 
the colouring process being indicated by stars (*) and circles (O). Vertices 

o 
o o 

Fig. 3. (a) Bipartite graphs (no odd-membered rings) 

Fig. 3. (b) Non-bipartite graphs (odd-membered rings) 

of different "colour" in bipartite graphs will therefore be called starred 
and unstarred. Conventionally 

p >~ q (29) 

where p and q denote the number of starred and unstarred vertices 
respectively. 

The following theorem is valid: a graph is bipartite i[, and only i], 
there is no odd-membered cycle subgraph o] the graph. Therefore, there is no 
difficulty in deciding by inspection whether one graph is bipartite or not, 
and an effective colouring process is unnecessary (see Fig. 3). 

All graphs of chemical interest can be coloured in three colours and 
are therefore tripartite graphs. However this fact has so far given few 
useful consequences 51). 
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Hydrocarbons which can be represented by bipartite graphs are 
called alternant hydrocarbons (AH). The concept of AH's was first in- 
troduced by Coulson and Longuet-Higgins 52). Hydrocarbons which can 
be represented by non-bipartite graphs are called non-alternant hydro- 
carbons (NAH). We use both terms (AH = bipartite graph, NAH = non- 
bipartite graph) which are, in fact, the graph theoretical and chemical 
expressions of the same concept. 

If one numbers a bipartite graph so that 1, 2 . . . . .  p are starred and 
p + l ,  p + 2  . . . . .  p + q  = N are unstarred vertices, it is obvious that  

A r s = 0 f o r  1 ~ < r , s < ~ p a n d p  + 1  ~ < r , s < ~ p  + q  (30) 

because two starred or unstarred vertices are never in relation d .  
Therefore, A is of the form 

A = B + O  (31) 

Eq. (31) was first used by Ham 53). As an example of matrix A in the 
form (31) we can give matrix A2 (Eq. (16)). 

III. Equivalence between Elementary Molecular Orbital Theory 
and the Graph Spectral Problem 

A. Hiickel Theory 

The fundamental fact which makes it possible to apply Graph Theory 
in quantum chemistry is that the molecular Hamiltonian for a wide 
class of compounds can be written in the matrix form as a unique 
function of the graph corresponding to the molecule under consideration, 
i.e. 

n = n ( a ) .  (32) 

A linear dependence is the simplest form of Eq. (32), 

H = aI  + flA. (33) 

Eq. (33) is rather simple, but  it can be justified using rigorous quantum 
mechanical analysis 23). This type of Hamiltonian was first introduced 
by  Htickel 24,35,54) in the early years of quantum chemistry before 
Graph Theory was developed. The whole approach is today known as 
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Htickel theory and it was introduced in order to describe the = electrons 
in planar conjugated molecules. ~ and/3 are the Coulomb and resonance 
integrals, respectively, of some effective one-electron Hamiltonian 
operator 55). 

From Eq. (33) it can be seen that  11 and A commute, 

H A  = A H  (34) 

and have therefore the same eigenvectors. Thus, the eigenvectors o / the  
adjacency matrix will be identical with the simple Hackel MOs if the 
overlap matr ix  S is assumed to be of the form 23) 

s = I + ,ra (35) 

where a represents overlap integral. This can be proved in a simple way. 
Let C, be an eigenvector of the matr ix  A belonging to the eigenvalue 
xl, i.e. 

C~A = x~C~. (36) 
Then 

for 
C, (1t - E ,S)  = (o~ + xlfl - El -- x, Ela) C~ = O (37) 

o~ + . , #  (38) E~ --  1 + a x~ 

is usually assumed to be zero (zero-overlap approximation). Using /3 
as an energy unit and ~ as the zero-energy reference point, we have 

E, = x, (39) 

and hence, the eigenvalues o/ the adjacency matrix are identical with 
orbital energy levels. 

Therefore, it is clear that  the spectrum of the graph is rather important  
in elementary MO calculations. The elementary MO problem, i.e. Hfickel 
problem, is in fact fully equivalent to the graph spectral problem. This 
was first emphasized by  Gtinthard and Primas 56) and later by  Schmidt- 
ke 57). 

Simple molecular orbitals (eigenvectors) corresponding to x > 0, x < 
0, and x = 0 are called bonding, antibonding, and non-bonding, respec- 
tively. Note that  the number of linearly independent non-bonding 
molecular orbitals (NBMOs) is equal to the multiplicity of the number 
zero in the graph spectrum. This fact can be related to the stability of the 
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particular conjugated molecule, and it will be discussed later (see Section 
VI). 

The total ~-electron energy of the ground state is given by 

N 

E= = ~ gj xj (40) 
J = l  

where gj is the orbital occupancy number, and for the majority of 
conjugated molecules: 

g j  = for xf = 
for x~ < 

(41) 

We would also like to mention here another important point. Since 
the Htickel and topological matrices are closely related for a particular 
conjugated molecule, all properties of a molecule (i. e. energy, MOs, bond 
orders, charge densities) which may be derived from the topological 
matrix by mathematical treatment must be dependent on the molecular 
topology 2a). This may be one reason why the predictive power of 
elementary Htickel theory is in many cases (e.g. for alternant hydro- 
carbons) as good as that  of any more elaborate approach 56). 

B. T h e  Sachs T h e o r e m  

As was shown earlier, the adjacency matrix of a graph (i. e. topological 
matrix of a molecule) is not a unique function of the graph but  also 
depends on the numbering of the vertices. Therefore, it is very important  
that  the characteristic polynomial and hence the spectrum should be 
independent of the numbering of the vertices. 

However, there is not a one-to-one correspondence between a graph 
and its characteristic polynomial, and this has been the subject of 
investigation of several authors 59-66). Non-identical graphs can possess 
the same spectrum. These are so called isospectral graphs. The simplest 
examples of such graphs interesting for chemists are 
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G1 corresponds to 1,4-divinyl benzene, while G~ corresponds to 2-phenyl 
butadiene. 

The method of calculating the characteristic polynomial by expansion 
of the determinant is neither simple nor does it give any insight into the 
relation between the graph structure and the value of the coefficients. 
This is a fundamental problem in graph spectral theory and it had been 
the object of numerous investigations s~-71). The final solution was 
given ten years ago by Sachs ~7). Here we may point out that  Professor 
Coulson obtained the same theorem years ago 727 and used it in his own 
work as a further way of expanding secular determinants. Some of his 
results were published twenty years ago in Ref. 297. 

In this section we shall report only the special case of the Sachs 
theorem which covers the chemically important graphs. To further 
understanding of the Sachs theorem, the term Sachs graph of the graph 
G has been introduced ~37. A Sachs graph is a subgraph of G which has 
no components other than complete graphs of degree one and cycles. 
Thus, for example, G2, G3, G4, G5, and G6 are Sachs graphs of the graph 
G1. 

o o o 

o~>o o~o o o o.. ° o o 

GI G2 G3 G 4 G5 G6 

Note that  Ga is different from G3. The number of components of a Sachs 
graph s is denoted by c(s) and the number of cycle components (rings) 
is denoted by r(s). The Sachs graph Ga has c(G3) = 2 and r(G3) = 1. The 
coefficients of the characteristic polynomial of the graph (see Eq. (26)) 
can be obtained by means of the following expression: 

a 0 = l  

an = ~ ( - - ) c ( s ) 2 r ( s )  1 ~<n ~ < N  (42) 
s ~  Sn 

Here Sn is the set of all Sachs graphs of the graph G with n vertices and, 
hence, the summation goes over all Sachs graphs with n vertices. In the 
case when the set Sn is an empty set ( ¢ ), there is no Sachs graph with n 
vertices, and hence an = O. 

The use of the Sachs formula is illustrated below. 
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1) 

therefore, 

and 

2) 

O O 

G 

S l  : 0  

o} 
a l : 0  

a2 = (_)1 2 0 = --1, 

P a ( x )  = x 2 -  1. 

SI=~' 
s o{( (o_o)} 

Therefore, al  = 0 
a2 = (_)1 2 o + (_)120 + (_)120 + (_)120 = - 4  

a3 ~___ (__)i 21 = - - 2  

a4 : -  (__)2 2 0 = 1, 

and 

P a ( x )  = x  4 -  4x 2 -  2x + 1. 

The reader can easily see that the Sachs theorem becomes a cumbersome 
method for enumeration of the coefficients an for large molecules. Some 
other procedures for the enumeration of an have also been proposed 29,74, 
75). Hosoya 75) developed his method independently of Sachs; however, 
it can be shown that  the two approaches are fully equivalent, Hosoya's 
method being more practical 7m. 

Regardless of the difficulty mentioned, the Sachs theorem has turned 
out to be a useful tool for studying the spectrum of the graph. Some 
simple and obvious consequences of Eq. (42) are: 

a) Since there is no Sachs graph with only one vertex, it is always 
S1 = ~ and therefore al  = 0. This means that the sum of the whole 
spectrum is zero, i.e. 

/v 

~ = o (43) 
t= l  
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b) Any two vertices joined by an edge can represent an element of 
$2. Therefore, the number of Sachs graphs with two vertices is equal to 
the number of edges (v) and hence 

a2 = - v  (44) 
c) Similarly 

aa = --2 n3 (45) 

where n8 is the number of 3-membered cycles in the graph. 
The generalization of these considerations for an arbitrary an is far 

from being simple 29). However, the following general rule is valid for 
bipartite graphs: 

d) Sachs graphs with an odd number of vertices necessarily contain 
odd-membered cycles. Since there are no odd-membered cycles in 
bipartite graphs, there is always fulfilled 

Sn = ¢ a n d a n  = 0 f o r o d d n .  (46) 

IV. The Pairing Theorem 

In Section II the notion of alternant and non-alternant hydrocarbons 
was introduced, using a graph colouring approach. Although this idea 
looks interesting, it is rather difficult to see whether there is any physical 
concept behind the colouring process. In the present section we show the 
extraordinary importance of separating AHs from NAHs, and in subse- 
quent sections a number of applications will be discussed. 

The characteristic polynomial of the bipartite graph according to 
Eq. (46) is of the form: 

Hence 
Pa(x) = x N + a2 x N-2 + a4 x N-4 + . . .  

P a ( - x )  = P~(x) for N even 
Pa( - - x )  = --PG(x) for N odd 

(47) 

(4S) 

In both cases, i] x, is a root o] the secular equation Pa(x) = O, - x l  is a 
root too. There is at least one zero in the spectrum for odd N. Thus in 
order to construct the whole set of MOs it is sufficient to find only the 
positive (or negative) eigenvalues, and this can be used for simplification 
of the MO calculations 77). 

The above result, usually called the Pairing Theorem, was first proved 
in 1940 by Coulson and Rushbrooke 20). There are a number of proofs 
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and detailed discussions of the pairing theorem in the literature 78), The 
pairing theorem claims that  the spectrum of a biparti te graph is sym- 
metric regarding x = 0. I t  is interesting that  this theorem has only 
recently been proved by the graph theoretical approach 79,8o). Note that  
only bipartite graphs have a symmetric spectrum 51,79). 

The secular equation for AHs can be written as 

* o 
X{ C,r + ~ 0 6 { 8  = 

8 - - > r  

0 x{ c{r + ~ c,, = 0 
8---~r 

for r = s t a r r e d  vertex 

for r=uns t a r r ed  vertex 
(49) 

where the summation goes over all first neighbours of the vertex r. c,r 
0 and c{s are the components of the eigenvector Cl corresponding to 

starred and unstarred vertices, respectively, tha t  is 

* * * o cO . . . .  c ° , + q ) -  ( s o )  C{ : (Cil ,  Ct2, . . . ,  C{2~, C{ ~+1, ~+2, 

where vertices 1, 2 . . . . .  p are starred and p + 1, p + 2, . . . ,  p + q 
are unstarred, respectively. Since - x {  is also the solution of the secular 
equation, it is easy to show that  

cPair * * * 0 _ _  C ° _ _  C 0 ~ + q  { = ( C f l  , C { 2  . . . .  Of :p ,  --c{ ~+1, ~+2 . . . .  ) (51) 

is an eigenvector with the eigenvalue --x,. Specially for x, = 0 

cL = (s2) 

and the NBMOs are of the form 

C BMO = (c;1, c{~ . . . . .  c{~,  0, 0 . . . . .  0) .  ( s 3 )  

In matrix notation Eqs. (50) and (51) can be represented as 

Cbond. ] 
C = [Cantibond.] = [~--~1 (54) 

Cbond. and Cantibond. are the bonding and antibonding MOs occupied 
in the ground state by  2 and 0 electrons, respectively. For the sake of 
simplicity, NBMOs are not considered here. Since the adiacency matr ix  
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can be by appropriate 
the eigenvalue matrix X is given as 

where 

numbering of vertices written in the form (31), 

(55) 

U B V  + ~- V B  + U + = 112Y.  (56) 

Y is a diagonal matrix. This is the matrix formulation of the spectral 
symmetry. 

The colouring process makes explicit the difference between starred 
and unstarred vertices. Therefore, one is justified in assuming that  the 
starred and unstarred atoms have different properties. One can gener- 
alize Eq. (33) as: 

(57) 

where ~* # x°. I t  has been shown 81-84) that  the solutions of Eq. (57) 
are related to those of Eq. (33), hence 

E* -- 2 + 1/2 V (~*--~o)2 + 4fl2 x,2 (58) 

and 

C~ = C~ (59) 

i = 1, 2 . . . . .  N / 2  

Eqs. (58) and (59) enable, for example, the study of aza boron compounds, 
a s :  

N:B-N N~B-N~B-N 
I n I II 
B~N,B B~.N,-B~hN~B 

V. B o n d  Orders  a n d  Charges  

Coulson's charge-bond order matrix 87,52,85,86) is defined as 

p c  2 + = Cbon0. Cbona. (60) 

Using the following relations: 

Cbono. = (U, V) and C + C  = I (61) 

68 



Graph Theory and Molecular Orbitals 

we obtain 

v+~] i r j  (62) 

Now, it can be seen that  the ~-electron charge on the arbitrary atom r o/ 
A H s  is equal to unify. 

qr = ( P c ) , r  = 1. (63) 

Similarly, the bond orders between the atoms of the same colour are 
zero : 

(pc)** = (PC)o ° = 0. (64) 

A proper consequence of Eq. (63) is the prediction of zero ~ component 
ot the dipole moment o] AHs.  This prediction can, of course, be checked 
by  measurements of molecular dipole moments. Available experimental 
data  confirm this prediction 87). Some examples are given in Fig. 4. The 

Predicted: 0 0 0 
Experimenta[ 

votue : 088 089 0.139Q91 

Fig. 4. Dipole moments of some alternant hydrocarbons 

fact that  the charge distribution in AHs is uniform is related to the self- 
consistent nature of topological MOs of AHs 5s). Therefore, elementary 
MO theory should give good agreement with experimental values, e.g. 
heats of atomization, bond lengths, resonance energies, etc. for AHs. 
This has recently been found 92,93). I t  has been shown 94,95) tha t  self- 
consistency depends on the exactness of the equations 

(PC)ll = (PC)22 . . . . .  (PC)~N = 1. (65) 
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Elementary MOs are not satisfactory for NAHs in many cases. For 
example, a number of cases can be found where the stable singlet ground 
state and relatively large total =-electron energy are obtained from the 
calculations, but  the molecules cannot be made. Some examples are 
reported below: 

The appearance of zero bond orders between the iso-coloured vertices 
has been used in the perturbation theory approach for the calculation 
of the total R-electron energy 48,96,9~). For the transformation 

that  is, for the introduction of a new edge in the graph of the molecule, 
the energy change (6E) in the first order approximation is 

rSE = 2 Prs. (67) 

Eq. (64) can now be interpreted as follows: the introduction of a bond 
between the iso-coloured atoms, i .e .  the closure of an odd-membered 
cycle, causes only a small change of second- and higher-order perturba- 
tion terms in the electronic energy of the conjugated hydrocarbon. Thus, 
for example, the 9--10 bond in azulene is rather long (,-d.50 A) 98,99). 
Similarly, since the AH (I) is unstable (see Section vI), the molecule (II) 
should be unstable too, because it cannot gain any stabilization through 
linking atoms r and s. 

I II 

(No Kekul6 structure) 
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This is in agreement with the fact that  II has not as yet been isolated 100). 
From inspection of Eq. (61) it is clear that, the only non-vanishing 

bond orders in AHs are those between differently coloured vertices, i.e. 

p , o  = 2 U+V. (68) 

Hall lOl) has shown that  

P * °  = (B+B)-½ B .  (69) 

Eq. (69) besides giving an excellent possibility for enumerating P*° 
shows that bond orders are a function of molecular topology only. Since 
bond orders can be correlated with bond lengths 85,102-104), molecular 
topology also determines molecular geometry. 

Coulson's 85) definition of the bond order pc :  

2V 

(PC)rs = E gfyrCjs (70) 
J=l  

is not the only one possible. Mulliken 105,1o6) proposed the following 
relation 

N cyrCjs 
(P~)rs = (1 + a) Y gj (71) 

Jr1 1 + xja 

Similarly, Ruedenberg 21) also proposed a simple expression for calculat- 
ing bond orders 

N 

(PI~)rs = ~ gjcjrcjs/xj. (72) 
j = l  

If there is no zero in the spectrum of the graph, Eqs. (70) and (58) 
are equivalent. The generalization of Eqs. (70)- (72) is 

N 

(P)rs = ~ gfyrejs/(xj) (73) 
J= l  

and it has been shown 53,107) that 

p c  = I q- g A2 A -1 

p = p c  I(A).  

(74) 

(75) 
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Therefore, Mulliken's and Ruedenberg's expressions for the evaluation 
of bond orders are related to that  of Coulson and this should be so because 
all these expressions are derived in consideration of the molecular 
topology. 

Hall's formula (69) can be obtained from Eq. (74), because for AHs 
the topological matrix is of the form (31). In the case of NAHs V ~ A -1 
have non-zero diagonal elements; z~-electron distribution is thus not 
uniform and the dipole moments have values very different from zero. 
The rules governing the charge displacements in NAHs are discussed in 
Section VII. 

Ruedenberg's bond orders (pl~) are identical with Pauling's VB bond 
orders 53,107). This is not the only relation between VB and simple MO 
theory. There is a relation between MOs and Kekul6 structures and it 
will be discussed in detail later on (see Section viii). 

VI. Unstable ~-Electron Systems 

One of the most intriguing successes of simple MO theory is the prediction 
of nonexistence of a number of ~r-electron systems. Chemical existence 
is a very difficult notion which includes thermodynamic and kinetic 
requirements 10s), so that  predictions obtained from MO theory must 
be interpreted rather cautiously. Since it is assumed that  ~r-electron 
systems are planar (or nearly so), any considerable deviation from 
planarity can alter the theoretical predictions. For example, cyclo- 
octatetraene (which is predicted to be a rather unstable compound) and 
its derivatives are well defined compounds, but  have nonplanar (a 
puckered D2d "tub") conformation lO9,110); it is this escape from 
planarity which makes cyclooctatetraene a stable compound. Other 
compounds, may exist as highly reactive species, as is the case with 
cyclobutadiene 111,112) and its derivatives 113). 

There is no a priori chemical reason for any system of an even number 
of electrons to be nonexistent or highly reactive. The MO considerations 
show that  the instability of certain ~r-electron systems has a purely 
topological background. Our discussion will include only AH with an 
even number of atoms (and ~r electrons). For NAH, there are some 
difficulties which so far remain unsolved 114). 

For AHs, as shown above, the pairing theorem holds. Suppose first 
that  there is no zero in the spectrum of the bipartite graph. The spectrum 
possesses, therefore N/2 positive and N/2 negative eigenvalues and the 
same is true of energy levels. All the N/2 bonding MOs are doubly 
occupied in the ground state and, hence, a singlet ground state is obtained 
for the molecule considered. 
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As a simple consequence of the Pairing theorem there must be even 
number of zeros in the graph spectrum. Suppose now that  there are two 
zeros in the spectrum, that  is, two NBMOs. Thus there are N[2--1 
bonding and N/2--1 antibonding MOs. Since the bonding MOs are doubly 
occupied, two electrons remain in the two NBMOs and, according to 
Hund's rule, a triplet (biradical) ground state is expected. This simple 
consideration was first stated by Longuet-Higgins 115). The above 
discussion is illustrated in Fig. 5. Biradicals are very unstable species. 

A A 

w 

Fig. 5. 

Singlet ground stote Triplet ground state 

no NBMO two NBMO's 

They are in an orbitally degenerate state and are forbidden according to the 
Jahn-Teller theorem 116). Therefore such species either do not exist or 
are distorted in order to relieve the degeneracy. Good examples of this 
rule are cyclobutadiene, which has a rectangular shape in the ground 
state instead of a regular square form 112,11~) and cyclooctatetraene, 
which has a " tub"  shape in the ground state instead of, a regular planar 
octagon 109,110,118,119). 

From the above discussion it is obvious that  the problem of the 
instability of alternant ~-electron systems is reduced to the finding of 
necessary and sufficient conditions for the existence of the number zero 
in the graph spectrum 120). This problem has not been solved for the 
general case, but  a set of useful theorems concerning the number zero 
in spectrum is known. We will denote the number of zeros in the graph 
spectrum as 7. 

Theorem I 114) 

Let  there be p starred and q unstarred atoms in the AH. Then 

i> p--q. (76) 
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If  there are no 4m-membered cycle subgraphs of the graph, 

= N -- St (77) 

is valid, where t is the largest possible number  of double bonds which can 
be writ ten in the s tructural  formula of a part icular  conjugated molecule. 
The existence of even one single Kekul6 s t ructure  (i.e. N : 2t) means 
tha t  the molecule does not  have any  zeros in the spectrum, and conse- 
quent ly  it should be stable. This theorem holds for a number  of con- 
jugated molecules: polyacenes, polyenes, etc. I t  has been proved in R d .  
114) using the Sachs theorem. Close to this is Dewar 's  theorem no. 27 
(see Ref. 96)). 

I t  can be seen that ,  if p # q, no Kekul6 s tructure can be wri t ten for a 
molecule. Therefore, an impor tan t  chemical consequence of Theorem 1 
is tha t  compounds  wi thout  Kekul~ structures are biradicals. This 
empirical rule 121) was first deduced from simple MO considerations by  
Dewar and Longuet-Higgins 115,122). 
Theorem 2 114,12o) 
If  there is a vertex of degree one, we can remove it and its neighbour and 
all adjacent  edges without  changing the value of 7: 

Example: 

' ~= = ',i"" = 0 =2 

Theorem 3 114) 
A chain of four vertices can be replaced by  an edge without  changing the 
value of 7: 

Example: 
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We emphasize here that  in this theorem the number  four has a funda- 
mental  meaning. Many of molecular properties are of the modulo four as 
will be shown later. 
Theorem 4 114) 
Two vertices and four edges of a peripheral 4-membered ring can be 
removed without changing the value of ~: 

Example: 

~2 = 7  = 7  ~ = 7  o = 2  

Theorem 5 114,120) 
Let the graph G be of the form 

and ~ (G1) = 0. Then ~ (G) ---- ~ (G2). 

Example: 

The importance of this theorem for chemistry is that  the introduction of 
vinyl, phenyl, and similar groups at arbi trary positions in the molecule 
cannot cause either essential stabilization of an otherwise unstable 
molecule or destabilization of an otherwise stable molecule. 
For example 

I II 
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Molecule (I) is stable (singlet ground state), while molecule (II) is un- 
stable (triplet ground state). Cyclobutadienes are unstable regardless of 
the substituents. There are a number of experimental supports for this 
general conclusion 113,123}. 

Theorem 6 124} 
If the graph shows a detail 

then ~ > 0. 

Theorem 7 115,122~ 
AH's having at least one Kekul6 structure and without 4m-membered 
cycles have no zero in the spectrum. Moreover, Dewar and Longuet- 
Higgins 115,122) have given the necessary and sufficient condition for the 
existence of zeros in the spectrum of AH's possessing 4m-membered 
cycles. This was also discussed by  Wilcox 12s~ and Graovac etal. 7s~. 
Since the Dewar-Longuet-Higgins rules demand a knowledge of all 
Kekul6 structures of a molecule, their practical value is limited. Never- 
theless, they show how the ideas of Resonance Theory play a significant 
role in MO theory. 

The problem of estimating the number of zeros in the graph spectrum 
has also been investigated by  various other authors 126-180~. 

Chemical stability has a thermodynamic and kinetic background 108} 
and the energy difference between the highest occupied MO (HOMO) 
and lowest unoccupied MO (LUMO) reflects the ability of a molecule to 
react 131~. Therefore, a small HOMO-LUMO separation is indicative of 
high reactivity. The prediction is made that  the lower value of the ioniza- 
tion potential should correlate with the higher reactivity (and instability) 
of a conjugated molecule 132-134). There are some experimental data now 
available 135,136) which show that  the reactivity of a series of molecules 
can be correlated with their ionization potentials. I t  was pointed out 
some time ago that  there is a close connection between the excitation 
energies of conjugated systems and their aromaticity 137~. 

Since all occupied energy levels fall between 0 and 3 (in fl units), 
HOMO-LUMO separation decreases with the increase in molecular size. 
This fact is reflected in the chemical behaviour of polyenes 18s} and 
polyacenes 189~. Similarly, conjugated macromolecules are found to be 
paramagnetic 140). 

This discussion shows the importance of the zeros in the graph 
spectrum. Since graph spectra are related only to elementary MO theory, 
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the meaning of the zero in the spectrum is that  the exact HOMO-LUMO 
separation is rather small. Then a singlet ground state is expected and a 
very small excitation energy is needed for the promotion of the electron 
to LUMO level (thermal excitation). Hence, the same conclusion can be 
reached about the high chemical reactivity. This is confirmed by the 
chemistry of a very reactive molecule, cyclobutadiene. When cyclobut- 
adiene is studied with the SCF-MO approach 112), it is predicted to have 
a rectangular singlet ground state. On the other hand, there is evidence 
lla) that  a derivative of cyclobutadiene, tetramethylcyclobutadiene, 
shows radical behaviour in the gas phase. This may be a case when a 
low-lying excited state is populated by the thermal excitation. 

VII. T h e  Hi i cke l  (4 m + 2) Ru le  and  its General iza t ions  

The approximate MO study of annulenes is a problem which can be 
solved in closed analytical form. The graph representation of N-annulene 
is a N-membered cycle, and therefore the use of the D2vh symmetry 
group is allowed. The graph spectrum and eigenvectors are known from 
the classical work of Htickel a5). The explicit expression for the total 
~r-electron energy of annulene was obtained later 40,41). Hence, the 
energy expression of N-annulene can be evaluated using the following 
expressions 

~r (annulene) = [ i  c°sec ~ - c o t  -~  
for N = 4m + 2 

for N = 4m 
(78) 

The individual orbital energy can be obtained from 

2]rt i = 1, 2 . . . . .  N (79) Ej = 2 COS N 

The rule, which is due to Htickel 85), states that  only annulenes of 
(4m + 2)-type are stable and those of (4m)-type are not. 

The major importance of the Htickel rule is that  its predictions can 
be experimentally checked and hence the predictive power of the I-Itickel 
MO theory (i. e. topological MO theory) can be critically evaluated. The 
efforts made to prove or disprove the Htickel rule strongly influenced the 
development of annulene chemistry 141,142). 
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A. Hilckel Rule 

In the last section it was shown that  the existence of zeros in the graph 
spectrum is a sufficient condition for the biradical nature of the molecule. 
Using Theorem 3, all even cycles can be reduced to 4- or 6-membered ring 
systems. Calculations show tha t  there is no zero in the spectrum of a 
6-membered cycle (i. e. benzene) and that  there are two zeros in the 
spectrum of a 4-membered cycle (i. e. cyclobutadiene). Another approach 
to this problem is given by  Rouvray 180). We can also make use of the 
Sachs Theorem 27). The coefficient aN of the characteristic polynomial is 
given as : 

N 
aN  = x l  x 2  . . .  X N  = ~ x l .  (SO) 

i = l  

If  there are zeros in the graph spectrum, it is 

aN = O. (81) 

A cycle with N vertices has three Sachs graphs with N vertices, i. e. : 

and thus 

iv N l0 for N = 4m 
aN ---- ( _ ) T  20 + (_)-a- 20 _}_ (_)1 21 = { - 4  

f o r N  ~ 4 m  + 2 

The Hiickel rule for annulenes is generally in agreement with experimental 
evidence. Another point is worth mentioning here. Steric effects are also 
important  in annulene series. In some cases the repulsion between the 
annulene inner hydrogen atoms might be considerable. Therefore the 
molecule, in order to avoid the effect of hydrogen interference, might 
distort from planafity. In fact, there is some experimental evidence 109, 
143-145) available that  up to [18]-annulene the nonplanarity of the 
molecule is significant. 

Of course, the simple considerations presented here cannot take into 
account the stereochemical features of the molecule and thus all predic- 
tions concern only idealized planar annulenes. 

Recently it has been shown 93) that  the Htickel vr-electron energy 
can be correlated with the total  (~ + :r) energy of the molecule and 
hence with the measurable thermodynamic quantities (heat of atomiza- 
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tion). The importance of knowing the total energy is thus clear. The 
Htickel rule states that  (4m)-annulenes are poorer in x-electron energy 
than (4m + 2)-annulenes. This fact can be demonstrated, as shown 
in Fig. 6, by  considering the difference in the total  x-electron energy 
between the annulene and the corresponding linear polyene (this differ- 
ence is called by  some authors the Dewar resonance energy 92,98) and by  
others the index of aromatic stabilization 133,134,146)). Note tha t  larger 

1.0 

O.5 

O. l :  

_ Nr-'s 

i 
, . ° . ° • ° D . 

8 10 ,z 14 18 20 2z 24 26 

Fig. 6. Index of aromatic stabilization (As) vs. the annulene ring size (N) 

rings have a smaller effect on the x-electron energy and the Htickel rule 
is no longer valid when N is sufficiently large. This is in agreement with 
the prediction of Longuet-Higgins and Salem 147). They predicted that  
when the ring becomes very large the Hiickel rule will no longer operate. 
For example, the preliminary studies of the n. m.r.  of two derivatives of 
[30]-annulene (pentadehydro-, tridehydro-) indicated 1~8,140) that  these 
compounds are cyclopolyenes. However, these results are only tentative 
and further work may  clear up this question. More accurate calcula- 
tions 150) have given the same result. 

Using the perturbation theory approach, it can be shown 39,48,98,151, 
152) that  the Htickel rule is valid for an arbi trary ring closure of the type:  
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Such transformations are accompanied by a gain in ~-electron energy if 
(4m + 2)-membered tings are formed, and a loss if (4m)-membered tings 
are formed. The closure of odd-membered tings has no energy effect in 
the first approximation 153). 

These results are generally in agreement with chemical experience, 
since 4-, 8-, and similar rings are rather unusual in conjugated molecules, 
and their occurrence in the molecule is very often accompanied by poor 
chemical stability; on the other hand, the 6-membered ring systems are 
the commonest conjugated molecules. 

There is another possible approach, due to Goldstein and Hoffmann 
154). They have shown that  the Htickel rule is in agreement with the beha- 
viour of the HOMOs. In the Goldstein -Hoffmann method one considers 
only the signs of the HOMO coefficients of chains (linear polyenes) and 
investigates an imaginary ring closure transformation by introducing a 
new edge into the graph of the linear polyene. If the new edge is introduc- 
ed between two vertices of the same sign, the ring has aromatic prop- 
erties, otherwise it is antiaromatic. The coefficient signs of butadiene and 
hexatriene HOMOs are given below 

+ + + + + + 
O' O O O O O O O O O 

Now we can easily see that  the joining of the terminal vertices of the 
butadiene graph is unfavourable, while the same transformation in the 
hexatriene graph is favourable. 

This is a natural generalization of the Woodward-Hoffmann (W-H) 
rules 155,156). A similar approach was also discussed by Salem 157). The 
extraordinary success of the W-H rules shows that  in some cases purely 
topological factors govern the course of chemical reactions 158). An 
interesting approach was also developed by Dewar and advocated by  
him for twenty years 159). He established the following set of rules, now 
known as the Dewar-Evans (D-E) rules 160): 

a) Thermal pericyclic reactions take place preferentially via aromatic 
transition states; 

b) Photochemical pericyclic reactions lead to products that  are 
formed via antiaromatic transition states; 

c) Transition metals may catalyze pericyclic reactions if, and only if, 
they involve antiaromatic transition states. 

Close inspection of the D-E  rules shows that  the transition states 
in pericyclic reactions resemble structures which are topologically 
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equivalent to benzene ((4m + 2)ring) or cyclobutadiene ((4re)ring). This 
only shows that  the basic principles o] both the W - H  and D - E  rules are 
based on the molecular topology, and thus predictions ]rom both approaches 
should lead to the same results, as is indeed the case. Therefore the princ- 
iples governing the pericyclic reactions must be topology-dependent and 
are based on the Hi~ckel rule. 

One of the most famous results of the simple MO approach is the 
prediction 24) of stability for the cyclopentadienyl anion and cyclohept- 
atrienylium (tropylium) cation, which has been fully confirmed by the 
experimental findings 161). The R-electron configuration of these ions is 
fairly similar to that  of benzene, and this explains the results obtained 
in the first approximation. 

I t  is less clear why the (4m + 1)-membered rings tend to be negatively 
charged, while the (4m + 3)-membered rings exhibit the tendency to 
become positively charged in all NAHs. This is generally true, and it can 
be considered as an extension of the Htickel rule for NAHs 49). The 
Htickel rule for NAHs was also discussed in Refs. 162-165). Graph 
theory has as yet no explanation for this interesting phenomenon 166). 

The Hiickel rule can be used in a simple manner for predicting the 
direction of the dipole moments of NAH as shown in Fig. 7. 

I ~ I ~ ~ I 

~1 P2 ~3 

~ >/'-3>.>P,2 

# ~ -  o /¢s-o  ~ e -  o 

 c=c.z 
Fig. 7. The direction of dipole moments in some non-alternant hydrocarbons 
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B. Loop Rule 

It  can be shown 167) that  the Hiickel rule is only a corollary of a fairly 
universal principle determining the total ~-electron energy of conjugated 
molecules. If the graph eigenvalues xj are ordered by decreasing values, 
it follows that:  

N/2 
E~ = 2 ~ xj. (82) 

]=1 

Suppose that  the all N/2  eigenvalues in the summation appearing in Eq. 
(82) are positive (or zero) and that  the other N/2  eigenvalues are negative 
(or zero), i.e. 

x l  >~ x2 >t . . .  >~ x m 2  >~ 0 >~ x2w2+l >~ .. .  >1 xN. (83) 

Condition (83) is automatically fulfilled for AHs because of the Pairing 
Theorem. Moreover, condition (83) also holds for the majority of NAHs 
(but, of course, not for all). Since 

/V 
X = 0 (s4) 

1=1 

and if relation (83) holds, it is simple to prove that  the following equation 
is valid 

N 
E= = ~ Ixjl. (88) 

j = l  

Starting from an identical equation, that is, 

E~ = Tr]A] (86) 

where Tr is the trace of the corresponding matrix, i.e. the sum of its 
diagonal elements, Stepanov and Tatevsky 16 s, 169) derived approximate 
expressions for E~ of benzenoid hydrocarbons, which is a function of the 
number of certain type of edges only. 
Eq. (85) is at least approximately correct for all conjugated hydrocarbons. 

We can expand Ix] as a polynomial 

Ix[ = lo + 12 x2 + 14 x4 + . . .  (87) 
and therefore 

N N 
E~ = l0 N + 12 ~ xj 2 + 14 ~ X14 -I- . . .  (88) 

Jffil Y=! 
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From elementary matrix algebra it is known that  

N 
E xJ n = Tran" (89) 
J=l  

As was shown in Section II, (An)rs is the number of paths of length n 
between the vertices r and s. Therefore, (An)rr is the number of loops of 
length n of the vertex r, and hence T r A  n is the number of all loops of 
length n in the graph. We will call this number Ln and thus 

T r A  n = Ln (90) 

En = lo Lo + lz L2 + 14 L4 + ...  (91) 

Since the coefficients l, are obtained from the expansion of Ix[, the only 
parameter determining the total ~-electron energy is the number o] 
loops. Therefore, En has a purely combinatorial origin in simple MO 
theory. 

Calculations 167) show that  

14m+2 > 0 m = 0,1 . . . .  (92) 

lgm < 0 m = 1,2,. . .  

In other words, loops of the (4m + 2)-type make a positive contribution 
to E~, while (4m) loops decrease its value. In accordance with 

lZ l> IZ,l>lz l> . . .  (93) 

the shorter loops have a more pronounced influence on the ~-electron 
energy. 

I t  is important to note that the odd loops (which, of course, do not 
exist in AHs) play a negligible role in NAHs. 

The above-mentioned rule, which we would like to call "the loop rule", 
is the most general formulation of the (4m + 2)-type rules. The Htickel 
rule is obviously a consequence of it. 

As an important application of the loop rule, approximate formulae 
can be derived to show the dependence of E~ on several graph para- 
meters. The problem of finding the dependence of En on molecular 
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topology has been investigated by  a number of authors 101,167-170), 
Hall 's  formula 101) being an example: 

E~ -TN _Sv I ~ { _  I 
= 4 + 4 - --64 ~ - ~ 2 .  (94) 

I t  also includes as a special case McClelland's 170) result. Here N and v 
are the number of vertices and edges, a l  and ¢2 being the number of the 
first and second neighbours of a vertex;  summation goes over all vertices. 

Semiempirical formulae are also given in order to correlate E~ with 
molecular structure (i. e. with some graph parameters) to make direct 
calculations unnecessary 40,96,171-178). 

VII I .  M o l e c u l a r  Orb i t a l s  a n d  Keku l6  Structures 

The number of unexcited resonance forms of a conjugated unsaturated 
hydrocarbon, that  is the number of Kekul6 structures, play a significant 
role in organic chemistry 179). In the past there were a t tempts  to evaluate 
the number of Kekul6 structures for benzenoid hydrocarbons 1%18). 
Despite the fact that  MO theory and Resonance Theory appear to be 
independent, there is an interesting relationship between them, and the 
number of Kekul6 structures (K) have an important  meaning in elemen- 
ta ry  MO theory. This is not surprising since the VB Hamiltonian for 
conjugated hydrocarbons is also completely defined by  molecular 
topology. Details can be found in Pauling's classical papers 1s0-182), and 
we note that  his "island" method is in fact a pure graph-theoretical 
approach. Similarly, the same is also valid for Rumer 's  theorem 183) 
determining the number of linearly independent resonance forms. 

Longnet-Higgins 115,184) was the first to show that  the number K 
appears in MO theory; following him, a number of authors 53,78,75,10~, 
122,125,185,186) have made contributions to this problem. Kekul6 struc- 
tures can be represented in Graph Theory by  omitting all bonds except 
carbon-carbon double bonds, as shown for naphthalene in Fig. 8. Ob- 
viously, there is a one-to-one correspondence between a Kekul6 structure 
and a Kekul6 graph. The reader can easily see that  Kekul~ graphs are 
Sachs graphs with N vertices without cycles. This is an important  fact 
because it  permits the use of the Sachs Theorem. 

We can number the starred vertices 1, 2 . . . . .  p and the unstarred 
with 1', 2', .... p', in an arbi trary way. Every  KekuM graph can now be 
represented with a permutat ion (a, fl . . . . . .  co) of the numbers 1', 2', 
• . .  p', where, by  definition, the vertices 1 and a, 2 and fl . . . . .  p and o 
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Kekule Graph Permutation 

=/o I ,.2.,.5.31 

(2.3.z,.5.1 } 

I (1.2.3.4.5) 

Fig. 8. Kekuld graphs of naphthalene and their permutations 

are joined by an edge. There are, of course, K such permutations. These 
permutations corresponding to the Kekul6 graphs for naphthalene are 
also shown in Fig. 8. The following equation was proved in Refs. 115) 
and 12z) : 

K 
atv = (_)2v det A = (_)N (X pi)~ (95) 

J=l 

where pj is the parity of the permutation corresponding to the ]'-th 
KekuM graph, i.e. 

pj = [+11 if the / - th  permutation is even 
if the j-th permutation is odd (96) 

I t  can be shown that  the parity of all permutations is the same in AHs 
without (4m)-membered rings, and it gives 19) 

K s = det A. (97) 
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Another form of expression (97) is as follows. The product of all occupied 
orbital energies (in fl units) is equal to the number of Kekul6 structures: 

~/2 
II xj = K (98) 

1=1 

This is an excellent way either to enumerate K or to check the HMO 
calculations. A detailed graph-theoretical interpretation of Eqs. (95)-- 
(98) is given by Graovac et al. 73). 

Another rather interesting relation between the resonance theory and 
elementary MO theory was established by Ham and Ruedenberg 107). 
Let p1, be the Pauling bond-order matrix known from resonance theory 
179). If the adjacency matrix of the/ ' - th Kekul6 graph is Aj, then 

I t  was shown 53,107) that  

K 
1 PP : -  ~ ~ 1  Aj. (99) 

(t,r)~, = (a-1)rs  (100) 

if r and s are starred and unstarred vertices, respectively. The A -1 
matrix can be obtained by inspection of molecular topology, using only 
VB ideas, by a method of Heilbronner 185): 

d (r, s) --1 
1 2 

(A-1)rs = --if- ( - )  Krs (101) 

where Krs is the number of Kekul6 graphs after omitting the vertices r 
and s; d is the distance function (see Section II). Since formula (101) 
holds only for AHs without (4m)-membered rings, there are opinions 
that  for this class of hydrocarbons the elementary MO and VB approaches 
are fully equivalent lS5,186). Recently, van der Hart,  Mulder and 
Ooysterhoff 156) using the extended VB theory have shown that  the 
same results can be obtained with VB theory as with MO theory. 

A generalization of Eq. (97) was proposed 19,187), which shows the 
dependence of the number of Kekul6 structures on molecular topology 
for arbitrary hydrocarbons. The Sachs theorem is used in order to derive 
the following equation: 

K 2 = per A - ~ 2r(s) (102) 
s~SOda 
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where S ~  d is the set of all Sachs graphs with N vertices containing odd- 
membered cycles. For AHs we have, of course, S ~  d = 0, and thus 

K 2 = per A (103) 

per A is the permanent b) of the matr ix  A. 

Furthermore, per A = det A for graphs which do not contain (4m)- 
membered cycles. The use of Eq. (102) is illustrated on the pyracylene 
molecule: 

per A = 20 K = V20-22 = 4 

IX. Unsolved Problems and Future Developments 

In the preceding chapters a number of unsolved problems were discussed. 
Almost all the theorems mentioned in this paper concern AHs, while 
NAHs are an open field for investigations by  means of Graph Theory. The 
rules governing charge distributions in NAHs are rather interesting. 

Although VB and simple MO theories are obviously closely related 
(see Section VIII ) ,  we are not sure why and for which classes of molecules 
the results of VB and MO calculations are equivalent. 

Conjugated hydrocarbons are not the only type of molecules conven- 
ient for application of Graph Theory. There is a priori no reason w h y  

b) The pe rmanen t  of a N × N square  mat r ix  X = [x~j] is defined as 

per  X = ~. Xl~ x ~ f l . . ,  x N ~  
P 

where (0¢, fi . . . . .  w) is a pe rmuta t ion  P of the  indices 1, 2 . . . . .  N and the  summat ion  
is over all N !  permuta t ions .  There is a near  relat ionship between the  permanent 
and the determinant ,  since 

det X = ~ ( - - )1"  x l a  x2f i  . . .  XNCO 
P 

There is a detailed discussion of this topic in Ref. lss). 
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topological MOs should not be able to describe every class of molecules 
correctly. The best results to date have been obtained for inorganic 
complexes 189-192) and for boron hydrides 193-195). Boron compounds 
seem to be the three-dimensional analogues of conjugated hydrocarbons 
193) and a generalization of Htickel-type calculations for the three- 
dimensional case is under way 195). 

As indicated in Section vii, the molecular topology can govern the 
mechanism of some chemical reactions (W-H and D-E rules). The 
major importance of HOMOs and LUMOs for both ground and transition 
states is merely sketched by Goldstein and Hoffmann 154}. The future 
will, we hope, yield a properly developed topological theory of chemical 
reactivity. 

The mathematical apparatus of Graph Theory is rather simple and 
therefore very large molecules, even infinite ones, can be investigated 
196-200). It would be of great value if biologically important compounds 
(e.g. steroids, proteins, DNA, etc.) could also be treated in such a simple 
manner. A very interesting application in this area may be an attempt 
to study the a-electronic systems using graph theory 201). 
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I. Introduction 

The increasing efficiency of large computers permits more and more 
extensive utilization of the methods of quantum chemistry to shed light 
on both static and dynamic properties of small and medium-sized 
molecules. 

However, the computational effort increases rapidly with the number 
of atoms involved and reaches such prohibitive levels that  the chemist's 
desire to have, on theoretical grounds, a reasonably accurate forecast of 
molecular interactions and chemical reactivity has so far proved un- 
realizable. I t  is hence necessary to resort to approximate methods which 
yield at least qualitative indications and a rough prediction of the 
phenomenology involved. 

Examples of such approximate methods are the computation of 
intermolecular interaction energies in terms of experimental multipole 
moments of empirical atomic contributions. 

Another category is represented by some current reactivity theories 
which rely upon a large set of molecular indices, such as atomic popula- 
tions, bond orders, free valency, autopolarizability, etc. These data 
represent an at tempt to extract from the properties of the isolated 
molecule some useful information about its behavior as it interacts with 
other molecules. 

In the same spirit, we report here an at tempt to utilize for 
the study of molecular interactions the analysis of the electrostatic po- 
tential (produced in the surrounding space) which can be calculated from 
the wave function of the isolated molecule. The electrostatic molecular 
potential is generally a rather complex function of the point, and for 
this reason much of the material is presented in graphic form, as this 
permits a quick and easy visualization of the outstanding features, 
although some emphasis is also given to analytic representations of the 
electrostatic potential as well as to their convergence properties. 

An at tempt is made to utilize the electrostatic potential for a first- 
order prediction of the relative reactivity of functional groups in ionic 
reactions and to characterize such groups according to the shape of the 
potential in the corresponding portion of the outer molecular space. 
The molecular potential can then be broken down into contributions due 
to the different groups present in the molecule and the resulting analysis 
will give an idea of the degree of conservation and trans]erability of group 
electrostatic potential among chemically related molecules. 

Lastly, we describe a method which utilizes the electrostatic potential 
for a first-approximation study of the energetics of conformational 
interactions between organic molecules (especially those containing 
heteroatoms) and small polar molecules like water. This is clearly 
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relevant to solvation, but  no a t tempt  is here made to extrapolate the 
method to larger assemblies of molecules. 

II. Limits of Electrostatic Approximation in Molecular 
Interaction Problems 

A. Preliminary Remarks 

This section illustrates the significance and limits of electrostatic approx- 
imation by listing a series of successive decreasing-order approximations 
which, on past experience, may  be considered to deal reasonably with a 
typical problem of chemical interaction. 

The researcher is mainly interested in investigating the mechanism 
of the overall reaction. He must  call upon his experience and ingenuity 
in order to: 

i) elaborate a model which replaces the real system without any 
loss of major characteristics; 

ii) select the appropriate level of approximation and adjust the 
program to the actual case. 

The first point is especially delicate. The choice of a suitable model 
requires that  the reaction mechanism be stated with precision; once the 
model has been chosen, the whole problem is reduced to studying one at 
a t ime certain reactions which in the overall process either succeed or 
compete with each other to give a range of possible products. The 
quality of the results obtained is an "a posteriori" test of our insight of 
physical reality. 

We shall not dwell on this topic; we limit our considerations to a 
very simple model for a given reaction, namely the interaction between 
two single molecules A and B. 

To study an elementary reaction rigorously, we would require a 
compete knowledge of the time evolution of the system in question. 
According to the laws of quantum mechanics, such an approach would 
require the determination of the overall wave function, explicit in all the 
coordinates. Clearly, it is not easy to fulfil such exacting prescriptions, 
and indeed they can only be satisfied for very simple cases. 

For the purposes of this paper, we shall consider only cases where 
A and B are both closed shell systems, and where one of them (the 
reactant) is charged, or is a small molecule having a noticeable dipole 
moment.  Attention will be focused on the level of approximation appro- 
priate to deal with medium- and long-range interactions, and we will be 
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satisfied if we succeed in detecting the best approach channels for the 
reactant. 

B. Born-Oppenheimer Approximation 

A particularly convenient approximation consists in separating the 
nuclear motions from the overall SchrSdinger equation (Born-Oppen- 
heimer approximation). The problem is then reduced to a search for the 
stationary electronic states with energy E (R) for fixed values of the set 
of nuclear coordinates R and the calculation of the corresponding 
electrostatic nuclear repulsion energy Vn (R). Varying R gives an energy 
hypersurface, W ( R ) = E ( R ) +  Vn(R), which has as many  dimensions 
as there are parameters  necessary to specify the nuclear geometry. 
W (R) is then inserted in the nuclear Hamiltonian as a potential energy 
term; if the coupling between nuclear and electronic motions is neglect- 
ed, the problem of determining the time evolution of the system is reduced 
to the s tudy of the motion of a representative point on the W (R) surface. 

C. SCF Approximation 

The introduction of the Born-Oppenheimer approximation is not 
sufficient to make the problem actually solvable. To determine the 
electronic wave function - -  a necessary step to construct the potential  
hypersurface W (R) - -  we have to resort to further approximations 

For the case of interactions between closed shell systems (like those 
considered in the present paper), a sufficient approximation is offered by  

SCF the one-determinant SCF wavefunction ~XB (r,R)a~. We suppose that  
all our readers are sufficiently well acquainted with SCF theory and we 
will not repeat here an exposition of the basic procedure, which may  be 
found in all textbooks on quantum chemistry. We simply mention a few 
points which will be useful later on. The SFC wave function for the 2 N 
electrons of the AB system: 

~ASCF 
= [l/(2N)!] ½ det ]91 (rl) gl 91 (r2) f12 ~°2 (r3) ~3 . . . . . .  92v (r2N)/522V I 

(1) 

(9, is a molecular orbital depending only on the spatial coordinates rz-xv 
Yu zt of the l-th electron, and a and fi are spin eigenfunctions) is usually 

a) The errors introduced by  neglecting the  electronic correlation, which  are in- 
herent  to the one-determinant  approximat ion,  will be largely overcome b y  
the uncertaint ies arising from other  subsequent  approximat ions ,  so t h a t  it is of 
little use to introduce a correction for this  type  of error. 
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obtained by considering the ~,'s as expressed in the form of linear 
combinations 

~ = ~ c~ z~ (2) 
k 

of a set of n basis functions 

z = z 2  . . . .  ( a )  

centered at the nuclei of the AB system (MOLCAO approximation). 
The c coefficients of the expansion (2) are determined by an iterative 
solution of the Hartree-Fock equations which requires a sequence of 
diagonalizations of matrices of order n. 

InSCF Once :tAB is calculated (for the given configuration of the nuclei), 
the total energy E is obtained as a sum of nucleus--nucleus repulsions, 
nucleus--electron attractions (not critical from the point of view of the 
present discussion, since they are easy to compute) and two-electron 
repulsion contributions which can again be divided into coulombic, J ,  
and exchange terms, K: 

, , j  ~,J r,s t,v 
(4) 

¢,J ' , j  r,s t ,v 
( s )  

The electron repulsion integrals have also been expressed in terms of the 
expansion basis functions Z to show that  the calculation of the energy 
requires previous knowledge of all the elements Irs,  tv = (XrZs] ZtZv) 
of a supermatrix I of n2 × n 2 dimensionb). Such a scheme of calculation, 
including the I matrix, must be repeated for each point on the nuclear 
conformation hypersurface. 

Finally, the calculation of a potential energy surface W (R) requires 
a considerable computational effort which rapidly becomes prohibitive 
if the number of atoms and electrons included in the model exceeds a 
very low threshold. The majority of problems of chemical interest cannot 
be yet treated in this way. 

b) For  s y m m e t r y  reasons,  no more  t h a n  n4/8 in tegra ls  have  ac tua l ly  to be compu ted .  
The  m a n i p u l a t i o n  a n d  d iagonal iza t ion  of t h e  H a r t r e e - F o c k  mat r ices  increases  
t he  c o m p u t a t i o n a l  effort  by  a fac tor  of n 5. Thus ,  t he  re la ted  overall  r a t e  can  be 
a s s u m e d  to be  p ropor t iona l  to n'l, 5, as sugges t ed  by  Boys  and  Rajagopal l ) .  
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D. Hartree Approximation 

Since a way must  be found to overcome the above-mentioned technical 
difficulties, let us focus our attention on the more specific aspects of the 
problem and to seek a solution for that  particular subject. 

Let us first take hypersurface regions corresponding to relatively 
large distances between A and B, where the two molecules retain their 
internal structure. Further, we will t ry  to maintain the hypothesis of 
internal nuclear rigidity for a limited range of shorter distances. This 
restriction, of course, excludes from our t reatment  the part  of the reaction 

A + B -~ AB -~ products 

which leads to the rearrangement of the atoms of A and B and, ultimately, 
to the reaction products. In spite of these limitations, the investigation 
of the initial parts of the reaction channels is worthwhile; moreover, 
there is a reasonable hope that,  for some families of reactions, such a 
s tudy can also give some useful information on the intermediate complex 
AB. 

I t  is well known that  the exchange contributions to the energy 
decrease with distance more rapidly than the Coulomb ones. Thus, it 
appears sound to employ, for large portions of the energy hypersurface, 
an approximate t reatment  which preserves the features of the SCF 
method while using approximate expressions for the exchange terms 
KtA,JB = (~IAgJB ]~0*A~0JB) between the molecular orbitals of A and B. 
As a limit approximation, such exchange terms could be completely 
neglected in the calculations. A direct introduction of this last approxima- 
tion in the SCF MOLCAO framework is not particularly fruitful because 
it does not change the number of the I supermatrix elements to be 
calculated and does not reduce the dimension of the Hartree-Fock 
matrix. I t  does, however, open the way to another, more remunerative 
simplification, which takes advantage of the fact that,  in the portions 
of hypersurface where exchange terms are negligible, one can safely 
neglect the charge transfer between molecules. In this case the two 
fragments A and B of the whole system have a more evident individuality: 
the number of electrons is deaf ly  defined in both partners, which can be 
rightly considered as individual molecules. The requirement of expanding 
the molecular orbitals 9fA pertaining to molecule A on the overall set 
Z = ZA + ZB is no longer necessary and the expansion can be reduced 
to the subset ZA of extension nA < n .  (Analogous remarks apply, of 
course, to the ~0B orbitals of B.) In other words, this approximation leads 
to a mere factorization of the electronic wave function of the system: 

= (6) 
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where the two one-determinant wave functions T ~  and T ~  are now 
expanded in the two subsets )fA and ZB, respectively, which are approx- 
imately to be considered as orthogonal. The number of two-electron 
integrals to be calculated is thus much reduced: one needs only the por- 
tions of the [ supermatrix corresponding to elements of the following 
types: 

(XrA X~A IX'~ X~A), (Xr~ X,~ I Z'~ X~,~), (X,'A X,A ]X'~ X'*) 

without any other arrangement of the subindexes A and B. Moreover, 
the order of the Hartree-Fock secular equation is also reduced since it is 
factorized in two blocks whose dimensions are respectively nA and riB, 
(hA + n ~  = n).  

Eq. (6) may be considered as a simplified representation of the AB 
system in the context of the group function method2): TAB = d T A T B .  
Wave function (6) partially violates the Pauli exclusion principle because 
the antisymmetrizer d acting on the product between TA and TB 
(singly antisymmetric) is missing. This approximation is parallel to the 
one Hartree introduced for atomic calculations which is why it is called 
the molecular Hartree approximation. 

The variational iterative procedure to optimize wave function (6) is 
performed by an alternating process, which consists in first bringing to 
selfconsistency TA in the electrostatic field of molecule B (in addition, 
of course, to its own field of electrons and nuclei), then TB in the field 
of A, and so on until convergence is reached. The energy thus obtained 
contains the Coulomb interaction and polarization terms between A 
and B -- i. e. the most important terms at large separation --  and discards 
charge-transfer and dispersion effects. 

The nomenclature used in this section concerning the partition of the 
interaction energy into separate effects is borrowed from an alternative 
perturbation approach to the problem we are discussing3). Perturbative 
treatments are, in fact, particularly effective in the portions of the hyper- 
surface we are presently considering. The next step in our approximation 
scheme may be considered also a first-order perturbative treatment. 

E. Electrostatic Approximation 

In the hypersurface portions where polarization effects may  be considered 
inessential to the understanding of the physical phenomenon under in- 
vestigation, the model may be limited to electrostatic interactions. 
This further reduction is less well justified than the preceding ones, 
although in some cases (see, e.g. Section IX) a mutual cancellation of 
other effects enhances the reliability of the electrostatic approximation. 
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In any case, before assuming its validity, this approximation must be 
carefully controlled. 

Purely electrostatic interactions are taken into account by another 
even more simplified wave function, expressed as the simple product 

7t°s = k ~°.  7 t° (7) 

of two antisymmetrized wave functions, ku ° and ke °, which are simply the 
SCF wave functions of the isolated molecules A and B. According to this 
approximation, the interaction energy is given by: 

WAs = E ° (AB) - [E ° (A) + E ° (B)] = 

= - 2 2 2  Z° - -  2 ( oj (2)§ojs(2) + 

A B  ZaZa 
+ 4 X ~- (9,A (1)9,A (1)I~JB (2)gJS (2)) + a~ ~. Raa 

J B 
(8) 

The first two terms respectively give the attraction energy among the 
electrons of A and the nuclei of B (having charges equal to Za), and among 
the electrons of B and nuclei of A. Both terms are expressed as a sum of 
one-electron integrals. The third term of (8) provides the repulsion 
among electrons of A and B (two-electron integrals) while the last term 
gives the repulsion among the nuclei of the two molecules. Only a portion 
of the I supermatrix is needed to calculate WAB according to Eq. (8), i.e. 
that  part corresponding to Coulomb integrals (Zrx ZsA l ZtB ZvB) among 
basis functions pertaining to the subsets ZA and Zs. In addition, diag- 
onalizations of Hartree-Fock matrices are no longer necessary. 

Since we have now attained the level of approximation which is the 
subject of the present paper, we shall consider the topic in more detail. 

One may regard WAS, Eq. (8), as the interaction energy between the 
potential field VA(r) arising from the first charge distribution ~x (rl), 
and the second charge distribution 7s. I t  could seem idle to speculate 
which of the two partners will be described by the charge distribution 
and which by the potential field. However, in reactivity problems one is 
mainly concerned with relatively large molecules interacting with simpler 
reactants, so we will adopt, as most convenient, the convention of 
calculating WAB in terms of the electrostatic potential of the relevant 
molecule (VA) and of the charge distribution of the reactant (~'B). I t  is 
useful to state this convention at this point because it is needed for a 
further approximation step we introduce in order to cut out the remain- 
ing two-electron integrals of Eq. (8). 
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I t  is convenient to keep VA as accurate as possible so that it can be 
• O • • • calculated directly from Tx  without other approximations (see, however, 

Section VIII  for analytical expansions of VA) and to limit further 
simplifications to 7B. 

In the range of applications of the electrostatic method we have 
attempted, it was found useful to approximate yB by a set of suitably 
placed point charges q,n (this approximation has given quite good 
results both for small neutral molecules having a noticeable dipole 
moment, like H20 and NH3, and for molecular ions like N0~). In the 
case of atomic ions, the point charge set may be reduced to one charge 
only. Within this approximation, the calculation of WAB is much 
simplified: 

w a n  = Y VA (k) q~B (k) (9) 
k 

The two-electron integrals are no longer necessary and a good share of the 
information relative to the chemical process considered is contained in the 
VA function which deserves to be studied and analyzed "per sd' .  

III. T h e  Electrostatic Molecular Potential  

The electrostatic potential arising form molecule A is completely defined 
at every point of the space if one knows the charge distribution (electronic 
and nuclear) of the molecule: 

~ ' A ( r l , R )  = - -  QA( r l )  - ~ - ~ Z a  ~}(~'i - -  R a )  
a 

(10) 

In Eq. (10) qA(r:) represents the electron charge distribution, i.e. the 
diagonal element of the first-order electron density matrix which, in the 
SCF approximation c}, is given by 

~A(rl) = ~x( r l )~0~x( r l )  (11) 
f 

this, in turn, when expanded in terms of an atomic basis (MOLCAO 
approximation), becomes 

QA (rl) : ~ ~ Prs Z r (rl) Zs (rl) (12) 
r 8 

e) I t  is of course, possible, to go beyond  the  SCF approx ima t ion  and to use more  
gcneral expressions of QA- 
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where Pr8 = 2 ~ Cr, ca is the rs-th element of the population matrix. The 

discrete point charge distribution of the nuclei is symbolically represented 
in Eq. (10) by a sum over continuous Dirac delta functions written in 
terms of the same running variable r l  as for electrons. 

The electrostatic potential at point r is given by 

F 7*(ri) . I" ~* (-i) z~ 

f Z; (l'l) ~'S(l'l) dr1 + a~ Z= 
- -  - 2 Pr, I -Rol (13) 

r 8 

Z 

= P ( r }  

X 

Fig. 1. Notations adopted in the definition of the electrostatic potential in a point 
P(r) generated by the electronic and nuclear charges of a molecule 

and its calculation requires only the evaluation of one-electron integrals 
over the selected expansion basis. A large number of computer routines 
is at present available for such integrals, but in some programs obtaining 
V (r) is even more straightforward because i t  is a byproduct of the cal- 
culation of energy, V(r) being related to the first integration step of 
two-electron repulsion terms4). As stated above, the definition (13) of the 
electrostatic potential does not require 0A to be expressed in the SCF 
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framework, but  it is convenient to point out that  VA (r) is the expectation 
value of a one-electron operator so that,  according to the Brillouin 
theorem, its SCF approximation is correct to one order higher than the 
SCF wave function employed. 

V (r) also represents the value, at the first order of perturbation, of the 
interaction energy of molecule A with a unitary point charge (e.g. a 
proton). 

The electrostatic molecular potential may be considered, therefore, 
from two points of view: 1. as an expectation value, which is accordingly 
clearly defined whatever method was employed to calculate the wave 
function (e.g. one-determinant SCF, many-determinant C.I., etc.) and 
whatever approximation level was maintained in the computation (e g. 
kind and extension of the expansion basis Z, etc.) and 2. as an approxima- 
tion, at a clearly defined order, of the interaction energy within a system 
of point charges (Eq. 9). 

Both aspects will be taken into account in our analysis: these should 
provide, on the one hand, a visualization of the features of molecular 
charge distribution --  i.e. comparisons and relationships among different 
molecules or among similar chemical groups placed in different chemical 
frames -- and, on the other hand, an approximate picture of the capability 
of the molecule in question to interact with other chemical species. The 
more correct the first-order approximation, the sharper this picture 
becomes. I t  is particularly well suited for regions at medium or large 
distances from the molecule where reaction channels begin to assume a 
definite shape. 

IV. The Variety of Shapes  of the  E lec t ros ta t i c  Potential 

A. Introduction 

Some chemically relevant examples of characteristic shapes of the 
molecular electrostatic potential are described here and presented 
graphically by means of isopotential curves drawn in selected planes. 
More precisely, the quanti ty reported in the maps is not the potential 
V (r), but  the interaction energy W (r) of this potential with a positive 
unit charge ( +  e). This presentation is better because it gives directly the 
interaction energy (at the first order) of the molecule in question with elec- 
trophilic agents. Since chemical interactions are involved, the "chemical" 
unit of energy, kcal/mole, is used instead of the atomic units employed in 
the preceding section. For clarity, the term "electrostatic potential" 
will be retained, the conversion to energy being a mere fact of presenta- 
tion. 
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The examples will be presented in the following order: 

i) Saturated compounds 

a) H20 and NH3 as examples of monofunctional molecules 
b) cyclopropane and allicyclic derivatives as examples of poly- 
functional molecules. 

ii) Unsaturated compounds: miscellaneous examples containing the 
groups C=C, C--O, - N = O ,  - N = N - - ,  etc. 

iii) Heteroaromatic compounds 

a) Five-membered cycles 
b) Six-membered cycles 
c) Bases of the nucleic acids 

A roman reference number is appended to each molecule. Not all the 
electrostatic potential calculations at present available are discussed 
here, though other examples are considered in the next section. The 
calculations of W (r) for molecules XII ,  XV, XX, XXI  are presented for 
the first time. The others have been published before, but some of the 
maps have been drawn specially for this paper. The kind permission of 
authors and editors to reproduce some material is here acknowledged. 

B. Saturated Compounds 

1. Water and Ammonia 

Potential energy maps for water (I) are reported in Figs. 2 and 3. Fig. 2 
refers to the molecular plane and Fig. 3 to the second symmetry plane 
perpendicular to the molecule. Potential values are higher and positive 
in the proximity of atoms, where the nuclear charges are only partially 
shielded by  the electron cloud. Such portions of space, which we could 
call inner molecular space o), are not of primary interest in the present 
review. 

The outer molecular space is partitioned by  nodal surfaces into 
different portions. In the molecular plane on the side of the hydrogens, 
there is a positive region where the approach of a positively charged 
reactant is disfavored. On the opposite side W (r) is negative and the 
approach of a positive charged reactant is favored. The anisotropy of the 
potential is similar to that  produced by a dipole, but  the picture given 

d) The division into inner and outer molecular space is highly empirical: as a sort 
of guide one could consider the demarcation line as being placed somewhere 
between covalent and van der Waals surfaces. 
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by  W (r) is, in fact, somewhat  more complex; on comparing Figs. 2 and 3 
one m a y  note how in the negative region there is a large at t ract ive hole 
which extends above and below the molecular plane and which contains 
two minima. 

The shape of the molecular potential  reflects the generally accepted 
intuitive picture of the charge distribution of the H 2 0  molecule: four 
electrons interested in two O - H  bonds and two electron lone pairs, 

2 IO 

i 
/ 

It 

-71.8 

N2o 

Fig. 2. Electrostatic potential-energy map for H20 (I) in the molecular plane. 
Values are expressed in kcal-mole 

H20 

Fig. 3. Potential-energy map for H20 in the symmetry plane perpendicular to the 
molecular one 
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equivalent among them, placed in the symmetry plane orthogonal to 
the O - H  bonds and with nucleophilic character. 

For the ammonia molecule (II), isoelectronic with water, the electro- 
static potential has a shape which is shown in part in Fig. 45). The figure 

Fig. 4. Potential-energy map for NH3 (II) in a symmetry plane. From Ref. 5) 

refers to one of the three equivalent symmetry planes. In this case too, 
a positive region correspond to the N--H bonds, and a negative one, less 
extended than for H20 and without indication of double minimum, is 
present. Such behavior is in accordance with classical descriptions which 
assign to NH3 only a lone pair. 

The values of W(r) in the minima are quite different in H20 and 
NH3:--73.7 kcal/mole as against --117.7 kcal/mole. Rather than taking 
absolute values, it is better to pay attention to this difference, which is in 
accordance with the differences in proton affinity of such simple mol- 
ecules. We will return to this topic later. 

2. Cyclopropane and Derivatives 

No potential energy maps of simple organic compounds deriving from 
water and ammonia by single substitutions are at present available. 
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Our  compara t ive  examina t ion  of electrostat ic potent ia l  will be continued 
on the cyclopropane family.  

Cyclopropane and der ivat ives  have  a special s t ruc tura l  peculiar i ty:  
the th ree -a tom ring s t ruc ture  induces a bending in the  ring bondse). 
Fig.15 repor ts  the W(r) m a p  for the ring plane of cyclopropane (III). 

H•C/H H~C,~ 

H / \H H/" "~t / "H 

T~ T~a 

Three min ima  are seen, symmet r ica l ly  placed and  corresponding to the  
three C - C  ben t  bonds, and  correspondingly in the space surrounding 
the molecule three channels of approach for electrophilic reac tants  are 

t -1.9 

..__._----_% 

-12.5 
? / C3He 

Fig. 5. Potential-energy map for cyclopropane (III) in the ring plane. From Ref. 9) 

e) The experimental evidence of the bending of ring bonds s) can be supported in 
germs of atomic hybrids?) and in terms of sigma-pi orbitalsS). Such interpretations 
of electronic structure can be verified also in terms of SCF localized orbitalsg). 
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well in evidence. These channels ultimately lead to the minima and are 
separated by space portions where the repulsive potential of the CH2 
groups is greater. Such electrostatic description agrees with the 'ab initio' 
calculations 10) in forecasting as favored, along the protonation process, 
the intermediate form IIIa, rather than the alternative face-protonated 
form. By the way, it is convenient to recall that the electrostatic approx- 
imation may give some information on the initial stage of the approach 
of molecules A and B, and that  in some cases this information can be 
extrapolated to the "supermolecule" AB. Conversely, it is not possible 
to obtain from the electrostatic approximation elucidations of any sort 
concerning further steps in the reaction. 

As far as cyclopropane is concerned, extensive studies 11) on the 
. . . . .  -{- 

r e l a t i v e  stability different geometries of CsHv show that  open forms of the 
cation are the stable ones. Such findings do not contradict the hypothesis 
that the proton approach channel is really of the type suggested by the 
electrostatic picture. From the form I I I a  the cation may pass to more 
stable geometries through further rearrangement channels which seem 
to have not too large energy barriersll). 

Passing now to cyclopropane derivatives, we examine first some 
potential maps of oxirane (IV)9) and aziridine (V)9). 

H% 
0 N y/H 

H / - -  "H H / -  "H HJ'C--~"'H 
"v- -Ca 

Figs. 6 and 7 refer to the ring plane of oxirane and its second symmetry 
plane, respectively (molecular symmetry group C2v). Both figures also 
contain the perpendicular projection of the nuclei placed outside the 
above planes (blank circles). The substitution of a CH2 group with an 
oxygen leads to appreciable variations in the potential. The minimum 
related to the remaining C-C  bond is smaller than in cyclopropane (O is 
more electronegative than CH2). The minima of the other two bent bonds 
disappear, being absorbed by a unique negative region around the 
heteroatom. Such a region, as may be seen from Fig. 7, is more structured 
than the corresponding one in H20. Here we have two well-evidenced 
minima separated by a barrier of about 9 kcal/mole. The shape of the 
potential corresponds for this molecule too, to the classic description of 
the electronic structure: the location of the two minima is in reasonable 
agreement with the direction of the two oxygen lone pairs. 

III 



Fig. 6. Potential-energy map for oxirane (IV) in the  ring plane. From Ref. @ 

Fig. 7. Potential-energy map for oxirane in the  symmetry  plane perpendicular to 
the ring. From Ref. 9) 
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m 
Fig. 8. Potential-energy map for aziridine (V) in the ring plane. From Ref. 9) 

/~ - 37. 37.6 

, 63 :18 

e,~,, 

1.9 - O~ 1.9 

Fig. 9. Potential-energy map for aziridine in the symmetry plane perpendicular to 
the ring. From Ref. 9) 

113 



E. Scrocco and J. Tomasi 

In the aziridine molecule the shape of the potential is somewhat 
different. Here too, only two negative regions are found: the first cor- 
responding again to the C-C bond (see Fig. 8) and the second to the 
heterogroup. The differences between - 0 -  and > N H  are, however, 
well evidenced by the potential. The second negative region is decidedly 
asymmetric (see Fig. 9) with a sole minimum, in a position again cor- 
responding to the classic direction of the nitrogen lone pair. 

From the electrostatic description it follows that  in both molecules 
the most favored reaction channel for an electrophilic reactant X + 
should lead to an intermediate of the type Va, completely different from 
that  suggested for cyclopropane and in complete accord with chemical 
intuition. 

Other cyclopropane derivatives deserve some attention. Oxaziridine 
(VI) and diaziridine isomers (vii and viii)are two-substituted deriva- 
tives 

H% H ~ H H 

of cyclopropane and therefore particularly well suited for examining the 
reciprocal effects of substituents on the potential. 

In Fig. 10 two electrostatic potential-energy maps for oxaziridine are 
reportedl2). Both maps refer to planes perpendicular to the ring and pass- 
ing respectively through the minimum of W (r) adjacent to the NH group 
and through the two minima pertaining to the 0 atom. We see how the 
presence of the oxygen atom reduces by about 13 kcal/mole the depth 
of the nitrogen hole (with respect to aziridine) and how the presence of 
the NH group -- with the hydrogen atom outside the ring plane -- induces 
noticeable asymmetries in the electrostatic potential near the oxygen 
(minima of - 4 5  and - 3 2  kcal/mole, respectively, as compared with 
- 4 6  kcal/mole for the two symmetric minima of oxirane). 

The two isomeric forms of diaziridine are different owing to the cis 
(vii) or trans (viii) conformation of the couple of NH groups. Two 
equivalent minima of W(r) are present in both conformers, near the 
nitrogen atoms, in agreement with what has been found in compounds 
V and VI. The depth of the holes is, however, greater in the cis isomer 
(--92 kcal/mole) than in the trans one ( - 8 2  kcal/mole). The difference 
of 10 kcal/mole must be attributed to the reciprocal influence of the two 
NH groups : their negative and positive contributions to the potential add 
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CH:zONH 

\ 
,.,.. 

Fig. I0. Potential-energy maps for oxaziridine (VI) in two selected planes. From 
ReL 1~) 

at least partially, in the cis conformer and subtract in the trans case. 
Moreover, this difference is in qualitative agreement with the difference 
in proton affinity A (P. A.) [P.A. = E (AH +) - E (A)] as appreciated on the 
basis of the SCF energies calculated for A and AH + using the same basis 
set employed to get the above-quoted W (r) values (A (P, A.)scP ---- 7 kcal[ 
mole). 
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C. Unsaturated Compounds 

1. Cyclopropene and Derivatives 

As examples of molecules containing double bonds, we now consider a 
couple of compounds structurally related to those of the preceding 
section, namely cyclopropene (IX) and diazirine (X) 

N N 
H 

aX x" 

For the first of such molecules an electrostatic potential shape similar to 
that  already found in cyclopropane may be expected, with the exception 
of the double-bond region where the presence of four electrons in the bent 
double bond would be expected to enlarge the region where the potential 
is negative. In ~act, in the ring plane (Fig. 11) three negative regions are 
found, corresponding to the three bonds of the ring. The minima for the 
single C--C bonds lie in the ring plane, while the map of potential energy 
in the perpendicular symmetry plane (Fig. 12) shows that  the double- 
bond negative region is decidedly large, with two separated minima. On 
the whole, the cyclopropene molecule shows four negative holes in the 
electrostatic potential function, two on the ring plane and two symmet- 
rically placed above and below that  plane near the double bond. This 
situation is in accordance with the description of electronic structure in 
terms of localized SCF molecular orbitalsg), for the double bond system 
is represented in this case by a couple of banana bonds bent outwards. 
The occurrence of the double minimum in the potential is, however, 
presumably related also to the repulsive contributions of the C - H  bonds 
which are particularly strong in the ring plane and accordingly split into 
two parts an otherwise unique negative region. 

The potential shape in the diazirine molecule is rather differentgL 
The remarkable difference in electronegativity between the C and N 
atoms leads to a notable polarization of the C - N  bonds and accordingly 
no minima have been found in the regions near such bonds (Fig. 13). 
Moreover, the occurrence of a lone pair for each nitrogen atom with its 
charge center on the ring plane changes the shape of W (r) in the double- 
bond region. Fig. 14 -- a map in the symmetry plane perpendicular to 
the ring -- shows that the negative region near the double bond is large 
but without double minima. In conclusion, the diazirine molecule 

116 



Fig. 11. Potential-energy map for cyclopropene (IX) in the ring plane. From Ref. 0) 

m 

Fig. 12. Potential-energy map for cyclopropene in the symmetry plane perpendicular 
to the ring. From Ref. 9) 
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Fig. 13. Potential-energy map for diazirine (X) in the ring plane. From Ref. 9) 

Fig. 14. Potential-energy map for diazirine in the symmetry plane perpendicular 
to the ring. From Ref. 9) 
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displays only two holes in the electrostatic potential, corresponding to the 
N lone pairs whose minima lie in the ring plane (Fig. 13) with a depth 
( -  42 kcal/mole) decidedly less than that  found in aziridine and ammonia. 

2. Nitrogen Molecule 

The examination of the potential near a double bond - N = N -  can lead 
the reader to ask how W (r) behaves near the triple bond N------N in the 
nitrogen molecule (XI). The map in Fig. 15~) shows that in the N2 
molecule the bond is surrounded by a positive region. Negative values 
of W (r) are found only at the ends of the molecule, where two minima, 
which Could be attributed to the two lone pairs, are evident. 

0.6 -1.~. 3. N2 

I, 
Fig. 15. Potential-energy map for N~(XI) in a plane containing the nuclei. From 
Ref. 5) 

A comparative examination of all the potential-energy maps for 
N-containing compounds shows that  the N2 molecule is placed at the 
lowest level of nucleophility. The difference between N2 and the other 
compounds is, however, quantitative and not qualitative. The striking 
chemical inactivity of N2 must be tempered if we recall the biochemical 
fixation of atmospheric nitrogen, of paramount importance in the 
economy of the biosphere, and the discovery of the coordination com- 
pounds of N2, also obtained under mild conditionsl3). This last category 
of compounds corresponds to linear coordination, where N 2 acts as either 
mono- or bidentated ligand. Also the proposed mechanism of fixation 
(a concerted electron-donor and electron-acceptor action) may be 
partially explained by an electrostatic picture which involves both 
negative axial and positive radial regions of N 2. 
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3. Triatomic Molecules: 03 and FNO 

In order to evidence variations in the molecular potential for isoelectronic 
molecules of very similar geometry, we consider now the triatomic 
non-linear molecules, ozone (XII) and nitrosyl fluoride (XIII) .  Potential 
maps in the molecular plane are reported for ozone in Fig. 16 and for 
FNO in Fig. 175). Near the terminal oxygen atoms both molecules 

OZONE 

Fig. 16. Potential-energy map for ozone (XII) in the  molecular plane 

"0",.. (/~...\._%.~ \ 

° . . . . . .  9---~. . \ \C-,38 \ ~ \ \ 

;/~// ^ /  ~ \\,X "~ / / 
, o.  / 

i 1 
t I 0 FNO / #0  I 

Fig. 17. Potential-energy map for nitrosyl fluoride (XIII)  in the  molecular plane. 
From Ref. 5) 

120 



Electrostatic Molecular Potential and Molecular Properties 

display a couple of negative potential holes almost equivalent in shape. 
The fluorine a tom of the second molecule is surrounded by  three holes, 
only one of which lies on the molecular plane. 

Near the central a tom of ozone there is a flexion in the potential 
which, however, does not reach negative values, whereas in the corre- 
sponding zone of FNO there is an obvious negative hole. The picture 
given by W (r) is in pleasing accordance with a description of electronic 
structure in terms of localized orbitals. In ozone, two lone-pair orbitals 
for each terminal oxygen - -  with charge center on the molecular plane - -  
and two couples of banana bonds between adjacent oxygen atoms have 
been obtainedl4L In nitrosyl fluoride one has two lone pairs again for 
oxygen, a couple of banana bonds between 0 and N, a single sigma bond 
between N and F and three lone pairs on the fluorine atom, trigonally 
projected outwards. In both molecules there is also a lone pair on the 
central atom, with charge center on the molecular plane. To such lone 
pairs one could relate the hole found in FNO and the flexion of ozone. 

4. Formamide 

This molecule (XIV) was selected because it contains two characteristic 
groups of great chemical importance and because it offers a simple model 
of the peptide linkage. 

The experimental geometry of formamide is practically planar, 
because of a certain amount of conjugation between the two groups, 
and therefore the properties of the aminic group in formamide should be 
different from those of a pr imary alifatic amine having a pyramidal  

NH~ group. 
The map of W (r) in the molecular plane is shown in Fig. 1815~. The 

carbonyl oxygen is surrounded in the outer region by  a wide negative 
region, as in the preceding examples I, IV, VI, X I I  and X I I I ,  but  in the 
present case rather  than two minima a deep and uniform valley is 
found0. The other portions of the molecule, NH2 group and C - H  bond, 
are characterized by  positive values of W (r). 

Fig. 19 shows a map of the electrostatic potential for a plane perpen- 
dicular to the molecule and containing N and C atoms. Jus t  above the 
nitrogen a tom there is a small negative region with a minimum of about 

f) We note, by the way, that the wave function employed for XIV, as well as for 
all the following examples was built in terms of Gaussian expansion functions, 
while the preceding ones were constructed in terms of Slater orbitMs. Direct 
comparisons between the two sets of molecules are postponed unit Section V 
where some data on basis dependency are discussed. 
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oX, lol-2o/ 

FORMAMIDE 
Fig. 18. Potential-energy map for formamide (XIV) in the molecular plane. From 
Ref. zs) 

 )oCy_ 
I / / - 2  o ~ . \  I -lo 

H C 

FORMAMIDE 

Fig. 19. Potential-energy map for formamide in a perpendicular plane containing 
N and C atoms. From Ref. 15) 

- - 6  kcal/mole. I t  is of some interest to  note the striking difference in the 
depth of the hole on passing from pyramidal  to plane NH2 groups:  
see, e.g. I I  and V. Such differences largely encompass possible differences 
due to the basis set (see preceding footnote). A moderate  pyramidal  
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deformation of the NH2 group produces considerable intensification of 
the potential minimum, but is not sufficient to overcome the value of the 
carbonyl holel6). 

I t  is clear from this analysis that the most favored approach channel 
for electrophilic agents is directed towards the carbonyl oxygen. The 
channel ending on the NH2 group is decidedly less favoured. As far as 
the specific reaction of prot0nation is concerned, this prediction is in 
complete accord with "ab initio" SCF calculationsl 7), After a long discus- 
sion on the interpretation of relevant experimental data, the experi- 
menters seem to have reached the conclusion at O-protonation occurs 
first 1 s). 

D. Heteroaromatic Compounds 

1. Five-membered Rings 

In this paragraph a small series of five-membered heterocycles will be 
considered. Maps of W(r) in the molecular plane are presented for 
pyrrole (XV), imidazole (XVI), pyrazole (XVII), oxazole (XVIII) and 
isoxazole (XIX) in Figs. 20 to 24. 

H H H 

:XXE :XXU :XSZI[ x~JJi XIX 

In analogy with the preceding examples, in aromatic compounds too, 
the electrostatic potential is positive near each hydrogen atom, while 
negative regions are present near the - N - -  and - 0 -  atoms. One can 
observe a very small negative region in pyrrole corresponding to the 
C3-C4 bond. This electrostatic picture correctly shows that  - N =  
heteroatoms are more reactive towards electrophilic agents than --O- 
atoms. From the point of view of correlations, we note that  the ordering 
of proton affinities in XVI, XVII, XVIII  and XIX, as measured by the 
corresponding pKa's (6.9519), 2.48~0), 0.821), -2.0321), respectively) 
is the same as that  of W(r) minima2~). 

A correct forecast of differences in electrophilic reactivity among the 
carbon atoms of the ring constitutes a classical testing bench for all 
theories on chemical reactivity. To exploit the electrostatic approxima- 
tion, we need some information on the trend of W (r) in the regions 
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PYRROLE 

Fig. 20. Potential-energy map for pyrrole (XV) in the ring plane 

IMIDAZOLE 

Fig. 21. Potential-energy map for imidazole (XVI) in the ring plane 
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PYRAZOLE 

Fig. 22. Potential-energy map for p~azole (XVII) in the ring plane 

o \ - s / - l o ~ - ' ~  \ J 

LE 

Fig. 23. Potential-energy map for oxazole (XVIII) in the ring plane 
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!sox, z E 
Fig. 24. Potential-energy map for isoxazole (XIX) in the ring plane 

outside the ring plane. In the series of Figs. 25 to 32 we have reported 
sufficient material to test the electrostatic predictions. These figures 
give maps of W (r) drawn for planes perpendicular to the ring and contain- 
ing C - H  nuclei. The identification is given in the captions. A first glance 
at these figures shows that  the electrostatic potential, positive near  the 
ring plane, becomes negative (i. e. attractive for electrophiles) at larger 
distances. 

Fig. 26. Potential-energy map for imidazole in a plane perpendicular to the ring and 
containing C4, H4 atoms 
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',,I: 
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H, C, C, Hs 
Fig. 26. Potential-energy map for imidazole in two perpendicular planes containing 
H~,, C2 and C5, H5, respectively 

-2 5 

H~ C~ 
Fig. 27. Potential-energy map for pyrazole in a plane perpendicular to the ring and 
containing H4 and C4 atoms 

. 0  ...// 

H, C, C, H, 
Fig. 28. Potential-energy map for pyrazole in two planes perpendicular to the ring 
and containing Hs, Cs and C5, H5 atoms, respectively 
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Fig. 29. Potential-energy map for oxazole in a plane perpendicular to the  ring and 
containing H4 and C4 atoms 

, 1 S 

! i r • • 

oxA~ ~ 
Fig. 30. Potential-energy map for oxazole in two planes perpendicular to the  ring 
and containing H2, C2 and C5, H5 atoms, respectively 

,/'t~ 

! t !  . • 
H, C, 

Fig, 31. Potential-energy map for isoxazole in a perpendicular plane containing H4 
and C4 atoms 
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H~ C3 Cs H, 
Fig. 32. Potential-energy map for isoxazole in two planes perpendicular to the ring 
and containing Ha, C3 and C5, H5 atoms, respectively 

ElectrostaticaUy, the reaction channels reach the carbon atoms through 
the ~ region of the ring. On a closer examination, clear-cut differences 
among the different positions become evident. In the four compounds 
containing two heteroatoms, position 4 has in all cases the deepest hole 
and is accordingly the most reactive towards electrophilic attacks. The 
compounds containing two nitrogen atoms (XVI and XVlI) show, in 
addition, deeper channels than compounds XVIII and XlX containing 
nitrogen and oxygen. The electrostatic characterization of reactivity of 
the carbon atoms in these four compounds seems not to be in sharp 

-5 " i ° 

/ \ /1 i / )  

N H, 

PYRROLE 

Fig. 33. Potential-energy map for pyrrole in the symmetry plane perpendicular to 
the ring 
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H, C, C2 H2 

PYRROLE 

Fig. 34. Potential-energy map for pyrrole in two planes perpendicular to the ring 
and containing H4, C4 and C2, H2 atoms, repectively 

contrast with chemical plausibility and agrees with the few experimental 
data related to neutral molecules2~). 

In pyrrole (XV), a wide approach channel for electrophilic reagents 
leads to positions 3 and 4 (see Figs. 33 and 34). This finding is in accord- 
ance with the experimental evidence 24) that protonation in 3,4 is faster 
than in 2,5, though the 2-protonated salts are more stable. As has been 
repeated many times, the electrostatic approximation can give at most 
a picture of the first part of the reaction and it is not able to predict the 
energetically most stable final product. 

2. Six-membered Heterocycles 

We have at present electrostatic potential maps only for pyridine (XX) 
and pyrazine (XXI) 

In both compounds large negative regions surround the heteroatoms, 
in analogy with what has been found in the five-membered heterocycles. 
The minimum for pyridine (-68.3 kcal/mole) is deeper than that of 
pyrazine (-61 kcal/mole), in accordance with the greater basicity of the 
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20 x 

H, ¢, N -68.3 

PYRIDINE 
Fig. 35. Potential-energy map for pyridine (XX) in the symmetry plane perpen- 
dicular to the ring 

Hs C5 C~ Hz 

PYRID INE  

Fig. 36. Potential-energy map for pyridine in a plane perpendicular to the ring 
containing C~ and C5 nuclei 

former (pKa = 5.23 for X X  25) and 0.65 for XXI26)). The correlation line 
parallels that  found for compounds XVI -XIX .  I t  is necessary to consider 
that  in order to find a correlation among free energies for molecules in 
solution (as deduced from pKa's) and gas-phase enthalpies (as approx- 
imated by  W (r) values), other quantities - -  like the changes in solvation 
energy following protonation and the entropy variations - -  must  remain 
constant throughout the set of molecules considered. I t  is questionable 
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PYRAZINE 

Fig. 37. Potential-energy map ~or pyrazine (XXI) in the symmetry plane perpen- 
diculax to the ring 

H 5 C s C2 H ,  

PYRAZINE 

Fig. 38. Potential-energy map for pyrazine in the plane perpendicular to the ring 
containing C2 and C5 atoms 

whether one may assume that  such variations are negligible over the 
set XVI-XXI.  

The electrostatic potential  of pyridine outside the ring plane presents 
large negative regions with small minima (nearly equivalent) in cor- 
respondence with atoms C3-C5 and C4. I t  is not easy to find clear-cut 
examples of reactions involving the free base. Indirect evidence in- 
dicates that  atoms C3-C5 are the most reactive. Nucleophilic substitution 
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reactions, which are generally found to be favored in positions 2-6, 
could indirectly suggest that the C4 atom is more electronegative than 
C2-C6, but this inference has been criticized27L 

In the pyrazine molecule the molecular potential outside the ring 
plane shows some peculiarities: the negative region does not spread 
over the whole ring but is broken near the two N atoms (Fig. 37). The 
large electron attraction effects of the two nitrogen atoms partially 
deshield the carbon nuclei, and the behavior of W (r) offers an explana- 
tion of the greater resistance towards electrophilic attacks of pyrazine 
compared with pyridine. The experimental reactivity of the single type 
of carbon atoms in pyrazine is claimed to be comparable to that of C2 
atom in pyridine~SL Such a qualitative comparison is not well accounted 
for by the electrostatic potentials, though in neither case does electrophilic 
attack seem particularly favored. 

3. Purinic Bases 

As a last example of shape of electrostatic potential, we report here some 
results for a purinic compound, adenine (XXlI). Analogous results for 
other nucleic acid components, thymine and cytosine, may be found in 
the source paper29). 

N 

5 N 

\ 
"~kqT 

In analogy with the preceding examples, three negative zones, 
corresponding to the three =N-atom, are found, with minima in the 
plane of the rings (Fig. 39). Other two symmetric minima, of decidedly 
lower value, are found above and below the -NHz  group (Fig. 40). The 
basicity of pyridine-like nitrogens is much larger than that of the aminic 
nitrogen, in accord with the interpretation of experimental facts now 
generally accepted. The minima corresponding to N1 and N3 are practi- 
cally equivalent and slightly deeper than the one corresponding to N7. 
Experimentally, the preferred positions for an electrophilic attack were 
found to be N1 and N8 (N1 for protonationZ0), N8 for alkylationS1)), 

It may be of some interest to note that a remarkable analogy in 
form and values of W (r) was found between the out-of-plane region of 
imidazole and the corresponding region of the imidazole moiety of 
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Fig. 39. Potential-energy map for adenine (XXII)  in the  ring plane. From Ref. 29) 
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ADENINE 

Fig. 40. Potential-energy map for adenine in a plane perpendicular to the ring and 
containing atoms Nz0, Cc and Na. From l~ef. 29) 
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adenine (no maps are given here). This kind of finding suggests that  one 
could investigate the conservation properties of the potential relative to 
a molecular fragment inserted into different chemical frameworks. Such 
topics will be considered in Section VII. 

E. Provisional Conclusions 

The examples of electrostatic molecular potential reported above are 
very far from being sufficient to permit general conclusions to be drawn. It  
is however, convenient to place here some provisional observations: 

a) The C-H,  N - H ,  O - H  bonds are characterized by positive regions 
of the potential. In most cases they constitute a sort of wall for the 
electrophilic reaction channels. 

b) For the N and 0 heteroatoms, which in the classical description are 
provided with electron lone pairs, the electrostatic potential shows 
well-evidenced negative holes. 

c) The potential hole is generally deeper for N atoms than for 0 atoms. 

d) In a given chemical family, it seems possible to get linear correlations 
between the depth of the hole and the basicity of the corresponding 
chemical position. 

e) The following sequence is found for the depth of W(r) holes for 
nitrogens in conjugated compounds: pyridine-like (9 N) > planar 
trigonal (-NH2) > pyrrole-like (>  N-H) .  

f) In aromatic compounds negative values are found also above and 
below the ring, and the characteristics of such zones seem to be 
potentially related to the reactivity toward electrophilic reagents 
of the different atoms of the ring. 

g) The trend of W(r) in the above-mentioned regions is not always 
correlated with ~r charges. A better correlation is found with total 
ab initio charges. 

V. T h e  Dependence  of V(r) on  the  Accuracy  of the  Wave 
Funct ion  

A. SCF Wave Functions 

An important question related to the reliability of the results of the 
preceding section is how much they depend on the accuracy of the 
wave functions employed. 
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As already noted, all the examples in the preceding section refer to 
SCF ab initio wave functions, which do not take into account electron 
correlation. I t  is well known, however, that  the SCF approximation at the 
Hartree-Fock limit is good enough to give a reliable representation of a 
one-electron, first-order observable like the electronic potential, at least 
for closed-shell ground-state systems like those considered here. If we 
keep to the field of SCF "ab initio" wave functions, the differences in 
accuracy between several wave functions for the same molecule depend 
upon the adequacy of the expansion basis set 2 employed in the calcula- 
tions. In the next paragraph, however, we will also treat the case of 
semiempirical SCF wave functions. 

The examples quoted ill Section IV all refer to minimal basis set 
wave functions composed of Slater-type orbitals (best atom zetas32~) 
for molecules I-XlV, and of Gaussian orbitals for the others. Wave 
functions for compounds XV-XXI refer to a (7s 3p]3s) basis contracted 
to [2s 1 p ] l  s] proposed by Clementi, Clementi and Davis38~ (CD basis), 
while for compound X X l I  we have used another Gaussian basis (4s 
2p]3s) contracted to E2s lp]2s] proposed by M61y and Pullman (MP 
basis) 84~. 

For some molecules electrostatic potentials calculated with other 
wave functions are available. We can anticipate that  the essential 
features of the shape of the electrostatic potential are conserved when 
one changes SCF wave function. Remarkable variations in the absolute 
values of W (r) are on the contrary observed. 

For H20, with a rather extended basis35~ 29 Slater-type orbitals, 
including polarization d orbitals on oxygen and p orbitals on hydrogen- 
one obtains a very similar division into positive and negative regions. 
The position of the minima changes slightly --  they are a little more 
separated --  but  their value is - 4 9  kcal/mole instead of the 73.7 kcal/mole 
found with BAZ wave function. The optimization of orbital exponents 
in the molecule (minimal basis set) produces small changes in the value 
of the minima: Ref.S6~ gives the map of W(r) for water calculated with 
the STO basis optimized in the molecule by Aung, Pitzer and Chang3~. 
The value of W(r) at the minima is -79 .6  kcal/mole. With the CD 
Gaussian basis, it has practically the same shape as in Figs. 2 and 3, 
and minimum values of --70.3 kcal]moleS8~. Ref.36~ also contains W(r) 
maps for formaldehyde with BAZ STO's as well as with BMZ's (best 
molecular zeta) STO's (in both cases minimal basis sets). Near the oxygen 
two minima have been found: --35 kcal/mole in the first case and -47 .6  
in the other. Formaldehyde maps are also available on a Gaussian CD 
basis: the minima are at --34.6 kcal/mole3S). A comparison between the 
two Gaussian bases CD and MP performed in formamide is reported in 
Ref.15L Some maps corresponding to the two wave functions are placed 
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side by side to make comparisons easier: the shape of W (r) is very similar 
and differences among the two sets of results are about 4 to 8 kcal/mole 
in the minimum regions, the CD values being lower. 

Rather  than quote similar results on another scattered series of 
molecules, we pass to a more quanti tat ive examination on a chemical 
family. 

A comparison has been made 89) among the electrostatic potentials of 
three-membered ring molecules I I I - X  (and others not reported in the 
present paper) calculated with STO BAZ wave functions (i.e. those 
reported in Section IV) and with CD Gaussian wave functions. The num- 
ber of negative zones and the position of the minima show sufficient 
agreement. Also in this set, absolute values of W (r) are rather different. 
In Fig. 41 we compare the values of the same minima obtained via the 
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Fig. 41. Comparison of the values of minima of electrostatic potential in some three- 
membered ring molecules according to STO and GTO minimal basis set SCF wave 
functions. The values are labeled as follows: 1, aziridine (C--C), 2, cyclopropene 
(C=C), 3, cyclopropene (C--C), 4, cyclopropane (C--C), 5, oxaziridine (O), 6, oxazir- 
idine (O), 7, oxirane (O), 8, oxaziridine (N), 9, trans-diaziridine (N), 10, cis-diazir- 
idine (N), 11, aziridine (N) 

two different bases. A fairly linear correlation between the two sets of 
results is evident (the correlation coefficient is 0.984). 

The provisional conclusion reached on the basis of checks performed 
so far is that,  for molecules built up with atoms of the first and second 
row of the periodic table, a minimal basis set SCF wave function is 
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good enough to reveal the outstanding features of the potential at a level 
sufficient for qualitative identification of chemical sites. Semi-quantita- 
tive comparisons are, of course, feasible only if the interested wave 
functions are built up in terms of the same basis. 

B.  S e m i - e m p i r i c a l  W a v e  F u n c t i o n s  

For a large-scale application of electrostatic potentials - -  comparisons 
among large sets of molecules and investigations on big molecules - -  
it would be desirable to be able to resort to semi-empirical wave func- 
tions, which can be computed a good deal faster than ab initio SCF ones. 
I t  is necessary, however, to ensure that  the reliability of the W (r) values 
is not too much affected by  going over to approximate wave functions. 

Preliminary investigations on the reliability of semiempirical W (r) 
maps have been started. They are related to the CNDO/2 method. Some 
methods of deriving a W(r) from a CNDO wave function have been 
examined by  Giessner-Prettre and Pullman3S). Among the several 
approximations they have considered, the most involved (called in 
Ref. 30) approximation IV) gives the best results. I t  relies on a trans- 
formation of the CNDO MO coefficients, considered as corresponding to 
a LSwdin orthogonalized Slater-type basis set v, into other coefficients 
corresponding to a normal (not orthogonal) Slater-type basis set Z: 

CX = S -½ c ~' 

where S is the overlap matr ix  written in terms of Z functions: SIl-~ 
< g*]XJ > .  After performing such a transformation, if one takes into 
account explicitly the contributions to electrostatic potential arising from 
all the two-center distributions Z* XJ, one arrives at W (r) maps roughly 
comparable with the ab initio ones. 

As regards the absolute values of the electrostatic potential, we report 
the minima for H 2 0 : - 7 4 . 2  kcal/mole and for H2CO: --55.5 kcal/mole 
obtained by  Giessner-Prettre and Pullman 36) with the above-defined 
approximation IV. 

Another comparison is given in Fig. 424o). I t  refers again to the 
three-membered cycles I I I -X .  The minima found with CNDO wave 
functions are compared with those arising from CD Gaussian wave 
functions39). The correlation coefficient is 0.978. An analysis of the shape 
of W (r) for such molecules in the CNDO approximation shows, however, 
that  the secondary minima near the C - C  bonds in heterocycles tend to 
disappear. CNDO wave functions in fact give a charge transfer from 
carbon to a heteroatom larger than the ab initio SCF wave functions, 
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Fig. 42. Comparison of the values of minima of electrostatic potential in some three- 
membered ring molecules according to GTO minimal basis set SCF wave functions 
and to CNDO semiempirical calculations. The values are labeled as in the preceding 
figure 

on the Slater basisg, 12) as well as on the Gaussian basis39). Therefore some 
caution must be observed in using semiempirical potentials, especially 
when passing to new families of compounds. At the present state of our 
knowledge about this subject, the use of semiempirical potentials looks 
promising, although more extensive checks are needed. 

A straight forward application of approximation IV to calculate 
W (r) maps is quite exacting, because the calculation of the potential 
contribution due to the couple distributions Z~ %7 is time consuming 
when directly performed on the Slater functions. This fact clashes with 
the basic philosophy of semiempirical methods, which is to sacrifice some 
reliability to speed up the calculations. I t  has been shown 40) that  ex- 
pansion of each Slater-type orbital into three Gaussian functions (3G 
expansion41)) gives a substantial improvement of the computational 
times of W(r),  without an appreciable reduction in the quality of the 
results. 

VI.  P r o t o n a t i o n  P r o c e s s e s  

The shape of the electrostatic potentials was employed in Section IV 
to reveal the reactivity capabilities (position and depths of the approach 
channels for electrophilic reagents, values of the W(r) minima, etc.) 
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of the single chemical groups constituting the molecule, with tacit  
acceptance of the electrostatic assumption. But  if we consider an actual 
case from a quantitat ive point of view, the electrostatic approximation 
can raise grave doubts. For example, the maximum electrostatic inter- 
action energy of water with a proton is about - 8 0  kcal/mole (with a 
minimal basis set SCF wave function) while experimentally the protona- 
tion energy, in gas phase, is about --180 kcal/mole42). In  general the 
W (r) values are less than one half of the correct value of protonation. 

Admittedly, interaction with a bare proton is a limiting case, but  it is 
expedient to analyze a limiting case before going over to actual utiliza- 
tions. 

In the case of the protonation process of a molecule A, i.e. the ap- 
proach of a proton to A, the large field arising from the proton itself 
generates appreciable polarization in the electron cloud of A. Charge 
transfer to the proton will also be of some importance at medium dis- 
tances. We should point out however, that  the electrostatic approxima- 
tion "per se" can tolerate quite large differences between electrostatic 
and correct interaction energies: the essential point is that  the ratio 
between these values must remain constant for some portions of the 
space. Because many  of the applications of the electrostatic potential are 
comparative in character, it is usually sufficient to have a functional 
dependence between the interaction energy and its electrostatic part.  
Such functional dependence must,  of course, remain constant among the 
set of molecules which form the subject of the comparison. 

To check the electrostatic picture of the protonation processes, we 
return again to the three-membered ring molecules. The reader will recall 
that  on electrostatic grounds the prefered positions of pr imary protona- 
tion were found near the heteroatom lone pairs and the bent C - C  bonds 
of the rings. Fig. 43 is a graphical comparison between W(r) values 
Corresponding to the positions of the minima, and SCF protonation 
energies A E (r) = E (AH +) -- E (A) (calculated at the same positions). 
E (A) is the energy of the wave function used to calculate W (r) (in Fig. 43 
the values refer to the CD Gaussian basis wave functionsag}), while 
E (AH+) is the energy of a protonated species having the same geometry 
as A with the extra proton placed at the same position as the correspond- 
ing W (r) minimumg). 

In the chemical family here considered, a linear relationship between 
W (r) minima and SCF values of protonation energy (calculated at  the 
same positions) is evident from Fig. 43; the correlation coefficient of the 

g) For the AH+ species the same CD basis set was used as for A, and the same 
subset of atomic orbitals already employed for the other hydrogens of the 
molecule was assigned to the proton. 
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Fig. 43. Comparison between the SCF proton interaction energy (AEscF) and the 
value of the electrostatic potential at  the minima for some three-membered ring 
molecules. Both sets of calculations refer to Gaussian basis (CD) wave functions. 
The points are labeled as in Fig. 41 

regression line is 0.988. Therefore, from the W (r) values one can obtain 
at least an ordering of the various primary protonation processes. 

Another important aspect of the same problem is the reliability of the 
electrostatic representation of the approach channels. Fig. 44 depicts 
the energy situation for the path of most direct approach for a proton to 
the N lone pair of aziridine (V) : practically a straight line passing through 
the N nucleus and the W(r) minimum. Curve a) of Fig. 44 gives the 
W(r) values along this trajectory, curve b) represents the sum of both 
the electrostatic and polarization energies (molecular Hartree approx- 
imation, see Section II. D), and curve c) gives the interaction energy A E 
calculated as the difference between the SCF energy of AH + -- calculated 
for the different positions which the proton takes up along the path --  
and that  of A. Curves a) and b) both characterize in a qualitatively 
reasonable manner the energy trend along these approach channels. In 
particular, the minima of the three curves lie very close together (1.20 A 
for a, 1.06 A for b and 1.12 A for c). A perpendicular section of the same 
channel (at 2.75 A from the nitrogen nucleus) is reported in Fig. 45. 
The values of Figs. 44 and 45 refer to the CD Gaussian wave functionsag). 

Similar results have been obtained for other molecules (NHa4a), 
H20 43), HsNCOI~a), etc.) on minimal basis set functions. By removing 
the constraint of contraction factors in the CD basis one obtains equi- 
valent results. No controls have yet been performed on wave functions 
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Fig. 44. Proton interaction energy trend along an approach path to the aziridine N, 
as obtained a) by the electrostatic approximation, b) by the Hartree approximation, 
c) by SCF computations (GTO wave function) 
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Fig. 45. A section, at R = 2.75 A, of the proton approach channel shown in Fig. 44 
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closer to the H - F  limit. When semiempirical CNDO representations of the 
electrostatic potential are examined, one reaches analogous conclusions 
concerning the correlation between A E and W (r) as well as the electro- 
static description of the shape of the channels. Such results, however, 
are only provisional because the checks so far performed concern only 
the set of three-membered rings 40) and the formamide molecule44). 

VII. G r o u p  C o n t r i b u t i o n s  to the  E lec tros ta t i c  P o t e n t i a l  

One of the main problems in structural chemistry is the at tempt to 
divide molecular properties (like dipole moment, electric polarizability, 
formation enthalpies, reactivity, etc.) into contributions arising from the 
various subdivisions of the molecule. The basic assumption here is the 
conservation of the properties of each single chemical group and its 
(approximate) transferability from one molecule to another. In this 
section we sketch a brief approach to the specific case of the group 
contributions to V (r). An operative definition of group potential will be 
followed by an examination of the relative importance of both near and 
far groups to the electrostatic potential at a given point, and finally by 
a verification of the degree of conservation of group potentials. 

A. Local ized  Orbitals and Related Partition of V(r) 
The SCF wave functions we have used to calculate V (r) are written in 
terms of canonical one-electron orbitals ~ which spread over the whole 
molecule. Canonical form is not able to give a simple and evident vis- 
ualization of a single bond or chemical group. A better representation of 
the wave function for this purpose is in terms of localized orbitals (LO's), 
which give a chemically more expressive picture of the electron distribu- 
tion. I t  is well known that  a one-determinant wave function, written in 
terms of canonical orbitals ~0t, can be transformed into another, com- 
pletely equivalent one, written in terms of localized orbitals 2~. I t  is 
merely necessary to perform a suitable unitary transformation on the 
set ~: 

2 = 9 U  

Various methods of constructing a unitary matrix U with localizing 
properties have been proposed [for a review, see Ref.45)]. For the present 
analysis we have adopted Boys' method46), as being the simplest in- 
trinsic method (for a definition of intrinsic versus external methods, 
see Ruedenberg47)]. 
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The invariance of the first-order density matrix with respect to 
unitary transformations ensures the invariance of all one-electron 
properties, like electrostatic potentials. Thus the transformation to 
localized orbitals does not alter the value of the potential at any point 
r of the space, but  permits a chemically meaningful partition of this 
quantity. In fact, the "lone pair", "bond" and "core" localized orbitals 
resulting from the Boys' transformation are particularly suitable for our 
at tempt a) to give a rational basis to the additivity rules for group con- 
tributions, and b) to find some criteria by  which to measure the degree 
of conservation of group properties. 

Analyses of this kind have already been performed on other prop- 
erties4S); here we discuss only the specific case of V(r). The chemical 
motivation for such an analysis lies in the hope of getting a qualitative 
interpretation of reactivity variations among the molecules of a given 
family. Such an interpretation will certainly be incomplete and limited 
to reactions for which it is possible assume an electrostatic mechanism 
as a first order approximation. 

If the definition (11) of the electronic charge density distribution is 
cast in terms of localized orbitals 21, one obtains for the total molecular 
charge distribution (Eq. 10) : 

~(r l ,R)  ---- - 2 ~  ~ ( r l ) ~ t ( r l )  + ~ZaS(rl-Ra) (14) 
i a 

and for the electrostatic molecular potential: 

t'~ 0"1) ~, (1)  z .  vA(r)=-2zj  dr1+ I-=hol' 
(z 

(15) 

Definition (15) evidences the additivity of the electronic contributions of 
each localized pair, but  it does not properly associate to every such con- 
tribution a corresponding nuclear part. I t  is convenient, therefore, to 
rewrite the nuclear contributions in another form, but  divided according 
to the same scheme. 

The partition we have adopted associates to each electron pair two 
unit positive charges selected in the following way: 

a) If the localized orbital 2, corresponds to a bond orbital between 
two atoms ~ and r ,  one positive charge is assigned to the a nucleus and 
the other to the fl nucleus. 

b) If 2, corresponds to a core atomic orbital, or to a lone pair of the 
valence shell, both positive charges are assigned to the pertinent nucleus. 
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Such a partition, which preserves the electroneutrality in each 
molecular fragment, is not unusual in intuitive arguments on molecular 
structure and has already been employed for similar analyses of chemical 
properties in terms of localized orbitalsg,2o). The electrostatic potential 
may  therefore be written as: 

V (v) = - 2  ] ~ - - ~  d r 1 +  iv _ R~,] + i v _  ~o I (lS) 

where R~ ) -----R~ ) if the localized orbital hi is of core or lone-pair type. 
I t  is evident that  (16) may readily be extended to larger groups, like the 
conventional functional groups (CH3, CH2, NH2 etc.). 

B. An Example  of Analysis of W (r )  

The saturated three-membered ring compounds of Section IV. B. 2 will 
be used here again to exemplify the analysis of W(r). Such cycles con- 
stitute, in fact, the largest available set of molecules with different groups 
inserted in the same rigid molecular framework. 

Table 1 shows the partition of W (r) for the oxaziridine (VI) at three 
characteristic points very near the three minima of W (r) found for this 
molecule (see Fig. 10). Intuitively, each point was associated with one 
of the lone pairs (of N or O) present in the molecule. The first column of 
Table, 1 which refers to a point near the N atom, indicates that  the con- 
tribution of the N lone pair localized group (two electrons and two unit 
positive charges on N) is by far the largest (-258,6 kcal/mole). Its con- 
tribution turns out to be drastically modified by  those of the other 
groups --  the overall value is -79 .6  kcal/mole: this example shows the 
importance of the whole molecular framework in establishing the actual 
value of the potential at a given point. 

Further examination of the first column of the Table reveals that :  

a) the contributions from the core groups (two ls electrons plus 
two nuclear charges) of the different atoms are practically negligible. 

b) the contributions from the two oxygen lone pairs are markedly 
different. 

The latter effect is explained by the fact that  the point at which the 
potential is calculated lies outside the plane and is therefore asymmetri- 
cally placed with respect to these two lone pairs. The large difference 
between the two contributions suggests a strong directionality of the 
two lone-pair orbitals: in fact, as will be seen later, in a multipole ex- 
pansion of the potential due to the charge distribution of such groups, 
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Table 1. W(T) partition for the oxaziridine (VI) molecule in 
three characteristic positions in the outer molecular space 1) 

C ~r ~A 

Group 2) A B C 

lo ( 1 ) 29.03 103.42 - -  219.443) 
lo(2) -- 0.97 - -218.503)  105.37 
ls0 -- 0.01 0.08 0.08 
CH2 23.23 21.93 21.59 
bNH 57.10 10.61 -- 4.13 
boc 10.12 3.76 3.87 
ben 21.83 15.53 15.14 
bol~ 38.20 11.17 9.70 
lsN 0.47 -- 0.06 -- 0.06 
lit - -  258.623) 7.62 36.46 

Overall value -- 79.62 -- 44.44 -- 31.42 

1) The points selected for the analysis correspond to the minima 
found in the electrostatic potential, viz. A near to the N 
atom, and B and C near to the O atom. t3 is in the half-space 
containing the N- -H bond, C in the half-space containing 
the N lone pair. 

2) lx indicates the contribution to W(r) of a lone pair group of 
the X atom, bxy the contribution due to the X- -Y bond, 
lsx the contribution of an inner shell, while in Ct-I 2 are 
collected the contributions due to both C--H bonds and 
lse. Values are given in kcal/mole. 

a) The contribution from the nearest group to the selected 
point is written in italics. 

t he  c o m p o n e n t s  of the  dipole  m o m e n t  are n o t i c e a b l y  i m p o r t a n t .  T h e  
o the r  two co lumn s  of T a b l e  1 refer  respec t ive ly  to  t he  ana lys i s  of W (r) 
i n  the  n e i g h b o r h o o d  of t h e  O lone  pa i r  in  t r a n s  pos i t ion  w i t h  respec t  
to  the  N - - H  g roup  a n d  of the  o the r  O lone  pa i r  in  c i s  posi t ion .  The  m a i n  
c o n t r i b u t i o n  is here  aga in  due  to  t h e  d i rec t ly  i n v o l v e d  lone  pa i r  ( - 2 1 8 . 5  
a n d  - 2 1 9 . 4  kcal /mole ,  r espec t ive ly ) ;  these  va lues  are m a r k e d l y  de-  
creased b y  the  c o n t r i b u t i o n  of the  second lone  pair .  I n c i d e n t a l l y ,  t he  
difference in  the  overal l  va lue  of W (r) in  the  two pos i t ions  ( - 4 4 . 4  ve r sus  
- 3 1 . 4  kcal /mole)  is due  n e i t h e r  to t h e  m a i n  c o n t r i b u t i o n s  of O lone  pa i r s  
n o r  to a s y m m e t r i e s  in  the  CH2 con t r i bu t ions ,  b u t  a lmos t  comple te ly  to  
t he  di f ferent  va lue  of the  c o n t r i b u t i o n s  of the  N H  b o n d  (bNE) a n d  t he  
n i t r o g e n  lone  pa i r  (ll~). 
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Table 2. The effects of the substituents on the electrostatic potential of aziridine 
appreciated by means of the value of W(r) in a given position P, near the N lone 
pair. 

Substituent group X CH2 O NH cis NH trans 

Potential of the 
common part l) -- 154.1 -- 156.0 -- 154.8 -- 155.7 

WX 21.5 / 28.0~ 19.4 / 32.0) 
WbXN 21.3161.52 ) 38.2176.32 ) 30.6163.42 ) 29.1174.02 ) 
Wbx c 18.7J 10.1J 13.4J 12.9J 
OveraU value of W - 92.6 - 79.7 - 91.4 - 81.7 

Dipole components 
of the XC bond 
# .j_ 2.31 1.55 1.83 1.83 
/ z ,  0 0.90 0.41 0.39 

Electrostatic potentials in kcal/mole, dipole moments in Debyes. 

1) WlSN + WIN + WbNH + WbCN +Wlsc + WbCH 1 + WbCH2. 
2) Wx + W~x~ + Wbxc. 

I n  o rde r  to  show m o r e  c lear ly  t h e  i n t e r r e l a t i ons  b e t w e e n  t h e  g r o u p  
p o t e n t i a l s  in a f a m i l y  of s t r u c t u r a l l y  co r r e l a t ed  molecules ,  we  wil l  con-  

s ider  t h e  series d e r i v e d  f r o m  az i r id ine  (V) b y  r ep l ac ing  a CH2 g r o u p  w i t h  

e i t he r  an  O a t o m  (oxazi r id ine ,  VI)  or  an  N H  group ,  in cis as wel l  as in  

trans pos i t ion  w i t h  r e spec t  to  t h e  or ig ina l  N H  g roup  of az i r id ine  (cis a n d  

trans diaz i r id ine ,  V I I  a n d  viii ,  r e spec t ive ly ) .  E a c h  of these  molecu le s  is 
c h a r a c t e r i z e d  b y  t h e  p resence  of b o t h  a N H  a n d  a CH2 group ,  al l  in-  

v o l v i n g  t h e  s a m e  t y p e  of loca l ized  o rb i ta l s  (lSN, lN, bNI-I, beN, l s c ,  be t ty  
bcI~2); th is  is w h y  t h e  c o n t r i b u t i o n s  of these  o rb i ta l s  to  t h e  ove ra l l  

p o t e n t i a l  a t  a p o i n t  w i t h  coo rd ina t e s  of t h e  W (r) m i n i m u m  ly ing  close 

to  t h e  N a t o m  h) h a v e  b e e n  r e p o r t e d  as a s ingle  t e r m  in  t h e  first  r ow of 

h) The W (*') trend in the series of molecules considered above presents the feature 
of providing the minimum near to N at practically the same local coordinates. 
The point chosen/or an analysis of W (t) corresponds to an average among such 
minimum points. Actually, the choice of one location rather than another is not 
particularly meaningful; on changing to a different point, one would reach 
equivalent conclusions, provided comparisons between different molecules were 
made at equivalent points. 
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Table 2. The three following rows give the contributions from groups 
which differ in the different molecules. 

From the data shown in Table 2 one can readily agree about the 
remorkable invariance (1--2 %) of the contributions of the common part. 
As regards the contributions of the groups which differ, the following 
considerations can be made: 

a) The overall contribution Wx + Wbx~ + W~xc is larger when 
X - 0  (+  76.3 kcal/mole) in accordance with the larger electroaffinity of 
the oxygen with respect to the other substituting groups. 

b) A comparison between cis and trans diaziridine shows how 
sensitive W (r) is to the orientation of the groups: the difference between 
the two molecules is chiefly determined by the X contribution, i.e. by 
the whole substituting group including both the N - H  bond and the 
lone pair, whereas the other contributions stay nearly unchanged. 

c) As to the X - N  bond contributions, taking the unpolarized N - N  
bond as reference (its potential contribution is about 30 kcal/mole), 

e 
note that the O--N bond provides a higher contribution (38 kcal/mole), 

e 
and C - N  a lower one (21 kcal/mole). Intuitive considerations about bond 
polarity with respect to the electronegativity of the involved atoms 
parallel this analysis of the potential. 

d) The variations in the contributions of the XC bonds, at the particular 
point considered, are related to the bending of these bonds rather than 
to their polarities, as will be shown below. 

The remarks under c) and d) above may be made more specific if 
one examines also the sole dipole term of a multipole expansion of the 
bond charge distribution (see Section VIII  for more details). We recall 
that  the potential arising from a bond dipole lying in the ring plane and 
having components perpendicular (/~±) and parallel (#tl) to the bond 
itselfi), is given by 

senvqcos9 cosvq 
Wdip = ~.L R 2 -~ ~All R 2 

where R, v~ and 9 are the polar coordinates centered at the bond mid- 
point and having a polar axis coincident with the bond. 

l) For  a more detailed definition, see Ref.9). The par t i t ion of nuclear and electronic 
charges adopted in t ha t  paper  is the same as t ha t  employed here. 
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Let us consider first the X - C  bonds. All the points selected for this 
analysis have ~ very near to z~/2, so the contribution to W (r) given by the 
X - C  bond is clearly due to the perpendicular component tz, (which 
measures at the same time the bending of the bond) and not to the 
parallel one,/*fl (which measures the polarity of the bond). The few data 
reported in Table 2 show, in fact, a good linearity between W (X-C) and 
# .  (X-C).  Applying the same arguments to the X - N  bond, we note that  
in this case ~9 is not far from zero (z9 = 12 °) and consequently the situa- 
tion is reversed: the leading contribution is now given by the parallel 
component -- i.e. the charge transfer along the bond. 

C. Conservation Degree of Group Potentials 

The examples reported above should suffice to demonstrate the kind 
of considerations one may infer from breaking down electrostatic potential 
into group contributions. We pass now to the second point of our analysis 
program (see p. 143), namely to estimate the degree of conservation of 
group potentials. This study will be carried out in two parallel ways. 
In the first we shall adopt the procedure used above, i.e. examination 
of the group considered among a given set of molecules. The second way 
involves verifying the degree of conservation by examining multipolar 
expansions of the group potential, the convergence and reliability of 
which will be discussed in Section VIII.  For this analysis the three- 
membered ring molecules are again used. The groups whose conserva- 
tion degree we shall consider are: CH2 (two C - H  bonds and a carbon 
inner shell) in the molecules III, IV, v, vI, vii, viii ,  IX, x,  NH 
(a N - H  bond, a N lone pair, and a N inner shell) in the molecules V, VI, 
vii, vi i i ;  and, finally, the bond C-C in the molecules III, IV, v.  

I l l/I~ Q ~  1 

"1 
Fig. 46. Sketch of the position of the points in three-atom ring molecules selected to 
verify conservation properties of group potentials 
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The points where a check of the degree of conservation of the group 
potential is made have been selected to correspond to some significant 
positions in a group near to the one considered. In Fig. 46 the locations 
of the selected points 1 and 2 are marked by a star; they are adjacent 
to the group R -- above and below the ring plane -- and at a distance of 
about 2.3 J~ from position P, where the group (CH2 of NH) under analysis 
is located. C -C  bonds are to be considered as located at P - Q  while the 
location of points 1 and 2 remains unaltered. 

1. CH2 Group 

The values of the electrostatic potential of the CH2 group in position 1 
give an arithmetic mean WCH2 (1)=21.66 kcal/mole and maximum 
deviation from the mean value IAWcH2(1)[max-~I.15 kcal/mole. In 
position 2 they are analogous: Wci~ (2) = 22.08 kcal/mole and IA WCH2 
(2) Imax = 1.57 kcal/mole. 

The CH2 group is not particularly sensitive to the effects of groups 
which decrease the symmetry;  this statement is confirmed by the data 
ill Table 3. The first two rows of Table 3 give the values of WCH2 in 
positions 1 and 2, while the following ones contain the coefficients (in 
a.u.) of a multipolar expansion of Vci~z(r) centered at the nuclear 
charge center of the CH 2 group (the cartesian axes are defined at the top 
of Table 3). In fact, the potential V (r) may be expanded as follows: 

_ < O ' a >  < a a a ~ >  

1,15 a #  
qaqfl + ~ ~ ~ . . . (17) 

a B ~  

In this expansion q a - x , y , z  represents the coordinates of the point r,  
where the potential is calculated, and 

< aa > = f ~ (rl,R) aadr l  (18) 

< a a a ~ >  = S V(rl,R) aaa~dr l  (19) 

are respectively the a-th and the afl-th components of the first and second 
moment of the molecular charge distribution. In (18) and (19), aa is one 
of the cartesian components of the vector r l  defining the position of 
molecular charges. 

In Table 3 we report, for brevity, only the dipole and quadrupole 
coefficients, although the octopole and hexadecapole terms were also 
considered in our analysis. The degree of constancy of such coefficients 
is to be considered as a measure of the shape conservation of the charge 
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d is t r ibut ion and  consequent ly  of the corresponding electrostatic poten-  
tial. Wi th  reference to the present  choice of axes, the coefficients < x > ,  
< y  > ,  < x y  > ,  < x z  > ,  < y z  > gauge the deformation with respect to 
the symmet ry  C2v of VcI~2 induced by  the neightbor ing groups. The 
ex ten t  of var ia t ion of the other terms among the set of molecules is a 
clue to the degree of conservation. An examina t ion  of such data  shows 
a fair conservat ion of the electrostatic potent ia l  of CH2; analogous in- 
variance has also been found for other properties of this group in the 
same set of molecules9,12). 

I t  m a y  be as well to emphasize here tha t  the values in  Table 3 refer to 
min imal  basis set wave functions,  and  tha t  the conclusions we have 
drawn are to be considered as provisional unt i l  equivalent  analyses in 
terms of more flexible wave functions become available. To the extent  
t ha t  these results are satisfactory, we can define, a set of mean  values 
for the expansion coefficients, since the spread of the values is sufficiently 
limited. - -  These mean  values, up to the octopole terms, are reported 
in  Table 4 and  can be used in Eq. (17) for approximate  calculations of the 
electrostatic potential .  

Table 4. Mean values of the expansion coefficients for the CH2, 
NH, and C--C groups in three-atom rings 

CH2 NH C--C 

< x > -  0 0 0 .886 
< y : >  0 0.725 0 
< z >  - - 0 . 7 8 6  - - 0 . 9 1 6  0 

< x x >  --2.998 --2.258 -- 1.857 
< x y >  0 0 0 
< x z >  0 0 0 
< y y >  --3.247 --2.523 - -  1.383 
< y z  > 0 0 .548 0 
.< zz > --2.652 --2.753 1.273 

<xxx> 0 0 2.149 
< x x y >  0 --0.655 0 
<xxz > -- 1.083 --0.637 0 
< y y x >  0 0 0.678 
< y y y >  0 --0.096 0 
< y y z  > 0.307 -- O. 135 0 
< zzx > 0 0 --0.112 
< zzy > 0 --0.323 0 
< zzz > -- 2.403 -- 1.817 0 
< xyz > 0 0 0 

The coefficients are given in a.u. 
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2. NH and C -C  Groups 

There is little point in an analogous discussion of the other two groups, 
NH and bc-c.  The analysis of the variation of the potential at the two 
selected points 1,2 among the set of molecules gives the following results 
for the NH group: 

WNH (1) = 30.94 kcal/mole I/IWNH (1)Imax = 1.18 kcal/mole; 
WN~t (2) ----- 18.10 kcal/mole, ]AWNH (2)]max = 1.26 kcal/mole. 

The few values available for the C-C  bonds clearly indicate that  this 
potential contribution is strictly related to the strain of the bond, as 
stated above for the X - C  bonds. The values we have for Wc-c are the 
following: 14.74 kcal/mole for cyclopropane, 20.43 kcal/mole for oxirane (in 
both molecules positions 1 and 2 are equivalent), 18.96 kcal/mole and 
18.74 kcal/mole for positions 1 and 2 of aziridine. They run parallel 
to the perpendicular component (/~) of the C--C bond dipole moment;  
the corresponding values are:/z± = 2.02 D for cyclopropane, 2.42 D for 
oxirane and 2.31 D for aziridine. One may conjecture that  in compounds 
where the strain of the bond does not play such an essential role the 
degree of conservation of Wc-c will be better. 

As far as the multipolar expansion (17) is concerned, both groups have 
coefficients which change on passing from one molecule to another to the 
same extent as those of the CH2 group. The mean values of these co- 
efficients are reported in Table 4. 

VIII .  Ana ly t i ca l  A p p r o x i m a t i o n s  of V ( r )  

A. One- and Many-center Multipole Expansions 

An analytical expansion of the electrostatic molecular potential could be 
very useful for actual utilizations of the electrostatic approximation. The 
choice of the best analytical form is in general dictated by the specific 
problem. For the applications considered in the present paper we have 
selected multipole expansions into spherical harmonics: 

a) referred to a unique center (the center of the nuclear charges of the 
molecule) 

b) referred to as many centers as there are localized orbitals. Each 
expansions concerns a single LO and the expansion center coincides with 
the center of nuclear charges associated with that  LO. 

c) referred to as many centers as are the chemical groups we consider 
the molecule to be partitioned. 
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The first problem we have to deal with is related to the convergence 
properties of the chosen analytical expression. We are not interested, 
however, in the formal aspects of this question and limit ourselves to the 
practical implications of some actual results. 

Let us consider first a small molecule, ammonia, for which the most 
obvious expansion choice is the one-center one. To verify the behaviour 
of the a) expansion with the distance, a set of concentric spheres (centered 
at the nuclear charge center) was selected, and on each sphere a set of 
614 equally spaced points 50>. The electrostatic potential was calculated 
for each of these points, according to either the exact SCF formula 
(Eq. 13) or the multipole expansion (as in Eq. 17). The expansion was 
progressively extended, first including only the dipole term, then the 
quadrupole, the octopole and finally the hexadecapole ones. The mean 
values of W (r) on each sphere are reported in Fig. 47 as a function of the 
radius R. For distances greater than 2 A, an expansion truncated after 
the octopole terms may be considered sufficiently accurate. 

Kcal/~nole Kca tmole 

40! SCF SCf 10 

• C,UH ~ t+ 

2( " - - -  NH, 

~.~ 4 x • 

10 

0 2 
! I t I .  I ! 
1 2 3 4 5 6 ~, 

Fig. 47. Convergency properties of the multipole expansion of electrostatic energy. 
W(R) is the mean value of electrostatic potential on a sphere of radius R calculated 
by a) dipole expansion terms only, b) dipole and quadrupole, c) dipole, quadrupole 
and octopole terms, d) as c) plus hexadecapole terms; e) SCF values. The left side of 
figure refers to ammonia, the right one to aziridine 

In a larger molecule convergence will be slower. On the right side of 
Fig. 47 similar results are reported for the aziridine molecule. The 
expansion containing terms up to octopole is sufficiently accurate for 
distances more than 3 /~  from the center of the molecule. Another test 
is to analyze the errors introduced by  using the multipolar expansion. 
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The percentage mean value of the absolute deviations between exact 
(SCF) and approximate (expansion up to hexadecapole terms) electro- 
static potentials on the N = 6 1 4  points was calculated for each of the 
spheres: 

N 
loo ~ - '  lv~o~()-~) - w~,~, (~'~)l 

7 -  N / _ ,  p ~  (20) 
t= l  

The curves refer to H20 (a), NHa (b), aziridine (c) (solid curves). For 
ease of visualization, ~/is reported on a logarithmic scale, while distances 
are measured in fractions of the medium van der Waals molecular radius 
of the molecule considered. The ~7 values rapidly decrease with in- 
creasing distance and, in the case of the two small molecules, they are 
less than 10 % at a distance equal to Rvdw. With aziridine, it is necessary 
to go to distances larger than 1.4 Rvaw in order to have comparable 
values. Fig. 48 gives analogous results obtained from a many-center 
expansion of the b) type dashed curves). As was to be expected, at 

%1. 

1 

0.5 

-.~c 

\ a \ 
x x 

"-.\. 

115 2 "/~,.w 

Fig. 48. Variat ion wi th  t he  dis tance of the  percentage  mean  value of t he  error  for 
one-center  (solid lines) and many-cen te r  (broken lines) expans ions  of the  electro- 
s ta t ic  potent ia l :  a) water ,  b) ammonia ,  c) aziridine. F r o m  Ref. 50) 
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medium distances the many-center approximation gives better agree- 
ment. 

Some results related to the c) type expansions have already been 
reported in Section VII. The convergence of such expansion is, of course, 
intermediate between a) and b). 

A more complete analysis of the convergence properties of multipole 
expansions would require an examination of their performance in each 
orientation. To report the pertinent data would take too long, so we 
refer the reader different check of convergence discussed in Section 
IX. B. 

Recently Pack, Wang and Rein 51) published a convergence analysis 
of analytical expansions of the electrostatic potential on parallel lines 
to the present one. These authors compare with the exact expansion 
the one-center one and a "segmental atomic" expansion (centered at 
the nuclei). Convergence is tested on pyridine (semiempirical iterative 
extended Hiickel wave function) along the symmetry axis with ex- 
pansion truncated after the octopole term. Their results are comparable 
to those reported here; in particualr, the segmental expansion appears 
quite reasonableJ). 

One-center expansions of the electrostatic potential have been 
employed in theoretical studies on electron scattering by  diatoms. A 
single-center basis set was used by Ardill and Davidson58) for H2; 
two-center basis sets with subsequent expansion of the MO's into single- 
center molecular orbitals were used by Faisa154) for N e, and by Gianturco 
and Tait 5s) for CO -- in the last paper the results of two different wave 
functions are compared; numerical calculation of expansion coefficients 
was performed by Thruhlar, Van-Catledge and Dunning 56) for different 
wave functions of Ne, ranging from the HF  limit to semiempirical INDO 
ones. 

B. Monopole Expansions 

Another way to obtain an analytical expression for V (r) is by a point 
charge representation of the molecular charge distribution. Such a 
procedure can be of practical use only if the number of point charges is 
reasonably limited. In our experience, it is quite difficult to get a suff- 
iciently accurate representation of the charge distribution for medium- 
sized molecules,, whereas for small molecules, like water and ammonia, 
it is relatively easy to do so. 

J) Riera and Nieath 52) agree in considering generally insufficient expansions trun- 
cated after the quadrupole terms. 
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6.27 "~ -_ 

Fig. 49. Comparison of SCF and point-charge model values of W(r) in the molecular 
plane for H20. Solid line refers to SCF values, dashed lines to the model. From 
Ref. 57) 

Fig. 49 shows by  way of example a comparison between the SCF 
potential  and that  obtained by 13 point charges 57) for the H20  molecule. 
The geometrical arrangement of the charges was chosen so as to mini- 
mize the deviations with respect to the SCF potential at a fairly large 
number of points of the outer molecular space, with the simultaneous 
constraint that  the point charge distribution must give the same value of 
dipole and quadrupole components as the SCF wave function. For more 
information about the locations of the points, reference should be made 
to the original paper57). For the regions outside the molecular van der 
Waals surface, the monopole expansion gives values of W (r) which are 
accurate enough for chemical applications in the molecular plane (as 
shown in Fig. 49) as well as in the other portions of the outer molecular 
space (not reported here). 

IX. Electrostatic Description of the Conformational Structures 
of Molecular Associates A ' H 2 0  

A. Direct Application of the SCF Electrostatic Potential 

The monohydration associates A .H20 ,  where A is a neutral molecule 
containing polar groups, represent a typical association to which the 
electrostatic approximations of Section II .  E may  be applied. The 
object is to obtain by  relatively inexpensive methods a first-order de- 
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scription of the interaction energy surface between the two partners. 
We would be satisfied with predictions about the location of the solvation 
sites of A, the approximate geometry of stable associates and their 
conformational, energies, and a semi-quantitative and comparative 
estimate of mono-solvation energies at the various possible sites. 

One may infer from experimental data that  this type of association -- 
essentially a hydrogen-bond association -- does not involve critical 
variations of the internal geometry of the partnersSS). Consequently, it 
should be legitimate to use in our description the wave functions of the 
separate molecules. On the other hand, some analyses performed on SCF 
calculations of hydrogen-bonded associates 59-61) show that  at distances 
beyond the equilibrium ones the interaction energy is mainly of electro- 
static nature, but  at the actual equilibrium distance the differences 
between the total interaction energy and the electrostatic portion appear 
to be relevant. The application of electrostatic methods, therefore, does 
not encounter particularly serious problems in evaluating medium- and 
large-distance interactions, whereas at distances closer to the equilibrium 
ones, things are more complicated. Moreover, the above-mentioned 
analyses clearly show that  the electrostatic approximation is not able 
to predict the equilibrium distances correctly. However, we may ask 
whether at fixed R (~ Req) the electrostatic approximation can indicate 
the correct trend of the energy as a function of the other parameters 
describing the mutual orientation of the two molecules; if it could, a 
partial, first-order answer might be given to the other questions about 
the associate. 

We must point out that, if the assumption of internal rigidity is 
accepted for both associating molecules, the number of degrees of 
freedom of the system A. H20 shrinks to six: three parameters are required 
to fix the position of a point in H 20 (e.g. the O nucleus) with respect to 
the other molecule, and three further parameters are needed to specify 
the H20 orientation with respect to A. Thus, the interaction energy 
hypersurface W, . i~o  is defined in a six-dimension configurational space 
and it is obviously impossible to visualize its shape unless one resorts 
to examing particular (and significant) "sections" of such a hypersurface. 

With a view to checking whether or not the results of the electro- 
static calculations performed on WA.H2o section with constant R are 
able to provide a sufficiently reliable picture, we shall compare a few 
"sections" obtained by the approximate method with some relying upon 
the usual ab initio SCF calculation (in terms of a minimal basis set). In 
the electrostatic calculations, since one of the partners is always an H20 
molecule, the point charge description of paragraph VIII.  B may be 
utilized. The interaction energy W will consequently be obtained by  
applying Eq. (9) : 
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n 

WA.I-I2O = ~ VA (k) qkH20 (21) 
k = l  

which utilizes, for each configuration of the associate, the electrostatic 
potential of A in the n = 13 points where the qk charges of water are 
placed. 

The most thoroughly investigated A . H 2 0  system -- using ab initio 
methods -- is  the water dimer 57, 62-6s). In this particular case, the electro- 
static method has given encouraging results (for a description see the 
original paper 57)). Here we will consider a slightly more complex example, 
the adduct formamide-water; this is more interesting because formamide 
has two polar groups and several possible monosolvation sites. A detailed 
study 69) has shown that the SCF procedure and the electrostatic method 
agree in forecasting five preferred hydration sites, all located in the 
formamide plane; these are summarized in Fig. 50. 

Fig. 50. A ske t ch  of t h e  geometr ies  of t h e  five m o s t  i m p o r t a n t  assoc ia t ions  
H 2 N C H O  • H 2 0 .  F r o m  Ref. 69) 

The location of all these sites is near, but  not completely coincident 
with, what one could have predicted on an intuitive basis. In particular, 
in the associates where H20 acts as a proton acceptor, the hydrogen bond 
X H . . . O H 2  is not rigorously linear, and in the associates where H20 
acts as a proton donor, the location of the water molecule is not directly 
inferred from the known direction of the carbonyl oxygen lone pairs. 
Intuitive arguments, in fact, rely upon a tacit consideration of local 
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fields caused by the group directly involved in the association, but  the 
effects due to the whole molecular context are important (see Section 
VII. B). The individuation of the hydration sites is not sufficient to 
completely characterize the associate. Sections of the WA:I~O hyper- 
surface corresponding to the three parameters defining the orientation 
of the water molecule (we have employed for this purpose the angles of 
rotation around three orthogonal local axes ~, 7, ~, see Fig. 50) will give 
the essential part of the additional information we need. 

Fig. 51 shows the three orthogonal sections of WA.I~O concerning 
the associate II  (defined in Fig. 50). Solid curves refer to SCF calculations, 
dashed curves to electrostatic calculations. A satisfactory agreement be- 
tween the two sets of results is evident, both as regards the shape of the 
curve -- useful for further thermodynamic characterizations of the 
associate -- and the location of the minima. In particular, the rotation 
around the $ axis shows that  SCF and electrostatic calculations agree 
in forecasting a non-linearity of the hydrogen bond of about 12 °. The 
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Fig. 51. Variations of the conformational energy for association II  of H2NCHO • H20. 
a) Rotation of H20 around the ~ axes. b) Rotation around the ~ axis (i.e. around 
the hydrogen bond), c) Rotation around the ~ axis (non-linearity of the hydrogen 
bond). Solid line: SCF results; dashed line: model. From Ref. 69) 
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two sections repor ted  in Fig. 57 (the th i rd  is no t  of pa r t i cu la r  interest)  
refer to associate  III,  where  H 2 0  acts  as a p ro ton  acceptor .  The  shape  
of the  SCF represen ta t ion  of the  Wx.I~2O surface is different  from t h a t  
of associate  I I  ; these differences are reasonab ly  well accounted  for b y  
e lec t ros ta t ic  calculat ions.  

The bes t  values  of the  conformat iona l  pa rame te r s  of the  five mos t  
s tab le  associates are collected in Table  5. B y  examing  this  table ,  the  
reader  m a y  judge  the  degree of confidence he m a y  assign to such electro-  
s ta t ic  predict ions.  As for us, we note  t ha t  the  e lec t ros ta t ic  model  gives 
worse resul ts  when H 2 0  acts as a p ro ton  donor  as is clear from a com- 
par ison of SCF and e lec t ros ta t ic  s tab i l iza t ion  energies:  the  e lec t ros ta t ic  
resul ts  for associates I and  I I  do not  fit wi th  the  others.  
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Fig. 52. Variations of the conformational energy for association I I I  of H2NCHO • H20. 
a) Rotation of H20 around the ~ axis. b) Rotation around the ~ axis. Solid line: 
SCF results; dashed line: model .:~ 
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I t  is a mat ter  for further investigation to establish whether such 
failures are due entirely to an intrinsic inadequacy of the electrostatic 
assumption or depend to some extent on the further approximation we 
introduced, i.e. representing the charge distribution of water  by means 
of a limited set of point charges. 

B. Application of the Analytical Expansions of V (r) 

The electrostatic method, as we have seen, shows some inconsistencies 
when association energies of different types of monohydrat ion associates 
are compared, but  still gives a sufficiently good description of the confor- 
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Fig. 58. Compar i son  be tween  " e x a c t "  e lec t ros ta t ic  a n d  a p p r o x i m a t e  descr ip t ions  of 
con fo rma t iona l  ene rgy  for an  az i r id ine-water  associate.  Solid, line: "exact"  electro- 
s ta t ic  po ten t ia l ;  - - -  expans ion  t r u n c a t e d  af te r  dipole t e r m s ;  . . . . .  a f te r  quad rupo le  
t e r m s ;  . . . . . .  a f te r  octopole t e r m s ;  - - -  af ter  hexadecapo le  t e rms .  F r o m  Ref. 50) 
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Fig. 54. As in Fig. 53 for a different  az i r id ine-water  associate.  F r o m  Ref. 50) 

mation energy. The question is, is it possible to resort to the analytical 
expansions of V (r) introduced in Section V I I I  in order to reduce comput- 
er time for calculating conformational energy surfaces of associates. In 
the Section VI I I .  C it was noted that,  for molecules of intermediate 
complexity, the analytical expansions of V (r) we have examined begin 
to be satisfactory at distances greater than about 1.5 times the van der 
Waals molecular radius. In consequence, a preliminary investigation 
is to be made of the reliability of conformational calculations performed 
on a somewhat shorter distance. 

Fig. 58 depicts a section of the conformational energy surface for 
an aziridine-water associate: in this case the water acts as a proton 
acceptor (see sketch at top of figure). The results of a calculation per- 
formed directly by  means of Eq. (21) (solid-lineT0)) are compared with 
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those obtained by using the one-center expansion of V(r) of aziridine: 
to give an idea of the convergence rate of such an expansion, expansions 
truncated after the dipole, quadrupole, octopole and hexadecapole 
terms are reported. 

In the example given in Fig. 54 the water molecule acts as a proton 
donor in the C2HaNH.H20 associate. The comparisons show that  the 
octopole curves are sufficient to reproduce the trend of the "exact"  
electrostatic curves, although they are rather far from giving the same 
numerical value for the interaction SCF energy. In conclusion, we may 
say that analytical expansions seem adequate to reveal the main charac- 
teristics of the conformational surface; verifications are, o f  course, 
necessary. 

Note added in proo]s. I t  should be clear that this paper was not designed 
to offer a review of the applications of the electrostatic approximations 
to the chemical reactivity or molecular interaction problems. However, 
it may be of some interest  to add a few quotations of further develop- 
ments and direct applications of the electrostatic molecular potential 
method performed or noticed by the authors after the completion of the 
present paper. 

A. B. Anderson 71) has recently shown that generally the interaction 
between a molecule and a charged atom (both taken in a frozen form) 
can be exactly obtained within the limits of the Hellmann-Feynman 
approximation, giving the same result of Eq. (13). 

Independently, Srebrenik, Weinstein and Pauncz v2) remarked the 
relation between the definition of the molecular potential V(r) and the 
Hellmann-Feynman theorem. Consequently, by analytic integration of 
the related Poisson equation: 

V 2V(r) = - -4  ~y(r) 

these authors have been able to give a method particularly convenient 
for computing V(r) when the basis set is given by GTO's (for STO's au 
expansion over gaussian functions is always possible). 

Several attempts to extend to shorter distances between reactants the 
utilization of such simple methods, are at present under examination. 
Such attempts in some manner approximate other portions of the inter- 
action energy: charge transfer, exchange, polarization (see Chap. II), 
In particular, F. P. Van Duijneveldt 73) estimates the polarization energy 
due to an approaching proton according to the Rayleigh-SchrSdinger 
perturbation scheme, truncated at the second order: 

oce vlr 

Epol ( A _ H + ) ~  _ 2  ~ ~ I < ${AI~'HI' SkA> 1 2 ~ ,  -- e k 
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using the same one-electron integrals already used to calculate W(r) 
(Eq. 13). For the ethylene protonation process, such corrections permit 
a neater definition of the approaching path, with a better agreement 
with full ab initio calculations. 

Compounds of noticeable chemical interest have been studied at the 
Stockholm University in the SCF ab initio framework. In the thiophene 
molecule 74), reactive areas for electrophilic reactants have been found in 
the ~ region above and below the C--C double bonds and the sulphur 
atom (the electrons around S have a tetrahedral rather than a trigonal 
arrangement). The authors consider as more likely an electrophilic 
attack proceeding via weak intermediate addition complexes of ~-type 
and estimate the ratio of Ca/C~ substitution in a good agreement with 
experimental data. 

In another paper 75) the same group considers benzene and aza- 
benzenes (pyridine, pyridazine, pyrimidine, pyrazine, s-triazine, s-tetra- 
zine). The results for pyridine and pyrazine parallel those reported in 
the present paper. The examination of the overall set of results suggests 
some hints concerning reactivity and reaction mechanisms. For the 
electrophilic substitutions at a carbon atom, the benzene molecule ap- 
pears the most reactive (a bridged carbonium ion as an intermediate in 
the attack may be suggested). The nucleoplic character of the carbon 
atoms drastically decreases when one or more nitrogen atoms are 
introduced in the ring, in accordance with experiment. For the proto- 
nation of a nitrogen atom the authors evidence a good correlation of the 
potential minima with the relative basicities for the diazines, while the 
electrostatic potential does not explain why the pKa of pyridine is far 
greater than that  of diazines. Perhaps such a fact may be due to the 
reasons we have outlined at p. 131. 

In a third paper 76), the same group of researchers considers the 
electrophilic substitutions in fluorobenzene: the outstanding feature of 
such a compound, i.e. to have a para-directing effect, is accounted for by 
the electrostatic molecular potential. 

In the fields of molecular associations, G. Port and A. Pullman have 
determined the location of the main hydration sites in the purinic and 
pyrimidinic bases of nucleic acids 77). An expansion of the electrostatic 
potential somewhat different from those reported in Chap. VIII  was 
employed 7s). The results show that  association with a water molecule 
is preferred in every case on the ring plane, with well evidenced minima. 

In these last months some applications of the electrostatic molecular 
potential approach have been performed. Such studies concern fl-ad- 
renergic drugs and psycotomimetic cholinergic agents. In the first family, 
compounds like isoproterenol and INPEA have been examined in the 
CNDO approximation 79,s0). In the second family a large set of com- 
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pounds have been considered in the INDO approximation.  An incomplete 
list includes: pseudotropine,  scopolamine, atropine, acetoxytropine,  
acetoxypseudotropine,  3-acetoxyquinuclidine,  N - me thy l -  3-  acetoxy-  
quinucl id inium,  ace toxy-cyclopropyl t r imethylammonium,  t r ihexyphe-  
nidyl,  a set of 1-cyclohexylpiperidine derivat ives (1-phenyl, 1-ethynyl,  
1-acetonitrile) Sl,82,ss). I t  is surely un t ime ly  to draw a ny  conclusion, 
bu t  it  is likely to foresee tha t  the n u m b e r  of applications of this electro- 
stat ic method  to molecular pharmacology will increase in  the nex t  
future. 

An extension of t h e  approach here out l ined to excited state species 
is at  present  in progress. As a first example, the potent ia l  maps of the 
first singlet and  triplet  excited states of t hymine  using the C. I. wave 
funct ions of Snyder,  Shulman and  N e u m a n  84) have been published 85). 
Large changes in the react ivi ty  of the chemical groups of the molecule 
are evident.  Moreover, the par t i t ion  of the interact ion energy for molec- 
ular  associations involving excited species, performed recent ly by  K. 
Morokuma 86) seems to show tha t  the electrostatic por t ion accounts  
reasonably well for the conformational  energy. Of consequence, the 
electrostatic procedures elaborated for associations in the ground state  
seem to be potent ia l ly  useful also for predict ing the or ienta t ion  of the 
par tners  in excited s tate  associations. 
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