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I. I n t r o d u c t i o n  

This review concerns the analysis of electronic spectra of radicals by 
quantum chemical methods. Both semiempirical and ab initio MO 
methods have been examined, the former in greater detail. The radicals 
treated are of various structural types, e.g. diatomic systems as well 
as large conjugated molecules. The papers cited do not represent a com- 
plete coverage of the literature on this topic, in particular with ab initio 
calculations. This was dictated by the length of the article and by our 
desire to present typical applications and representative results of 
available MO methods. Therefore we have favoured more recent papers 
and studies whose results appear to be of general importance. Moreover, 
we are aware that  some interesting papers may have escaped our atten- 
tion. 

The optical spectra of radicals provide important data for testing 
open-shell methods. Until about 1960 open-shell MO studies were rather 
rare. An intensive development of open-shell MO theory started in the 
early 'sixties and was followed by chemical applications and systematic 
studies in the late 'sixties. At present it is possible to state that  the 
physicochemical properties of radicals are predicted with an accuracy 
comparable to that  attained for closed-shell molecules. This is important 
not only from the viewpoint of the electronic spectra, which can hardly 
be interpreted without MO theory, but  also from the viewpoint of the 
general theory of reactivity, since radicals and excited states offer the 
means to overcome spin and symmetry restrictions in certain chemical 
reactions. 

II. Ou t l i ne  of the  O p e n - S h e l l  M O  T r e a t m e n t  

A. Choice  of SCF Method  

With radicals there is IlO convenient method like the Hartree-Fock- 
Roothaan procedure commonly used for closed-shell systems. In contrast, 
the open-shell theory is typical of a number of methods suggested which 
differ in accuracy from the viewpoint of true SCF theory, in range of 
applicability, complexity, and computing feasibility. A critical survey 
of open-shell SCF methods reported by Berthier 1~ covers the literature 
up to 1962. We shall not duplicate that  review here; we propose rather 
to note some features of open-shell methods relevant to their computa- 
tion feasibility and to mention procedures published after 1962. The un- 
restricted treatments that  assume different space orbitals for different 
spins will be disregarded here because the restricted wave functions 
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which are eigenfunctions of S 2 and Sz  should be preferred in applica- 
tions to electronic spectra. King et al. 2) used the unrestricted Hartree- 
Fock CNDO method for interpreting the electronic spectrum of the 
fluorosulfate radical; a study of this type is, however, rather exceptional. 

When discussing open-shell methods, it is convenient to use the 
formalism of the well-known Roothaan procedure 8). Hence, consider 
an open-shell configuration for which the total energy can be expressed as 

E = 2 ~ H e + ~ ( 2 J k l - - K e t )  + / [ 2 ~ . H m + / ~ ( 2 a J m m -  
e k l  m m n  

- -  bKmn) + 2 ~ ( 2Jem - Kem)] (I) 
em 

where all symbols have the conventional meaning 8). On requiring the 
vanishing first-order variation of E, the following equations are obtained 

Fe 9e = X 9J aje,  (2) 
J 

where 

r o  9,,  = Y 9J (3) 
1 

F c  = H + 2 J c  - K c  + 2 J o  - K o ,  (4) 

F o  = H + 2 J c  - K c  - 2 a J o  - b K o  . (s) 

As the off-diagonal multipliers, OnX, coupling closed and open shells can- 
not, in general, be avoided by unitary transformation, a typical problem 
of the open-shell theory arises here, viz. how to arrive at self-consistency 
while maintaining the orthogonality of open-shell orbitals to dosed-shell 
orbitals. The simplest way to overcome this drawback is to ignore the 
~gn~ multipliers in (2) and (3). This gives the following equations: 

Fc 92 = ~e 92, (6) 

F o  9m = e m  9ra . (7) 

This idea was used by Kroto and Santry 4) in CNDO/2 calculations of 
excited-state properties of HCF, HCN, H2CO, C2H2, and C02. The 
obtained open-shell orbitals in excited singlet configurations were not 
orthogonal to the doubly occupied orbitals, as expected, but the resulting 
deviations of the eigenvectors from orthogonality, as measured by the 
appropriate scalar products, were found to be of the order of 0.02 to 
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0.05 and in the poorest case, with CO~, 0.15. Hence it appears that this 
approximate open-shell procedure might be useful in semiempirical MO 
treatments of radicals. It is noteworthy that Eqs. (6) and (7) are entirely 
justifiable with configurations where ~gn~ multipliers vanish on symmetry 
grounds, e.g. with the ground-state configuration of planar methyl 5). 
In general, the orthogonality between open and closed shells can be 
preserved in SCF calculations in several ways by using: 

a) coupling operators 
b) orthogonality-constrained basis set expansion (OCBSE) 
c) the density-matrix method 
d) effective Hamiltonians. 

Coupling operators, introduced first by Roothaan 8), enter the Hartree- 
Fock operator as additional terms to operators determining closed-shell 
and open-shell orbitals, in the particular case mentioned above to Fc 
and Fo operators (Eqs. (4) and (5)). The coupling operators are so con- 
structed as to fulfil the two following requirements. Firstly, they involve 
off-diagonal ~n~ multipliers, ensuring orthogonality of open-shell orbitals 
to closed-shell orbitals. Secondly, when added to Fc and Fo, the operators 
determining closed- and open-shell orbitals take the same form of F, 
so that both open- and closed-shell orbitals can now be calculated by a 
single eigenvalue problem 

F 9~ = E~ 9~ (8) 

The original Roothaan procedure 8) is applicable to configurations whose 
total energy can be expressed by the general formula (1). With mole- 
cules, the following types of states satisfy this limitation: configura- 
tions with one nondegenerate singly occupied MO; configurations of 
highly symmetrical systems with a degenerate open-shell MO; and 
configurations with more than one nondegenerate singly occupied MO 
having all spins parallel (half-closed shell). The LCAO expansion in the 
ZDO approximation was reported by Adams and Lykos 6), the incorpora- 
tion into the CNDO computational scheme has been described in a recent 
review ~). Huzinaga 8,9) extended the applicability of the Roothaan 
procedure to other important types of molecular states. His derivation 
of the eigenvalue problem proceeds along the same lines as in Roothaan's 
theory, but it starts with a more general energy expression than Eq. (1). 
Besides the three examples mentioned above, Huzinaga's method also 
can handle electronic configurations with two open shells of different 
symmetry, e.g. the (~u) M (~g)l~ configuration. Finally, Birss and Fraga 10) 
constructed coupling operators of a new form which permitted SCF 
orbitals to be obtained for electronic systems without any restriction on 
the number or symmetry of open-shell orbitals. 



Me Approach to Electronic Spectra of Radicals 

This advanced state of the open-shell theory looked promising for 
Me  applications in radical chemistry. Indeed, the Roothaan procedure 
soon became popular and has been employed in various chemical applica- 
tions. The actual calculations, however, have often encountered conver- 
gence difficulties. In general, the Roothaan method is rather slow to 
converge, sometimes even diverging 11-13). This difficulty will probably 
also arise with the methods of Huzinaga and of Birss and Fraga, though 
here no numerical calculations have yet been reported. 

The second family of related methods we characterize by the concept 
of the orthogonality-constrained basis set expansion (OCBSE), intro- 
duced by Hunt  and coworkers 14). In methods of this type the orthogon- 
ality conditions between orbitals are not preserved by  adding them to the 
energy variation as constraints. In fact, one employs simple operators 
such as Fo  and Fo,  maintaining the orthogonality between orbitals by 
the device of changing the basis set. For the sake of simplicity, let us 
consider a case which is amenable to the original Roothaan procedure 
as given by Eqs. (1)--(5). Let n be the dimension of the basis set and 
u the number of closed-shell orbitals generated by Fc. If open- and closed- 
shell orbitals are to be mutually orthogonal, then the former can have 
no projection on the latter and vice versa, i.e. the MOs of one set can 
have no admixture of those of the other set. Since Eq. (3) is invariant 
to any orthogonal transformation, we may change the variational 
basis set for the solution of Eq. (3) to the n--u dimensional set spanned 
by the virtual orbitals of Fc, which is called by Hunt  et al. 14) the "ortho- 
gonality-constrained basis set expansion". In actual calculations one 
proceeds as follows 15): 

a) Construct the Fc  and Fo  operators in terms of the AO basis set 
b) Solve Eq. (6) as a standard eigenvalue problem 
c) Construct the Fo  matrix over AOs and transform it by the 

matrix constructed from the n--u virtual orbitals of Fc  arranged as 
column vectors, Ct, 

Fo = Fo  c , ,  (9) 

where the Fo  and Fo  matrices are of dimension (n-u)× (n-u) and 
n × n, respectively, and C~- and Ct of (n-u) × n and n x (n-u), respectively. 

d) Vectors Co resulting as solutions of the Eq. (10) 

Fo c o  = c o  (lO) 

may be expanded into the original basis set by 

Cot. = ~ Coltt Ctj (11) 
Jr1 
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e) The procedure is iterated back to a) until self-consistency is 
achieved. 

Methods of this type, as developed by Hunt  et al. 14) and Segal 15), 
are applicable to any problem, regardless of the symmetry of the state 
under consideration. A similar projection technique was developed by 
Chang et al. 16) for treating configurations with one nondegenerate open- 
shell orbital. I t  should be stressed that  the prototype for the methods 
just mentioned was the "second" method of Huzinaga o). In that  method 
one uses as many effective F operators as there are closed and open 
shells (by the shell we imply a single orbital if it is not degenerate). 
The respective F operators are obtained by partial variations of the 
total energy expression with respect to individual orbitals. Each shell is 
optimized through the particular eigenvalue problem of the type of Eq. 
(10) while the other orbitals are held fixed. The orthogonality between 
non-fixed and fixed orbitals is preserved by the OCBSE technique. The 
MOs are optimized stepwise in an iterative process until self-consistency 
is achieved. Reported calculations 15,16) showed that  SCF procedures 
of the OCBSE type are fairly well convergent. 

The density-matrix method of McWeeny 1,17) was found to converge 
in all cases, but too slowly for practical purposes. The energy-weighted 
steepest descent (EWSD) method is), developed by Hillier and Saunders, 
is related to the McWeeny method; it is claimed is) that  the modifica- 
tions adopted bring about improved convergence. 

The last group in our classification comprises two approximate SCF 
procedures which give wave functions that  are not correct to first 
order. The first of them, Nesbet's method of symmetry and equivalence 
restrictions 19), uses the Hamiltonian of the unrestricted method for the 
~-spin electrons, the number of ~-spin electrons being greater than that 
of ~-spin electrons. The ~-spin electrons are forced to occupy MOs given 
for ~-spin electrons by ~) 

( H +  ~ J j -  ~ Kj) 9 , = e , ~ , .  (12) 
j = l , 2 , .  Jodd 

The second method of this group, the method of Longuet-Higgins and 
Pople 20), with its extension for accommodating states with degenerate 
open shells is described in detail in the next section. 

The two approximate SCF methods just mentioned are advantageous 
because of their simplicity and rapid convergence. They have proved 
useful with both semiempirical and ab initio treatments (vide infra). 
Their approximate nature is not associated, at least in semiempirical 
calculations, with any drawback, inasmuch as we found in PPP-like and 
CNDO treatments 13,21,22) that  the methods of Roothaan and of Loll- 



MO Approach *o Electronic Spectra of Radicals 

guet-Higgins and Pople, combined with a limited configuration inter- 
action, gave transition energies that were very close in absolute value. 
With ab initio calculations, however, the use of these methods is some- 
what delicate because a departure from the true SCF theory means a 
certain "degradation" of nonempirical calculations. As the poor conver- 
gence rules out procedures using coupling operators and the density- 
matrix method, methods of the OCBSE type appear to be the most 
convenient SCF procedures for ab initio calculations. 

There are several MO approaches to electronic spectra at different 
levels of sophistication. The simplest of them makes use of the SCF 
excitation energies based on the virtual orbital approximation. In a 
more advanced approach, both ground- and excited-state configurations 
are subjected to variational SCF treatments, the respective energy 
differences being the predicted transition energies. In spite of the suc- 
cess of SCF treatments in some cases, SCF calculations should, in 
general, be followed by configuration interaction (CI). With semiempi- 
rical SCF-CI calculations, the virtual orbital approximation is ordinarily 
used. In ab initio calculations the iterative natural-orbital method of 
Bender and Davidson 28,24) has proved very useful (cf. e.g. 25,26)). 

B. Choice of the Configuration Interaction Basis 

We shall mention here only the situation with semiempirical methods. 
Comparative studies 27,28) within the n-electron approximation have 
demonstrated that  the doubly excited states had little effect upon the 
predicted electronic spectra. Amos and Woodward 29) reported complete 
CI calculations of the PPP-type on allyl, pentadienyl, and the mono- 
positive and mononegative butadiene radical ions. We calculated 30,31) 
the same systems using only the singly excited configurations. The 
resulting differences in transition energies do not exceed 2000 cm -1 and 
are generally less than 1000 cm -1. Hence, it is sufficient to employ a 
CI basis covering configurations which correspond to one-electron 
promotions among the several highest occupied MOs, singly occupied 
MOs, and several lowest MOs unoccupied in the ground state. This also 
probably applies to semiempirical all-valence electron methods, inasmuch 
as Brabant and Salahub 82) found with closed-shell molecules that  the 
doubly excited states had very little effect on the calculated spectral 
data. Finally, it should be pointed out that  the CI treatment need not 
be based on MOs given by the open-shell SCF procedure. The ground- 
and excited-state configurations of a radical can be constructed from the 
MOs of a parent closed-shell molecule, e.g. for the allyl radical one can 
use the MOs of the allyl cation 3~). The treatment using a true SCF 
open-shell theory is, however, to be preferred. 
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III. Descr ip t ion  of Semiempi r i ca l  S C F - C I  Calcula t ions  U s i n g  
the  M e t h o d  of L o n g u e t - H i g g i n s  a n d  Pople  

The SCF method of Longuet-Higgins and Pople 20) (LHP) became 
rather popular in semiempirical open-shell treatments and the majority 
of the reported semiempirical open-shell calculations have been based on 
it, thus we consider it expedient to describe it in detail in this section. 
Longuet-Higgins and Pople formulated 20) the following effective 
Hamiltonian 

F = H + 7. (21~ -- K~) + ] ~ (2Jm - Kin), (13) 
k m 

which generates doubly occupied, singly occupied, and virtual M0s. 
Here k and m are indices for closed-shell and open-shell orbitals, respec- 
tively, and [ is the fractional occupation of the open shell as in Eq. (1). 
Originally, the LHP method was developed for configurations with one 

1 
nondegenerate singly occupied MO, i.e. for one ~m and ] = ~ .  Dewar 

et al. 34) derived this procedure in a different way, called it "the half- 
electron method" and extended it to treatments of triplet states 35). 
Recently a generalization of this method was reported 3s) which makes it 
possible to treat the following configurations by means of the F operator 
(as given by Eq. (13)): doublet states having one nondegenerate, singly 
occupied MO; triplet and singlet states with two open-shell MOs that  are 
nondegenerate or form a doubly degenerate open shell; and doublet 
states with a doubly degenerate open-shell MO occupied by one or three 
electrons. 

In the ZDO approximation, the LHP method is well-adapted for 
computer programming. In fact, one can use any program for closed- 
shell molecules by making two small modifications: firstly, the electron- 
density and bond-order matrix is defined for radicals as follows 

Pu~' = ~. 2cku c~v + ~, 2/cmu cra~,, (14) 

where the second term accounts for the presence of open shells; secondly, 
the expression for the total electronic energy must be modified as 
follows 86) 

E = ER + a Jmm + b J,~. + c Jm,~ + d Kmn. (15) 

Here ER stands for the term which can be called the "Roothaan" 
energy because its form in the LCAO expansion 
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k m g v 

(16) 

closely resembles the standard closed-shell procedure. Here ee and em 

are orbital energies of closed and open shells given by the F operator 
(Eq. (13)) and Pay are evaluated through Eq. (14). Hence, one can arrive 
at open-shell results using a closed-shell program by changing the P 
matrix and adding some corrections to the total energy expression. The 
constants a, b, c, d of Eq. (15), depending on the specific case, are summar- 
ized in Table 1. We found that  the SCF calculations were rapidly conver- 
gent 13) for all types of configurations considered in Table 1. 

Table 1. Constants in the total  energy expression 36) (15) 

Configuration Spin ] a b c d 

9m Doublet 1]2 --1]4 0 0 0 

~Om :J: ~0n Doublet 1]4 --1]16 --1]16 --1]4 118 

q0m ~on Triplet 1]2 --1]4 --1]4 0 --1[2 

9ra 9n Singlet 1]2 --114 --1/4 0 8]2 

@m ~ -- 9~ Singlet 1[2 114 1]4 . 1  --112 

9~m + 9zn Singlet 1/2 1/4 1]4 --I 3[2 
2 ~ra q°n 4- qo m ~3 n Doublet 8]4 --1]16 --I]16 --1/4 1]s 

As stated in the preceding section, it is sufficient to consider only 
singly excited states in the CI treatment. For the simplest case, where 
the ground-state configuration has one nondegenerate singly occupied 
MO, the types of singly excited states are presented in Fig. 1 and the 
respective wave functions can be expressed as follows 

"~a = Iv~ ~ . . . . . . . . . . . . . . . . . . . . . . . . . .  v - - ~  ¢~-~ v~I (17) 

uk~i = ]~oz ~z . . . . . . . . . .  9~ ~m . . . . . . . . . .  Vm-x ~m-z 9m] (18) 

2~tDB = l~1 (Pl . . . . . . . . . . . . . . . . . . . . . . . . .  ~m-1 (pro-1 ~/~ [ (19) 

+ I~ ¢i . . . . . . . . . . .  ~ ,  ¢~ . . . . . . .  ~=-~ ¢=-~ ~[) (20) 

9 
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- Iw~ @i . . . . . . .  ~ I C ,  ~ ' ~  . . . . . . . .  ~fl~tl,--1 ~m--1 ~Pm I 

+ 2 [ ~  ~ . . . . . .  ~, @~ . . . . . . . .  ~,,,-~ ~ , . -~  9o~ I) 

(21) 

singly 
I % 

I 1, 
1 1, : 
1 ~ : 

,1 ~ % 
1 V % 

Fig. 1. Types of electron promotions leading to singly excited states. Configura- 
tions Ca and C~ differ by the spin function (see text) 

The CI matrix elements based on the LHP MOs have been reported by 
Ishitani and Nagakura 87~ 

1 [(im]G]mi) + (mm[G]mm) - 2 (imlG]im)] (22) 

< 2 ~ B ( m  .... , k) lHI2~B(m , k ) > - - < 2 ~ a I H V ' ~ > :  

1 [(mklGlkm) + (mm[Glmm) _ 2 (mkl lmk)3 (23) =*k - *m + ~  

< 2 ~ c a ( ¢  • k)IHl~ '~ca(¢ , k ) >  - -  < 2 ~ a  I H p ~ a >  = 

= *k - ** + 2 (¢klGIk¢) - (¢klGlik) (24) 

= ~ - ~, + (¢mlC, lmi  ) + (mk lGIkm)  - ( ik lGl ik)  (25) 

1 (ira ]G]mm) (26) <skUG [H]Z~A(i > m)> =-~  

10 
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k) > = - l (mm [Clmk) (27) 

< 2k~c. ]HI2Tc~(i , 

k) > = 0 (28) 

k) > = ~  (ira ]Glmk ) (29) 

<2VA(i 
1 _  

, m ) l H ] 2 T x ( h  , m ) > - = 2 ( m h l G l i m ) - -  

- (mhlGlmi)  (h # i) (30) 

<~v'A(i 

<2V'A(h 

• m)IHI2TB(m • k ) > = ( i m [ G l m k )  (31) 

• ~)lHpV'~(~ , k)>=V---~[2(im[Glkh) - 

1 (ram [G]mk)] (32) - ( i m [ V l h k )  + Oh,-~ 

<2~A(h = (5 1 m)lH[2~c~(i , k )> ~1" h , ~ ( m m l G [ m k ) -  

- (ira IGlhk)] (aa) 

~ (mklGllm)- k) ] H J 2 ~ B ( m  • l)  > --~ 

- -  (mklG[ml) (k :V l) (a4) 

l) [HptYc,,(i , k )>  = V_~ 12 (iZlGIk~,) - 

- (illvlmk) + .,~-(imlal.~m):] (as) 

<2~[IB(m l)lH]2~c~(i ., k )>  =V_~. [(il]G]mk) - 

1 (ira [Glmm)] - -  ~ z  (36) 

k)lH]2~c~,(h , l ) > = 2 ( h k [ G l l i ) - -  

-(hklaJi~) ( k ,  0 or ( i ,  h) 

k) lnl~c~(h , Z)> V~[~h,(kmIGImZ)- = ~ -  

- 8kl(hm [G[mi)] 

(37) 

(3s) 

11 
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( h , i )  o r ( k * l )  

In  Eqs.  (22)--(39) e~, em, and e~ mean  L H P  orb i ta l  energies, h and  i are  
indices for doub ly  occupied MOs, m for the  s ingly  occupied MO, k and  
l for v i r tua l  MOs, and  the  no ta t ion  for repuls ion in tegra ls  is as follows 

r:---~ ~/(1) ~0~(2) d r  (40) 

Express ions  for <~Sul[g[~kgs>,  which are necessary  for calculat ions 
of osci l la tor  s t rengths ,  are summar ized  in Table  2. F o r  the  sake of 
completeness,  let  us ment ion  the  CI t r e a t m e n t  of qua r t e t  s tates .  The  

Table 2. Transition moments among doublet aT) (G, A, B, Ca, Ca) and quartet ~) (Q' 
configurations 

Transition Transition 
moments moments 
rt~ = ~ 9* rg~ d~ rt~ = ~ q~i rq~ d~ 

G--A(i  -+ m) rim 

O--B(m --~ k) rm~ 

G--Ca(/~ k) V 2 ~ 
G--Ca(i -+/~) 0 

A(i -~ m) --A(h -~ m) --rhl 

A(/-~ m) - ~ ( m  -~ k) 0 
A(i ~ m) --Ca(i  -+ k) (l/V2) rm~ 

A(h -~ m) --Ca(i -~ k) 0 
A(i --,- m) --Ca(i  -+ k) (VB/2) rm~ 
A(~ -~ m) - c a ( / - ~  ~) o 
B(m --~ k) --B(m --~ l) r~z 

B ( m  --¢- k) --Ca(i  -+ k) ( - -  l/V2) rim 

B(m --~/) --Ca(/--~ k) 0 

B(m -¢- k) --C0(i ~ k) (V6/2) r, m 

B(m --~ l) --Ca(i -.- k) 0 

ca(i -~ k)--C~(h -~ k) --r~i 
Ca(i -~ k) --C~(h -~ 0 0 
Ca(i -~ k) --C~(i -~ k) 0 
ca(i -~ k ) - c a ( i  -~ 0 o 
ca(i -~ k ) - ca (h  -~ k) o 
ca(i -~ k ) - ca (h  -~ l) 0 
ca(i  --~ k) --Ca(i  ~ l) r ~  

c~(/-~ k) - c a ( h  -~ k) - r~ ,  
ca(i  -~ k) - -Ca(h  -~ 0 0 
Q(i -~ k) - Q ( i  -~ 0 r~z 
Q(i -~ k) -Q(h  -~ k) - r~ l  
Q(i -~ k) -Q(h  -~ 0 0 

wave  funct ion for 

12 

quar t e t s  is 

1 

+ I~1 ~ :  . . . .  ~, ~ ,  . . . .  ~ml 

+ I~:  ~ :  . . . .  ~ ~ . . . .  ~,.D 

(41) 
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and the CI matrix elements based on the L H P  MOs for the ground 
doublet state are 

< ~ ( ¢  , k)[H]4~(i , k ) > - < ~ T G ] H [ 2 T G >  --- 

= e k  - e, - (ik[G[ik) - - ~  - ~  (mi]Glim) (42) 

1 
< 4 ~ ( i  , k)]H[4~(i  • / )>  = _ (ik[Glil) - ~ (kmlGIml) 

(4a) 

< * e ( i  , k)lnl4e(h , k ) > = - - ( h k [ C l i k ) -  (mh ]Glim ) 
(44) 

< 4 ~ ( i  , k)IH[4e(h -----. 0 > = - ( h k [ G I  a) (4S) 

The < ~1 [~[ ~ > expressions for quartets are given in Table 2. 
Finally, it is necessary to specify the additional details of the calcu- 
lations whose results are discussed in Section V. If not otherwise noted 
there, the following specification applies. The n-electron calculations are 
of te PPP  type, using the Mataga and Nishimoto formula for repulsion 
integrals. Idealized geometries were used throughout the calculations: 
all trigonal C--C bond lengths are 1.40 A and bond angles in polyenic 
chains are 120 ° . For valence-state ionization potentials, one-center 
repulsion integrals, and resonance integrals, we use the following param- 
eters (in eV): I c = 1 1 . 2 2 ;  Ii~----14.1; 7cc=10 .53 ;  7N1~=12.3; flCl~= 
f l cc=- -2 .318 .  All approximations and semiempirical parameters 
adopted in the CND0 calculations are due to Del Bene and Jaff6 38). 
However, we use the Mataga-Nishimoto approximation for two-center 
repulsion integrals rather than that  of Pariser and Parr (in a later pa- 
per 89) Jaff6 and coworkers also used this modification). We extended the 
computational scheme of Del Bene and Jaff6 to make it applicable to 
systems containing boron and fluorine; from the trends in CND0/2 
parameters for hydrogen, carbon, nitrogen, and oxygen, we tentatively 
chose the following parameters: ?BB = 10.2 eV; fl~ = -- 15; ~,FI~ = 13.9 eV; 
fl~ = -  55. Wherever available we used the experimental geometries, 
otherwise they were inferred from similar molecules (cf. 2~,40)). 

In both PPP-like and CND0 calculations, the configuration inter- 
action treatment has been based on the virtual M0 approximation, 
considering all configurations arising formally from one-electron tran- 
sitions between several highest doubly occupied orbitals, the singly 
occupied orbital, and several lowest vacant orbitals. 

13 
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IV. Source of E x p e r i m e n t a l  Data and Their Presentation 

To our knowledge there is no collection of absorption curves comprising 
the electronic spectra of radicals of various structural types. The com- 
prehensive collection of HabersbergerovA et al. 41) summarizes in the 
tabulated form the electronic spectral data for various radicals generated 
by irradiation techniques. Many references to papers on electronic 
spectra of aromatic radicals can be found in the review of Land 42). The 
results of HamiU and co-workers are summarized in the review 48) 
which presents many absorption curves of radical ions (predominantly 
of aromatic hydrocarbons) produced in rigid glasses by 7-irradiation. 
Data on the electronic spectra of small radicals are provided by the 
books of Herzberg 44,45). Finally it should be pointed out that  a great 
deal of information on the electronic spectra of radical cations can be 
inferred from the photoelectron spectral data (vide infra). 

The majority of the experimental data treated in the next section 
have been taken from the papers of Hoijtink and his co-workers 46-a9) 
and from Herzberg 44,45). The absorption curves in the original papers 
were redrawn using the log 8 and ~(kK) scales, their ratio being 1 : 10 as 
used in collections of spectral data (e.g. 5o)). The allowed electronic 
transitions, predicted by the LCI-SCF calculations, have been entered 
in the figures with absorption curves as vertical lines. Using the 
empirical relationship log ~ = l o g f + 4 . S ,  the heights of the lines rep- 
resent the predicted intensities (/means the predicted oscillator strength). 
Predicted forbidden transitions are indicated by wavy lines with arrows. 
Experimental transition energies tabulated or given in the text refer to 
vertical transitions; if they were not explicitly given in the original 
publications, we read them at the positions of the highest absorption 
maxima. In some cases, in particular with small radicals, only the 
regions of the observed absorption are available. The transition energies 
in radical cations can be obtained 51) from the photoelectron spectral 
data in the way depicted in Fig. 2, i.e. by subtracting the first ioni- 
zation potential from the higher ones. In this case, however, the open- 
shell semiempirical calculations should be performed for the geometry 
of the parent closed-shell system. 

V. Survey of Applications 

For the sake of convenience we classify the MO studies from the view- 
point of the MO method used rather than of the structure of radicals 
treated. Accordingly, we present separately the results of open-shell 
PPP-like, semiempirical all-valence electron, and ab initio calculations. 
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Fig. 2. Determination of transition energies in the quinoline radical cation from the 
photoelectron spectrum of quinoline 52). Presence of a hidden peak ( ~ )  in the photo- 
electron spectrum (left) and of the shoulder (Da) observed in the electronic spectrum 
58) of the quinoline radical cation is assumed on the basis of semiempirical calcula- 
tions 51) (right: the values in parentheses are in eV) 

For the chemical classification we a t tempted  to work solely with the 
=-electron calculations, which cover the conjugated radicals. Basic 
information on calculations and experimental data  is given in the 
preceding sections; for additional details, see the original publications. 
Before presenting a confrontation of theoretical and experimental data, 
we note some general features in the nature of electronic spectra of 
radicals. 

A. C o m m o n  Features in Electronic Spectra of Open-Shel l  S y s t e m s  

Electronic spectra of radicals differ from those of closed-shell molecules 
in several points. We mention here the most outstanding of them. 

i) The first transition energies have been found to fall into the visible, 
near-infrared, or even into the infrared regions, not only with large con- 
jugated radicals but  also with systems as small as those containing five 
or slightly more valence electrons. The NH+ radical represents the 
extreme case, its first electronic transition (4~-~-  2II) being located at 
about 320 cm -1. Wi th  BH2, which has the same number of electrons, 
absorption starts at 1L600 cm -1 and the first band of the three-valence 
electron Bel l  is located at 20,000 cm -1. Numerous small conjugated 
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radicals also absorb in the near-infrared region. In general, a remarkable 
red shift is observed on going from the parent closed molecule to an open- 
shell system. This shift may be understood in terms of HMO theory 
(Fig. 3), which also provides a reason for a certain similarity in the 
spectra of mononegative radical ions, dinegative ions, and parent closed- 
shell molecules in excited states (S1-~ Sx and T1-*-Tx transitions). 
The orbital energy level scheme in Fig. 3 implies that  the energy- 

t 
anhbonding HOs 

NATURALN.,.~V~GAp { 

bondin~ NO 
m 

R[610N9 
OF UNNATURAL 
N "-~ V GAPS 

Fig. 3. Typical scheme of MO energy levels of a hydrocarbon 

poorest electronic transitions in radical ions are associated with what 
we call the "unnatural" N -~ V gaps. Ordinarily, the N -~ V1 gap of the 
parent system is considerably larger than the unnatural gaps, as de- 
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Fig. 4. MO energy scheme of the  "coloured" and the  "litt le-coloured" parent  systems 
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picted in Fig. 4. The two typical orbital level schemes refer to the "little- 
coloured" and "highly-coloured" parent systems. The former indicates 
a considerable shift on going to a radical ion whereas with the latter a 
rather small shift is to be expected. 

ii) In contrast to closed-shell molecules, for the overwhelming major- 
i ty of radicals the lowest excited state is not of higher spin multiplicity 
with respect to the ground state, i.e. the lowest excited state is a doublet 
and not a quartet  state. This is a rather unfavourable situation for a 
population of the quartet  state and consequently also for the observation 
of phosphorescence. Accordingly, the decacyclene mononegative ion is 
the sole aromatic radical forwhichphosphorescence has been observed s4L 
A somewhat striking location of the lowest quartet  state above one or 
several next excited doublet states can be explained by  means of the 
definition of singly excited states in Fig. 1. The lowest-energy electronic 
transition and usually also the next several ones are of the A and B 
types. As the formation of a quartet  configuration requires three open- 
shell MOs, the A and B states can only be the doublet states. The C- 
type transitions lead to both doublet and quartet  states, the lat ter  lying 
lower than the former but  almost always still higher than the lowest 
A-type or B-type state. One exception (NH +) has already been men- 
tioned in paragraph (i); another is the O~ radical whose 4Uu *-~fI~ 
transition is located at 31,900 cm - I .  The wavelength of the lat ter  
gives reason to hope that  the phosphorescence might be detected. Both 
NH+ and O~ possess ground-state configurations with a degenerate =- 
molecular orbital occupied by  a single electron, which is the case where 
the lowest C-type configuration in the HMO model is not disfavoured on 
energy grounds. 

iii) In contrast to closed-shell systems, the dependence of the first 
transition energy on the size of conjugation need not be monotonous 
within a class of related compounds: sometimes the passage to a larger 
system is associated with a hypsochromic shift, e.g. on going from naph- 
thalene- to anthracene- or from diphenyl-  to stilbene-. This is due to 
the fact that  the first band can be assigned to the transition in the un- 
natural  N -* V gap (Fig. 3). 

B. Large and Medium-Sized Conjugated Radicals 

We introduce here for the conjugated hydrocarbon radicals the same 
classification which we used for the closed-shell hydrocarbons 55~. We 
divide the hydrocarbons into two large groups: alternant and non- 
alternant. Further  classification concerns the even and odd systems, 
and the presence of cycles in the skeleton. The phenyl substituents are 
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not considered to be part of the skeleton, therefore we treat e.g. 1,4- 
diphenylbutadiene as a system "without a cycle". 

1. Alternant Even Hydrocarbons 

The systems without a cycle are represented here by  the series of radical 
ions derived from polyenes (/--5) and ~,co-diphenylpolyenes (6--10). 
With the former, the absorption curves are only available for the 
butadiene radical ions 56,57), whereas with the latter the situation is 

C H 2 = C H - - [ C H = C H - ~ n  H 

I (n = 1) 
2 (n = 2) 
s (n = 3) 
4 (n = 4) 
5 (. = s) 

~ CH=CH-~ 

6 (n = I) 
7 (n = 2) 
8 (n = 3) 

(n = 4) 
1o (n = s)  

more satisfactory: the absorption curves for the radical anions derived 
from 6--70 have been published by Hoijtink et al. 47) and for radical 
cations of 6--8 by Shida and Hamill 48,58). The available experimental 
data 47,56) for radical anions are compared with the results of PPP- 
like semiempirical calculations 30,5m in Figs. 5 and 6. I t  can be seen that 
the theory reproduces well the somewhat strange nature of the electronic 
spectra of the radical anions of 6--10, i. e. strong absorption at 10--20 kK 
followed by a broad region of weak absorption from 20--30 to 45--50 kK. 
We believe that  the predicted spectral data for higher polyene radical 
anions are also reasonable because they are in remarkable agreement 
with the results of nonempirical ~-electron calculations 6o). Long- 
wavelength absorption of the T-irradiated butadiene 56,57) has been 
assigned 57) to the dimeric butadiene radical cation (M~). The CNDO- 
type calculation 61) (Fig. 7) supports this assignment. 

Among nonbenzenoid cyclic systems we mention radical ions derived 
from hydrocarbons 71--73. With diphenylene (the dibenzo derivative of 

II 12 13 
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Fig. 5. Prediction of electronic spectra of radical anions of even polyenes 1--5 
and the experimental absorption curve for the butadiene radical anion 

cyclobutadiene), the experimental da ta  are available for both  the mono- 
positive and mononegat ive ions 62). They  are compared in Table 3 with 
the values inferred from the photoelectron spectral da ta  and with the 
results of semiempirical calculations. Diphenylene being an a l ternant  
hydrocarbon,  the PPP-l ike open-shell calculations give the same results 
for its cation and anion radicals as would be expected on the basis of pairing 
properties of MOs in al ternant  hydrocarbons  63,64). The differences 
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Fig. 7. Comparison of the experimental and calculated optical absorption of the 
monomeric (M) and dimeric (D) butadiene cation radicals. Absorption curve was 
recorded by Shida and Hamill, Ref. 56), the thick vertical lines represent the posi- 
tions and optical density of the absorption maxima recorded by Badger and 
Brocklehurst, Ref. 57). Lower part  of the figure contains the results of the CNDO 
calculations (~grsky, P., Zahradnfk, R., Ref. 61)) 

observed in the spectra of the corresponding cation and anion radicals 
of alternant hydrocarbons may be assigned in part to this oversimplifying 
feature of the theory and in part  to the solvent effect. Wasilewski 65) 
arrived at differing spectral characteristics for cation and anion radicals 
by using the orthogonalized AO basis set which brings about the break- 
down of the pairing properties. The trends inhis results are right, although 
the predicted spectral differences are somewhat overestimated. 

For the 1,3,7,9,13,15,19,21-octadehydro[24]annulene radical anion 
(12; in the formula only triple bonds are indicated) two groups of 
bands were observed 6s) in the regions at 15.6--17.8 and 21.3--25.6 kK. 
The semiempirical calculations 6~) predict the first band in the in- 
frared region at 2.6 kK followed by next bands at 8.6 and 10.8 kK. 
The electronic transition predicted at 18.5 kK can be assigned to 
the absorption at 15.6--17.8 kK and the next transitions at 21.6 and 
24.2 kK to the absorption at 21.3--25.6 kK. The assignment is based on 
the assumption that  the nonplanar octadehydro[24]annulene becomes 
planar upon the uptake of one electron, as is the case with octatetraene 
and its dinegative ion. The presence of the triple bonds in 12 has been 
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Table 3. Transition energies in diphenylene radical ions 

Observed 1) (kK) Calculated 2) (kK) 

PES Cation Anion Cation 3) Cation 4) Anion 4) 
Anion 3) 

9.4 

16.1 
20.1 
28.3 

16.1 

27.9 
29.1 

6.6 8.9(--2.23) 10.9(--1.886) 4.8(--2.700) 
15.7(forb.) 
17.3(forb.) 

1 6 . 4  18.3(--0.82) 19.0(--0.495) 16.7(--0.456) 
25.7 (forb.) 23.1 ( -- 1.482) 
27.6(-- 1.45) 27.8(--2.200) 

25.6 30.6(--0.43) 29.1(--0.444) 28.2(--1.174) 
27.8 --30.6 32.9(--2.98) 33.3( -- 1.722) 

35.5(forb.) 34.0(--1.137) 36.1(--3.000) 
38.0(forb.) 

39.3(--1.367) 
37.2 39.7 (0.15) 37.1 ( -- 0.362) 

1) Photoelectron spectral (PES) data for the monopositive ion (Eland, J. H. D., 
Danby, C. J., Ref. 52)) are assigned to states in which the A-type configurations 
dominate, the optical spectral data (Hush, N. S., Rowlands, J. R., Ref. 62)) 
to predicted strongly allowed transitionS. 

2) Logarithms of oscillator strengths in parentheses. 
8) Open-shell PPP-like calculation according to Zahradnik, R. a al., Ref. 51). 
4) After Wasilewski, J.: Dissertation, Torufi (1971). 

simulated b y  assuming ~c---c = 1.2 ~c-c.  Al though the predicted t ran-  
sition energies in J2 -  are open to some uncertainties, it is quite likely 
tha t  the long-wavelength absorption has been overlooked. 

The transit ion energies in the bismethylenecyclobutadiene radical 
cation (13 + ) have been inferred from the photoelectron spectral da ta  
and interpreted in terms of bo th  n-electron and CNDO calculations 51), 

Radical  ions derived from benzenoid hydrocarbons  (14 26) are 
among the best studied radicals, both  experimental ly and theoretically. 
Part icular ly impor tan t  is the pioneering work of Hoij t ink and co-wor- 
kers 48,49,88) who studied theoretically and experimentally the major i ty  
of the systems considered here. Using a simple version of the CI method  
based on the HMO molecular orbitals and energies, they  succeeded 
48,ss,69) in interpreting the quali tat ive features of the electronic spectra 
of radical anions. This is not  surprising inasmuch as the LCAO expansion 
coefficients in the HMO molecular orbitals for benzenoid hydrocarbons  
were found 21) to be very  close to those given by  the SCF open-shell 
procedures and the HMO orbital energies were employed 70) with success 
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to interpret the photoelectron spectra of conjugated hydrocarbons. We 
even found it possible to obtain some information on the electronic 
spectra from the mere knowledge of HMO orbital energies and sym- 
metries of MOs a0). The results of semiempirical calculations as described 
in Section I I I  are presented in Figs. 8 and 9. Similar calculations using 
somewhat different computational schemes have also been reported by 
other authors 87,62,65,71,72). The semiempirical calculations also appear 
to give reliable predictions for the polarization directions of the ab- 
sorption bands because they are in agreement with the nonempirical 
,:-electron calculations 60) and with the available experimental data  as) 
As an example, we present in Fig. 10 the results for the tetracene radical 
anion 30,48). The composition of the CI wave functions indicates 30,60,65) 
that  no meaningful interpretation of the spectra of open-shell systems is 
possible unless extensive allowance is made for configuration interaction, 
although with many systems several lowest-energy states correspond to 
almost pure A- and B-type electronic transitions. 

The position of the benzene radical ions among the other benzenoid 
systems is somewhat exceptional. The presence of the degenerate frontier 
molecular orbitals makes it difficult to perform standard open-shell cal- 
culations because the L H P  method is inherently incapable of accom- 
modating systems of this type and the Roothaan procedure diverges 
here 67). The simple CI treatments based on the HMO computational 

23 



"'" .'" Z / . 9  

4 

2 

50 

- - - 'T  T 1 r 

5 

Log~: 

4 

~ 6  

~ 6  

-L 

[ T r o T  - - -  

I 

4o ~o 2o m 4o ~o 2o m 

;, (kK) 

Fig. 8. Electronic spectra of the radical anions of hydrocarbons 15--20 and results 
of open-shell PPP-like calculations. Two arrows indicate the positions of the ex- 

perimentally found long-wavelength maxima of 15- (Balk, P. et al., Ref. 48)). The 
band at 27.3 k K  designated by a question mark was attributed to an impurity or 
to the protonated anion (Hoijtink, G. ee al., Ref. 4s)). Origin of data: systems 75 
and 16 (absorption curves), Brandes, K. K., Gerdes, J . :  J. Phys. Chem. 71, 508 
(1967); systems 17--20 (absorption curves), Hoijtink, G . J .  and coworkers, Refs. 
4 6 , 4 8 , 4 9 ) ;  calculations, Zahradnik, R., ~ r s k y ,  P., :Ref. 30) 

Log 

0 

-i 

-2 

-3 

1 

0 

-i 

-2 

-3 

0 

-1 

-2 

-3 



MO Approach to Electronic Spectra of Radicals 

5~ 
I.og s 

4 

I I 

/ 

ii I 

I. 

5- 

2 -  I ,T 
50 40 30 

?I I 

! 
20 10 4O 

~T 

' ~ tl.og ! 

-I 

l, i l l ,  
3O 20 10 

~] -2 
T 

~ e  

-2 

[ I -3 

lt o 
' -1 

-2 

-3 

9 (kK) 

Fig. 9. Electronic spectra of the  radical anions of hydrocarbons 21--26 and results 
of the  open-shell PPP-l ike calculations. Origin of data  : systems 21 and 22, Distler, 
D., Hohlneicher, G. : Ber. Bunsenges. Physik. Chem. 74, 960 (1970); systems 23--26 
(absorption curves), Hoijtink, G. J. and coworkers, Refs. 4s,4s): systems 23--26 
(calculations), ~ r s k y ,  P., Zahradnik, R., l~ef. 59) 

25 



P. ~rsky and R. Zahradnfk 

20 

~xlO 
4O 

0 
4o 

20 

0 

X 

X 

~0 

X × 

3o 20 

I 
Y >  

x 

Fig. I0. Observed (top) and predicted (bottom) polarization directions of electronic 
transitions in the tetracene radical anion 

scheme predict 69,73,74) the first transition energy in both the mono- 
positive and mononegative benzene ions in the range 18.4--20 kK, in 
good agreement with the reported observed values for the benzene 
radical anion 74-76) which range from 19.4 to 23.8 kK. For the benzene 
radical cation Shida and Hamill 77) observed the first band at 20.8 kK, 
Badger and Brocklehurst 76) at 18 kK, and the photoelectron spec- 
trum 79) gives the value 18.1 kK. The second absorption maximum has been 
observed at 35 kK with the mononegative ion 74) and at 31.2 kK with the 
monopositive ion 76). The calculations predict that  the second band is 
located at 37.3 kK 74) and 39.5 kK 73). 

I t  is convenient in some cases to use the first-order perturbation 
treatment to interpret the electronic spectra of radicals. The consider- 
ation of the inductive effect can be expressed by the following equation 30) 

= - ( 4 6 )  

Dodd 61) has found that Eq. (46) combined with the model accounting 
for the hyperconjugation effect reproduces reasonably well the magni- 
tude and direction of the shifts of characteristic bands of the naphthalene 
and anthracene radical ions upon methyl substitution. In general, 
with alternant hydrocarbons the shifts of the first bands upon 
substitution by groups with the inductive effect (e.g. CHs or NH~) 
can be expected to be more considerable for radical ions than for the 
parent hydrocarbons, inasmuch as the first transition energy in closed- 
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shell systems is mostly associated with the N-~ V1 gap, and the respective 
LCAO expansion coefficients in Eq. (46) are of the same absolute value. 
With radical ions this situation generally does not occur. The replacement 
of the --CH-- group by nitrogen = N -  can be treated in an analogous 
way (vide infra). Another example of the application of perturbation 
theory concerns the polyphenyl radical  anions; here we at tempted 50) 
to explain the increasing discrepancy between the theory and experiment 
for the second strong band throughout the series 2 4 - - 2 6  (cf. Fig. 9). 
We assumed that  this might be due to the nonplanarity of systems. 
Indeed, if perturbation theory is used and the bonds joining the benzene 
rings are treated as having less 7: character, a shift of the calculated 
transition energies towards the experimental values is found. The 
following expression, based on the perturbation treatment,  was used: 

~E,_.j = 2 ~ ~ (cjv cj~ -- c,u c,v) Sfluv (47) 

where all the symbols have the usual meaning. 
Finally, let us mention that  calculations have been reported 61,s2,sm 

which interpreted the spectra of dimeric radical ions. 

2. Alternant Odd Hydrocarbons 

This group comprises several characteristic series of neutral radicals: 
odd polyenes, odd a,~o-diphenylpolyenes, arylmethyl radicals, and odd 

H~C--(CH=CH)n--H <~H+CH=CH-~  

27 (n = 1) 33 (n = 1) 
28 (n = 2) 34 (n = 2) 
29 (n = 3) s 5  (n = 3) 

30 (n = 4) 36 (n = 4) 
Sl (n = 5 )  37(n = 5 )  
32 (n = 10) 

benzenoid systems of the phenalenyl type. The first member of the poly- 
ene series, the allyl radical, represents besides the benzyl radical the 
most popular system in theoretical open-shell studies. (These are cited 
in reference 31).) Here we at tempt  to reply to a question asked in our 
earlier paper 31) : "Our LCI-SCF (PPP-like) calculation results in a first 
strongly forbidden electronic transition at 423 mvt (this differs by only 
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0.8 kK from the band position reported by Currie and Ramsay 84)), 
and a second (allowed) transition at 197 m~, the value of which is different 
by approximately 6.5 kK from the maximum given by Callear and 
Lee s5). Evidently it is questionable how reasonable the n-electron 
approximation is in so small a molecule as allyl". The relevant answer 
is given in Table 4, which presents the results of the CNDO calculation 

Table  4. T rans i t i on  energies  (~) a n d  oscil lator s t r e n g t h s  (/) p redic ted  b y  t he  CNDO 
calcula t ions  67) for t he  allyl radical  

V(kK) ~(kK) log ] Po la r iza t ion  Main  conf igura t ion  
(obsd,S4,ss)) d i rect ion 1) ( type a n d  weight)  

24.5 24.6 - -2 .55  x B ( 9 - -  10) n ° - ~ *  65.2 

49,5 forb idden  - -  ]3(9 - -  11) r~ ° - -  a* 86.1 

53.0 - -  1.21 z B(9 - -  12) n ° - -  a* 88.8 

53.2 - -0 .45  x A(8- -9)  ~ - - n  ° 63.4 43 .6 - -44 .6  

1) The  xy p lane  is considered as t h e  molecu la r  p lane.  

(the description is given in Section III). I t  thus appears most likely 
that  absorption in the visible can really be assigned to the =--= transition. 
The next three transitions fall into the range of the observed ultraviolet 
absorption; however, the =-~ =* assignment again appears to be the 
most likely on intensity grounds. The results of the PPP-like calcula- 
tions on radicals 27--37 are presented in Fig. 11. The only experimental 
data available are those reported by Waterman and Dole s6) who observ- 
ed the following absorption maxima for radicals 27--3 / in  electron beam- 
irradiated polyethylene (in kK): 27 (38.8) ; 28 (35.1); 29 (31.0); 30 (27.9); 
31 (25.3). The predicted lowest-energy strongly allowed transitions are 
seen in Fig. 11 to reproduce these data reasonably. The transition 
energies given by the semiempirical full CI 29) and nonempirical 6o) 
=-electron calculations are even in better agreement, being 1--3 kK lower 
than those entered in Fig. 11. 

As regards the relationship between structure and colour, the neutral 
radicals resemble closed-shell systems rather than radical ions. This can 
easily be understood on the basis of the HMO orbital level schemes 
of these systems, in which one cannot distinguish the "unnatural" N -~ V 
gaps in radicals from the "natural"  N -*- V1 gaps in the corresponding 
closed-shell ions. Accordingly, in contrast to radical ions, absorption 
of neutral radicals does not extend to the extreme long-wavelength 
region, and the absorption maxima are shifted bathochromically upon 
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Fig. 11. Predicted electronic spectra of odd polyenes 27--32 and odd c~, ¢o-diphenyl- 
polyenes 33--37 
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the prolongation of the skeleton. Another characteristic feature of the 
odd alternant radicals is the important role of the first-order CI (cf. Fig. 
12). 

10 

eY 
8 

c,,(~..,.3) . . . . . . . .  ~o-,3) 

6 / / '  
/ 

4 A(~*~} N 2 - ~ ) / /  

SCF LCI 

a 0.2) +~(~-P3) 

Fig. 12. Energies of the doublet states in allyl given by the PPP-like calculation 
before and after the allowance for configuration interaction 

Shida and Hanazaki 87) reported the electronic spectra of the cyclo- 
hexadienyl (38) and ~-hydronaphthyl (39) radicals generated by the 

,78 

y-irradiation technique. The results of their open-shell (LHP) PPP-like 
calculations, assuming the hyperconjugation model for the methylene 
group, give a remarkably good interpretation of the observed absorption 
(cf. Table 5). I t  is noteworthy that  the simple open-shell PPP-like cal- 
culations 6~) (as described in Section III) on the all-cis pentadienyl and 
cinnamyl systems also give a reasonable interpretation for 38 and 39 
(16.4, 29:3 and 37.2 kK for 38 and 18.2, 24.9 and 27.1 kK for 39). 

The arylmethyl (40--45) and phenalenyl-type (46--49) radicals are 
mentioned here only briefly. Benzyl is a radical which has been well 
studied both experimentally and theoretically (for a summary, see 
reference 81)). We have found 67) remarkable agreement between the 
results given by the CNDO-CI and PPP-like calculations. The CNDO- 
CI calculation predicts the seven lowest-energy transitions to be of the 
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Table 5. Calculated and observed spectral data for the cyclohexadienyl and ,c-hydro- 
naphthyl radicals 87) 

Radical Observed n-Electronic SCF--LCI 
~(hI~) ~(kK) l 

17.9 16.4 0.0004 
29.2 0.0003 

31.6 31.9 0.1350 
45.5 0.0420 

.H...,,~H 18.9 19.4 0.0012 
25.3 24.1 0.0003 
29.7 29.7 0.0018 

30.3 0.0538 
32.5 0.2410 
37.2 0.0018 

7:--7: type, the next 8th transition being of the (r--r: ° type (at 48.8 kK, 
log / = -  3.5). With the other systems 41--49 the results of r:-electron 
calculations ~1) can hardly be discussed because of the paucity of 
experimental data. 

40  41 42 43  

44  45  4 6  

4 7  4 8  4 9  

3. Nonalternant Hydrocarbons 

Radical ions derived from nonalternant hydrocarbons have been the 
subject of several recent studies 88-91). Since even such small nonalter- 
nant  hydrocarbons as e.g. azulene mostly absorb in a rather  long- 
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wavelength region, the red shift of the first band on going to radical ions 
is usually small compared to that  found with alternant hydrocarbons.  
I t  appears that  with condensed systems containing five- and seven- 
membered rings the larger red shift is observed for the one of the two 
radical ions which can chemically be considered the "unnatural" form 92), 
i.e. the radical cation with molecules possessing more five-membered 
than seven-membered rings, and the radical anion in the opposite case. 

Flash photolysis of both cyclopentadiene and ferrocene generates 
species with a half-life of less than 10 -4 sec. The spectrum, consisting 
of two heads at 29,581 and 29,911 cm -1, was assigned to the cyclopent- 
adienyl radical 93) (50). There is reasonable agreement between the 
observed excitation energy and the A~ ~- E~ transition at 32,500 cm -1 
calculated semiempirically 94). Theoretically, no other state lying below 
6 eV is expected. 

50  5 I  Cation 52 Cation 54 Cation 
53 Anion .55 Anion 

,96" Cation 58 Cation 60 Cation 
57Anlon .59 Anion 6! Anion 

62 Cation 64 Cation 
63 Anion 6.5 Anion 

6B Cat|on 70 Cation 
69 Anion 7f Anion 

66 Cation 
67 Anion 

72 Anion 
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73 Cation 74 Anion 

The transit ion energies in the fulvene cation (51) have been inferred 
from the photoelectron spectra and interpreted b y  both  re-electron 
and CNDO calculations 5~). In  Table 6 we present some predictions for 
radical ions whose spectra have not  yet  been measured, and in Fig. 13 
we present the confrontat ion of the r~-electron calculations with experi- 
ment  for a representative series of nonal ternant  radical ions for which 
absorption curves are available. The nonal ternant  radical ions are typical  
of a large number  of transitions in the region 8--30 kK a n d  accordingly 
of the very  complex nature of electronic spectra. We also found 9o) this 
feature with radicals 68--71 .  

2,2'-Bisazulenyl radical anion (72) exhibits a broad, very  s trong 
band  95) (log emax ----4.5) in the region 14--20 kK. I ts  highest peak m a y  be 
assigned to the allowed A-type 10-0-11 transit ion (72%). Altogether  
five transitions are predicted by  the PPP-l ike  calculations 67) to fall into 

Table 6. First and second transition energies (~) and oscillator strengths (/) pre- 
dicted by the PPP-iike calculations 67) for selected nonalternant systems 

Radical V(kK) log / Configurations and 
weights (0/0) 

52 11.5 --3.00 A(3--4) 93 
12.9 forbidden B(4--5) 99 

53 12.9 forbidden A(4--5) 99 
19.4 --1.00 A(3--5) 86 

5,1 9.1 forbidden B(6--7) 99 
15.5 -- 1.03 B(6--8) 87 

55 7.9 forbidden A(6--7) 99 
8.1 forbidden B(7--8) 94 

58 5.8 --2.34 A(5--6) 94 
11.2 --2.82 A(4--6) 92 

60 9.9 -- 1.77 A(6--7) 89 

12.7 --3.23 B(7--8) 93 

62 2.5 --2.57 A(7--8) 96 
9.4 --3.43 A(6--8) 97 
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the region 14--20 kK, two of them being forbidden. The theory moreover 
predicts two allowed transitions in the near infrared at 5.1 and 10.4 kK. 
The perchlorate of the cation 73 represents the first isolated salt of the 
hydrocarbon radical ion; =-electron calculations on its electronic spectrum 
were reported recently 96). The method "molecules in molecules" 
afforded a reasonable interpretation 97) of the longest-wavelength elec- 
tronic transition in the anion 74 falling into the infrared region (obsd. 
4.9 kK, calcd. 3.6 kK). 

4. Heteroanalogues and Derivatives 

For the radical ions 75--82 derived from the nitrogen-containing hetero- 
cycles, which can be regarded as the heteroanalogues of benzenoid hydro- 
carbons, the available electronic spectral data have been obtained from 
direct measurements after T-irradiation 58) or alkali-metal reduction98,99) 
and inferred from the photoelectron spectra 52). I t  may be assumed 

75 CarTon 76 Cation 78 Cation 80 Anion 
77 Anion 79 Anion 

N--N" 

81 Anion 

N ~ N  CH3- -~ I~N- -CH3 

82 Anion 83 

CH3--~CH--CH )3:=~IN--CH3 

84 

C2Hs--~'~:=:N--N:=~IN--C2H5 

85 
¸ 

86 87 

cH3 oH3 

8 8  
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tha t  the local electronic structure of nitrogen in these heterocycles is 
not much affected on going to the radical ions. Accordingly, we have 
employed in the open-shell calculations 67) the same serniempirical 
parameters  (cf. Section I I I )  which proved useful in standard PPP  
calculations on closed-shell pyridine-like heterocycles. The results are 
summarized in Table 7. In general, there is a similarity in the absorption 
spectra of radical ions of the aza compounds and the parent hydrocarbons, 
e.g. of the acridine and anthracene radical ions. With radical anions 98) 
the aza substitution brings about a blue shift of the first strong band, 
which we shall interpret here by  means of first-order perturbation treat- 
ment  in order to demonstrate its utility. The first strong bands of the 
phenanthrene and diphenyl radical anions (located 4s) at 9.3 and 15.7 
kK) are due to almost pure 8 ~ 10 and 7 ~ 10 transitions, respectively. 
Substituting s0) ~ = _ 17.5 kK into Eq. (46), one predicts for radicals 

Table 7. Calculated 67) three  lowest-energy electronic t rans i t ions  in file radical  
ions 75--81 and the  exper imenta l  exci ta t ion energies observed direct ly  af ter  
T-irradiation 53) (7) or sodium reduct ion  98) (Na red.) and inferred f rom the  photo-  
electron spec t ra  52) (PES) 

Radical  Origin ~l(kK) log ]1 ~72(kK) log [2 ~T3(kK)  10g/3 
of da t a  

75 --3.08 --  1.63 --  1.48 

i 

76 --3.63 --  1.10 - -  1.99 

77 

78 

79 

80 

81 

calcd. 5.0 21.3 
y 25 
P E S  6.1 20.31 ) 

calcd. 6.1 14.3 
y 14.3 
P E S  4.8 16.53 ) 

calcd. 9.7 --3.22 15.3 
T 14.0--15.2 
Na  red.  13.2--13.9 

calcd. 8.9 --2.71 14.3 
y 14.2 
P E S  7.8 15.6 

calcd. 7.5 --2.91 14.8 
y 13.8--15.3 
Na  red. 12.8--13.9 

caled. 14.7 --2.18 15.7 
? 12.6 14.3 
Na  red. 13.8 15.6 

calcd. 9.5 - -  1.93 17.1 
Na  red. 14.2 

3 1 . 8  

2 7 . 6 2  ) 

1 8 . 6  
1 7 . 5  

- -  1 . 0 5  2 0 . 0  " 2 . 6 2  

- -  1.03 20.7 --2.98 
21(sh.) 
24.5 

--1.06 19.2 . 2 . 1 5  

23(sh.) 

- -  1 . 5 3  1 6 . 4  - - 0 . 8 1  
17.1 
16.3 

- -  1.20 20.7 - -  1.39 
22.5 

1) Nex t  
2) N e x t  
s) N e x t  

t rans i t ion energy a t  23.0 kK. 
t rans i t ion energy a t  32.5 kK. 
t rans i t ion energy at  23.8 kK. 
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81 and 82 blue shifts 4.2 and 2.9 kK, in reasonable agreement with the 
observed value 9s,99) 4.9 and 1.8 kK. 

A striking similarity in the electronic spectra 99,1o0) of radicals 
82 and 83 (Fig. 14) strongly suggests that  the two radicals are ~-iso- 
electronic, as expected. This feature can also be expected, to a greater 

A 
3 

! 

B 

! 

# 

e 

I 

t, 
°50 40 30 

. . . .  

f 
0.3 

0.2 

t3 

2O ~0 (kg) 

Fig. 14. Electronic spectra of radicals 82 and 83 and results of the  semiempirical 
calculations. (Taken from HiXnig, S. et al., Ref. 101)). Ass ignment  of strong absorp- 
t ion a t  40 kK to 83 is uncertain (Kosower, E. M., Cotter, J. L., !Ref. 10o) and private 
communication) 

or lesser extent, with other members of the family of radicals called 
violenes 109.). We at tempted 101) therefore to interpret the spectra of 
several of them by the same set of parameters used in the calculations 
for systems 75--82. We arrived at a reasonable interpretation of the 
spectra of radicals 83--86, but the results for systems 87 and 88 were 
less satisfactory. The calculations on radicals with five-membered sulfur- 
containing rings met with comparably uneven success 108). 

In spite of the fact that  the majority of open-shell MO studies concern 
derivatives, we think that  the semiempirical MO approach is the least 
straightforward here. In radicals such as phenoxyls, ketyls, semiquino- 
nes, or amino radicals, the odd electron is generally localized on the 
heteroatom, which greatly changes the local electronic structure of the 
latter with respect to that  in the parent closed-shell molecule. Hence, 
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in contrast to well delocalized radicals (e.g. 75--82), it is usually necessary 
to look for a new set of parameters, different from that  which proved 
useful ill treatments of the parent closed-shell molecules. This may 
sometimes be rather troublesome. We have encountered 104,105) such a 
difficulty with semiquinones, where moderate changes in parameters 
brought about great changes in transition energies. Hence it may 
happen that  the set of parameters fitted to the electronic spectrum of a 
single radical will fail to reproduce the spectra of other radicals of the 
same structural type. Any semiempirical study should therefore cover 
several radicals of a given type. A very good example of such a treament 
is a recent study of Shida and Iwata 106), who recorded the spectra of 
a large series of radical anions derived from nitro derivatives of benzene, 
naphthalene, diphenyl, and stilbene, and interpreted them by the 
type of calculations described in Section III ,  using the following para- 
meters 107) : I1~ =30.38 eV, Io  = 19.25; all the ~'s were made proportional 
to the overlap integrals. The results for the twelve selected nitro radicals 
are presented in Fig. 15. Generally, however, the theoretical studies 
have been devoted to one particular radical (cf. Table 8), and sometimes 
the parameters were adjusted according to the observed transition 
energies. 

C. C N D O  Calculat ions  o n  Smal l  Radica ls  

The number of semiempirical all-valence electron studies devoted to 
electronic spectra of radicals is still limited. The LHP-CNDO/2 treatment 
combined with configuration interaction was used by Kikuchi tos) to 
interpret the electronic spectrum of H2NO. King et al. 2) calculated the 
four lowest doublet states of the SO3F radical by the Pople-Nesbet 109) 
unrestricted procedure using the standard CNDO computational scheme; 
the results are consistent with the observed spectrum. We have at tempted 
a systematic study on small radicals for which spectral data were 
available. On the basis of experience accumulated with closed-shell 
systems 110,111) we selected the computational scheme of Del Bene 
and Jaff6 8s). Besides the calculations of radicals presented in Table 9, 
we have also made 22) predictions for HNCN and BOF2 radicals. In 
spite of the approximate nature of these calculations, the results appear 
to be useful, making it possible not only to analyze and classify the 
electronic transitions but  also to provide further useful information. 
For example, with BH2 the theory affords an explanation as to why no 
band has~been observed in the near-ultraviolet region; with HOg, the 
calculations predict a weak band in the infrared or long-wavelength 
visible region. Nevertheless the calculations have encountered some 
difficulties, as is only to be expected with any semiempirical treatment.  
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Footnotes to Table 8 
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1) For references to experimental  data, see the papers cited. 
2) Hinchliffe, A., Stainbank, R. E., Ali, M. A. : Theoret. Chim. Acta 5, 95 (1966); 

predicted intensities are squares of t ransi t ion moments.  
s) Ishitani,  A., Nagakura, S. : Ref. 37). 
4) Next  calculated transit ion a t  4.177(0.0402). 
5) Kimura, K., Mataga, N.: J. Chem. Phys. 57, 4167 (1969). 
6) The first t ransit ion predicted a t  1.10 eV is forbidden. 
7) Monldlorst, H. J., Kommandeur,  J . :  J. Chem. Phys. 47, 391 (1967). 
8) Lowitz, D. A. : J. Chem. Phys. ,/6, 4698 (1967). 
9) Jonkman,  H. T., Kommandeur,  J . :  Chem. Phys. Letters 15, 496 (1972). 

10) Kanamaru,  N., Nagakura, S.: Bull. Chem. Soc. Japan  ,13, 3443 (1970). 
11) Next  transit ion predicted a t  4.717(0.020). 
12) Next  three weak ([ <0.005)  transitions are predicted 2.952, 2.959, and 3.502 eV. 
13) Fajer, M. et. al.: Ref. 27). 
14) Gubanov, V. A., Pereliaeva, L. A., Chirkov, A. K., Matevosian, R. O. : Theoret. 

Chim. Acta 18, 177 (1970). 
x5) Next  weak transit ion is predicted a t  2.58(0.072). 

We have found 40) a drastic failure with N~. While with CO+ the inter- 
pretation of the spectrum was successful, with the isoelectronic N~ 
radical the theory not only underestimates the first transition energy, 
it also predicts that  the 2II state will be of lower energy than the 2 ~  
(SCF ground) state. Incidentally, the incorrect order of the two states 
is also predicted by ab initio calculations 112,113). 

D. Ab Initio Calculations 

As this topic alone could be the subject of an extensive review, no great 
effort was devoted to making the coverage of the literature complete, 
to discussing the specific problems encountered in ab initio calculations, 
or to analyzing the results attained. We present rather in Table 10 a 
representative set of results of ab initio calculations. The object here is 
to demonstrate the present state in this field and at the same time to 
facilitate comparison with semiempirical all-valence electron calcula- 
tions. 

VI. C o n c l u d i n g  R e m a r k s  

In spite of the rapid development in computer facilities, it appears that  
the n-electron approximation will remain for a long time to come the 
only manageable approach for the interpretation of the electronic spectra 
of large conjugated radicals. For this reason we think that  at tempts to 
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Tab le  9. CNDO ca lcu la t ions  on t he  electronic spec t ra  of smal l  radicals  22,40) 

R a d -  W a v e  n u m b e r s  (kK) a n d  oscil lator  s t r e n g t h s  

ical ~1 log ]1 ~2 log ]~ ~3 log ]3 

B e l l  calcd. 16.19 - -1 .19  60.58 - -1 .17  - -70 .50  - -1 .22  
obsd.  20.04 

B H +  calcd. 21.98 - -1 .46  70:55 - -1 .22  
obsd.  26.38 

]30 calcd. 34.74 - -  1.80 39.98 - -  1.29 50.95 - -  1.53 
obsd.  23.90 43.17 

CN calcd. 1.48 - -3 .30  32.27 - -  1.21 38.14 - -2 .42  
obsd.  9.11 25.75 

CO + calcd. 16.58 - -2 .25  44.86 - -1 .25  49.95 - -1 .67  
obsd.  20.41 45.63 

B H 2  calcd. 7.96 - -2 .24  61.22 - -  1.94 72.76 - -  1.83 
obsd.  11.6 - -  15.6 

NH~ calcd. 22.60 - -2 .09  65.09 fo rb idden  79.13 - -1 .59  
obsd.  11 .1--23.3  

HCO calcd. 15.08 - -2 .42  35.98 - -2 .70  36.70 - -1 .49  
obsd.  11 .6--21.7  24 .4 - -38 .5  

H N F  calcd. 25.24 --2.11 73.39 - -2 .16  75.86 - -1 .50  
obsd.  20.00 - -25.64 

HO2 calcd. 3.12 forb idden  62.48 - -0 .88  64.71 - -2 .00  
obsd.  34.5 - -51 ,3  

NO2 caled. 11.41 --2.11 12.08 forb idden  13.00 --3.21 
obsd.  10 .0--31.2  

~4 l o g / 4  ~75 l o g / s  ~Ts log ]s  

NF2  calcd. 38.48 
obsd.  35 .7- -42 .5  

FO2 calcd. 9.90 
obsd.  16 .7--18.2  

FCO calcd. 15.05 
obsd.  18.55 

H2NO calcd. 10.80 forb idden  50.36 
obsd.  I) 22 .00- -24 .50  0.92) ~-~43.50 

F2CN calcd. 17.14 fo rb idden  26.35 

calcd. 23.16 fo rb idden  30.51 fo rb idden  55.14 for- 
b idden  

- -1 .98  63.81 forb idden  69.97 for- 
b idden  

fo rb idden  47.05 - -2 .77  66.08 - -  1.88 
¢ < 100 > 3 3  

- -2 .40  35.75 - -2 .60  - -37.10 - -1 .56  
29.4 - -  
45.5 

- -  1 . 7 9  

~3.5~)  
forb idden  26.58 for- 

b idden  

~4 log ]4 ~5 log 15 ~6 log ]6 

calcd. 36.15 - -2 .02  52.03 - -1 .65  52.36 - -2 .11 
obsd.  27 .6 - -29 .5  

1) E x p e r i m e n t  for (t-C4Hg) 2NO. 
2) log ¢. 
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Footnotes to Table 10 

MO Approach to Electronic Spectra of Radicals 

1) STF and GTF stand for Slater-type function and Gaussian-type function bases. 
2) In eV; for references to experimental data see theoretical papers cited. 
s) Nesbet, R. K.: Proc. Roy. Soc. (London) A 230, 312 (1955). 
4) Cade, P. E., Huo, W. M.: J. Chem. Phys. 47, 614 (1967). 
5) Liu, H. P. D., Verhaegen, G.: J. Chem. Phys. 53, 735 (1970). 
6) lXlesbet, R. K.: J. Chem. Phys. 40, 3619 (1964). 
7) Gudrin, F.: Theoret. Chim. Acta 77, 97 (1970). 
s) Cade, P. E., Sales, K. D., Wahl, A. C.: J. Chem. Phys. 44, 1973 (1966). 
9) Schaefer III ,  H. F., Heil, T. G.: J. Chem. Phys. 54, 2573 (1971); only doublet- 

doublet transitions are tabulated. 
10) Hall, J. A., Richards, W. G.: Mol. Phys. 23, 331 (1972). 
11) Bender, C. F., Schaefer III,  H. F.: J. Mol. Spectry. 37, 423 (1971). 
12) Bender, C. F., Schaefer III ,  H. F.: J. Chem. Phys. 55, 4798 (1971). 
18) Hunt, W. J ,  Dunning, T. H., Jr., Goddard III ,  W. A.: Chem. Phys. Letters 3, 

606 (1969). 
z4) Hehre, W. J., Stewart, R. F., Pople, J. A.: J. Chem. Phys. 51, 2657 (1969). 
zs) Del Bene, J. E.: J. Chem. Phys. 54, 3487 (1971). 
z6) Ditchfield, R., Hehre, W. J., Pople, J. A.: J. Chem. Phys. 54, 724 (1971). 
17) Fink, W. H.: J. Am. Chem. Soc. 95, 1073 (1972). 
is) Berthier, G. : In: Molecular orbitals in chemistry, physics and biology (eds. 

P. LSwdin and B. Pullman). New York: Academic Press 1964. 
19) Orbital exponent result from an optimization carried out on the isolated atoms 

by C. J. Hornbach (Ph.D.  thesis, Cleveland 1967). 
~0) Burnelle, L., May, A. M., Gangi, R. A. : J. Chem. Phys. 49, 561 (1968) ; only the 

five lowest-energy transitions are tabulated. 
2z) Whitten, J. L.: J. Chem. Phys. 44, 359 (1966). 
22) Fink, W. H.: J. Chem. Phys. 49, 5054 (1968). 
23) Huzinaga, S.: J. Chem. Phys. 42, 1293 (1965). 
24) McDiarmid, R. : Theoret. Chim. Acta 20, 282 (1971). 
25) Peyerimhoff, S. D., Buenker, R. J . :  J. Chem. Phys. 51, 2528 (1969). 
26) Hillier, I. H., Saunders, V. R.: Intern. J. Quantum Chem. 4, 503 (1970). 

further refine the open-shell n-electron theory are still worthwhile. The 
situation with semiempirical all-valence electron methods is rather 
unsatisfactory because there is no method capable of giving reasonable 
transition energies and at the same time reliable potential surfacesa). 
The standard methods (e.g. CNDO/2, INDO) that give good energy 
predictions for ground states fail to reproduce the electronic spectra, 
whereas the CNDO method of Del Bene and Jaff6 that gives good transi- 
tion energies cannot be used to predict geometry or for similar problems. 
With respect to the feasibility of calculations, the further development 
of the semiempirical all-valence electron theory appears to be highly 

a) This has been found for closed-shell systems i l l )  but  it very likely applies to 
radicals, too. 
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desirable. Ab initio calculations give results closely matching the experi- 
mental values, provided that large GTF, and in some cases also CI 
basis sets, are used; this, however, makes the theoretical approach 
economically prohibitive. This explains why the results of highest 
accuracy have been obtained with diatomic radicals. 

Notes added in proo! 

I. Dr. Gey (Berlin) found our classification of open shell 5CF methodes some- 
what inaccurate in distinguishing between the methodes using coupling operators 
and the density matrix method inasmuch as the latter only represents a more 
elegant formulation of the former. This is certainly true, but  from the practical 
point of view the two computational techniques are different so tha t  our classification 
is perhaps still reasonable. 

2. We wish to mention further papers relevant to the theory of SCF methods 
using coupling operators: Dyadyuscha, G. G., Kuprievich, V. A. : Teor. Eksp. Khim. 
1, 406 (1967). --  Kuprievich, V. A.: Intern. J. Quant. Chem. 1, 561 (1967). --  
Kruglyak, Yu. A., Dyadyuscha, G. G. : Theoret. Chim. Acta 12, 18 (1968). --  Krnglyak, 
Yu. A., Mozdor, E. V., Kuprievich, V. A.: Croat. Chem. Acta 43, 15 (1971). 

3. In a recent paper (Albat, R., Grueu, N. : Chem. Phys. Letters 18, 572 (1973)) 
the OC/3SE and related techniques have been demonstrated not to satisfy all nec- 
essary conditions for the energy to be stationary: this shortcoming manifests 
itself as a dependence of the self-consistent result on the initial input guess molec- 
ular orbitals (see also /3asch, H., McKoy, V. : J. Chem. Phys. 53, 1628 (1970) and 
Macaulay, R., Goutier, D. : Chem. Phys. Letters 18, S01 (1973)). The open shell SCF 
procedure reported recently (Peters, D. : J. Chem. Phys. a7, 4351 (1972)) is actually 
the OCBSE method. 

4. In the survey of n-electron semiempildcal studies we have missed a paper of 
Karwowski, J. (Bull. Acad. Polon. Sci., Ser. Sci. Math. Astronom. Phys. 20, 413 
(1972)) on the interpretation of the electronic spectra of benzene ion radicals. 
Recently Shida, T. and Iwata, S. (J. Am. Chem. Soc: 95, 3473 (1973)) recorded 
spectra of a large series of ion radicals of aromatic hydrocarbons and analyzed them 
in terms of x-electron SCF CI calcu!afions. They confirmed experimentally a long- 
wavelength transition in the mono-negative azulene ion predicted by the theory. 
Their absorption curve of the monopositive azulene ion is in better agreement 
with the calculation than the curve presented in Fig. 31; a strong absorption maxi- 
mum at 15 kK in the latter is thus likely due to other species than the azulene 
radical cation. From recent ab initio studies we wish mention those on CH (Lie, 
G. C., Hinze, J., Liu, /3. : J. Chem. Phys. 57, 625 (1972) and Walker, T. E. H., 
Kelly, H. P.: J. Chem. Phys. 57, 936 (1972)), t3H2 (Staemmler, V., Jungen, M.: 
Chem. Phys. Letters 16, 187 (1972)), HO2 (Gole, J. L., Hayes, E. F.: J. Chem. 
Phys. 57, 360 (1972)), and on COy (Krauss, M., Neumann, D. : Chem. Phys. Letters 
14, 27 (1972)). 

5. Recently we have extended the SCF-CI computational scheme (described 
in Chapter 3) for accomodation of radicals having a two-fold degenerate MO oc- 
cupied by one or three electrons (Kuhn, J., ~hrsky, P., Zahradnik, R. : Theoret. 
Chim. Acta, to be submitted for publication). 

We wish to thank Drs. Gey and Sauer (Berlin) for reading the manuscript and 
valuable comments and Mrs. ~ohov~ and Mrs. T3~leov~ for a technical assistance in 
preparation of the manuscript. 
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Introduction 

Ion cyclotron resonance (ICR) is the excitation of the cyclotron frequency 
of ion motion in a magnetic field by an electric rf field at resonance. ICR 
spectrometry is based on the application of the resonance phenomenon 
to the detection of ions. 

Ion cyclotron resonance spectroscopy is responsible for some of the 
increase in publications about ion-molecule collision processes during 
the last decade. Although ion cyclotron resonance has been known in 
principle for some time, specially designed apparatus for scientific 
applications has only recently become available. The technique is now 
well established and the ion cyclotron double-resonance (ICDR) technique, 
in particular, has furnished the means for rapid surveys of interesting 
ion-molecule interactions. The flexibility of ICR techniques makes them 
suitable for many applications. 

The existing reviews 3S,lle,147,161,162) all deal with the operation of 
ICR and its applications to problems of chemistry and physics. 

I t  is the purpose of this article to explain the basic principle of ion 
cyclotron resonance, to describe in detail its practical realization in an 
ICR spectrometer, and to explain the different techniques that have been 
developed. Because ICR' spectrometry differs in some important respects 
from conventional mass spectrometry, some remarks about the in- 
formation conveyed by ICR signals are added. The at tempt is made to 
summarize previously reported results both in descriptions and in tables 
of data on ion-molecule reactions (IMR) as observed with ICR techniques. 
There is a very complete bibliography of publications dealing with ICR, 
although it was not possible to review all of the papers listed there. 

I. Basic Principles and Instrumentation 

A. Ion Motion 

Ions of mass m and charge q move in a uniform magnetic field B in 
circular orbits with the cyclotron frequency 

~ =  qB/~. (1) 

The motion is constrained by the magnetic field in a plane perpendicular 
to B but  is unconstrained parallel to B. 

If a static electric field E is superimposed normal to the field B, a 
drift motion is superimposed on the circular motion of the ions. In this 
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crossed-field geometry the ions move in cycloidal orbits with the cyclotron 
frequency and drift with the velocity 

v• = E / B  (2) 

in the direction perpendicular to ~ and E. This can be derived from the 
equation of motion 

m 
(3) 

which has the solution 

J~ vy 
x = ~ - - t  + A  sin w e t - - - - ( 1 - -  cosoet) 

(,00 

vu sincoet + A (1 - cos~oet) (4) 

where v~ and v v are the components of initial velocity and A = (v=/cOe 
- E / B c o e ) .  Eq. (4) describes a cycloidal path. 

This periodic motion can be used to establish a swarm of ions drifting 
through a cell, for example, of the three-sectioned standard type which is 
shown schematically in Fig. 1. In the source region, ions are generated 
from a gas by  impact with an electron beam which crosses the cell 
parallel to the magnetic field. The top and bottom plates of the cell 
establish the electric drift field normal to a magnetic field in the source 

Observing oscillator 
Drift Drift sourcereS°nanCeregi°n ~"~ ~ , ' ~ ~ ~  ~ TotOtcurrent.ion 

Collector ~ . . . ~ e ~ ~  

Filament 
Trapping Irradiating = oscillQtor 

Fig. 1. Cutaway view of an ICR cell (fiat, three-section cell) 
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and analyzer region and the side plates constitute a trapping field, so 
that  ion motion is essentially restricted to the center of the cell. Finally, 
a third region, free of electric fields, serves as collector for the ions. Both 
positive and negative ions produced ill the source pass through the cell; 
their separation is achieved by appropriate potentials to the trapping 
plates. 

B. Ion Spectra 

The essential feature of ion cyclotron resonance is the resonance excited 
by  the periodic motion of the ions as they drift through the cell. If  an rf 
electric field E1 (t) of frequency ~Ol is applied between the drift plates 
of the analyzer region, ions can absorb energy from the rf field provided 
the resonance condition ~Ol =coe is fulfilled. As a consequence of energy 
absorption, the ions are continuously accelerated to larger orbital radii 
until the process is terminated by  collision with either another particle 
or a wal l  The cyclotron resonance frequency toe and the rf field fre- 
quency COl can be used for mass analysis of the ion swarm. B and E are 
held constant, and the total  ion current (TIC) is monitored while the 
frequency of a strong rf electric field is swept, so that  ions of specific 
cyclotron frequency ~e - -  and hence of specific mass - -  are excited and 
collide with the drift plates of the cell at resonance. This sweep-out of 
ions is monitored as a reduction of the TIC. Thus one obtains a spectrum 
of reductions of TIC; the relative reductions are proportional to the 
number  of ions of given mass in the ion swarm passing the cell. 

The cyclotron motion of ions can also be excited by  a weak field 
without sweeping them out from the swarm, which enables the absorbed 
energies at the different resonance frequencies to be obtained. This can 
be done by  using either an rf bridge circuit whose imbalance in resonance 
is displayed, or a marginal oscillator, extremely sensitive to small 
changes in impedance in the resonant circuit. 

Both methods of obtaining ion cyclotron resonance conditions Call 
be used, particularly for plotting mass spectra. They are respectively 
termed TIC or ICR spectra. 

While both TIC and ICR spectra are linear in the mass scale, plots 
of ion intensities differ in a characteristic manner. As will be explained 
later, the intensity of ICR energy absorption depends on the transit t ime 
of the ions in the analyzer. If the detector frequency is held constant 
while sweeping the magnetic field intensity, as Eq. (2) shows, ions of 
higher mass (higher B field) have lower drift velocity and consequently 
a longer residence t ime in the analyzer than lighter ions. The ICR 
spectrum hence shows higher peak intensities in the high mass range. 
To compare ion intensities I by  means of power absorptions A, a mass 
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correction must  be performed. Since currents of ions of different mass 
are independent of either toe or B, the reduction R in the TIC is a direct 
measure of the contribution of a given ion to the total  ion current, 
obviating mass correction. Signals of pr imary ions in TIC and ICR 
spectra are related by  li4) 

li Ri .4 i m2 

I2 - -  R2 A2 ml  

C. Apparatus 

Crossed electric and magnetic fields have been used for mass analysis 
in several mass spectrometers but  do not have wide application despite 
their perfect double focusing. The first cycloidal mass spectrometer was 
constructed in 1938 by  Bleakney and Hipple 1). A commercial instrument 
was described by Robinson and Hall 11), and some years ago the M 66 
mass spectrometer was available for a short t ime from Varian Associates. 
Goudsmit 3) proposed a time-of-flight mass spectrometer using crossed 
electric and magnetic fields. The correct pitch of the helical ion path  to 
reach the collector could be obtained with a controllable vertical de- 
flecting field and a vertical collimator near the ion source. An improved 
version of this apparatus using a time-dependent electric field was 
constructed by  Hipple and Thomas 4). 

The ICR principle was first applied by Hipple et al. 5) who developed the 
omegatron for ionic mass determination. Ions are collected at an elec- 
trode which they strike only at resonance because of their larger orbits. 

The first ICR spectrometer for s tudy of ion-molecule collisions was 
developed by  Wobschall et al.18,21,28). A solenoid is used to produce the 
magnetic field and ions drift along the solenoid axis to collide with a 
neutral gas. An rf field is produced by  a pair of electrodes which form 
one arm of an rf bridge, and ions are detected at resonance by  the im- 
balance they create in the rf bridge circuit. The disadvantage of this 
design lies in the difficulty of constructing a high-field solenoid with 
homogeneity over a large volume. 

An ICR spectrometer designed by  Llewellyn 132,13~a,133), Balde- 
schwieler 87) and Beauchamp ss) has become commercially available 
from Varian Associates 20) and is now in widespread use. I t  is called 
"Syrotron" from the Greek for " to  sweep". Since the major i ty  
of results discussed in the present article are derived from investigations 
with this instrument, it will be described in some detail. 

In  the standard model a three-section cell, shown schematically in 
Fig. 1, is mounted in a vacuum chamber and placed between the pole 
caps of an electromagnet. A Hall effect sensor probe regulates the 
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intensity of the magnetic field and modulation can be produced by 
additional Helmholtz coils. A sweep control unit serves to sweep either 
magnetic field strength, electron energy, or the frequency of an rf oscil- 
lator. Several electronic units supply the voltages (drift, trapping, elec- 
tron-accelerating) needed to make the cell function. Electron energy and 
emission current are regulated for constant ion production. Energy 
absorption by resonant ions is recorded by a marginal oscillator whose 
output is amplified and fed to a phase-sensitive detector. This detector 
is linked to a reference modulation oscillator, detects and processes 
signals possessing the modulation frequency, and has a dc output signal 
which is plotted on an x-y recorder. 

The sensitivity of marginal oscillator detectors, on which the sensitiv- 
i ty of signal detection in an ion cyclotron resonance spectrometer 
depends, was originally discussed by  Anders 2s~. Corresponding dis- 
cussions of the application of marginal oscillators in NMR spectrometry 
can be found in the literature 11,147). The effective noise voltage Vn 
for the tank circuit of the oscillating detector for a noise level of unity 
is given by: 

V~ = (4 kTBQLll2C-112) 1/2 

where T is the temperature (°K), B the bandwidth, Q the quality factor 
of the circuit, L the inductivity and C the capacitance. With typical 
values for an ICR circuit (L=5 .56  mH, C ~ 5 0  pF, B = 1 0  - I  sec, 
T = 3 0 0  °K, Q=300)  Beauchamp 147) calculated a noise level of 7×  
10 -7 V, so that  the marginal detector can be used to detect as few as 14 
ions in the cell. 

Beauchamp 147) and Drewery, Goode and Jennings 203) have 
estimated the resolving power of an ICR spectrometer in the limiting 
case of low pressure. At high magnetic field strengths (10 kG) a resolution 
of approximately 1000 can be obtained for m/e ~ 100. 

With magnetic fields up to 14 kG and marginal oscillator frequencies 
down to 100 kHz, only a limited mass range to about 200 mu can be 
determined. In the observation of ion-molecule reactions the following 
characteristics are used: 

1. Long ion path, hence high collision number, and secondary ion 
yield ill the analyzer cell at low pressures (10 -6 Torr). 

2. Ion production, reactions with molecules, and detection of ions 
in separated regions. 

3. The electric fields used being very small (e.g. 10 mV cm-1), the 
ions drift with nearly thermal velocity (20 m sec -1) on a cycloidal path. 

4. Ions of specific charge: mass ratio can be detected and accelerated 
by application of resonant rf fields. 
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D. Measuring Techniques 

In conjunction with the sensitive lock-in amplification and signal detec- 
tion various modulation schemes are used which involve either a dis- 
turbance of the resonance state or a change in the density of the ion 
swarm drifting through the cell. 

One scheme involves superimposing a modulated magnetic field on 
the static magnetic field, thus periodically changing the cyclotron 
frequency of the ions. As the frequency of the oscillator circuit is fixed, 
periodic resonance in power absorption occurs; this can be subjected 
to phase-sensitive detection. The same general type of signal (a derivative 
of the absorption signal) is obtained when the magnetic field is held 
constant and the frequency of the marginal oscillator is modulated. 

Another scheme involves modulation o] the dri]t voltages which, by 
varying the ion transit time, produces modulations in the density of ions 
in the cell; the marginal oscillator records a periodic change in energy 
absorption which is detected as an absorption signal at the modulation 
frequency. 

The ion density can also be changed by periodically interrupting 
ion production with constant drift. Henis and Frasure 4s~ used electron 
energy modulation in which ion current production is interrupted by 
switching the electron energy above and below the ionization threshold. 
This technique can be useful for regulating specific ion species in the 
swarm. Electron energy modulation is satisfactory for cations, but not 
for anions. To obtain a mass spectrum at 70 eV, this scheme requires 
a high pulse amplitude which can cause excessively noisy signals due 
to pickup on the marginal oscillator. 

Mc Iver 139~ suggested a pulsed-grid modulation scheme for modulating 
ion density. By suitably pulsing the bias on a grid between filament and 
trapping plate, it is possible to admit or block the entry of electrons to 
the cell. For emission currents below 3 ~A, a potential barrier of 1 V 
above the dc level of the filament satisfactorily blocks the flow of elec- 
trons into the ionization region. Modulation of the electron beam cur- 
rent generally works equally well for both positive and negative ions. 

As McMahon and Beauchamp lS2~ have shown, it is possible to 
record ICR single-resonance spectra by modulating the trapping voltage, 
provided one trapping plate is pulsed between a positive and a negative 
potential with a period considerably longer than the ion transit time. 
A square wave voltage is applied to one trapping plate, switched be- 
tween the levels -¢-vT. The potential applied to the opposite trapping 
plate is + vT for positive ions and - vT for negative ions. 

If the trapping potential is changed periodically with a definite 
frequency, the ion eiection technique developed by Beauchamp and Arm- 
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strong 5s) can be used. In addition to cycloidal motion perpendicular 
to the magnetic field, ions undergo simple harmonic motion parallel to it 
in the presence of the trapping field caused by the trapping potential 
VT. The frequency of this oscillation is 

l/4v q 

where d is the distance between the trapping plates. The amplitude of 
these oscillations can be altered by  applying an rf field of frequency oT 
to the trapping plates. Ions of given m/q are ejected from the ion swarm. 
Because cot is independent of magnetic field strength, spectra without 
the ejected ions can be obtained normally. However, resolution is low, 
which means that  usually more than one ion species is ejected. The 
requirements of efficient ion ejection and high mass resolution are 
conflicting. For this reason Dunbar 158) used a technique in which the 
ions are ejected by means of an rf field in the plane of their cyclotron 
motion. As with the TIC technique, the ion cyclotron orbits are 
increased in radius by the ejection rf field at resonance frequency until 
the ions strike the drift plates and are removed from the cell. The 
amplitude of the ejecting field must be large enough to ensure that  ions 
are ejected soon after their arrival in the cell. ICR ejection appears to be 
the method of choice in cases where relatively long ejection times can 
be tolerated but  high mass resolution is essential 158). 

Another technique which has no parallel in conventional mass 
spectroscopy and thus underlines the usefulness of ICR spectroscopy is 
the double-resonance technique ~4). In most cases the yield of an ion- 
molecule reaction 

P+ + N • S + + R 

varies with the translational energy of the reactant ion P+. This fact 
is used to obtain ions which are coupled by  IMR. The magnetic field is 
adjusted until S + ions absorb energy from the observing oscillator of 
frequency cos; the signal intensity of S + is monitored. If a second rf field 
is now applied to the source region of the cell and the frequency of the 
oscillator, o1,, equals the cyclotron frequency of P+, these ions absorb 
energy so that  their translational energy increases and a change in the 
S + intensity is observed. At a fixed magnetic field strength the following 
relation holds: 

~p COS 

m S COp " 
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Thus, by scanning o~p and monitoring the intensity of S +, different 
precursors of S + can readily be identified from the changes in the in- 
tensity of S+ at the double resonances. The direction of the change 
(increasing or decreasing intensity) shows the dependence of the ion- 
molecule reaction on kinetic energy. 

Several special ICDR techniques have been applied. 

1. A substantial improvement in sensitivity was obtained by  Lle- 
wellyn 132a) who connected the irradiating transmitter and the marginal 
oscillator in series to the opposite drift plates of the analyzer region. 

2. If the irradiating transmitter is connected to the source region and 
the oscillating detector to the analyzer region, unimolecular dissociation 
mechanisms may be identified. 

3. In the pulsed double-resonance method 9.4), the rf oscillator is 
modulated and from the phase-sensitive detector a signal is obtained 
which is proportional to the difference between the spectra with and 
without double resonance. 

An ICR spectrometer with an optical glass window fitted to the 
end of the vacuum can 138) is suitable for observing the influence o/ 
photons upon ions or ion-molecule reactions. Ions produced by  electron 
impact can be trapped in the analyzer cell for periods in the range from 
msec up to 1 sec lSS). A light beam is passed through the window along 
the longitudinal axis of the cell, collinear with the drift path of the ions. 
The ions of interest are usually observed by monitoring power ab- 
sorption by means of a marginal oscillator tuned to the cyclotron fre- 
quency. The change in ion intensity can be plotted against the wave- 
lenght of the light. An analysis of the curve representing experimental 
observations can provide data of interest (like electron affinities, or 
dissociation energies) or give an insight into the reaction mechanism. 
This technique has been used to study photodissociation, photodetach- 
ment, and photon-induced IMR. 

Types of Cells 

Standard three-section cells are available in square (2.54 × 2.54 x 12.7 
cm) or flat form (1.27 × 2.54 × 12.7 cm). For the study of special collision 
problems some advantage has been achieved by using ICR cells of special 
design in conjunction with special pulsing techniques. 

Clow and Futrell 10~) use a 12-in. magnet which permits the use of 
a longer ICR cell with an additional reaction zone between the source 
and analyzer regions. The source region has separate trapping plates 
from those of the reaction-analyzer zone s. Better ion transmission is achie- 
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ved by using higher trapping fields in the reaction-analyzerregions, whereby 
the ion motion is confined to the center of the cell. All drift and trapping 
potentials can be varied independently; a particular feature is that ion 
ejection in the source region is possible. Typical with this technique is a 
pulse sequence comprising ion creation, excitation, reaction and detec- 
tion. An ion bunch is created by  pulsing the electron energy from just 
below the ionization potential to a few volts above it at a frequency of 
1 kHz for a duration of 100 ~sec. In the following 250 ~sec the irradiating 
rf oscillator is activated at the cyclotron resonance frequency of the ions 
to bring them to a definite energy. Subsequent reaction with neutrals 
occurs as the ions drift through the reaction zone. A static magnetic field 
is used and the marginal oscillator is swept through the desired resonance 
frequencies. Currents are then measured using the ion collector. The 
authors also use a modification of this technique: a pulsed double- 
resonance scheme in which the phase-sensitive detector amplifies the 
difference in signal level for selected product ions produced alternately by 
thermal energy and translationally excited ions. Furthermore ~00) they 
tried to increase ion transmission by introducing specially shaped reaction- 
analyzer drift plates: to provide a more uniform electric field in the 
center of the cell, the outer one-fourth of the drift plates was inclined 
50 ° from the horizontal towards the center. 

Huntress 214~ used a modified version of the four-section cell without 
ion-collecting region and having a short distance (1 cm) between electron 
beam and end of the source region. 

Another modified four-section cell constructed by Marx and Mau- 
claire ~57~ has reaction-analyzer drift plates extending to the ion collector 
region. 

Mclver 13s~ replaced the normal three-region cell by a single-region 
cell (2.54 × 2.54 × 8.9 cm). His "trapped-ion analyzer cell" differs in 
three respects from the standard cell: firstly gaseous ions are produced 
and detected in the same region; secondly, his cell has plates at both 
ends to trap the ions inside it; and thirdly, the trapped-ion analyzer cell 
relies entirely on pulsed modes of operation. The side plates provide 
potentials slightly more negative than the trapping potential. Observing 
and heating rf fields are coupled in the normal way to the drift plates. 
Positive ions are trapped in the cell by  biasing the drift plates and the 
two end plates equally at a voltage from 0.5 to 3 V more negative than 
the trapping voltage. Negative ions are trapped by simply reversing 
the polarity of the dc voltages on the cell plates. An experiment is 
initiated by a 0.10 msec electron-beam pulse controlled by pulsed grid 
modulation 189~. In the following time 31 the product ions are allowed 
to interact with neutrals, either with their thermal energy or with in- 
creased kinetic energy caused by  an rf pulse of suitable resonar~ce fre- 
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quency. After the desired reaction time the ions are detected during the 
time r2 by pulsing the intensity of the magnetic field so as to satisfy the 
resonance condition between marginal oscillator frequency and cyclotron 
frequency. The detection period is followed by a quenching period: 
here the polarity of the dc voltage of the upper drift plate is temporarily 
inverted which destroys the trapping action of the cell, and all ions, 
whatever their mass, drift to the walls. This allows a high repetition rate 
of sequences and prevents overlapping of ions from earlier sequences into 
later ones. The trapped-ion technique has been improved is0) for pulsed 
double-resonance experiments: instead of pulsing the magnetic field for 
detection to maintain the resonance condition at a fixed marginal-oscilla- 
tor frequency, the shift in cyclotron frequency due to the applied trap- 
ping voltage is compensated for by an increase in the magnetic field. The 
required increase can be calculated. A special pulse-compensator circuit 
was developed to reduce coupling effects of the irradiating and marginal 
oscillators. The trapped-ion technique should be useful for studying the 
dependence of ion molecule reactions on kinetic energy up to 40 e V. 

Studies undertaken by means of analysis of the fields in ICR cells 
have given some insight into the real motion of the ions and how this 
depends on the different parameters 182,231). In particular, the effect of 
quadrupolar electric fields on ion motion under ideal conditions has been 
studied by Sharp et a/.231). Potentials measured inside the cell enable 
ion motion to be predicted. 

II. Line Shape and Rate Constants 

A. Power Absorption and Line Shape 

TIC spectra can be interpreted in a straightforward manner whereas 
ICR spectra involve some critical factors as regards both obtaining and 
interpreting them. Measuring the power absorption from the rf field 
provides information in terms of peak height and peak width about the 
ion system represented. I t  is known from experiment that  linewidth 
and line shape for a given reactant or product ion depend on lifetime 
and collision frequency. Hence for quantitative investigations a detailed 
analysis of the ICR signal line shape is desirable. 

Wobschall et al. 18) were the first to give an expression for ICR power 
absorption in their treatment of collision-broadened lines. A series of 
papers which appeared in the Journal of Chemical Physics between 1967 
and 1971 dealt with the analysis of expressions of energy absorption for 
different ion-molecule reactions. More recently Comisarow 152) put  
forward a comprehensive theory of ICR power absorption. 
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To understand the information conveyed by  an ICR signal, one has 
to solve the equation of motion of an ion under ICR conditions. The 
effect of collisions on the energy absorption of ions in the ICR cell is 
described by  the Lorentz equation with the inclusion of a term for 
collisional damping: 

,,, + ~ x B  - c ~  (s) 

where ~ is the average velocity of an ion of mass m and charge q, F, is the 
electric field, /~ the magnetic field, and c is the reduced collision fre- 
quency, which is independent of the average ion velocity. This independ- 
ence applies only when the ion-neutral  interaction potential depends 
upon the inverse fourth power of the ion-neutral  distance. This holds 
for the ion-induced dipole potential. 

If  the linearly polarized electric field E is decomposed into a sum 
of two counter-rotating circularly polarized fields 

E (t) = E1 cos ro~ = E + + E -  

E + = 1 / 2 E l  sinroa + 1~2El  cosrog 

E -  = - - 1 / 2 E l  s i n r o t / +  1/2E1 cosoJ~ 

where E1 is the peak value of the rf field. The components of Eq. (5) 
for a cation are given by  

~ = (qE1 /2m)  sinmt + roovv - cv= 

vv  = (qE1 /2m)  cosrot -- rocv= -- cvv 

where roc is the cyclotron frequency (1). The components of velocity are 

vx = B cosrot + C s ino t  + (D cos root + F sino~ct) exp ( - c t )  

v v = C cos rot - B sin rot + (F cos roct - D sin root) exp ( -  ct) 

where 

B __ 

C __ 

2 __ eo2c) (me + m) - -  2c2m] qEl[ (c2  + oJ c 

2 e02)2 27 4c2a~2] 2m[(c2 + m c - 

2 m [ c  ~ + o:,2 c - -  ¢o~)~ + 4c2c0  ~] 

D = vo s i n ? - B ;  F --- vo c o s ? - C  
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t is the time during which the rf field was applied, ~, is the phase angle 
of initial velocity. From the electric field E the power 

A = qE (t) (vx + vv) 

is absorbed. Thus, the instantaneous power absorption is 

A (t, eoe, o, c, y) = - ~ E l q  {[-- D sin (o~c- eo) t + F cos (we - o)t] × 

exp(--ct) + C}. 

Since all values of the phase angle are equally probable, averaging over 
y leads to : 

q~ E~ 
A ( t ,  oJc, oJ.c) - -  4m(c ~ +w2) [ ( w s i n w t  - c c o s w t ) e  -c~ + c ]  (6) 

where t is the time the ion has been absorbing energy from the alternating 
electric field of peak value E1 and frequency co, and w = (~oc - co). In 
the case of resonance, which is what mainly interests us, Eq. (6) becomes 
simpler 

A (t, oso= re, c) - -  q~E~ [1 -- e -a]  (7) 
4 mC 

This means that  for short times the power absorption increases linearly 
with time and is nearly independent of c, while for long times it becomes 
constant over time. In the limit c -*0  the "zero pressure" power ab- 
sorption, also found by  Buttrill 67) (excepted for an error by a factor of 
two in Buttrill 's analysis), gives 

A (t,~0e, O) -- 4rn(oJo - o~) sin(oe - o)t .  (8) 

With the approximation c/t >> 1 
obtained from (6) 

an expression for high pressures is 

q2E~c 
A (oJc, o~,c) = 4m[cz + (oJe- m) =] " (9) 

This had been found earlier by Wobschall et al. 18) and by Beauchamp ~s). 
Line shape expressions are obtained by summing the power absorption of 
all ions over the analyzer region 

T 
A tota l  ~- S I (t) • A (t) dr. (9a) 

0 
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Expressions of power absorption are also obtained for systems in which 
ion-molecule reactions occur. Comisarow's theory involves two types 
of collision frequencies: the reduced nonreactive collision frequency 
c, and the chemically reactive collision frequency k, the first-order 
reaction rate of an IMR. c is introduced into the equation of motion (5) 
from which A is derived, k is introduced into a kinetic equation which 
gives the ion currents for primary, secondary and tertiary ions as a 
function of time. The calculation of the total power absorption in the 
case of IMR is a counting procedure according to Eq. (9a) which sums all 
the ions produced in all cell regions and all the power absorptions. 

B. Rate Constants 

Using Eq. (6) one obtains rather complex expressions for the total power 
absorption of primary, secondary, and tertiary ions. Unfortunately, 
these expressions cannot be readily rearranged for k, so a computer must 
be used to solve them iteratively for the reaction rate constant. 

A simpler expression for the reaction rate constant in the important 
case of an IMR which leads to only one secondary ion species has been 
calculated bY2ButtriU 67) using power absorption (8) in the resonance 
case A =q2 El  t/4m 

k = 3m~Is[nm~Ip(2vp + x~) + nm~(xp + 2~)~-1 (10) 

where rap, ms, Ip and Is are the mass and single-resonance intensity 
of the primary and secondary ions, and zp and zfi are the times at which 
the primary and secondary ions enter and leave the resonance region. 
There is an extension to this formula, given by Marshall and ButtriU 13v), 
for IMR in which tertiary ions are produced. 

A similar analysis to derive an expression for k is used by Goode 
et a/. 114) which leads to 

2 2 k = mpls[n(ms Ip + m~Is)(,f~ + 2,p)/3] -1. (11) 

The difference between expressions (10) and (11) is due to the different 
approximation procedures used. I n  both cases the signal intensities for 
primary (Ip) and secondary (Is) ions are calculated to determine k, 
but an analytical expression for k can only be obtained by an approx- 
imation of the exponential functions. Buttrill calculates the exact ex- 
pressions for Ip and Is by integration and approximates the remaining 
exponentials. Goode et al. integrate over approximated ion currents. 
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Thus, slightly lower k values are obtained if Eq. (11) is used instead of 
(10). 

Another type of analysis is used by Bowers e t a / .  40) for the case of 
collision-limited power absorption by the reactand and product ions. 
The rate constant for IMR producing only one secondary ion species in 
the limit of low conversion is given by 

k = 2rap ~sls In (rap ~sls + ms ~plp) (Vp + zf~)] -1 (12) 

where Ep and ~s are the collision frequencies for momentum transfer 
of the primary and secondary ions, respectively. Again, the rate con- 
stants obtained by Eq. (11) are lower than those by Eq. (12), as McA1- 
lister 226) has shown for a special reaction. 

All ion-molecule collisions reduce ICR signal intensity (peak height) 
since they interfere with energy absorption. Reactive collisions are more 
effective in this respect than nonreactive ones, because they change the 
mass of the absorbing ion and completely prevent subsequent energy 
absorption 187). Consequently, if a sequence of ion-molecule reactions 
(P+ + S  + -*-T +) is observed, the changes in signal intensity differ accord- 
ing to whether the products are stable or not. 

At present, easily handled expressions which allow rapid determina- 
tion of rate constants are available only for the limiting case of IMR 
systems with low conversion. Expressions for k derived from "zero- 
pressure" power absorptions are systematically too low. They decrease 
with increasing pressure and increasing residence time 152}. On the other 
hand, it does not seem entirely clear how to establish experimental ICR 
parameters which fulfill the conditions required by the theory 226). Most 
of the experimental uncertainties stem from pressure measurements and 
from determination of ion transit times in the cell. Capacitance mano- 
meters and four-sectioned cells in connection with a drift pulse tech- 
nique 114} seem better experimental equipment for the purpose of 
measuring rate constants of IMR. For future development the trapped- 
ion cell developed by McIver 13S,lSO} promises some advances. The 
present "absolute" rate constants of IMR must be treated as estimates 
of poor accuracy. 

To study the dependence of IMR upon kinetic energy, the reaction 
yield is observed while the primary ion is being heated to higher kinetic 
energies by an rf field at resonance. The excess over thermal energy of 
an ion spending time t in an rf field of strength E1 was calculated by 
Buttrill 67) : 

I = [ q 2 E ~ 1 2 r a ( c o l  - Oe) 2] sin2[{ (COl- coe)tJ. (13) 
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Somewhat different expressions were obtained by  Bowers e ta / .  40) and 
by  Huntress 171) but in the case of resonance (COl = coo) from all ex- 
pressions the average energy absorbed by  an ion is given by  

qE~ (14) T - -  8m 

where r is the time the ion spends in the rf field. At resonance the kinetic 
energy of an ion depends on the square of the time during which it was 
absorbing energy. Thus r must be known exactly. 

The resonance absorption of an ion in an ICR cell can be treated 
as limited in either t ime or space. Therefore the duration of a pulsed rf 
field or the residence time in a continuous rf field must be known in order 
to calculate T. In pulsed ICDR experiments 55) the length of time the 
rf field is applied and the peak strength E1 together determine the 
kinetic energy 29). 

r can be calculated from the geometry of the cell and the drift 
velocity, but  ion residence time in an ICR cell is a complex function of 
many  variables. As Smith and Futrell 262) have shown experimentally, 
calculations of residence times are correct only for very low electron 
currents and trapping voltages. When dc electron currents approach 
0.5 aA, or when the trapping voltage is equal to or greater than one- 
half of the drift voltage, the theoretically calculated residence time may  
be in error by  more than 25 %. These authors therefore determine the 
residence time experimentally from the lag time of a pulse sequence and 
measurements of TIC 200,262). 

Ill. Applications 

A. Cross Sections and Collision Frequencies 

The early ICR work of Wobschall and coworkers 16-18,22,34,35) included 
measurements of ion-molecule collision cross sections. In the high- 
pressure limit the half-width at half-maximum of a Lorentzian ICR 
lineshape is simply related to the reduced collision frequency v0: 

vo ~-~ Aa)l/2 

and the reduced collision frequency is re lated to the collision cross- 
section: 

O" ~ V 0  t n o  " 
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There are two cases: low E]p and high E[p (E is the electric field strength 
and p the pressure), in which the energy gained between collisions is 
smaller or greater, respectively. 

The collision cross section as a function of E/p is determined from 
the increase of linewidth with pressure. At higher E/p the hard-sphere 
collision model was found to be a good approximation. The main contribu- 
tion to the cross section of ions in their parent gases is from charge 
transfer 35). 

Dunbar  155), using his transient ICR technique, has determined the 
+ 

momentum relaxation rate constants for Nz/N2, kr = 0,9 4-0,1 cm 3 
molecule -1 sec -1 and CH~]CH4, kr = 1,25~0,15 cm ~ molecule -1 sec -1 
from a plot of relaxation rate against pressure. A comparison of observed 
and predicted rates shows that  N + has a substantial nonorbiting charge- 
transfer rate in contrast to CH~. This leads to the suggestion that  the 
geometry of CH + is very different from that  of the neutral methane 
molecule. The nonorbiting charge-transfer cross section of methane is 
currently under s tudy 23~. 

Huntress 171) obtained the most accurate values for momentum- 
transfer rate constants now available, by  measuring the instantaneous 
power absorption in the low pressure limit (E]p = 0). Values obtained 
more recently 218) by  the phase-coherent pulsed ICR method for mo- 
mentum-transfer  rate constants for the systems CO~/CO2 and N+/N2 
are in good agreement with Huntress '  measurements. 

Beauchamp 14~) and Kevan and Futrell 218) have measured mobility 
and collision rate constants 

c 
k c - -  

for several hydrocarbon and perfluorocarbon ions in their parent gases 
and for HsO + in H2 and N2H + in H2. I t  has been shown 216~ that  angle- 
averaged molecular polarizabilities can be calculated from ICR line 
broadening. However, in many  cases the polarization potential is an 
inaccurate description for ion-neutral distances appearing during 

+ .  
thermal-energy collisions (e.g. for H +, H8 m H2). 

B. Nucleophilic Displacement Reactions and Affinities 

Beauchamp and coworkers 124) have reported the general occurrence 
of nucleophilic displacement reactions in the gas phase: 

CHsM + + N ~ CHsN + + M. (R 1) 
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S~ reactions occur if 

1. the reaction is exothermic (as is generally necessary for 
ion-molecule reactions) and 

2. proton transfer from the protonated substrate to the 
nucleophile is endothermic. 

Such reactions take place in order of decreasing methyl-cation affinity: 

N H a >  C O >  H ~ S > C H ~ O > H I  > H 2 0 > H B r > H C I >  N ~ >  HF.  

Experimental determination will allow a quantitative assignment of 
"hardness" and "softness" of bases and acids. The difference in behavior 
towards a given neutral M of the "soft" acid CH~ and the "hard"  acid 
H + is determined by the difference in their methyl-cation and proton 
affinities. 

Like the later discussed 246) formation of alkylfluoronium from 
protonated alkylfluorides, this reaction offers a novel means of nitrogen 
fixation is s). The methyldiazonium ion in a mixture of CH3F: N 2 : H2 
= 1 : 110:28 makes up 43% of the total ion current at higher pressures 

C H a F H  + + N~ ) CH3N + + H F  (R2) 

CHsN + undergoes the nucleophilic displacement reaction with ammonia: 

CH3NH ~ + N z / 
CH3N~ + NH3 ~--W (R3) 

NH~, + CH2N 2 

but, as expected, no proton transfer is observed. 
Using CO as a nucleophile, the acetyl cation is formed 

C H ~ F H  + + CO ) CHACO + + HF .  

In the same way methylxenonium 167) is generated 

C H a F H  + + X e  • C H a X e  + + H F  

but no reaction is observed with Kr. This indicates that  the proton af- 
finity of CH3F is greater than the proton affinity of Kr. 

Determination of proton affinities (basicities) and acidities in the 
gas phase provides a means of systematically representing a large 
number of ion-molecule reactions and of the relationships between these 
quantities and bond strengths, ionization potentials and electron affinities 
without disturbance by  solvation phenomena 147). 
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The enthalpy change during the reaction 

MH , M-  + H + (R4) 

defines the proton affinity PA (M-) of the anion M- and is a quantitative 
measure of the acidity of the neutral MH. As can be shown by the 
corresponding thermodynamic cycle, PA (M-) is given by 

PA (M-) = D (MH) + I P  (H) --  EA (M) 

where D (MH) is the bond dissociation energy of MH to a radical and a 
H atom, IP (H) is the ionization potential of H, and EA (M) the electron 
affinity of the radical. 

The hydrogen affinity HA (M+) of M +, the enthalpy change for the 
reaction 

is given by 

MH+ , M+ + H, (RS) 

HA (M +) = IP(M) --  I P  (H) -- PA (M). 

Relative proton affinities can be determined from proton transfer 
reactions 

M H + N -  , M - + N H  (R6) 

and, in a corresponding manner, the acidities. Tables 2 and 3 list gas- 
phase acidities and basicities for a number of inorganic and organic 
compounds 147~. The relative proton affinities of several amines have 
also been determined 14s,149,149b) but will not be discussed here. 

In the case of the main-group hydrides, the basicity of the anions 
decreases in each group of the periodic system from lighter to heavier 
elements, whereas with the proton affinities of the neutrals a reversal 
is observed in the 7 th group of the periodic system. 

The anomalous order of amine basicities 192~, observed in solution, is 
not found in the gas phase, as would be expected. The proton affinity 
of the methylamines increases with increasing methyl substitution: 

(CHs)s N > (CHs)2NH > CHsNHa > HN3. 

The hydrogen affinities of fluoromethanes increase with increasing 
fluorine substitution: 

CHa < C H s F  = CH2F2 < C H F s  < CF4 
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but the proton affinity passes through a maximum: 

CFa < CH4 < CH~F~ = CHF8 < CHsF. 

Nixon and Bursey 141) obtained the relative nitryl ion affinities: 

HOH < methanol < ethanol < i-propanol. 

The order of relative fluorine and chlorine affinities of halomethanes 
and haloethanes, which is a measure of the Lewis acidity, have also been 
investigated 24~). The order of increasing fluorine affinity is: 

CH~ > CF~8 > CHF + > CHeF + > CHFC1 + > CH3CF + > CH3CHF + > CH3CH~. 

C. Photodetachment, Photodissociation, and Photon-Induced 
Reactions 

Until recently very few photodetachment studies had been made of 
negative molecule ions. ICR methods 66,186,~88,e34,e85) provide a direct 
measurement of the detachment process. If the force constants of ion 
and neutral are very similar, so as to involve no change in the vibrational 
quantum number during transition for the negative ion in the vibronic 
ground state to the neutral, the threshold at longest wavelength corre- 
sponds to the adiabatic electron affinity of the neutral. 

With the aid of an extrapolation procedure, discussed in detail, 
Smyth and Brauman ~33-~as~ have obtained the electron affinities of 
NHe. ,  PH2 ", AsH2., and Sell .. These are shown in Table 4. 

In the first three rows of the periodic system hydrides of group - V  
and - -VI  elements show the same behavior. 

In the case of Sell-,  it was the first time molecular fine structure was 
measured by photodetachment 235). Two thresholds assigned to transi- 
tions from Sel l -  (1~+) to the two final states 2II3/~ and ~II1/21eadto a 
determination of the molecular spin-orbit coupling constant: A (Sell') 
= - 1815 -¢- 100 cm -1. 

However, the absolute photodetachment cross section is difficult 
to obtain without an exact knowledge of the time the ions spend in the 
light beam and the geometrical overlap factor. 

Dunbar lSS) has detected photodissociation of the CH3C1 + and N20 + 
cations. For the process: 

CH3C1 + , CH'~ + C1 (R7) 
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Table 3. Gas-phase proton affinities of organic molecules 147) 

I P  (M) PA (M) HA (M +) Ref. 
(ev) kcal/mole kcal/mole 

Methane 11.80 122 104 39,124) 
Tetrafluoromethane 15.35 121 161 246) 
Difluoromethane 12.72 147 127 246) 
Trifluoromethane 13.8 147 152 24@ 
Fluoromethane 12.54 151 127 246) 
Ethylene 10.45 160 87 39) 
Acetylene 11.40 154 101 246) 

138 88 39) 
Propylene 9.73 179 90 39) 
trans-2-Butene 9.13 180 77 148) 
cis-2-Butene 9.13 181 78 149) 
1-Butene 9.58 183 90 
Isobutylene 9.23 195 92 39) 
Methylamine 8.90 216.3 109 192,212) 
Dimethylamine 8.21 222 99 192,212) 
Trimethylamine 7,78 227 93 192, 212) 
Ethylamine 8.80 219 109 192,212) 
iso-Propylamine 8.68 221 109 192, 212) 
ter t -Butylamine 8.60 223 109 192,212) 
Pyridine 225 238) 

225 169,192) 
227 169,192) 
228 169,192) 

Acetonitrile 12.21 186 154 88) 
Methylchloride 12.28 160 107 192) 

Ethylchloride 10.97 167 107 193) 
Methylbromide 10.83 163 93 193) 
Ethylbromide 10.29 170 93 192) 
Methyliodide 9.54 170 77 193) 
Ethyliodide 9.33 175 77 199) 
Dimethyl  ether 10.00 186 103 
Diethyl ether 9.53 199 105 
Ethylene oxide 10.57 183 113 
Trimethylene oxide 9.85 190 104 
Methyl mercaptan 9.44 186 90 
Dimethylsulfide 8.69 197 84 

All values are taken from Beauchamp 147) unless otherwise stated. 

h e  f o u n d  a s h a r p  m a x i m u m  a t  3150  A w i t h  a p h o t o d i s s o c i a t i o n  cross  

s e c t i o n  of 7 . 8 . 1 0  - l s  c m  2. T h e  r e a c t i o n  

lq~O+ , NO+ + N (R8)  

s h o w s  a cross  s e c t i o n  of 0 . 2 5 . 1 0  - l s  c m  2 w i t h o u t  a m a r k e d  w a v e l e n g t h  

d e p e n d e n c e  i n  t h e  r a n g e  f r o m  4000  t o  6 5 0 0 / ~ .  H o w e v e r ,  t h e  r e s o l u t i o n  

w a s  poor .  
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A gas-phase photon-induced ion-molecule reaction of the product 
• + • 

Ion C3H5 In the parent gas has been reported 217): 

Call ~ + C2H4 -~ C3H+ + C2H2 (R9) 

with an onset wavelength at 5200 /~ and a yield increasing with wave- 
length. 

Tab le  4. E lec t ron  affinit ies of group V a n d  VI  e l emen t  hyd r ide s  

E lec t ron  Ref.  E lec t ron  Ref.  
affinit ies (eV) affinit ies (eV) 

O H -  1.83 4- 0.04 1) N H 2 .  0.744 + 0.022 285) 
S H .  2.139 4- 0.01 1) P H 2 "  1.25 4- 0.03 234) 
S e l l .  2.21 4- 0.03 835) ASH2.  1.27 4- 0.03 235) 

1) L i t e r a tu re  ci ted in 835). 

D. Ion-molecule Reactions of Hydrogen and Deuterium and Small 
Molecules of Atmospheric Interest 

The ion-molecule reactions of H2, D2, and HD have been extensively 
studied: 

H~ + 1-12 , H~ + H (R10) 

D~ + D2 , D + + D (Rll)  
H D  + + H D  ~ H2D+ + D (R12a) 

, HD~ + H (R12b) 
H~ + D2 , H2D+ + D (R13a) 

, H D  + + H (R13b) 
D + + H2 ~ H2 D+ + D (R 14a) 

HD~ + H (R14b) 

Bowers, Elleman and King 62) have measured the rate constants and 
their dependence upon kinetic energy for the above reactions by the 
already described method• They showed that kl0, kll, kl2a, kl2b, kl3b 
and kl4b increase initially with primary ion energy, reach a maximum 
and then decrease• Goode et al. 115) have called this energy dependence 
in question and attributed it to sweep-out and detuning effects. However, 
Clow and Futrell 200) confirmed the results of Bowers et al., except for 
kl4b which remains constant at low energies and decreases monotonically 
at higher energies. (The earlier statement that k was not dependent on 
energy was caused by greater experimental uncertainties). All reactions 
involving proton transfer show maxima in the kinetic energy dependence 
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of rate constants. For reaction (R 10) Bowers et al. have proposed three 
mechanisms: 

H + + H 2 > H + + H str ipping 

H + + H 2 , (H +) > H + + H complex 

H + • products  destruction. 

The complex mechanism dominates at lower energy and the stripping 
mechanism at higher energy. 

Under ICR conditions (H,D) + species are vibronicaUy excited and 
there is a low threshold for H + and D + formation. A further value for 
k l l  has been given by Inoue and Wexler 76). The same authors showed 
the stripping mechanism to be appropriate to the detailed reaction 
mechanism of the nitrogen ion-hydrogen molecule reaction: 

N2 + 4- H D  ~ N2H + 4- D 

N2 D+ + H. (R15) 

The reactions of H2 and D2 with rare gases 63,95,100) andwithNgD 259) 
have beeen studied. The detailed investigation of the ion-molecule reac- 
tion in the system C 0 2 - H 2  has already been mentioned ~62). 

Reactions of hydrogen with small hydrocarbons like CH4, CD4 76,94), 
C2H6 and C2D6189~ show a great variety of product ions and a complicat- 
ed isotopic exchange mechanism. 

Vibrationally excited (H+) * undergoes H -  abstraction reaction with 
ethylene oxide and acetaldehyde 147b) with a larger rate constant than 
colhsionally deactivated H +. From isotopic substitution studies a detailed 
reaction mechanism has been deduced: 

D*~ + ~ ~ C H 3 - - C = O D ~ D 3  * CH3--C 
I \H  
H 

lto 
CH2~C--O + 

[ H 

CH2 D--C 
\H 

Jt 
÷ 

/OH2 
CHD=C 

\H 
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E. Hydrocarbons 

Although there are several studies of ion-molecule reactions of simple 
hydrocarbons, only the reactions of CH + and CH~ ions of methane are 
known in any detail. 

C + + CH4 

CH + + CH4 

CH + + CH 4 

CH + + CH 4 

CH + + CH 4 

, C2H+ + H (R17) 

' C2H'~ + H2 (RlS) 

) C2H+ + 2H2 (R 19a) 

C2H+ + H2 + H (R19b) 

> C2H + + H2 (R19c) 

C2H ~ + 2H2 (R20a) 

H + C2 5 + H2 (R20b)  

, CH + + CH3 (R21a) 

, C2H+ + 2H2 + H (R21b) 

C~H~ + 2H~ (R21c) 

The ion-molecule reactions of methane 76,130) lead with the exception 
of the proton-transfer reaction (R21a) to a lengthening of the carbon 
chain, according to the general equation: 

4 - - k  
CH + + CH4 > C2H++~ + - - - ~  H2. 

where k_>-0 except for (R21b). 
The reaction channels (R21b) and (R21c) are possible only if the 

energy of CH + is greater than thermal lSO). CH~ (R21 a) mainly formed at 
thermal energies and only from CH + 243) begins to dissociate at higher 
energies 107,~14) according to: 

CH + , CH~ + D 2. (R22) 

The corresponding dissociation is observed also in the case of C2H +, 
raising the kinetic energy above 1 eV 55,107,214): 

C2H+ ' C2H~ + H2. (R23) 

Reaction (R20b) has been studied by Huntress s14) using deuterated 
compounds. He showed, that complete equilibration of H and D atoms 
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takes place in the reactions of CH + and CD4 and CD + and CH4, producing +.  
Cs(H,D) 5 In the energy range from thermal energy to 10 eV. No stripping 
mechanism was observed. The Cs(H,D)~ ions formed at higher energy 
seem to be generated via an excited intermediate complex and not via 
a stripping mechanism. 

The ion-molecule reactions of tetradeuteromethane investigated by 
Futrell 853) and of CH4 show no substantial difference. 

Clow and Futrell6S) have investigated charge exchange in the system 
X e - C H 4 .  They showed mutual charge exchange between Xe and 
methane with the fortuitous result 

~xekXe+,CH4 = QCH4kCH~, xe 

where Q is the ionization cross-section and k the bimolecular rate constant 
for charge transfer. No charge exchange is observed between Xe and 
CH3. 

Huntress and Elleman 185) have investigated the ion-molecule 
reactions of N(H,D)8-C(H,D)4 mixtures. They observed proton transfer 
charge transfer, hydrogen abstraction, and one condensation reaction 

CH~ + NH3 , CH4N + + H2, (R24) 

leading to internally excited CH4N +. The latter will be discussed in 
some detail. The reaction proceeds by two mechanisms without the 
H-atom randomization observed for CH4. The first mechanism results in 
H2 loss across the new C-N bond producing the excited ion, the second 
in H2 loss at the nitrogen, leading to CH3NH+: 

S (CD~ = NH +) + HD 70% 

CD~ + NH3 ) (CD3NH3+)*'X CD3NH + + H2 30% (R25) 

The results may be compared with the ion-molecule reactions of C3H~ 
and NH3 leading to CH2NH~ and CHsNH~ 8o7). 

During the ion-molecule reactions of HsS with C8H4 and C2H8 lO6) 
complete H-atom scrambling is inhibited by the heteroatom, too. For 
both reactions a four-center mechanism can be written. The reaction of 
C2D4 with H~S: 

+/H 
H--S 

°q iJ° 
C=C 

D / \o 

H\ /SH1 ~ D--C--C--D/ / D2CH + D2CSH+ 

D / \D J ~ CH2D2 + D2CS ÷ 

shows that all D atoms are retained at their carbon atoms. 

(R26) 
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The ion-molecule reactions of ethane 189,204,224) lead to a great 
variety of products. Depending on the internal excitation of C2H~, 
only one secondary ion with elongated carbon chain, CsH~, is observed 
at 70 eV electron energy 189), but at 13 eV 224) CsH~, H + C4 9, C3H~ 
and C4H~0 could be detected, too. The protonated ethane, C2H +, formed 
with considerable excess energy according to 

C2H + + C~Hs ~ C2H ~ + C2H5 + 28kcal 

is no longer observed at 13 eV, but C3H + can be detected: 

(R27) 

C2H ~ + C2H6 , C3H+ + CH3 -- 7 kcal. (R28) 

At pressures greater than 10 -4 tort the probably collisionally stabilized 
ion C4H~I is found 224~. 

D labeling shows a different behavior of ethylene and its higher 
homologues. While complete randomization takes place in a mixture 
of C2H4 and C2D4 in the intermediate complex 40,214) (also in mixtures 
of C2H2 and C2D2 4m), this is not the case for higher olefins 118) and 
mixtures of 2-C4D8 with various pentenes and hexenes 119). This suggests 
quite specific structures for the intermediate complexes. However, 
products from the same intermediate can show different degrees of 
randomization. 

The neutral 1-01efines are in general more reactive than 2-01efin or 
3-01efin neutrals. 

Almost all the ion-molecule reactions of acetylene ST,SO) can be 
subsumed under the scheme: 

X + + C2H~ • C2HX + + H 

where X--C,  CH, C2, C2H and C2H2. 
Isotopic mixing experiments with the isomeric compounds lO0) 

methylacetylene (propyne) and allene showed that a four-center inter- 
mediate is important in many of their condensation reactions. The inter- 
mediate complex (CsH4D+) * loses preferentially C2H2D2 

[D2C=C=CD2] ~" D2, , =CD2 D2 

H2C-'~-~C=CH2 H2C C~-- CH2 H2C 
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In propyne C2H2D2 is eliminated at approximately one-half the random 
prediction, and an intermediate may be: 

[  3c-c-cH + 

Effects of nuclear transformation on ion-molecule reactions following 
decay in tritiated cyclobutane and cyclopentane have been investigated 

by  Pobo and Wexler 261). ~ decay in tritium-labeled compounds RT 
gives a carbonium ion and a neutral helium atom: 

RT ~ R+ + He8 + 8-. (R30) 

Double-resonance experiments with tritium-labeled cyclobutane show 
that  the principal ion-molecule reactions are hydride and tritide transfer 
and a condensation reaction: 

C4HnT + (n + m = 7) 

Only a condensation reaction 

C s H n T r a ( n  + m = 9) 

, CsH.T~(n + m = 9). (R31) 

) CoHnTm (n + m = 9) (R32) 

has been evidenced for tritium-labeled cyclopentane, but  no ICDR 
experiment could be performed. 

Structurally different CsH8 radical cations are produced in the ICR 
spectra of styrene and cyclooctatetraene 190). The styrene cations react 
with neutral styrene to produce a complex C16H+6 (R33a) which loses 
benzene and forms C10H10 (R33b) via 1,4-elimination: 

e IC I 
CH=CH2 -e C8H.___.~8 ~ fragments 

H ~ C H  2 

Ca) 

+ fragments l 

(b) 

fragments 
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F. Structure Determination and Rearrangements 

Jaff6 and Billets ~15) have shown that  the fragment ion C2DzH~ formed 
from diethyl-N-nitrosamine-d6 transfers only D+ and not H + ions to the 
neutral nitrosamine. They concluded that  CeD3H + exists without any 
H-D  randomization as a localized CDaCH + ion. The determination of the 
C3H + ion structure by Gross 207) and by Gross and McLafferty lSl) 
can be used as an example for one of the general methods. The CzH + 
ions are generated from cyclopropane and from tetrahy+drofurane. A 
labeled tetrahydrofurane-2,2,S,5-d4 reacts to form CaD4H2 : 

÷ 

D D 
D/'~'O~/'~'~D ~ CH2CH2CD~ 

(R34) 

The cations formed undergo reactions with added NH3 or NDz and the 
distribution of product ions can be determined. If an acyclic C3H4D~ 
cation is formed, either CD2NR + and CD2NR~ (R = H,D) or CH2NR~ 
and CH~NR + are possible as product ions, while in the case of a cyclic 
cation all four product ions should be detectable. The results indicate 
a cyclic structure and no randomization of the hydrogen atoms in the 
C3H + cation or in the collision complex, and the following mechanism 
is deduced: 

~ H2 

+ H ÷ ,'q3N~ C 2 ~ CH2NH3 + C2H4 
H2 H~ (R3S) C3 6 + NH3 , H ~ , C H 2  

I +~_... I 
H2N.<.c/CH 2 ~ CH2~]H 2 + C2H 5 

H2 

In the case of the propyl ion, it could be shown that  there is almost 
complete isomerization of n-C3H~ and cyclo-CsH~ to sec-C3H~ before 
ion-molecule reactions Call take place ~21). For protonated cyclo- 
propane, however, an alternative explanation is possible if AHf(c-CsH +) 
is higher than AHI(sec-C~H~ ). 

Reactions of the 1,3-butadiene cation with various isomeric pen- 
tenes 184,807 show for each pentene a unique complex (C9H~6)* which 
decomposes in a specific manner without the randomization observed 
in the case of small hydrocarbons. I t  is noteworthy that  the isomeric 
cyclopentane does not react with C4H~. 

Hoffman and Bursey 166) proved the structure of the toluene mo- 
lecular ion to be similar to that  of the neutral. Ring expansion does not 
take place• 
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Three of the C2H50 + structural isomers 91): 

• H 

CHz--CHz 

1 2 3 

are commonly significant in ion-molecule reactions of this ion. In the 
ion-molecule reactions of I with methyl ethyl ether and of 2 and 3 with 
2-propanol, only 1 can be distinguished from 2 and 3. This may result 
from rearrangement of the protonated ethylene oxide 3 into protonated 
acetaldehyde 2. 

When investigating proton transfer in a series of dialkyl-N-nitros- 
amines 92), which requires an intramolecular rearrangement analogous 
to the first step in the McLafferty rearrangement: 

l I 
--/C--H --C H 

I \+ -\--S 
I I R IR 

(R36) 

for diethyl-N-nitrosamine the C2H + fragment ion is Observed. 
The McLafferty rearrangement has been subject of several papers ~9, 

7o,110,211). 

OH 

(a) 

D~)H 0 + 

(b) (d) 

H /D=1 [ 

6D 

( e )  

\ 
OH 

"~'CH2 D 
(c) 

H/D=oo 

(R37) 

H / D = O  
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With several differently D-labeled 4-nonanones it could be shown 11o) 
(as illustrated for 4-nonanone-l,l,l-d3) that  the double McLafferty 
rearrangement ion exists in an enolic form, which is created by hydrogen 
migration at the carbon-carbon double bond (c) and not by the isomeriza- 
tion of the oxonium ion (b) or by ketonization (e) of the intermediate 
single McLafferty enol. I t  is remarkable that  no equivalent proton- 
transfer reaction could be observed for the dienol pent-l,3-dien-4-ol 
ion 219). 

G. Haloa lkanes  and Haloa lkenes  

Ion-molecule reactions of fluoromethanes have been investigated by 
Marshall and Buttrill 137~ (CH3F) and by Beauchamp and coworkers 193, 
24s,260~. The ion-molecule reactions initiated by the parent ions of these 
compounds are systematic. The monofluorides and monochlorides 193~ 
react to form the protonated parent ions: 

RX + + R X  ~ R X H  + + R ' X  (R38) 

from which subsequently the dialkylhalonium ion is formed: 

RXH+ + RX , RXR+ + HX. (R39) 

No hydrogen atom scrambling occurs, as can be shown by D-labeling: 

5~% 
+ ~ ~ CHEF+ + CDsH 

CD + + CH3F ~ CDsFCH3 - ~  (R40) 
CD~F+ + CHsD 

47% 

For the monobromides and monoiodides, however, no protonated parent 
ion occurs. At a relatively slow rate constant the dialkylhalonium ion 
is formed: 

Rx+ + Rx , RXR+ + X. (R41) 

The thermochemistry of these reactions explains the different paths: 
the protonated parent ion will occur only if the X--H bond formed in 
RXH + is stronger than the C--H bond broken in RX. This is not the 
case for CHaBr and CH3I. 

The monohalogen derivatives of ethane show the corresponding 
reactions. Mixed dialkylhalonium ions are also formed. As it possible 
that  the halogen contains more than one isotope 29~, double-resonance 
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experiments indicate that  the chlorine and bromine in the ionic product 
of the reactions (R38), (R39) and (R41) come with equal probability 
from the ionic and neutral reactants. 
Reaction (R39) is a further example of a nucleophilic displacement 
reaction: 

C~HsC1 + CH3C/H+J [CHa-C/-IJI+J C~H5C/CH3 + HCl .  (R42) 

The fluoromethanes show with exception of CF4 the reactions (R38) 
and (R39). The dialkylfluoronium ion is the more destabilized the more 
hydrogen atoms are replaced through fluoride atoms. The fuoride 
transfer reactions can be used to determine carbonium ion stabilities 
CHF~ < CH2F+ + + < C F 3 < C H 3 .  In mixtures of CH3F and CH2F2 at 
low pressures three halonium ions (CH3)2F+, (CH,.F)2F + and (CHF~.)2F + 
are observed. With increased pressure only (CHs)2F + remains: 

(CH2F)2F+ + CH3F • CH$FCH2F + + CH~F~ 

CH3FCH2F+ + CH3F > (CH3)2F + + CH~F~. 

(R43) 

(R44) 

In a mixture of CH2F2 and CHF3 a reversible ion-molecule reaction 
occurs: 

CHF + + CH2F~ • CH2F+ + CHF3. (R45) 

With a time-lag ion-ejection technique the rate constants for the 
forward (kf) and the reverse (kr) reaction have been determined: 

kf = 1.4 • l0 - lo  cm 3 molecule -1 sec -1 

kr = 2.2" 10 -10 cm 8 molecule -1 sec -1. 

From the equilibrium constant k =0.64 AG°98 =0,25 kcal mole -1 can 
be obtained. 

Chloride and fluoride ion-transfer reactions in halomethanes and 
haloethanes have also been studied by Dawson, Henderson, O'Malley, 
and Jennings 247). 

The most usual ion-molecule reaction observed in chloroethylene 29) 
is 

A + W C~H3C1 ~ AC2H + + HC1. (R46) 

The reaction of C2H3C1+ with C2HaC1 produces: CaH4C1 +, C~HsCI+ 
and C4H6C1+. The chlorine in the product comes with equal probability 
from the charged and the neutral reactant. 
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Vinyl fuoride Sl) shows the corresponding ion-molecule reactions and 
loss of fluoromethyl radicals. From the parent ion, C~F2H + is formed in 
greatest abundance. 

The ion-molecule reactions of C2HF3 and C2F4 244) and of 1,1- 
difluoroethylene 245) and of ethylene with fluoroethylenes 242) have 
recently been studied. 

The parent ions C2HF + and CF + show only one condensation reac- 
tion, involving CF8 elimination. 

C2HF ~ + C2HF + , C3H2F+ + CF3 (R47) 

C2~ "+ + C~F + • C3F+ + CF8 (R48) 

The reaction of C2F4 can be interpreted also as the sum of a second- and 
a third-order process: 

C2F + + 2C~F4 • C~F + + OF8 + C~F4. (R49) 

The molecular ions initially produced by electron impact contain ex- 
citation energy and are partially deexcited by non-reactive collisions 
and charge transfer before reacting. 

In mixtures of C2F4 and C2HF3 a reversible charge-transfer reaction 
has been observed: 

C~ F+ + C2HF3 ~ " C~F4 + C~ HF+- (R50) 

The free energy AG=0.023+0.001 eV was obtained by the method 
of Bowers et a/.147a). 

Only one ion-molecule reaction of the molecular ion of 1,1-difluor- 
ethylene can be observed 245): formation of a collision-stabilized dimer 
ion, a third-order process with a very high rate constant which may arise 
from the high polarity of the molecule: 

I 
6+ 6 -  ] + 

2 = CF2 

i " 
6:+ 

/CF2 CH2] 

The molecular ions in mixtures of C2H4 with CH2CHF, CH2CF2, 
CHFCHF, CHFCF2 and C2F4 252) react according to 

M + + CsH4 * C3(H,F)+ + C(H,F)8 (R51) 
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with hydrogen randomization. Introduction of fluorine leads in general 
to a fall in the rate constant of these reactions. 

Reactions of the type 

C2H + + C2F4 , CH2CF; + CH2CF2 (R52) 

which proceed via a four-center complex show no randomization. 

H. Aliphatic Alcohols 

Methanol47), ethanol, 2-propanolgl,173), 2-butanol 194) and tert- 
butanol 57) have been studied. 

The main reactions starting from the protonated parent molecule or 
from a fragment ion resulting from a-cleavage, the main fragmentation 
process during ionization, are: 

a) condensation, 

b) polymerization to proton-bound dimers and trimers, 

c) dehydration by  ions possessing a labile proton; this is an 
acid-catalyzed elimination process which does not occur in 
the case of ethanol. 

Formation of a strong hydrogen bridge is a dominant process in all 
classes of reactions. 

The 2-propanol reactions will be discussed in some detail. 
The ~-cleavage product, protonated acetaldehyde, reacts in two steps 
with i-propanol, and two water molecules are formed 173) : 

+ 
CH3--CH=OH + HOCH(CHs)s CHs--CH=O. • • H +... O--CH(CH3) 2 

H 

I 

1 
+ 

CHs--CH=O--CH(CH3)s + HsO 

CHs--CH=O--CH(CHs) 

H+ 
HsC\ /O\ /CH8 

' H/c ,,c/C\H 
I-I2 

CsH + + H20 

(RSS) 
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Proton-bound dimers and trimers are formed from the protonated 
alcohols and from other proton-bound compounds like: 

+ 
(CH3)2CHOH2 + (CH3)2CHOH ) [(CH3) 2CHOH] 2 H+ 

I --CH3CHO 

I + (CH3)2CHOH 

(R54) 

The dehydration reaction leads to propene: 

+ 
(CH3)2CHOH2 + (CH3)2CHOH 

+ 
(CH3) 2CHOH2 • • • OH2 

+ H2C=CH--CH3 (R55) 

A similar condensation reaction occurs in a mixture of ethanol with 
butane-2,3-dione 132). Not only the protonated ethanol but also the 
protonated diketone reacts with the corresponding neutral to form: 

HO--C~H5 

o o / H +  , o ~/C~H5 
H ]l Jl ]l 

CH3--C--C--CH3 CH3--C--C--CH3 
+ H~O 

(R56) 

The ion-molecule reactions of acetone 220) also produce protonated 
oligomers, which condense with the loss of 8 water molecules. 

The protonated acetonitrile CH3CNH + reacts with the neutral to 
form protonated dimer 46). 

I. Inorganic Compounds 

Hydrides 

The gas-phase ion chemistry of several main-group hydrides has been 
studied: 

Boranes 44,152,203); silane 213,236,237); ammonia 170,257); phosphine 
111,123); arsine 264); H2S, H20 39), and H2Se 201). 

Dunbar 44,152,203) has studied the ion-molecule reactions of several 
boron hydrides: B2H6, B4Hlo, B5Hg, B5Hll, and B6Hlo and the gas- 
phase reactions of diborane with the same higher boron hydrides and with 
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oxygen-containing compounds. The numerous reactions of the hydrides 
are readily classified into a few schemes. 

The formation of negative ions as a function of electron energy shows 
for all compounds a sharp minimum at 5 eV. The negative product ions 
of diborane form a well-defined series: B2H~, B3H~, B4H~, BsH~0, and 
B6H~, but  no such regularity has been found for the higher boranes. 

The negative ion-molecule reactions strongly support the classifica- 
tion of the boron hydrides into a BnHn+4 (stable hydrides) and a BnHn+6 
(unstable hydrides) series. While the first-named form (M--I)- ions 
preferentially, the latter form a very stable molecular ion and by sym- 
metrical cleavage ( M - B H a ) -  ions and product ions with successive 
addition of BH groups, e.g. 

BsHh + B5H11 , B6Hi2 + B4H10. (R57) 

Ion-molecule reactions of the cations lead, in contrast to hydrocarbon 
chemistry, to highly electron-deficient odd-electron products, mainly 
by  a condensation reaction with H elimination: 

BxHv+ + Bully ' B*+uHv+v-n+ + T H~ (n = 1 . . . .  10) (R58) 

The "fully condensated dimer ions" dominate; these are obtained by 
retaining all boron and bridging hydrogen atoms and eliminating all 
terminal H atoms. The only reactions which occur with formation of a 
neutral boron-containing product (BH3) leading to borane ions BaH + 
(n = 3,4,5,6) are endothermic and appear in the case of diborane. They 
can only be detected by double-resonance experiments if the primary 
ions have sufficient internal energy. 

In a mixture of H~O and B2H6 the only anion formed in great 
abundance is B2H~. Dunbar 2o3) suggested the following mechanism: 

OH- + B2H6 , (BH4)* + neutrals (R59) 

(BH4)* + B2H6~/~, B~H~ 
B ~H~ 

(R60) 

All the ions formed by electron impact on Sill4 react with the neu- 
tral yielding in most cases addition products 213) and hydrogen mole- 
cules: 

Sill + + Sill4 ) SiH4+n-m + ~ H2. (R61) 
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The reactivity of Si + is remarkable: 

Si + + Sill4 , Si2H2 + + Ha (R62) 

The rate constant of the process: 

SiH~ + Sill4 , Sill4 + Sill3 + (R63) 

is large. The H -  transfer is a far more important mechanism than in the 
case of the corresponding hydrocarbons, where proton transfer is ob- 
served. 

• + 

No S1H5 is formed in the pure silane, perhaps due to the low abun- 
dance of Sill  +, but  may be formed in mixtures with CH4236). In the last- 
named mixtures, and in mixtures with CD4287), two main mechanisms 
occur: H -  transfer reactions to CH~, CH + and CH~ from Sill4 to produce 

• + 

S1Hs with large rate constants and formation of methylsilanes like: 

CH4 + + Sill4 ' SiCH5 + + H2 + H. (R64) 

In NHs mainly four ion-molecule reactions are found 170,247). 

(R65a) 

(R65b) 

~ N H  + + NHa 

NH + + NHS~NH + + NH3 

(R66a) 

(R66b) 

~ N H  + + NH 

NH+ + NHsk'~,NH+ + NH2 

With low-abundance condensation products, N2H + (n = 1.. 5) occur 128>. 
The charge-transfer reaction (R65b) takes place only for translationaUy 
excited ions 170). kl and ks decrease and, as expected, k2 and ks in- 
crease with increasing primary-ion kinetic energy 170). Marx and Mau- 
claire 257) have measured a rate constant for the reaction which is larger 
by a factor of two than the result of Huntress et a/.170). They proposed 
that the production of NH~ ions during NH + ejection must be taken in 
account• No ion-molecule reactions of negative ions of NH3 have been 
observed 247). 

PH8 111,123) shows two types of ion-molecule reactions: proton 
transfer of the type 

PH + + PH3 , PH + + PH2 (R67) 

forming from PH3 solely PH +, which does not react further, and conden- 
sation reactions very like those observed for CH4:P~H + ( n = 0 . . . 5 )  
and PsHm (m=O. .2 ) .  
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At low pressures only the secondary ion PH+ is observed; when the 
pressure is increased the abundance of the other secondary ions goes 
through a maximum. At pressures of 10 -3 torr all secondary ions react to 
give PH+. 

In mixtures with H20, NH3 and CH4 the main condensation products 
are: POH+, POH +, PNH +, PNH~, PCH~ and PCH +, appearing from 
reaction with PH +. 

The ion chemistry of AsHs~64~ and PH8 shows great similarity with 
H transfer to form AsH + (n = 0 . . .  5) and condensation reactions As2H + 
(n=0. .5)  and As~ and AssH +. At higher pressures, however, the 
condensation products become dominant. The negative ion chemistry 
of arsine shows only two ion-molecule reactions: 

As-  + AsH3 ~ As2H- + H2 (R68) 

AsH-  + AsH3 ~ AsH~ + H2 (R69) 

AsH~ is unreactive towards ASH3. 
As already stated for the group-iv hydrides, CH4 and Sill4, there is a 

pronounced difference between the ion chemistry of the first group-v 
hydride and the following PH3 and ASH3. However, the ion chemistry of 
PH3, AsH3 and CH4 is very similar. 

NH8 undergoes mainly charge transfer and proton transfer; NH+ is 
formed by fragment ions, too. On the other hand, PH + and AsH + are 
formed only from the corresponding parent ions. The condensation 
products of NH3 are in very low abundance. Only N2H + are formed. 
PHs, on the contrary, condenses to di-and triphosphines in abundance, 
passing through a maximum at intermediate pressures. Finally, con- 
densation is the most abundant ion-molecule reaction for ASH3, the 
higher condensated products becoming more abundant with increasing 
pressure. 

Very few ion-molecule reactions have been observed for H~O 39~, 
HaS 89~ and H2Se 201). They are listed in Table 6. 

As with group-v hydrides, the expulsion of H2 instead of H becomes 
thermodynamically more favorable with increasing atomic number. In 
contrast to OH + and SH +, Sell+ does not react with the corresponding 
neutral. No H3Se + is formed, even though this reaction is exothermic. 

Other Inorganic Compounds 

The principal ion-molecule reaction in HCN ~4) is the protonation of 
the molecular ion: 

HCN + -6 HCN , H2CN + + CN. (R70) 
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The O- ion, formed by dissociative attachment from N20 25s), shows 
only one ion-molecule reaction: 

o -  + I~INO , IqO- + NO (R71) 

and a collision detachment at higher pressures: 

NO- + I~NO , NO + I~1~IO + e. (R72) 

The rate constant k shows a low- and a high-pressure limit, because O- 
is initially formed with excess energy. A simple kinetic treatment has 
been used to calculate the rate constant and its energy dependence, 
in good agreement with experimental data. 

The sole study on transition metal carbonyl ion chemistry with ICR 
mass spectrometry has been published by Forster and Beauchamp 157). 
The ions produced by electron impact: Fe+, Fe(CO)+ and Fe(CO) + in 
pure Fe(CO)5, undergo two polymerization reactions to yield Fe(CO) + 

+ 
and Fe ~,(CO) 5. In binary mixtures with CH 3F, H 20 and NH 8, substitution 
reactions occur like: 

Fe(CO) + + CHsF ~ Fe(CH3F)(CO)+-I + C O ( n = l . . . 4 )  (R73) 

and during an oxidative addition reaction: 

(CH3)~ "+ + Fe(CO) + ) Fe(CH3)(CO) + + CHa (R74) 

the formal oxidation state of the iron atom increases by two. The species 
HFe(CO)~ and HFe(CO) + are observed, derived from H30 + by  proton 
exchange. No reaction with HC1 takes place. This fact is rationalized by  
correlating the proton affinities of the ligands studied with their ability 
to effect substitution. 

The ion chemistry of thiothionylfluoride 188) is characterized by 
sulfur transfer reactions. 

S2F+ + SSF~. , SaF+ + SF~ (RTSa) 

• SaF+ + SFz (R75b) 

• S~F + + S~F (R75c) 

SaF + + SSF~ , S4F+ + SF2 (R76) 

The positive and negative ions formed from sulfur tetrafluoride 243) 
react mainly via the F-transfer mechanism. An ICR spectrum of the 
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positive and negative ions from SF4 is shown by way of example in 
Fig. 2. The reaction 

SF 4 + SF 4 > SF~ + SF 3 (R77) 

is the reaction with greatest abundance. At relatively high pressures a 
tertiary ion, SF~, is also observed 

SF~ + SF 4 > SF 6 + SF3. (R78) 

i -  

i i i i i i i i I 

s%" sv 

%" ' s z 2 "  /I ' 

| I' I I I I ,, I I I 

50 100 130 

Fig. 2. Positive and negative ions in SF 4 

, 4  

As can be seen in Fig. 3, the pressure-broadening of the ICR lines is 
marked. The corresponding ion cyclotron double-resonance spectrum in 
Fig. 4 depicts the changes in SF~ signal intensity while sweeping the 
radiofrequency of the rf transmitter over the range of SF~ and SF~ 
resonance frequencies. 

Acknowledgement. The authors express their gratitude to Prof. J. L. Beauchamp, 
Prof. J. H. Futrell, Prof. K. R. Jennings, Prof. R. Marx and Prof. S. Wexler for 
preprints of their unpublished results. 
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Fig. 3. Negative ions in SF4 at higher pressure 
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Fig. 4. Double-resonance observation of SF~ in SF4 at higher pressure 
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Table 6. Molecules studied with ICR spectroscopy 

Compound Ref. 

H2 

D2 
HD 

Rare gases 

N2 
CO2 

N20 
Boron hydrides 

Sill4 

NH3 

NF3 

PH3 
AsH3 
H2S 

H20 
H2Se 

Fe(CO) 5 

SSF2 

SF6 
HCN 
Methane 

Acetylene 

Ethylene 

Ethane 

Allene 

Cyclopropane 
Propyne 

Butene 

Pentenes 

Hexenes 

Cyclooctatetraene 
Methylhalides 

Fluoromethanes 
Hexafluoroethane 

Ethylhalides 

Fluoroethylenes 

Chloroethylene 

34, 62, 63, 64, 76, 94, 96, lO2, lO7, 
147b,159,171,20o,259,262) 

62,63,76,95.96.262) 

62,63,200) 

50, 63, 68,95,107,167) 

50,63,64,79,82,155,171) 

102,140,171,262) 

153,258,259) 

44.152.203) 
213,236,237) 

65,67,123,125,170,257,234) 

169) 
65,111,122,232) 

234,264) 

39,106) 

39,42,140,149b) 

201,245) 

157) 

166) 
79,243,120) 

74) 
55,61,67,68,76,94,107,125,120, 
155,167,214,216,239,253) 

67,89,96,106,149b) 

40,58,81,106,114,115,118,119, 
147b,205,215) 

189,204,214,224) 

100) 
181) 

IOO) 

118,119,216) 

118,119,164,208) 

118,119) 

190) 

130,153,193,247,248) 

136,137,193,206,216,2,16,260) 

51,187,216,245) 

193) 

24,81,244,252) 

29,37,193) 

106 



Table 6 (continued) 

Ion Cyclotron Resonance Spectroscopy 

Compound Ref. 

Octafluoropropane 187,216) 

Perfluorocyclobutane 216) 

Acetonitril  45,46) 

Azomethane 206) 

Lower aliphatic amines 65,192,212) 
Ethyln i t ra te  92,128,148,149) 

Pyridine 238) 
Methanol 42,47,109,184) 

Ethanol  42,149,184) 

2-Propanol 91,i73) 

2-Butanol 194) 

ter t -Butanol  42, 57) 

1-Methylcyclobutanol 69,220) 

2-Vinyl- 1-methyl- 
cyclobutane-l-ol  219) 

Ethylenoxide 96) 
Acetone 69,220) 

Acetaldehyde 147b) 

2-Propyleyclopentanone 2n)  
Butanedion-2,3 122,131,156) 

Pent-4-en-2-one 219) 

2-Hexanone 69,220) 

4-Nonanone 11 o) 

Methyl ethyl ether 91) 
Benzene and derivatives 82,85,150,190,248,250,149b) 

Table 7. Binary mixtures studied with ICR spectrometry 

Mixture Ref. 

H2 and D2 62,200) 

(H,D)2 and A 63,95) 

H2 and NNO 249) 

H2 and CO2 251) 

(H,D)2 and C(H,D)4 76,107) 

(H,D)2 and C2(H,D)6 189) 

H 2 and C2H40, CH3CHO 147b) 

B2H 6 and CHsOH, C2H5OH, H20 203) 

Sil l  4 and CH4 236,237) 
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Table 7 (continued) 

Mixture Ref. 

PH3 and H20, NHs, CH4 123) 

AsH3 and PHs, propene, CH3C1, H2S 264) 

H20 and ethylene, ethanol, formaldehyde, 
ethylbromide a9) 
H2S and ethylene, acetylene 106) 

Fe(CO)5 and CH2C1, HC1, NH3, H20 157) 
Methane and Xe 68) 

Methane and fluoromethanes 258,260) 

Fluoromethanes 247) 

Ethylene and acetylene 40) 

Ethylene and fluoroethylenes 252) 

Trifluoroethylene and tetrafluoroethylene 245) 

Acetonitrile and methanol, acetaldehyde, 
diethyl ether 45) 

Azomethane and NHs, methylamine 200) 

2-Propanol, acetone and ethylene oxide, 
acetaldehyde methyl ethyl ether 91) 

2-Propylcyclopentanone and cyclohexanone, 
acetone 211) 

Tetrahydrofurane and N(H,D)3 ~07) 

Furane and propylhalides 162) 

Propylhalides and methanol, 2-propanol 221) 

1,3-Butadiene and 1-pentene, 
3-methyl-l-butene 6is, trans 2-pentene 164,208) 

Alkylnitrates and toluene, cycloheptratriene, 
norbornadiene 106) 
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