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1. I n t r o d u c t i o n  

It is well known that for each molecule there is the so-called ground state and there 
are many electronically excited states that can be obtained by visible Or ultraviolet 
irradiation. In general, the ground state is the one that is responsible for the ordi- 
nary chemistry, while the electronically excited states are those responsible for the 
photochemical reactions. Each electronically excited state is virtually a new mole- 
cule with respect to the corresponding ground state and thus it can exhibit differ- 
ent chemical properties. This means that photochemistry offers a new dimension 
to chemistry l), the excited state dimension, which, although mostly unexplored, 
is very promising for the progress of chemical research. 

As will be shown later, one of the most important consequences of  electronic 
excitation is that of increasing the electronic affinity and decreasing the ionization 
potential of a molecule. As a consequence, those electronically excited states which 
live long enough to encounter other species can easily be involved in intermolecular 
electron transfer reactions. Until a few years ago, however, the attention of inor- 
ganic photochemists was mainly focused on intramolecular photoredox reactions 
and ligand photosubstitution reactions 2' 3). In the field of organic photochemistry, 
on the other hand, the electron transfer reactions of electronically excited states 
have been extensively investigated in the past decade in connection with fluores- 
cence quenching and exciplex formation. As the luminescence emission is the most 
useful "handle" to establish whether an excited state is involved in intermolecular 
processes, the study of  the electron-transfer reactions in transition metal photo- 
chemistry only began when luminescent complexes were made available for sensiti- 
zation and quenching experiments 4). There are at least three different reasons for 
the tremendous surge of interest and activity in the study of the electron-transfer 
reactions of electronically excited transition metal complexes. Firstly, these reac- 
tions are very promising for the conversion of light energy (including solar energy) 
into chemical energy. Secondly, they can lead to complexes having unusual oxida- 
tion states and thus unusual chemical properties. Finally, they allow us to check 
the theories of  outer-sphere electron-transfer reactions over a broad range of free 
energy change. 

In this review article, we discuss the fundamental basis of the bimolecular 
electron-transfer reactions of electronically excited transition metal complexes and 
then collect and examine the data so far obtained in this field. Although a wide 
range of systems are discussed, we focus primarily on quantitative studies, the 
majority of which involves Werner-type complexes in fluid solution. 

2. Exc i t e d  States  o f  Trans i t ion  Metal Complexes  

The assignment of the various bands which appear in the absorption spectra of 
transition metal complexes is a very difficult problem because the absorption 
spectra reflect, of  course, the complexity of the electronic structure of these mole- 
cules. From a photochemical point of view 2), it is convenient to make reference to 
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schematic molecular orbital (MO) diagrams such as that shown in Fig. 1. In this very 
simplified diagram, each MO is labelled as metal (M) or ligand (L) according to its 
predominant localization. Thus, for example, the alg, eg and t t ,  bonding MO's, 
which result from the combination of metal and ligand orbitals of appropriate 

lnP 
n S alg 

(n-1)d t2g'eg 

w ll't. 

meta l  
o rb i ta ls  

tlu,all 

0 

tl~ 't2~l'tl"'t2" ~ ttg,t2w0tlu,t2u ~)*~ 

t2g 

I tlg't20'tlu't2" / tlg't2g,tlu't2" 11" 

als, %, tlu ~,  

alg, %,tl. J 

molecular orbitals ligand 
orbitals 

Fig. 1. Schematic orbital energy diagram representing various types of electronic transitions in 
octahedral complexes. A line connects an atomic orbital to that molecular orbital in which it 
has the greatest participation. 1: metal centered (MC)transitions; 2: ligand centered (LC) 
transitions; 3a: ligand-to-metal charge transfer (LMCT) transitions; 3b: metal-to-ligand charge 
transfer (MLCT) transitions 

symmetry, are labelled with L because they receive the greatest contribution from 
the ligand orbitals. In the ground electronic configuration of transition metal com- 
plexes in their usual oxidation states, the o L and rr L orbitals are completely filled, 
the nM orbitals are either partially or completely filled and the higher orbitals are 
usually empty. Using the diagram of Fig. 1, it is possible to make a classification of 
the various electronic transitions according to the localization of the MO's involved. 
Specifically, we may identify three fundamental types of electronic transitions: 

1. Transitions between MO's predominantly localized on the central metal; these 
are usually called metal centered (MC), ligand field or d - d  transitions. 

2. Transitions between MO's predominantly localized on the ligands. These are 
usually called ligand centered (LC) or intra-ligand transitions. 

3. Transitions between MO's of different localization which cause the displace- 
ment of the electronic charge from the ligands to the metal or viceversa. These 
transitions are generally called charge transfer (CT) transitions and more specifically 
can be distinguished into ligand-to-metal charge transfer (LMCT) and metal-to-ligand 
charge transfer (MLCT) transitions. 

Another important type of electronic transition is the charge transfer to solvent 
(CTTS) transition. Recently, it has also been found s) that electronic transitions may 
occur between MO's which are localized on different ligands of the same complex. 
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These transitions have been called inter-ligand transmetallic charge transfer transi- 
tions. Other types of transitions are present in polynuclear transition metal com- 
plexes 6, 7) but we will not deal with such compounds. 

It must be pointed out that the classification into MC, LC and CT transitions 
(or excited states) is somewhat arbitrary and loses its meaning whenever the states 
involved cannot be described with localized MO configurations. The chemical and 
physical properties of these orbitally different excited states have been examined 
in detail by several authors 2, 3, 6, a-~o) and will not be further discussed here. 

It should be pointed out that the energy ordering of the various orbitals may 
be different from that shown in Fig. 1. For the Ru(bpy) 2+ complex, for example, 
the 7r~.(tlu) orbital is thought to be lower than the o~(eg) orbital 11). More generally, 
the excited state ordering is extremely sensitive to the type of the ligands and the 
nature and oxidation state of the metal. For example, the lowest excited states of 
Ir(phen)Cl~ 12), Ir(phen)2Cl~ 12) and Ir(phen)] + l a) are MC, MLCT and LC respec- 
tively; the lowest excited state of Rh(bpy)2Cl ~ is MC, whereas that of Ir(bpy)2Cl~ 
is MLCT14); and the lowest excited state of lrC13- 15) is MC, whereas that of 
lrCl 2- t6) is LMCT. Further complications arise from the fact that the energy 
splitting between the spin states (e.g., singlet and triplet) belonging to the same 
orbital configuration is very large for the MC excited states because the two inter- 
acting electrons reside on the same atom, whereas it is smaller for the CT excited 
states. It follows that the excited state ordering may be different in the spin-allowed 
and spin-forbidden manifolds. Finally, it should be recalled that the presence of 
heavy metals brings about a considerable degree of spin-orbit coupling and that 
this effect, being related to the central metal atom, is different for the different 
kinds of  excited states. The LC excited states are scarcely affected, whereas for the 
MC and CT excited states it may become meaningless to talk about discrete spin 
states17, 18). In the current literature, however, the spin label is generally used even 
when its meaning is doubtful. 

3. Quench ing  o f  E x c i t e d  Sta tes  

In a fluid solution, an excited state which has a lifetime long enough to encounter 
other species can be deactivated ("quenched") in a bimolecular process. The inti- 
mate mechanism of the quenching process is often difficult to elucidate 4' 19-21), 
but the final result (Fig. 2) is either (i) the electronic energy transfer from the ex- 
cited state to the quencher, (ii) a chemical reaction between the excited state and 
the quencher or (iii) the deactivation of  the excited state by some catalytic action 
of the quencher. Different quenching processes may also occur simultaneously, 
which causes noticeable complications in the study of these systems. The kinetic 
aspects of  the interaction between an excited state and a quencher in a fluid 
solution have been extensively discussed 4' 20, 22-24). The quenching processes are 
usually studied by measuring at different quencher concentrations one or more of 
the following quantities: (a) the emission or reaction efficiency of the excited state 
under continuous illumination or (b) the decay of the excited state emission or 
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encounter 
complex 

A or products 

ke~t_ A +roB energy transfer 

kr- -  C § D chemical reaction 

k�9 =- A + B catalized deactivation 

Fig. 2. Bimolecular quenching processes for an excited-state molecule 

absorption after pulse excitation. The results obtained are usually discussed on the 
basis of a postulated mechanism which consists of a number of elementary trans- 
formations (steps) 2s), each of which is characterized by a rate constant. In the 
relation between the experimental and mechanistic quantities, the experimental data 
generally appear as ratios of the value obtained in the absence of the quencher to 
the value obtained in the presence of  a given amount of quencher. Consider for 
example the very simple scheme of Fig. 3, where ke, kp and kd are the first order 

A hV--~-~*A/11 
~ d ~ , .  A + heat 

+Blkq 

quenching of V'A 
Fig. 3. Competi t ion between intramoleculat and intermolecular 
deactivations of  an excited molecule 

rate constants for luminescence, intramolecular reaction and radiationless deactiva- 
tion of the excited state, and kq is the second order rate constant of the quenching 
reaction. In the absence of the quencher B the lifetime of the excited state is given 
by 

rO - 1 
ke + kp + k d (1) 

When the experiment is repeated in the presence of a given amount of quencher, the 
lifetime is shorter and is given by: 

1 
r = (2) 

ke + kp + kd + kq[B] 

From Eqs. (1) and (2)i t  follows that 

T O 
- 1 + kq r ~ [B]  ( 3 )  

T 
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Equation (3) is the well-known Stern-Volmer equation and k s v = kq 7 -o is the 
Stern-Volmer quenching constant. In practice, the ratio of lifetime without to that 
with quencher is plotted against [B] and kq is obtained by dividing the slope by ~.o. 
Analogous Stern-Volmer equations can be obtained for the emission intensity and 
the reaction quantum yield 

l~ = qbOm/r = 1 + kqr~ (4) 

~ / ~ p  = 1 + kq z ~ [B] (5) 

The experimental quenching constant kq is related to the rate constants of the 
quenching process in the encounter (Fig. 2) by Eq. (6); 

(ken.t. + kr + ke) = kdiff 
kq = kaiff k-dil l  + (ken.t. + kr + kc) 

(6) 

where a represents the efficiency of the quenching process during the encounter. 
The theoretical values for the diffusion rate constant, kdiff, and the encounter dis- 
sociation constant, k_diff, can be calculated by means of the Debye ~6) and Eigen 27) 
equations. When only one quenching mechanism is effective (e.g., energy transfer) 
the rate constant in the encounter for that specific process (e.g., ken.t.) can be 
obtained. For limitations on the validity of Eq. (6) and other details, see Ref. 4. 

4. Quench ing  by  Chemical  Reac t ion  

The quenching of an excited state of a transition metal complex by chemical reac- 
tion can occur, in principle, by means of any of the intermolecular reactions which 
transition metal complexes are able to undergo. It should be noted, however, that 
intermolecular excited state reactions can only occur if they are fast enough to 
compete with the intramolecular deactivation modes of the excited state and with 
the other quenching processes (Fig. 2). 

The most important classes of bimolecular reactions of transition metal com- 
plexes are ligand substitutions, reactions of the coordinated ligands and inner and 
outer sphere oxidation-reduction reactions 28). 

Ligand substitution reactions are unlikely to be able to compete with the ex- 
cited state decay unless the entering ligand is the solvent or a counter ion. In such 
a case, however, it is difficult to distinguish the bimolecular process from a uni- 
molecular dissociative photoreaction2). Evidence in favor of a bimolecular ligand 
substitution process has recently been obtained for the following systems: 
Mn(CO)4NO-P~b3 29), Cr(bpy)33 + - H20 30), t-Cr(en)2(NfS)~ - OH- 31), 
Cr(DMSO) 3+ - N ~  32) and Cr(DMSO)6a+-SCN - 32). More generally, photosolvation 
of Cr(III) complexes is thought to proceed via an associative-type mechanism a3) but 
definite proof is still lacking. 
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Some intermolecular reactions involving the coordinated ligands (e.g., hydrogen 
or proton transfer) may be fast enough to compete with the excited state decay. 
However, except for a few cases [e.g., Ru(bpy)2(CN) 2 34) and 
Ru(bpy)2(bpy.4,4'.(COOH)2)2 § 35)] reactions of this kind have not yet been well 
documented for transition metal complexes, although they are very common for 
organic molecules 19' 36, 37) 

Inner sphere oxidation-reduction reactions, which cannot be faster than ligand 
substitution reactions, are also unlikely to occur within the excited state lifetime. 
On the contrary, outer-sphere electron-transfer reactions, which only involve the 
transfer of  one electron without any bond making or bond breaking processes, can 
be very fast (even diffusion controlled) and can certainly occur within the excited 
state lifetime of many transition metal complexes. In agreement with these ex- 
pectations, no example of  inner-sphere excited state electron-transfer reaction has 
yet been reported, whereas a great number of outer-sphere excited-state electron- 
transfer reactions have been shown to occur, as we well see later. 

In dealing with neutral organic molecules in a fluid solution, it has been found 
that the formation of the electron transfer products in an excited state quenching 
process may be the result of a very complicated series of  events. In particular, the 
encounter complex may give rise to an excited state complex (exciplex), s a 
situation in which the excited state and the quencher are linked by some kind of  
interaction 4, 38-44) (Fig. 4). Depending on its own properties and on the ex- 

encounter solvated solvent 
complex exciplex ion pair separated ions 

/ �9 I I L 

A§ A+B 

Fig. 4. Electron transfer quenching via exciplex formation, a: exciplex emission; b: exciplex 
radiationless deactivation; c: geminate ion recombination. For sake of simplicity, processes such 
as exeiplex dissociation into A + *B, exeiplex reactions other than the electron transfer one and 
direct formation of a solvated ion pair from the encounter complex have been omitted 

perimental conditions, the exciplex can deactivate by luminescence, radiationless 
transitions or chemical reaction. When the chemical reaction is electron transfer, a 
solvated ion pair is formed at first, which then dissociates into solvent-separated 
ions. Exciplex emission may usually be observed in non-polar solvents but it disap- 
pears as the polarity of the solvent increases. Conversely, the solvent-separated ions 
can only be obtained in polar solvents. It is now generally accepted that the exciplex 
is an intermediate in many bimolecular photochemical transformations of  organic 
molecules, although in most cases only indirect evidence is available. As far as the 
transition metal complexes are concerned, much less evidence is available for ex- 
ciplex formation. The emission which was originally attributed 4s) to an 
, + 

[Ir(phen)2C12-naphthalene ] exciplex has later been shown to be due to some kind 
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of impurity 46). Thus, the only documented cases seem to be those of excited metal- 
loporphyrins with nitroaromatics, where non-emitting exciplexes have been detected 
by flash spectroscopy 41' 47, 48). In general, it should be noted that both the struc- 
ture of transition metal complexes (which in most cases are "spherical-type" 
molecules) and the nature of  the solvents used (which have to be polar because the 
complexes are usually charged species) are not favorable to the formation of ex- 
ciplexes. 

5. T h e r m o d y n a m i c  Aspec t s  o f  E x c i t e d  S ta te  E l ec t ron  T rans fe r  R e a c t i o n s  

The treatment of excited species as new chemical entities, and hence, the use of 
thermodynamics in dealing with their redox reactions is justified because in the 
condensed phase, the electronic relaxation times are usually several orders of  mag- 
nitude longer than the time for thermal equilibration in all other degrees of freedom 
of a polyatomic molecule 49' so) 

The thermodynamics of  excited states has been thoroughly discussed by 
, 5 2 )  GrabowskiS0, st) with particular reference to acid-base equilibria (F6rster s cycle ). 

We will only consider here the problem of evaluating the difference between the 
redox potentials of  M+/M and M+/*M (or M/M- and *M/M-) couples where M is 
the ground state molecule and *M is an electronically excited state. 

Excitation of an electron from a low energy (bonding) to a high-energy (anti- 
bonding) orbital reduces the ionization potential and increases the electronic af- 
finity of a molecule, as can be seen from the orbital scheme of Fig. 5. Thus, an 
electronically excited state is expected to be both a better reductant and a better 
oxidant than the ground state molecule. In more rigorous spectroscopic terms, the 
situation may be represented as in Fig. 6, where oxidation a) of  a molecule with 
singlet ground state and singlet and triplet excited states is considered. The mini- 

electron in vacuum 

l - - I  antibonding orbitals l - - [  

P/--IEAI I'P/mlEA �9 / = , ,  L ,7---1. 

b , ! !  1 bono,.,orblt.,al :!'b x.  / [ xx 
ground s t a t e  e x c i t e d  

molecule molecu le  

M (....b 21 M (....bla 1 } 

Fig. 5. Schematic orbital diagram showing 
the decrease of the ionization potential and 
the increase of the electronic affinity upon 
excitation of a molecule; b and a are the 
highest occupied (bonding) and the lowest 
unoccupied (antibonding) molecular orbitals 
in the ground state molecule 

a) A similar line of reasoning can be adopted to discuss excited state reduction. 

10 
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t,, 
| 
I= 
0 

m 

C 
0 

b,;]..- 

nuclear conf igurat ion 

Fig. 6. Schematic representation of the 
excitation and ionization processes of a 
molecule. S, T and D indicate singlet, 
triplet and doublet states; for details, 
see text 

mum of each curve represents the equilibrium configuration of the corresponding 
species including the solvation sphere. In this Figure, BA and CA represent the 
vertical (Franck-Condon) excitation energies from S O to T] and S], DA, FE and 
HG the vertical ionization energies of S o, TI and $1, EA and GA the zero-zero 
excitation energies of T1 and Sl, and IA, IE and IG the equilibrium ionization 
potentials of S 0, Tl and Sl. The electrochemical redox potentials of the couples 
M(So)/M § M(T1)/M + and M(S1)/M + vs. a reference couple Q/Q- are related to  the 
free energy changes 

zXG = AH - T AS (7) 

of the reactions 

M(So) + Q~.~--~M + + Q-  (8) 

M(T]) + Q ~ M  + + Q-  (9) 

M(SI) + Q ~ M  + + Q-  (10) 

The difference in the free energy changes of reactions (8) and (9) can be expressed 
as follows 

AG[M(So), M + ]--A G[M(TI), M + ] = AH[M(So), M + ]-AH[M(T l ), M + ] - 

- T  {A S[M(So), M + l -  A S[M(T1 ), M + 1} (11) 

11 
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An analogous equation can be obtained for the difference in the free energy changes 
between reactions (8) and (10). In the condensed phase at 1 arm, s ~ AE, so that 
at 0 K AH[M(So), M+]-AH[M(T1), M + ] = I A - I E  = EA (Fig. 6). This is also ap- 
proximately true at room temperature if the vibrational partition functions of the 
two states are not very different s~ As to the entropy terms, it should be considered 
that the difference in the entropy content of ground and excited states of a mole- 
cule may be due to three different contributions: (i) change in dipole moment with 
consequent~ehanges in solvation, (ii) changes in the internal degrees of  freedom and 
(iii) changes in orbital and spin degeneracy. This last contribution is the only one 
that can be straightforwardly calculated, but unfortunately it is also the least im- 
portant one in most cases. For a change in multiplicity from singlet to triplet it 
amounts to 0.03 eV at 25 C, which means that it can usually be neglected if one 
considers the experimental uncertainties which affect the other quantities involved 
in these calculations. The entropy contribution due to changes in dipole moment can 
be calculated if the change in dipole moment in going from the ground to the ex- 
cited state is known s~ Finally, the contribution of changes of  internal degrees of  
freedom is difficult to evaluate because the vibrational partition functions of the 
excited states are usually unknown. 

Qualitatively speaking, the various types of  excited states of  the transition 
metal complexes are expected to behave differently as far as the entropy contribu- 
tions (i) and (ii) are concerned. The metal centered excited states are expected to 
exhibit substantial changes in the metal-ligand bond frequencies b) but sma]l or no 
changes in the dipole moment with respect to the ground state. The ligand-to.metal 
charge transfer excited states are expected to exhibit small or large changes in the 
metal-ligand frequencies depending on whether the electron is promoted to lr or or* 
metal orbitals; the intra-ligand frequencies, of  course, may also change in a way 
depending on the ligand nature. The change in the dipole moment upon LMCT 
transitions may be zero or large, depending on whether the promoted electron 
comes from an orbital which is delocalized on all the ligands or which is localized 
on one particular ligand. In the metal-to-ligand charge transfer excited states pro- 
motion of an electron to arr antibonding orbital of  the ligand(s) is not expected to 
affect greatly the metal-ligand bond frequencies but it may have important conse- 
quences on the ligand vibrations; the change on dipole moment can be zero or large 
as in the previous case, depending on the extent of  localization of the promoted 
electron. Finally, the ligand centered excited states will exhibit small or no changes 
in dipole moment, whereas the frequency changes in the ligand vibrations will 
depend on the specific nature of the ligand. 

It is well known that the change in shape, size and solvation of an excited state 
with respect to the ground state causes a shift (Stokes shift) between absorption 
and emission 2' a, 9, lo). When the Stokes shift is small the changes in shape, size 

b) This is true for MC excited states obtained from zr M "+ o~d electronic transitions such as the 
* �9 6 , 2  3)  . . . .  rrM(t2g) --~oM(eg) on e  m octahedral d complexes , . Intraconflguratlon MC transmons 

as that leading from the 4A(t23g) ground state to the 2E(t3g) excited state of Cr(lll) such 
complexes do not involve electron promotion to antibonding orbitals and thus they are not 
expected to cause appreciable changes in the metal-ligand frequencies 2, 3). 
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and solvation are also small and the difference between the entropy content o f  the 
excited state and ground state may probably be neglected. In such a case, the 
redox potentials o f  the excited state are fairly well approximated by the following 
equations (see Fig. 7): 

E*(V 

§ 

+c-b 

o 

+a-c 

-b 

hl/=c 

M~'/M . . . . . . . . .  

~M/M- . . . . . . . . . . . . . .  

,i-h9 
H+/~H2 

M§ .... _~ 

M/M--  . . . . . . . . . . . . . .  

Fig. 7. Schematic diagram showing the difference in the redox 
properties of the ground and excited molecule according to 
Eqs. (12) and (13); c is the one-electron potential corre- 
sponding to the zero-zero spectroscopic energy of the excited 
state 

E ~ (M+/*M) = E ~ (M+/M) - E0_o(M-*M) (12) 

E ~ ( * M / M - ) =  E~ - )  + Eo_o(M-*M)  (13) 

where E 0_ o(M-*M) is the one-electron potential corresponding to the zero-zero 
spectroscopic energy of  the excited state. More generally, as the entropy corrections 
are practically impossible to evaluate, Eqs. (12) and (13) are commonly used to ob- 
tain an estimate o f  excited state redox potentials. 

Excited state potentials may also be evaluated from quenching measurements 
using a series o f  quenchers o f  graded potentials. This approach has been used for 
evaluating the *Ru(bpy)~ + oxidation potential s3) as well as the *Cr(bpy) 3§ , *Ru(bpy)~ + 
and *Ir(Me2phen)2 CI~ reduction potentials s4), as we will see in detail later. A more 
direct approach to excited state potentials is that of  electrochemical measurements 
on irradiated solutions using suitable semiconductor electrodes ss' s6). This last 
technique, which has only been used in a few cases sT' ss) because o f  intrinsic dif- 
ficulties, offers the advantage that it does not require a luminescent excited state. 

In organic molecules there is generally a great separation between oxidation 
states, so that an excited organic molecule can usually serve as either an electron 
donor or an electron acceptor but not both. In transition metal complexes the 
presence o f  redox sites on both metal and ligand offers additional possibilities not 
available to either simple metal ions or organic molecules. The oxidation states are 
often closely spaced, so that the case is very common in which an excited state can 
be used as both an electron donor and an electron acceptor. As can be seen from 
Fig. 7, when the oxidation and reduction potentials of  a molecule are close enough, 
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it is common to have light-driven crossing of the excited state potentials. In other 
words, the reduction potential of the *M/M- couple may become more positive 
than the reduction potential of the M+/*M couple. When this happens (Fig. 7) the 
stability of the ground state towards disproportionation is lost in the excited state: 

+2hv 

2 M + + M- (14) 

Depending on the values of a, b and c in Fig. 7, either reaction (15) or reaction (16) 
will be thermodynamically favored. Reaction (15) 

*M+M . , - M  + + M -  (15) 

M + + M  -, ~,*M + M (16) 

represents a self-quenching v/a electron transfer, whereas reaction (16) is a con- 
proportionation reaction with formation of an excited state. Reaction (16) has 
been observed for both organic molecules s9, 60) and transition metal complexes 11). 
The best way to obtain this reaction is to produce the oxidized and reduced forms 
by alternating current electrolysis of the species M ("electrogenerated chemilumines- 
cence"). 

6. Kinet ic  and  Theore t i ca l  Aspects  o f  Oute r -Sphere  E lec t ron  Transfer  
Reac t ions  

6.1. Thermal Reactions 

The oxidation-reduction reactions of transition metal complexes have been the 
object of extensive investigations in the last twenty years. Since comprehensive 
reviews are available 61-68) on the experimental and theoretical aspects of these 
reactions, we will only deal with those aspects which are more strictly related to 
our topic. 

It has been shown that the oxidation-reduction reactions of transition metal 
complexes can occur through two different mechanisms: (i) inner-sphere mecha- 
nism, when the two reactants share one or more ligands of their first coordination 
spheres in the activated complex and (ii) outer-sphere mechanism, when the first 
coordination spheres of the two reactants are left intact (as far as the number and 
kind of  ligands present are concerned) in the activated complex. As mentioned 
before, the inner-sphere reactions cannot be faster than ligand substitution and 
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thus they are unlikely to occur within the excited state lifetime. The outer-sphere 
reactions, on the contrary, can be very fast and for many transition metal com- 
plexes they can certainly compete with excited state decay. 

The simplest outer-sphere electron transfer reaction is the so-called self-exchange 
reaction, where the two reactants are converted one into the other by electron 
transfer. For example: 

Fe(CN)6 4 -  + Fe(CN)6 3- z--"Fe(CN)]- + Fe(CN)6 4 -  (17) 

The rate of  self-exchange reactions can generally be measured by isotopic tracer 
methods, but in several eases other techniques (optical rotation, nmr, epr) are more 
useful. Reactions like (18), 

Fe(CN)~- + Co(phen) ]+~Fe(CN)6  3-  + Co(phen)~ + (18) 

where the products are different from the reactants, are usually called cross-reac- 
tions. 

In an outer-sphere electron transfer reaction like that shown by Eq. (19) it is 

A + B ~A + + B- (19) 

convenient to distinguish three elementary steps: 

A + B .  : A ' " B -  " A  + ' ' ' B - -  - -A++B - 

reactants precursor successor products 
complex complex 

(20) 

The first step involves the formation of the precursor complex, where the 
reactants maintain their identity. In the second step there is, as we will see later, 
reorganization of the inner coordination shells as well as of  the solvation spheres 
of  the reactants so as to obtain a nuclear configuration appropriate to the activated 
complex through which the precursor complex is transformed into the successor 
complex. The electron transfer usually occurs during the latter stages of this reor- 
ganization process. The activated complex deactivates to form the successor com- 
plex if electron transfer has occurred or to reform the precursor complex if elec- 
tron transfer has not occurred. The electron distribution in the successor complex 
corresponds to that of the products, so that the third step is simply the dissociation 
of the successor complex to form the separated products. 

In the theoretical approach to chemical kinetics it is customary to represent 
chemical reactions in terms of the motion of a point representing the system on a 
potential energy surface. Usually, only the most important path (reaction co- 
ordinate) leading from the reactants to the products is considered, so as to have 
a two-dimension diagram. In principle, the potential energy surface may be con- 
structed by solving the Schr6dinger equation for the systems using the Born-Oppen- 
heimer approximation. In practice, however, only approximate potential energy 
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surfaces can be obtained by using approximate wave functions. For an outer-sphere 
electron transfer reaction the electronic wave function of the separated ground state 
reactants, ff R, can be used to obtain a zero-order energy surface, E R , and the elec- 
tronic wave function of the separated products, ~p, can similarly be used to obtain 
another zero-order wave function, E e. Each one of these surfaces will have its own 
valleys, corresponding to the more stable nuclear configurations of the reactants and 
products, respectively. A profile of these surfaces for a self-exchange reaction is 
shown in Fig. 8. The Franck-Condon principle requires that the nuclear positions 
and nuclear velocities remain essentially unchanged during the electronic transition. 
The occurrence of the electron-transfer process when the reactants are in their 
equilibrium configuration needs a large input of energy during the time required for 
the electronic transition because the products can only be obtained in a very high 
energy state at the equilibrium configuration of the reactants. This is only possible 
in a photochemical process (Fig. 8) e). In a thermal process, adjustment of the 

o 
c 
@ 

o 
D. 

E~ Ep 

r e a c t a n t  

E R Ep 

AEth 

nuclear configuration 

Fig. 8. Profile of the potential energy surface as a 
function of the nuclear configuration for a self-ex- 
change reaction. 
s is the activation energy for the thermal elec- 
tron transfer. AEop is the Franck-Condon energy 
for the photochemical electron transfer 

inner coordination shells of  the two reactants and rearrangement of the outer 
solvation shells to some non-equilibrium configuration are required prior to electron 
transfer. The zero-order surfaces will intersect at those nuclear configurations for 
which E R = Ep. In the intersection region, however, the two zero-order states, ~b R 
and ~ke, will interact so that the system can no longer be described by the zero-order 
wave functions. A better, though still approximate, description is given by a linear 
combination of SR and Se. Application of the variation method then gives the first- 
order energies E§ and E_ of the two new states, $+ and ~O_ (Fig. 9). If  the overlap 
integral between f i r  and $e is ~- 0, the separation energy between E+ and E_ in 
the intersection region is twice the interaction energy between SR and ~p, HRp. 
The difference between the minimum potential energy of the reactants and the 
potential energy of the lowest pass through the intersection region is equal to the 
potential energy of activation for the reaction (Fig. 8). Theoretical approaches to 

c) The optical transition corresponding to this process can be observed in binuclear mixed- 
valence ions 69, 70). 
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@ 

RI 

+ 
O. 

~ s / ;~Hee 
E ~ E p  

nuclear configuration 

Fig. 9. Interact ion between the zero-order potential  
energy surfaces in the intersection region. E+ and  E_  
are the  first-order surfaces. HRp is the  interact ion 
energy 

the behavior of  the system in the intersection region 65' 68) show that when the 
interaction energy is greater than a few tenths of kcal/mol, the splitting of the first- 
order surfaces will be sufficiently large so that the point representing the system 
will remain on the lower first-order energy surface as it moves along the reaction 
coordinate and the probability of reactants being converted into products in the 
transition state is unity. In such a case, the reaction is called adiabatic. The inter- 
action energy is very small when the separation of  the reactants is large or when the 
electron transfer is spin or symmetry forbidden. 

The most detailed theoretical treatment of outer-sphere electron-transfer reac- 
tions has been given by Marcus 71-7s), who has derived the following expression for 
the rate constant for an oxidation-reduction reaction: 

k = pZe -(wr + AG**)/RT (21) 

where p is the probability of reactants being converted into products (equal to unity 
in adiabatic reactions), Z is the collision frequency between two uncharged reactants 
in a solution (~ 1011 M-1 s-1), Wr is the work required to bring the reactants from 
an infinite distance apart to their separation in the activated complex and AG** is 
the free energy required to reorganize the coordination shells of the reactants prior 
to the electron transfer. The work term Wr, which is related to the stability of the 
precursor complex, can be approximately calculated from equations of the kind 
given by Eq. (22)76), where z I and z 2 are the formal charges of the reactants, 

z l z z e ~  (22) W r -- e -  ax  
Dsa 

e is the electron charge, D s is the static dielectric constant of the medium, a is the 
distance between the centers of  the reactants and the exponential is the Debye- 
Hiickel term with X as the reciprocal Debye radius. The free energy of reorganiza- 
tion, AG**, is actually given by 

AG** --- AG~'* + z~C~* (23) 
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where 2xG** is the energy required to reorganize the inner coordination shells of the 
reactants and AG~* is the energy required to reorganize the surrounding medium 
(outer shells). Both AG** and 2xG~* can be calculated if appropriate quantities of 
the system are known 63, 68). 

The rate of self exchange electron transfer reactions is determined by four 
factors: the interaction energy, the work term, the inner shell reorganization energy 
and the solvent reorganization energy. The lack of information on important param- 
eters does not allow general tests of the absolute accuracy of the theory, but its 
formal validity can be proved by comparing the rate constants of related reac- 
tions6S, 68). 

Marcus72, 73) and Sutin 77) have shown that the free energy of the activation of 
a cross-reaction [Eq. (24)] 

A I + A2. kI-!~2 A T + A~- (24) 

can be expressed by 

a G ~  = (AG~'* + AG~*) ~ AG o + (AG~ 2 (25) 

2 2 8 (AG~* + AG~*) 

where AG** and AG~'* refer to the appropriate self-exchange reactions [Eqs. (26) 
and (27)] and z~Gr ~ is the free energy change 

+ kl 
Al + At-: "AT +At (26) 

A 2 + A~k~2 A~-+ A 2 (27) 

for the cross reaction when the two reactants are at a distance r apart. In deriving 
Eq. (25), the assumption is made that the splitting at the intersection is small enough 
so that it can be neglected in calculating the free energy of activation but large 
enough so that the value of p is close to unity. Equation (25) is often written as 

(28) 

where 

Xt2 = 2 (AG~'* + AG~*) (29) 

is the so-called reorganizational parameter. For a self-exchange reaction, using 
Eqs. (23) and (29) one obtains: 

k = 4AG** = 4(AG~* + AG~*) = Xi + Xo 
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It should be recalled that the measured free energy of  activation, AG*, includes 
the work term, Le., the energy required to bring the reactants from an infinite 
distance apart to their separation distance in the activated complex: 

AG** = AG* -- w r (31) 

Similarly, the standard free energy change for the reaction when the two reactants 
are infinitely far apart, AG o , includes the work terms relative to reactants and 
products: 

AG o = AG O - Wr + wp (32) 

Under particular conditions 6s' 68, 79), Eq. (25) can be related to the appropriate 
rate constants yielding the following expression: 

k12 = (kt k2K12f) 1/2 (33) 

where log f = (log Kl 2)2/4 log (kl k2/Z 2) with K12 the equilibrium constant for 
the cross reaction. The rate constants for a number of cross reactions between 
transition metal complexes calculated by Eq. (33) have been found to agree well 
with the experimental values 6s' 66, 68, 79). Recently, the Marcus relationships have 
also been applied to reactions between transition metal complexes and organic redox 
systems 8~ 

It is interesting to examine Eq. (25) in more detail. When AG ~ ,r 8(AG~'* + 
AG~*), Eq. (25) reduces to 

+ AG * + o _ X , :  + ,aOr ~ 

2 2 4 2 
(34) 

Under such conditions a linear relationship with slope 0.5 is predicted (and often 
observed) between the free energies of activation and the standard free energy 
changes for a series of reactions for which ~.12 is a constant. A G ~  will reach a 
minimum for AG O = -~.12, and then it should increase when AGr~ becomes large 
(with respect to k12) and negative. This means that the rate constants of the elec- 
tron transfer step for cross reactions between a single reductant A1 and a homoge- 
neous series of oxidants (A2a, A2b , etc.) should increase up to a maximum and then 
decrease with increasing oxidation potential of the oxidant (Fig. 10). The region in 
which the rate constant should decrease with increasing I-AG~ is usually called 
the Marcus inverted or abnormal region. It should be noted that Eq. (25) applies 
to the free energy of activation and the free energy for the actual electron transfer 
step, which does not necessarily coincide with the free energy of activation of the 
overall reaction (log kl2) and the overall free energy change (log KI2). The increase 
in the activation free energy when the free energy change becomes large and negative 
is also apparent from Fig. 11, where for large and negative/~Gr ~ values the crossing 
between the surfaces of the reactants and products occurs in the left-hand side of 
the surface of the reactants at progressively higher energies. It is also apparent that 

19 



V. Balzani et  al. 

log k 

t 
o I AG r =. - ~I~I 

- -AG r n e g a t l v ~ G r ~  0 AG~ 

E * ( A 2 / A  ~ ) 

Fig. 10. Expected relationship, according to Eq. (28), between the rate constant of the electron 
transfer steps and the reduction potential of the oxidant for a cross reaction of the type of 
reaction (24). The reorganizational parameter h 12 is given by Eq. (29) 

AI§ A2a A 

I ~A2c 

A TA;c 

2c 

Fig. 11. Schematic representation of the relationship between the free energy change (difference 
between the product and reactant minima) and free energy of activation (height of the crossing 
point with respect to the reactant minimum) for the corss reactions between a single reductant 
(A t) and a homogeneous series of oxidants (A2a, A2b, A2c) having variable oxidation potential. 
The curve corresponding to the formation of A~- c in an excited state is also shown 

in such cases the formation of  one of  the products in an excited state may require 
a comparable (or even lower) activation energy and may thus compete with the 
formation of  ground state products. Actually, formation of  excited states in suit- 
able electron transfer reactions is proven by the observation of  luminescence emis- 
sion (chemiluminescence) 81' 82). A typical example is given by the reaction o f  
Ru(bpy)33 § with eaq 78, 83), which leads partly to the ground state and partly to 
excited state(s) o f  Ru(bpy)a 2+ (Section 11.3). 

Few opportunities for systematic exploration of  the inverted region arise when 
both  reactants are in their ground electronic state, since AG ~ is not sufficiently 
negative. Using a very powerful reductant like eaq, however, produced evidence of  
a decrease o f  the rate constant in the inverted region [see, for example, Ref. (84)]. 
Excited state systems with small reorganization energies provide excellent probes 
of  this region. Rehm and Weller 8s' 86) in their classic papers on the electron-transfer 
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quenching of hydrocarbon fluorescence did not find evidence of a decrease of the 
rate constant in the inverted region. Ballardini e t  al. s4) studied the electron-transfer 
quenching of *Cr(bpy)] + and *Ir(Me2phen)2C1 ~ by aromatic amines and methoxy- 
benzenes and again did not find evidence for a decrease of the rate constant in the 

inverted region (for details, see Section 9.6). Evidence for diminished rate constants 
in the inverted region has been found by Creutz and Sutin 87) in the electron-transfer 
quenching of excited polypiridine ruthenium(II) complexes by polypirydine com- 
plexes of Ru(III), Cr(III) and Os(III) (Section 9.6). Even in this case, however, the 

rate constants were many orders of magnitude above those predicted by Eq. (28). 
The disagreement between the experimental results and the prediction of the 
conventional Marcus theory in the inverted region has prompted several authors to 
refine the theory or to explore other types of approaches. It has been recognized 
that adiabatic approximation cannot be used in the inverted region and recent theo- 
retical work 88-92) has suggested that in such a region the usual reorganizational 
barrier to electron transfer can be circumvented by nuclear tunneling. 

6.2 .  Exc i t ed  State  React ions  

The participation of excited states as either reactants or products in electron-transfer 
reactions causes some additional problems with respect to the ground state reac- 
tions. As we have seen in Section 5, an excited state may differ from the corre- 
sponding ground state in size, shape and dipole moment. Thus, the reorganization 
parameter ~ will generally be different for ground and excited states of the same 
molecule. For example, if the solvation arrangement in the excited state is closer to 
the solvation arrangement of the product, ?~0 will be smaller for the excited state 
state than for the ground state. As the Stokes shift between ground state absorption 
and excited state emission is related to the differences in the ground state and ex- 
cited state nuclear coordinates, it is also expected to be related in some way to the 
difference in the reorganizational parameters of ground and excited states. Such a 
relation, however, is difficult to find except in the trivial case of a Stokes shift 
equal to zero, i.e., when the ground and excited states having the same shape, size 
and solvation, must also have the same reorganizational parameters. Let us consider, 
for example, the two self-exchange reactions 

ML2+.  t mr3+ .-------~AT3+ 2+ "r tVll., n ~ lvlL n + MLn (35) 

$I~r lt.ll 3+-----~..!1 3+ , 2+ ""--n +lvlL, n "  lvlL,n + MLn (36) 

and try to evaluate the differences in the reorganizational parameters (Fig. 12). If 
we assume that: (i) the coordinate which is responsible for the Stokes shift coin- 
cides with the reaction coordinate, (ii) each species is described by the same har- 
monic function and (iii) the zero-point energy is negligible, the following relation 
can be obtained: 

Ahv (2  r2 - r l  1) = - - ~ - { +  4X/~v/-E-a 1} (37) 
AEa = Ea - *Ea - 8 *r 1 - r  I - x / e ~  
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Fig. 12. Schematic representation of the relation between the spectroscopic Stokes shift and 
the difference in the reorganization barriers for ground and excited state electron transfer 
reactions. AB = absorption; CD = emission; B'C + D'A = Ahv (Stokes shift); 2E a = reorganization 
barrier for reaction (35); 2*Ea = reorganization barrier for reaction (36) 

where 2Ea and 2*E a are the reorganization barriers for reaction (35) and (36), Ahv 
is the Stokes shift and r l ,  *r t and r2 are the equilibrium coordinates of ML2n § 
, M I I  2 + . . . .  n and MLn 3+ (Fig. 12). The plus or minus term in Eq. (37) reflects the situations 
in which *r I and r2 are on the same or on different sides of r 1 along the reaction 
coordinate. Equation (37) is relatively simple but the assumption of the same har- 
monic function for the ground state, the excited state and the oxidized form is 
clearly unreal. The coincidence between the coordinate responsible for the Stokes 
shift and that along which electron transfer takes place may also be difficult to 
establish. 

Another important difference between ground-state and excited state electron- 
transfer reactions is that the orbitals involved are different in the two cases, which 
may cause a different interaction energy. Detailed examples will be given in Section 
9.6. 

Rehm and Weller as' a6) have discussed in detail the kinetic and thermodynamic 
aspects of the quenching of an excited state by electron transfer. The treatment 
below follows that given by these authors. Consider the kinetic scheme shown in 
Fig. 13, where electron transfer quenching of an excited state molecule, *A1, by 
a ground state molecule, A2, leads to the redox products A~ and A~-, whioh could 
also be obtained in the ground state electron-transfer process. In this scheme, k a, 
k_s and k'a are the appropriate diffusion rate constants, k_ a, k s and k ' - d  are the 
dissociation rate constants of the precursor and successor complexes, ke, k-e,  k'e 
and k '-e are the rate constants of forward and back electron transfer for the ground 
and excited state reactions, respectively, and l / r  ~ is the rate constant of intramolec- 
ular deactivation of  the excited state. It should be noted that, in dealing with 
transition metal complexes, AI and A2 may be charged species so that A~ �9 �9 .A~, 
in general, will not be a "one plus-one minus" ion pair, as it usually happens with 
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Fig. 13. Kinetic scheme for an excited state electron transfer reaction. For details, see text 

organic molecules as' 86). Let us consider a case in which electron transfer in the for- 
ward direction is thermodynamically forbidden when the two molecules are in their 
ground states, whereas it is allowed when A1 is excited (Fig. 14). Using the Stern- 

m 

A~"A 2 

nuclear c o o r d i n a t e s  

Fig. 14. Energy profiles for the electron transfer 
steps of the kinetic scheme shown in Fig. 13 

Volmer relationship and steady-state approximations, the kinetic scheme of  Fig. 13 
leads to Eq. (38) where kq is the 

I 

kq = kd (38) 

1 + .7-r-- k'-dke ( 1 + -"~-x ]k'e / 

observed bimolecular quenching constant (Section 3) with kx "" k -e  when 
k -e  >> ks or when k_s is the only path through which A~ and A~- can disappear, 
and kx TM ks when ks >> k -e  and some reaction other than k_ s rapidly consumes 
A~ and/or A~-. From Fig. 14 it is evident that 

k'_ e _ 1 _ e~GO/RT 
r 

k'e K e , - e  

# k e = k~ e -  AG~/RT 

and (39) 

(40) 
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where AG ~ A G ~  and k ~ are the free energy change, the free energy of activation 
and the frequency factor of the electron transfer step of the excited state quenching. 
Thus, Eq. (38) can be transformed into Eq. (41): 

kq - k'd (41) 
1 + k'_d_ eaGrO/RT + k'-d e A ~ / R T  

k~ 
Equation (41) reduces to Eq. (42) when AGr ~ becomes large and negative and to 
Eq. (43) when AG O becomes large and positive: 

kq - k'd (42) 
k'-d eA G~/RT 1+-~- 

and 

k'dk~ e -AGrO/RT (43) k q -  , 
k-d (kx + k ~ 

Now consider a series of closely related quenchers, so that k'd, k'_d, kx and k ~ can 
be considered constant. If  the relation between AG~'~ and AG o were that given by 
Marcus [Eq. (28)], a plot of log kq vs. AG O should be parabolic as is that of Fig. 10. 
In particular, when I-AGr~ is larger than 2[AG** (*A, A~) + AG**(A2, A~-)], i .e. ,  

than ~lz, the quenching constant kq should decrease as the free energy change 
becomes more favorable (inverted region). Rehm and Weller 85' 86), however, in 
their electron-transfer quenching of aromatic hydrocarbon fluorescence did not find 
any evidence of a decrease of the rate constant up to AG o = -62  kcal/mol, although 
the inverted region was expected at -10  kcal/mol. Thus, they assumed that AG~' 
is a monotonic function of AG ~ [Eq. (44)] 

Using this assumption, Eq. 42 can be further reduced to Eq. (45) 

k 
t 

k q -  d (45) 
I + k'-d 

k o 

and a plot of log kq vs. AG ~ looks like that of Fig. 15, where the value of the plateau 
for AG O large and negative is given by Eq. (45) and the slope of the linear portion 
for AG O large and positive is - 1 / 2 . 3  RT [Eq. (43)]. In the previous equations AG o 
can be expressed in terms of redox potentials as in Eq. (46), 

AG ~ = E ~ (A~/*AI) - E~ -) + Wp - w, (46) 
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T 
log kq 

k'~ 
1 § kLd/k* ' ,  

; + 

Fig. 15. Plot of the logarithm of the quenching 
constant vs the free energy change for the elec- 
tron transfer step according to Eqs. (41), (43) 
and (45) 

where the redox potential of the excited state can be approximately obtained from 
the redox potential of the ground state and the zero-zero spectroscopic energy of 
the excited state, [Eqs. (12) and (13)] as has been discussed in detail in Section 5. 

The treatment given above accounts fairly well for the results obtained in the 
electron-transfer quenching of fluorescent aromatic molecules as' 86), thionine and 
lumiflavin acid and basic triplet forms 93), duroquinone triplet state 94) and the 
lowest excited states of Cr(bpy)33+ and lr(Me2phen)2Cl~ s4). In all cases, no evidence 
of kq decrease was found in the inverted region. "Vestiges" (Le., a very small de- 
crease in kq) of the inverted region have however been found in the quenching of 
polypirydine ruthenium(II) complexes sT). Further experimental and theoretical in- 
vestigations are clearly needed in order to understand the details of the excited state 
electron-transfer reactions. 

7. E l ec t ron  Transfe r  Reac t ions  I n d u c e d  by  E x c i t e d  Sta te  E lec t ron  
Trans fe r  Quench ing  

Because of the difference in ground and excited state potentials, electron transfer 
quenching can lead to ground state redox products for which a thermal back elec- 
tron transfer reaction is highly favored. This happens, for example, if the energy 
situation is that depicted in Fig. 14. As one can see from Fig. 13, the back electron 
transfer reaction can occur immediately in the successor complex obtained as the 
result of the electron transfer quenching. In this case, the back reaction is generally 
called cage recombination. Alternatively, if ks is competitive with k_e the successor 
complex can dissociate into the solvent separated oxidized and reduced species, 
whose back electron transfer reaction is called homogeneous recombination d). Of 
course, A~ and/or A~- can also disappear through other reaction paths (e .g . ,  reac- 
tion with the solvent) not shown in Fig. 13. The efficiency of separation between 

d) The spinproblems related to geminate and homogeneous recombination of radical ion pairs 
in organic photochemistry have recently been discussed by Schulten et  al. 95). 
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A~ and A~" will depend on the activation barrier to back electron transfer, on the 
charge type of the redox products (recall that A~ and A~- are general formulations 
for redox products which may actually have different charges) and on the nature of 
the medium 96' 97) 

The cage recombination reaction is a very fast first order process which generally 
cannot be observed, whereas the homogeneous recombination is a second order 
process which, even if diffusion controlled, may be relatively slow when the redox 
products are formed in low concentration. Thus, homogeneous recombination can 
usually be observed using laser or conventional flash photolysis. In the last few 
years, the rate constants of many thermal electron transfer processes have in fact 
been obtained using flash photolysis as a relaxation technique 9a). Meyer e t  al. 9a-10~) 
have shown that besides measuring the back electron transfer reaction this tech- 
nique can be used in a designed way for measuring rates of electron transfer proces- 
ses involving species which do not participate in the photochemical electron transfer 
process. Consider, for example, the redox equilibrium 

B + C~B- + C + (47) 

and suppose it is strongly displaced to the left-hand side. If we take a molecule A 
whose excited state is able to reduce B and whose oxidized form is able to oxidize 
C, a flash photolysis experiment can yield the following reaction sequence: 

A h---~v *A (48) 
flash 

*A + B - - - A  + + B-  (49) 

and 

A + + C  ,~A+C + (50) 

The result of this sequence is the formation of  stoichiometric amounts of B-  and 
C + as a consequence of A excitation. That is, A has been used as a "photocatalyst" 
for driving the reaction (47) in the non-spontaneous direction99): 

B +  C ~ ~ B -  + C + (51) 

The thermal back electron transfer reaction which restores the thermodynamic 
equilibrium can thus be studied. In principle, any redox reaction can be driven if 
the potentials for its component redox couples fall within the energy gap between 
the A+/*A and A+/A couples. Analogous systems can be devised in which the oxi- 
dizing ability (instead of the reduxing ability) of the excited state is used 100). 

As we have seen in Section 5, an excited state can be both a good reductant 
and a good oxidant. Thus, it can be unstable towards disproportionation: 

2 *A - ~ A + + A-  (52) 
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The experimental conditions for reaction (52), however, are hard to obtain because 
it is difficult to achieve a sufficiently high concentration of excited states. Moreover, 
reaction (52).could be slow for kinetic reasons (Marcus "inverted" region, Section 
6.1). It is interesting to note that reaction (52) can be driven by an appropriate 
modification of the above mentioned method I o2): 

2A 2hv > 2 *A 

*A + B > A + + B-  (53) 

*A+C ~A- +C § 

2 A + B + C  2hV~A+ + A -  + B -  +C+ 

Finally, it should be noted that when the back electron transfer reaction be- 
tween the primary products (A T and A 2 in Fig. 13) is sufficiently slow, the concen- 
trations of these products attain appreciable steady-state values. In such a case, a 
photogalvanic effect can be observed in the system (Section 8). 

8. Convers ion  o f  L, ight Energy  in to  Chemical  Energy  

In the last few years there has been an increasing interest in solar energy utilization. 
Photochemical processes (and particularly photochemical electron transfer process- 
es) are very suitable to convert light energy into more useful energy forms 1~176 

Direct conversion of solar energy into electrical energy can be obtained by 
means of photogalvanic ceils, in which a photochemical reaction causes a change in 
the concentration of the electroactive species. The principles and applications of 
photogalvanic cells have been recently reviewed l~ o). 

Any endoergonic photochemical reaction converts light energy into chemical 
energy. If the photoproducts are kinetically stable, they have to be considered 
"fuels" as they can be stored, transported and then converted to other chemical 
species with evolution of energy 11 l). As we have seen in Section 5, electronic ex- 
citation increases the oxidation and reduction potentials of a molecule. Light ab- 
sorption can thus drive a redox reaction in the non-spontaneous direction (Fig. 16). 

* A §  

A + B  

A*§ 

Fig. 16. Conversion of light energy into chemical energy 
by an electron-transfer reaction 
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Practically all the excited state energy can be converted into chemical energy in an 
outer sphere excited state reaction (Section 9.3). The successful development of 
redox systems capable of using light energy requires the prevention of back-reac- 
tions that return the primary photochemical products to the initial starting mate- 
rial form. Thus, in the scheme of Fig. 16 it is important that the thermal back 
electron transfer reaction be relatively slow so as to allow the build up (and even- 
tually the storage) of the high energy products A + and B-.  These thermal electron 
transfer reactions can be treated in terms of the current electron transfer theories 
(Section 6.2) and in favorable cases their rates can be manipulated by systematic 
variations in A, B and the solvent. A more effective way of preventing the thermal 
back-reaction is by building into the system a degree of irreversibility, which is 
functionally equivalent to electrical rectification. This however introduces some 
energy loss. In this regard, reactions with solvent (especially, acid-base reactions) 
could be particularly useful. The most efficient means of preventing the back- 
reactions is the use of two or more phases to effect the separation of the primary 
electron transfer products. This could be done by appropriate interfacial or mem- 
brane systems, as happens in natural photosynthetic processes 1 ~2). Progress in this 
direction, however, seems to be rather slow. 

9. Complexes  Conta in ing  2 ,2 ' -Bipyr id ine ,  1, lO-Phenanthro l ine  
or The i r  Derivatives as Ligands 

9.1. Introduction 

In the last few years it has been found that the complexes containing aromatic 
molecules such as bipyridine, phenanthroline or their derivatives as ligands are 
particularly suitable for excited state electron transfer reactions. These complexes 
have octahedral structures and can be obtained with a variety of transition metal 
ions t l a). The best studied among these complexes is certainly Ru(bpy)32+, but 
systematic investigations carried out in several laboratories are rapidly broadening 
our knowledge on this very interesting family of excited-state electron-transfer 
reagents. 

Electron transfer quenching of Ru(bpy)~ + was first proposed by Gafney and 
Adamson 114) in 1972. The quenchers used were pentaamine Co(III) complexes 
which are known to decompose upon one electron reduction: 

*Ru(bpy)] + + Co(NHa)sBr 2+ , Ru(bpy) 3+ + Co(NHa)sBr + (54) 

Co(NHs) s Br + �9 Co 2+ + 5 NH s + Br- (55) 

The interpretation given by Gafney and Adamson was questioned by Natarajan 
and Endicott I IS, 116), who had previously suggested an energy transfer mechanism 
for the Ru(bpy)~ + sensitized photodecomposition of Co(HEDTA)X- com- 
plexes 4, i 17-119). However, definite experimental evidence of the reducing proper- 
ties of *Ru(bpy) 2+ was obtained in several laboratories before the end of 
197412o-123). Since then, there has been a growing interest in the excited-state 
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redox reactions of Ru(bpy)] + and related systems, particularly because of their 
potential for the solar energy conversion problem. 

Some important properties of the bpy and phen complexes are as follows: 

1) they can be oxidized and reduced without disruption of the molecular struc- 
ture 11, 124-127); 

2) their absorption spectra generally extend to the visible region with intense ab- 
sorption bands 9, 10, 113); 

3) in their normal oxidation states they are generally stable in an aqueous solution 
at room temperature 113, 12s) and they do not undergo ligand photodissocia- 
tion3O, 129) e); 

4) the lowest excited state is generally populated with unitary efficiency regardless 
of the excitation wavelength I a, 132-134); 

5) the Stokes shift between absorption to and emission from the lowest excited 
state is generally smallla3' 1 as- 13s); 

6) the lowest excited state exhibits luminescence emission even in a fluid solution 
at room temperature I 3, 139-141); 

7) the lifetime of the lowest excited state 13, 139-141) is generally long enough to 
allow the participation of  the excited state in bimolecular processes; 

8) the relatively long lifetime of  the lowest excited state allows the measurement 
of the excited state absorption spectrum a~ 134, 14o) 

A selection of the available data concerning important properties of these com- 
plexes is given in Tables 1-4.  

9.2. Spectroscopic Properties 

The absorption and emission spectra of Ru(bpy) 2+ are shown in Fig. 17. The bands 
at 185 nm (not shown in the figure) and 285 nm have been assigned to LC rt ~ rt* 

Ru(dlpy)  2+  in w a t e r  at 25 ~ 

L C  

LC / ~  a b s o r p t i o n  emission 100 

o~ ;MLCTI ~ t 
-- MLCT / \ " 

c 

/ \ " 
I I ! ~ P" - -  

200 300 400 500 600 700 
),(rim) 

2+.  Fig. 17. Absorption and emission spectra of Ru(bpy)3 in aqueous solution at room temperature 

e) However, ligand photosubstitution takes place in non-aqueous solvents 130, 131) 
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Excited State Redox Reactions 

transitions by comparison with the spectrum of protonated bipyridine 142). The two 
remaining intense bands at 240 and 450 nm have been assigned to MLCT d ~ n* 
transitions, each one showing two vibronic components resolved at room tem- 
perature 142). The shoulders at 322 and 344 nm could probably be MC transitions. 
The assignments of the long-wavelength absorption tail above 500 nm has been 
the object of a long dispute. Its interpretation as a "spin-forbidden" MLCT transi- 
tion was finally found to be consistent with all the experimental data 142' 143) 
Theoretically, the lowest empty MO of  this complex is expected I l) to be arr* LC 
orbital instead of a a* MC orbital as in Fig. 1. The orbital nature of the emitting 
state is now definitely established as MLCT 142' 143) but the spin label, which is 
usually taken as a triplet, cannot really be defined because of the dominant role 
played by spin-orbit coupling in the MLCT excited states 17). Other investigations 
on the photophysics of Ru(bpy)32+ have been reported 129' 144-ISl) 

A change in the nature of the central metal may cause a change in the orbital 
nature of the excited state, which is MC for Cr(bpy)] + and LC for Ir(bpy) 3+. 
MLCT excited states (such as those of  Ru(bpy)] + and Os(bpy)] +) and LC excited 
states [e.g., Ir(bpy) 3+ and Ir(5,6-Me2phen2)2Cl~] involve promotion of an electron 
to highly delocalized zr* ligand orbitals and thus they are not expected to be 
strongly distorted with respect to the ground state geometry (Section 5). The rela- 
tively small values of the Stokes shifts for the Ru(bpy)] + 133, 136) and 
ir(5,6.Me2phen2)2Cl~ 13s) are in agreement with such an expectation. MC excited 
states involving promotion to g~t orbitals are expected to be strongly distorted. The 
lowest MC excited state of  Cr(III) complexes, as mentioned in Section 5, is obtained 
from intraconfiguration transitions within the partially filled zr M (t2g) orbitals 2' 3) 
and thus it is not expected to be distorted. This is experimentally proved for 
Cr(bpy)] + and Cr(phen)33§ the Stokes shift of which is zero 137, la8). 

As we can see from Tables 1-4,  a change in the nature of the central metal 
causes profound changes in all the excited-state properties. Substitution of phenan- 
throline for bipyridine does not affect the orbital nature of the lowest excited state 
and only causes an increase in the excited state lifetime. However, Crosby 12) has 
shown that the orbital nature of the lowest excited state can also be changed by 
substitution of bpy or phen with other ligands. For example, as we have seen in 
Section 2, the lowest excited state is LC for Ir(phen) 3+ 1 a) MLCT for 
Ir(phen)2Cl~ 12) and MC for Ir(phen)Cl~ ~2). IAgand substituents do not change 
the nature of the lowest excited state except when the energy separation between 
different states is very small 1as). However, they can cause noticeable changes in the 
excited state lifetime and excited state redox potentials (Tables 1-4).  Of course, the 
possibility of changing the excited state properties by appropriate choice of metal, 
ligands and ligand substituents is most useful for systematic studies as well as for 
possible applications. 

The absorption spectra of *Ru(bpy)] + 134, 140), .Os(bpy)]+ 140) and 
.Cr(bpy)]+ 30) have been determined by the flash-photolysis technique. The first 
two complexes, whose lowest excited states have MLCT orbital nature, exhibit 
similar absorption spectra with intense bands at 360 and 430 nm for *Ru(bpy) 2+ 
and at 360 and 460 nm for *Os(bpy)] § The similarity with the spectrum of the 
bpy-  radical anion 1s2) probably cannot be taken as evidence against the delocaliza- 
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tion of the excited electron over the three bpy ligands, which has been proposed by 
Crosby62, 153) on the basis of the spectroscopic behavior of bpy-phen mixed com- 
plexes. For *Cr(bpy)] + the absorption spectrum shows several relatively low in- 
tensity bands which have been tentatively assigned to MC transitions 3~ 

9.3. Redox Properties of the Excited States 

As we have seen in Section 5, for excited states which are not very distorted with 
respect to the ground state the reduction potentials of the M+/*M and *M/M- 
couples are approximately given by the reduction potentials of the corresponding 
couples involving the ground state molecule minus and, respectively, plus the one- 
electron potential corresponding to the excited state spectroscopic energy. For 
Ru(bpy) 2§ (Fig. 18), as the reduction potential of the ground state is -1 .28 V 

Eo.o(M--*M)=2.12 eV 

+1,2! - M §  - -  

"i" 'M/M-'-i--1-- 

R u  (bpy)~ + 

EO.o(M-*M)=1,71 eV 

4-1.6 -M+/M--- -r - 
§ -Z'M/M'-- ! 

hv 

I 

- o ,  -.M+/*~-t- 
-0.2~ -M/M-  . . . . . . .  

Eo_o(M -a'M)=1.85 eV 

~-o.s: .M+/M . . . . . .  

+0.67 .4"M/M -- . . . . . . .  

hV hV 

-1.02 "M'I'/~M --~ 
- 1 . 1 8  .M/.-- . . . . . . . . .  

CrCbpy)~ + Os(bpy)~ § 

Fig. 18. Oxidation and reduction potentials in aqueous solution of the lowest excited state of 
some polypyridine complexes. The M+/M and M+/*M potentials of the Cr complex are lower 
limiting values 

and the excited state energy is 2.12 eV the reduction potential of  the excited state 
will be approximately 2.12 V more positive, or +0.84 V. On the other hand, as the 
reduction potential of the Ru(bpy)]+/Ru(bpy)] § couple is +1.26 V, the reduction 
potential of the Ru(bpy)33+/*Ru(bpy)32§ couple will be 2.12 V more negative, or 
-0 .86 V. Thus the excited state of this complex is a moderately strong oxidant 
and at the same time a strong reductant. If we take another complex, we will have 
different excited state redox properties because of different ground state redox 
properties and different excited state energies. For example, *Cr(bpy) 3§ (Fig. 18) 
is a very strong oxidant but a poor reductant. 
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The redox potential of  an excited state can also be evaluated from kinetic 
measurements. As we have seen in Section 6.2 the quenching constant for the elec- 
tron transfer quenching of an excited state by a homogeneous family of quenchers 
having variable oxidation or reduction potentials is a function of the free energy 
change [Eqs. (41) and (44)]. Assuming reasonable values for the rate constants that 
appear in Eq. (41), by using the best fitting procedure s4, 121) it is possible to find 
the value of the quencher potential that corresponds to AG O = 0; so that the excited 
state potential can be straightforwardly calculated. In this way, the following values 
have been obtained (acetonitrile solutions, vs. SCE): *Cr(bpy)33+/Cr(bpy)~ § 
El/2 ~- + 1.3 V s4); ,Ru(bpy)2+/Ru(bpy)~, E1/2 ~- + 0.7 V s4); Ru(bpy)~§ 
*Ru(bpy)a 2§ El/2 = -0.83 V 121); ,ir(5,6.Me2phen)2Cl~/ir(5,6.Me2 phen)2Cl2, 
El/2 ~- + 1.25 V s4). Considering the large experimental errors, these values are in 
reasonable agreement with those (Tables 1, 2, 4) calculated following the procedure 
discussed in Section 5. 

9.4. Quenching Processes 

In bimolecular processes, the lowest excited state of these complexes can act as an 
energy donor [Eq. (56)], electron acceptor [Eq. (57)] and electron donor [Eq. (58)]. 

*M + Q en.U.> M + *Q energy transfer (56) 

*M + Q red. ~ M- + Q+ reductive quenching (57) 

*M + Q ox M + + Q-  oxidative quenching (58) 

From the thermodynamic point of view, the ability of an excited state to be in- 
volved in energy transfer processes is related to the excited state energy; and the 
ability to be involved in electron transfer processes is related to the excited state 
reduction and oxidation potentials. Among the three complexes of Fig. 18 the ex- 
cited Os complex is the best electron donor; the excited Cr complex is the best 
electron acceptor and the excited Ru complex is the best energy donor. It is inter- 
esting to note that the excited Ru complex is at the same time, a good energy do- 
nor, a good electron acceptor and a good electron donor. The quenching process(es) 
taking place will depend on the specific properties of the excited state and the 
quencher. For example, in the 

-2.12 eV 
f + T I 3 +  I + *Ru(bpy)~ + e]~'tr'~.Ru(bpy)] + *T13+ (59) 

I I 

> + 4 . 5 e V  

-0 .84  eV 
�9 + i + T14+ *Ru(bpy) 2 + TI a+ ~ p, Ru(bpy)3 + (60) 

I I 

> + 2 e V  
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-0 .86  eV 

+ T13+ o x  ' + TI2+ *Ru(bpy)] + ~ Ru(bpy) 3 + 
t l 

-0 .35 eV 

(61) 

quenching of  *Ru(bpy)] + by TI 3+ 123), energy transfer [Eq. (59)] and reductive 
electron transfer [Eq. (60)] are thermodynamically not allowed, whereas oxidative 
electron transfer [Eq. (61)] is thermodynamically very favorable. Thus, there is 
little doubt that the quenching takes place by Eq. (61). In other cases however, 
more than one quenching mechanism may be thermodynamically allowed. With 
Fe a+ as a quencher 121' laa, ls4-1s6) both energy transfer [Eq. (62)] and oxidative 
electron transfer [Eq. (64)] are thermodynamically allowed. In continuous irra- 
dition experiments 123) the quenching takes place without 

-2 .12  eV 

' + Fe3+ en.tr. ' + ,Fe3+ *Ru(bpy)] + Ru(bpy)3 2 + (62) 
| J 

+ 1.6 eV 

-0 .84  eV 

I + Fe3+ red ~ . . J  ~+ *Ru(bpy) 2 + --/F~KuLDpy)3 + Fe 4+ 
I I 

> +1 eV 

(63) 

-0 .86  eV 

," + , + Fe 2+ *Ru(bpy)~ + Fe 3+ ~ + 
t I 

-0 .73 eV 

(64) 

any permanent chemical change. On the other hand, *Fe 3+ is known to be a non- 
emitting excited state. Thus, from continuous irradiation experiments one cannot 
say whether the quenching occurs via reaction (62) or (64). Flash photolysis ex- 
periments 121) and steady state measurements 1 ss) have shown that Ru(bpy)] + and 
Fe 2+ are transiently produced, at first sight suggesting that the quenching occurs 
via reaction (64). A closer examination of this system, however, shows that the 
formation of Ru(bpy) 3+ and Fe z+ in the quenching process does not necessarily 
discriminate between energy transfer and oxidative electron transfer quenching 
mechanisms 4, lST). This is evident from an energy diagram like that of Fig. 19, 
where we can see that energy transfer (step 3) would lead to the lowest excited 
state of Fe 3+ which, lying at 12.6 kK (I .6 e V) above the ground state 1 s), should 
have a reduction potential of  about 2.3 V. This means that step 3 could be followed 
by step 4, which leads to the same transient products as does the primary electron 
transfer quenching (step 2). Only a very detailed analysis of  the various rate con- 
stants has led to the conclusion that electron transfer (step 2) is probably the major 
quenching mechanism in this system 156). Another system in which discrimination 
between thermodynamically allowed energy and electron transfer has been success- 
ful is *Ru(bpy)] + + Cr(bpy)] + l SS), where electron transfer quenching is again 

38 



Excited State Redox Reactions 

eV 

* Ru(bpyg~ Fd + 

\ ~ensrgy transfer 

\ , 

A,..c,oo/ 
" C hv \ / q~...,) thermal  

\ / /  deactivation 

+ F+ 

+ QlU,ck electron 
RuCopy)~++ Fe :/,l" "+"/+transfer 

Fig. 19. Energy diagram showing the possible deactivation paths for the *Ru(bpy) 2+ + Fe 3+ 
system 

predominant. Of course, just as the formation of electron transfer products is not 
per s e a  proof of an electron transfer quenching mechanism, so the formation of 
an excited quencher is not per s e a  proof of an energy transfer quenching because 
the primary electron transfer quenching products M- and Q+ (or M + and Q - )  
could undergo subsequent reaction to yield M and *Q. 

Useful information on the nature of the quenching mechanism can be obtained 
from the comparison of the quenching constants of related systems. As we have 
seen in Section 6.2, it is expected that for homogeneous families of excited states 
and/or quenchers when an electron transfer mechanism is operative the quenching 
constant increases as the process becomes thermodynamically more favorable, 
until a plateau region is reached which corresponds to the diffusion controlled 
value 0. This is also the case for quenching via energy transfer 2~ I s9). Thus, plots of 
log kq vs the free energy change for the various quenching processes can often 
elucidate the nature of  the quenching mechanism. 

Consider, for example, the quenching of *Cr(bpy)3 a+, *Ru(bpy)] + and 
*Os(bpy)3 z+ by Fe(CN)~- 16o). In principle, the quenching may occur, as we have 
seen before, by energy transfer or by reductive or oxidative electron transfer: 

*M + Fe(CN) 4-  en.tr. M + *Fe(CN)64- (65) 

9 

*M + Fe(CN)64- red > M- + Fe(CN)]-  (66) 

+0.44 eV 

*M + Fe(CN)~- ox , M + + Fe(CN)6S_ (67) 

> +1.7 eV 

f) Whether or not kq decreases when the reaction becomes highly exoergonic (Marcus inverted 
region) is still the object of discussion (Section 9.6). 
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The excited state energy and the redox potentials of the three excited complexes 
are given in Tables 1, 2 and 4. As Fe(CN)64- is very difficult to reduce, the oxidative 
quenching [Eq. (67)] can be readily discarded. The reductive quenching is thermo- 
dynamically allowed in all cases and this could also be true for the quenching by 
energy transfer if the lowest excited state of Fe(CN) 4 -  lies at a very low energy as 
some people believe ~61). The plots of  log kq vs  the excited state energy (Fig. 20a) 
and the reduction potential (20b) of the three complexes show that the expected 
correlation holds in the second case only, indicating a reductive quenching mecha- 
nism. Other examples of this kind of approach are given in Refs. 14o, 160, 162-167) 

9.. = 

_0= 
9.0 

8.5 
I 

| | 
21 2 0  1.9 1,8 1.TeV 1.5 1.3 11 0.9 0.7 V 

Fig. 20. Plots of log k,  vs the excited state energy (a) and the reduction potential (b) of *M in 
the quenching of *M I~y Fe(CN) 4- *Cr(bpy) 3§ ,, *Ru(bpy) 2+ �9 *Os(bpy) 2+, �9 1601 6 - 3 ,  3 ,  , 3 

Energy vs  electron transfer quenching of *Ru(bpy) 2+ and *Ru(phen) 2+ by a 
number of  inorganic species is discussed in Ref. 161. Oxygen quenching of excited 
Ru(bpy) 2+ and other polypyridine complexes yields singlet oxygen In' 16s), but 
the reaction mechanism presents some complicated aspects in acid medium 169) and 
an electron transfer quenching mechanism (producing 0~-), followed by a back 
electron transfer reaction leading to 1 02 is also plausible 13, x s4, 1 s61 

Usually the existence, and thus the quenching, of  an excited state is proved by 
means of luminescence measurements. However, relatively long lived excited states 
can also exist in the absence of a detectable emission and it may be possible to ob- 
serve their electron transfer reactions by observing products in flash experiments 7' 981. 
It may also be possible to estimate excited-state lifetimes by observing product 
yields as a function of quencher concentration. This extends considerably the 
number of  systems that can be investigated. It is also interesting to note that an 
electrochemical method has been devised for measuring the lifetime of non-emitting 
excited states 17~ 

Other interesting studies on the quenching of polypyridine complexes are 
reported in Refs. 171-1801 
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9.5. Conversion of Light Energy into Chemical Energy 

As we have seen in Section 8, excited-state electron-transfer reactions can be used 
for the conversion of light energy into chemical energy. Most of the polypyridine 
complexes show intense absorption bands in the visible region (see, for examples, 
Fig. 17) and thus they are particularly suitable for solar energy conversion. 

As we have seen in Section 9.3, practically all the excited energy of these com- 
plexes can be used as free energy in electron transfer processes. The amount of ex- 
cited state energy actually converted will depend on the redox potential of the 
reaction partner. For example, reaction (64) converts 0.53 eV, i.e., 25% of the 
excited state energy, whereas reaction (68) 1 ss) converts 1.51 eV, (71%). This last 
reaction is a part of a very 

-0 .86 eV 
I t 

,Ru(bpy)2+ + Cr(bpy)]+ ox ~- Ru(bpy)]+ + Cr(bpy)2+ (68) 
! I 

+0.25 eV 

interesting photochemical system which is obtained when an aqueous solution 
containing both Ru(bpy) 2+ and Cr(bpy)3 a§ is irradiated (Fig. 21) lss, is J). In the 
dark, the equilibrium is strongly displaced towards the left-hand side because the 
ground state Ru(bpy)23 + is a poor reductant and the ground state Cr(bpy)] § is a 
poor oxidant. Depending on the excitation wavelength, the light can be absorbed 
by the Ru or Cr complex. In the first case one obtains the excited Ru complex, 

*Ru(bpy~ + + Cr(bpy) 34" . . ~  

Fig. 21. Reactions upon irradiation of a solution containing Ru(bpy) 2+ and Cr(bpy) 3+ 158, 181) 

which is a good reductant, and thus reacts with Cr(bpy)33+ to give Ru(bpy)33+ and 
Cr(bpy) 2+ . On the other hand, light absorption by Cr(bpy)33+ leads to *Cr(bpy) 3+ , 
which is an excellent oxidant, and thus reacts with Ru(bpy)] § to give again 
Ru(bpy)a3 + and Cr(bpy)~ + . Thus, the same products are obtained in this system, 
irrespective of  the absorbing species. The compounds so obtained are a strong 
oxidant and a strong reductant, i.e., high energy species whose reaction liberates 
1.51 eV. Unfortunately, as it will be discussed later, this converted energy is only 
transiently stored because these species rapidly undergo a back electron-transfer 
reaction which regenerates the starting materials. 
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It is also possible to design systems in which these complexes are used as photo- 
catalysts to drive a reaction in the non-spontaneous direction. An example is shown 
by Eqs. (69)-(72),  where p2+ is the paraquat dication and the solvent is aceto- 
nitrilega- 1 oo) 

Ru(bpy)]+ hv , ,Ru(bpy)2+ (69) 

,Ru(bpy)2~- + p2+ , Ru(bpy)3+ + p+ (70) 

Ru(bpy)] + + Nq~ 3 , Ru(bpy)] + + N~b~ (71) 

Nq~3+p2+ hv , N~b~+P+ (72) 

AG = +1.42 eV 

Using high concentrations of N~ a, reaction (71) prevails over the back electron 
transfer reaction between Ru(bpy)] + and P+ and the effect of the experiment is 
to use light absorbed by Ru(bpy)] + for driving the reaction between N~b 3 and p2+ 
(reaction 72) in the non-spontaneous direction. As *Ru(bpy)] + is both a good 
oxidant and a good reductant (Fig. 18), it is also possible to design experiments in 
which both processes take place simultaneously in the same solution. This can be 
obtained, for example, by using appropriate concentrations of paraquat (p2+) and 
N,N-dimethylaniline (DMA) as quenchers ~' 9s, 102). 

2 Ru(bpy) 2+ +2h~ 2 *Ru(bpy) 2+ (73) 

,Ru(bpy)]+ + p2+ , Ru(bpy)] + + P+ (74) 

*Ru(bpy) 2+ + DMA , Ru(bpy)~ + DMA + (75) 

2 Ru(bpy)32+ + p2+ + DMA 2 h v  Ru(bpy)3+ + Ru(bpy)~ + P+ + DMA + 
AG = +3.84 eV 

(76) 

Reactions (73)-(75) taken together with reactions (77) and (78) yield reaction (79), 
where light is again catalytically converted into chemical energy by Ru(bpy)] +. On 
the other hand, reactions (73)-(75) plus reaction (80) represent the catalyzed, light 
induced disproportionation of Ru(bpy)] + into Ru(bpy)] + and Ru(bpy)~ [reac- 
tion (81)] g). 

Ru(bpy) 3+ + DMA .,  Ru(bpy) 2+ + DMA + (77) 

Ru(bpy)~ + p2+ , Ru(bpy)2+ + p+ (78) 

g) The recently reported "'triplet-triplet" annhilation of *Ru(bpy) 2+ in a micelle solution 182) 
is probably a direct, light induced disproportionation of this complex lEq. (52)]. 
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(79) 

p+ + DMA + > p2+ + DMA (80) 

2 *Ru(bpy) 2+ 

~ A G = - l . 6 0 e V  

+2 h~ AG = +4.24 eV 

2 Ru(bpy)~+ A / ," :- Ru(bpy)~ + + Ru(bpy)~ 
G = +2.64 eV 

(81) 

While the conversion of light energy into chemical energy is relatively easy, the 
storage of the converted energy is generally prevented by rapid return of the prod- 
ucts to the unexcited starting materials in a succeeding electron transfer event. As a 
matter of  fact, in all systems examined above the high energy products [e.g., 
Ru(bpy)] + and Fe 2+ in reaction (64), Ru(bpy)] + and Cr(bpy)~ + in reaction (68), 
Nr and P+ in reaction (72), etc.] are only obtained as transients and their formation 
can only be observed by flash techniques (incidentally, it should be noted that the 
reduced forms of the complexes can usually be observed more easily than the oxi- 
dized forms because of their high intensity absorption bands in the 
visible)100, ls8, x63, 17s, 18a). In order to avoid immediate energy dissipation in the 
back electron-transfer step, one should slow down the rate of this step and/or 
scavenge one of the high energy partners formed in the electron transfer quenching 
process to give products which will have a lower energy content but high kinetic 
stability. Whitten and co-workers 184' 18s) have recently shown that for "hydropho- 
bic" derivatives of Ru(bpy)~ + (see Table 2) the shielding of the reactive core by 
the hydrophobic sheath may impart a selectivity to electron transfer reactions. 
Thus, whereas the quenching of *Ru(bpy)23 + by DMA or N~ 3 is followed by fast 
back electron-transfer reactions so that the high energy Ru(bpy)~ species can only 
be obtained transiently, in the quenching of the hydrophobic derivatives of 
Ru(bpy)] + the corresponding Ru(l) species is obtained as a permanent product in 
a dry acetonitrile solution. Evidently, with the hydrophobic complexes the energy 
wasting back-reaction has been retarded sufficiently to allow other reactions of the 
amine radical cation18a, 1 as) 

Another approach to the utilization of the free energy change caused by light 
absorption in redox systems like those described above is that based on the photo- 
galvanic effect 10s, to9). A rather large photogalvanic potential (~ 0.18 V) has been 
observed by Lin and Sutin 1 s4) for the Ru(bpy)] + - F e  3+ system which may offer 
some advantages (e.g., a better reversibility) with respect to the well known iron- 
thionine system 2' 1o9, t86- t88) 
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The best way to utilize solar energy is, of course, the photocatalized splitting 
of water 1~ ~o6). A consideration of reduction potentials indicates that excited 
states of complexes such as Ru(bpy)] + should be able to reduce water as hydrogen 
ion to hydrogen gas over a wide pH range, and at the same time to oxidize water at 
pH 7: 

*Ru(bpy) 2+ + H+(pH 7) 

*Ru(bpy) 2§ + 1/2.  H20 

.., Ru(bpy)] + + 1/2" H2(g) AG = --0.45 eV (82) 

, Ru(bpy)~ + 1/4- O2(g) + H+(pH 7) 

AG = -0 .02  eV (83) 

The fact that excited states of  these complexes are not generally quenched by 
water or acid in solution suggests that barriers for the electron-transfer process 
render it too slow to compete with excited state decay. The redox chemistry of 
water is in fact complicated because transformations between stable forms 
(H20 ~ H~ + 1/2 �9 02)  involve multielectron steps. On the other hand, the one- 
electron reduction of H + to H and the one-electron oxidation of HzO to H § + OH 
require much more energy than that available to the excited complex 1~ In order 
to circumvent these difficulties, one can devise cycles in which the excited state 
undergoes a simple electron transfer reaction to yield a reduced or oxidized 
quencher which is able to react with water. For example, one could take into con- 

Ru(bpy)]+ h v > ,Ru(bpy)32+ 

*Ru(bpy)] + + Eu a§ , Ru(bpy)] § + Eu 2+ 

Eu 2+ + H20 ~ Eu 3+ + 1/2" H 2 + OH-  

Ru(bpy)] + + O H -  , Ru(bpy)32+ + 1/4" 02 + 1/2" H20 

(84) 

(85) 

(86) 

(87) 

1 / 2 - H 2 0  hv , 1 / 2 . H 2 + 1 / 4 . O 2  (88) 

sideration the cycle constituted by reactions (84)-(87).  Unfortunately, although 
each reaction is known to occur separately 111, t s4, i s6, t89), the system does not 
work because the back electron transfer reaction between Ru(bpy)] + and Eu 2§ 
prevails over reactions (86) and (87). Other cycles have been discussed by 
Meyer 7, 98), but no practical progress has so far been made. 

19o 191) Whitten e t  a l .  ' reported the splitting of water into hydrogen and oxygen 
upon irradiation of monolayer assemblies of  surfactant derivatives of Ru(bpy)~ +. 
Subsequent investigations, however, have shown that more highly purified samples 
of these complexes are inactive toward catalytic light-induced cleavage of water and 
that these systems are strongly affected by factors which often lead to irreproducible 
results192-194). 

The use of  an electrochemical cell to effect the photodecomposition of water 
using visible light has been proposed by Creutz and Sutin 189). This cell consists of  
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an n-type semiconductor connected to a platinum electrode in a pH 9 buffer con- 
taining Ru(bpy)~ § The excited Ru complex injects an electron in the conduction 
band of the semiconductor (see also Ref)95)) thus forming Ru(bpy)] § which is 
then reduced by OH- to the starting complex (and 02). The electrons released by 
the *Ru(bpy) 2+ flow from the semiconductor electrode through the external 
circuit to the platinum electrode, where they effect the reduction of water (or 
hydrogen ion) to H2. A quantitative extension ~96) of that study has shown that 
the possibility of such systems is limited by stringent but probably not prohibitive 
conditions. 

Other approaches to the use of these complexes in practical systems for the 
utilization of solar energy include (i) the creation of appropriate chemically linked 
systems (for example, Ru(bpy)2(py) 2§ units bound to a poly-vinyl-pyridine resin) 
with the aim of obtaining "cooperative" effects in the electron transfer reactions 197) 
and (ii) the stabilization of an excited state or a primary redox product for a time 
long enough to allow the absorption of a second photon. 

9.6. Kinetic Aspects 

As we have seen in Section 6.1, the bimolecular quenching constant of an excited- 
state electron-transfer reaction [Eq. (41)] depends on the free activation energy and 
the free energy change of the electron transfer step. According to Marcus 71' 73, 78), 
the relationship between these two quantities is given by Eq. (28) [or Eq. (25)], 
whereas Weller ss' s6) has suggested the relationship given by Eq. (44). For the 
quenching of an excited state by a homogeneous series of quenchers having variable 
redox potential, the reorganizational parameter ~12 is constant and thus the free 
activation energy [Eqs. (28) or (44)] is only a function of the free energy change, 
which in its turn depends on the redox potentials of the excited state and the 
quenchers. According to Eq. (28), the plot of log kq vs. the free energy change 
[Eq. (41)] should be parabolic (see, for example, Fig. 10), whereas according to 
Eq. (44) kq should increase as the reaction becomes more and more thermody- 
namically favored until it reaches a limiting value (Fig. 15) which is maintained 
even for very large and negative free energy changes. The two plots almost coincide 
for positive or slightly negative free energy changes s6), but they are very different 
for large and negative free energy changes (Marcus inverted region). 

Ballardini e t  al. 54) have recently carried out a systematic investigation on the 
quenching of *Cr(bpy)3 a+, *Ru(bpy)] + and *Ir(5,6-Me2phen)2C1 ~ by a series of 
methoxybenzenes, aromatic amines and aliphatic amines in an acetonitrile solution. 
Flash photolysis experiments showed that the quenching process takes place with 
formation of the reduced complex and the one-electron oxidation product of the 
quencher, indicating an electron-transfer quenching mechanism. Using the excited 
state reduction potentials given in Tables 1, 2 and 4, which have been obtained 
from Eq. (13), the plots of log kq vs. the free energy change of the electron transfer 
reaction (Fig. 22) show no evidence of the Marcus inverted region, even for the Cr 
and Ir complexes whose reactions with the most reducing quenchers are highly 
exoergonic. In such cases, however, an excited state of the reduced complex or 
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Fig. 22. Plot of log kq vs. &G ~ for the electron transfer quenching of *Cr(bpy) 3+ (A, zx), 
, 2 +  , + . . Ru(bpy)3 (m) and lr(5,6-Me2phen)2Cl 2 (o, o) by aromatic quenchers (full points), and 
aliphatic amines (empty points) 54). The insert reports the data for the quenching of *Ru(bpy)32+ 
and *Ru(4,4'-Me2bpy)2§ Cr(bpy)33+, Ru(bpy)] +, Os(bpy)33+ and Ru(a,4'-Me2bpy)33+ 87). 
Note the expanded ordinate scale in the insert 

oxidized quencher could have been obtained (Fig. 11), which would imply a high 
rate constant even according to the Marcus theory. On the other hand, theoretical 
treatments~6, 88, oo-92) have recently been proposed which predict a much smaller 
(if any) decrease of kq in the inverted region. 

From Fig. 22 it is also apparent that aliphatic amines behave differently from 
aromatic amines or methoxybenzenes. This is not surprising for three reasonsS4): 
(i) the oxidation of aliphatic amines is an irreversible process and the El/2 values 
used to obtain AG O may not represent thermodynamic quantities; (ii) the reorga- 
nization energy is expected to be larger and thus the reaction slower for aliphatic 
than for aromatic amines because the electron to be transferred is much more 
localized, which implies a much more extended geometrical change upon oxidation; 
(iii) owing to the greater localization, steric factors can slow down the reaction 
rate of aliphatic amines. Slower electron transfer quenching by aliphatic amines 
compared to aromatic amines has also been observed for triplet methylene 
blue198, 199) 

In another systematic investigation, Creutz and Sutin 87) studied the quenching 
of *Ru(bpy) 2+ and *Ru(a,a'-Me2bpy) 2+ by Cr(bpy) 3§ Os(bpy) 3+, Ru(bpy)] § and 
Ru(4,4'-Me2bpy)~ + and found a small decrease of kq with increasing I-AG~ (Fig. 22, 
insert) in qualitative agreement with the Marcus theory. The values of kq obtained, 
however, are many orders of magnitude above those predicted by the Marcus theory, 
as expected on the basis of the recent theoretical treatments mentioned above. 

The experiments of Ballardini e t  al. 54) have also shown that the reorganizational 
parameter for the quenching of *Cr(bpy)] +, *Ru(bpy) 2+ and *Ir(5,6-Me2phen)2Cl~ 
by aromatic quenchers is small, suggesting that the self-exchange electron-transfer 
reactions of these excited states are as fast as the ground state self-exchange 
reactions87, toz, 164) This is in agreement with the small Stokes shift 
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values133, 135-138), which indicate that the excited states are quite similar in size, 
shape and solvation to the ground states. 

It is interesting to compare the ground and excited-state electron-exchange 
reactions in terms of orbital occupancy. For the Ru complex 14~ whose excited 
state is MLCT, the exchange between *Ru(bpy) 2+ and Ru(bpy)a 3§ [Eq. (91)] 

Ru(bpy)2+ + Ru(bpy)3+ kIl, IIl. Ru(bpy)3+ + Ru(bpy)2+ 

6 * O (/rM) ('ffL) (7rM)S(/r~) 0 (/rM)S(gr~)0 (TrM)6(7rL ) ,  0 

Ru(bpy) 2+ + Ru(bpy)] k n , ,  . Ru(bpy)] + Ru(bpy)] + 

(~M)6(~t~) ~ (~rM)6(~t~) ' (~M)6(~t.) ' (~M)6(~t.) ~ 

*Ru(bpy) 2+ 

(~M)5(~,*) 1 

Ru,b ,3+ *kll,lll + t PY)3 ~ Ru(bpy) 3+ + *Ru(bpy)~ + 

(~M)s( . t . )  ~ (~M)s(~t.) ~ ( .M)S(~t3 ' 

(89) 

(90) 

(91) 

*Ru(bpy)] + + Ru(bpy) ]*ku'  I Ru(bpy)] + *Ru(bpy) 2+ 

(ffM)5 ('trt) 1 (~'M)6(ff~) 1 (ffM)6(/rt) ' (~M)S(Trt) 1 

(92) 

involves the transfer of a rt~. electron, as does the exchange between Ru(bpy) 2§ 
and Ru(bpy)~ [Eq. (90)]. On the other hand, the exchange between *Ru(bpy)~ § 
and Ru(bpy)~ [Eq. (92)] involves the transfer of a lr M electron, as does the ex- 
change between Ru(bpy)~ § and Ru(bpy)33§ [Eq. (89)]. In both cases no drastic 
change is expected in the metal-ligand bonds or in the ligands because the rr M 
orbitals are almost non-bonding and the Ir~ orbitals are delocalized. An activation 
barrier, however, arises from outer-sphere reorganization, owing to the change in 
the ionic charge. Because of the large size of the reacting ions, this barrier is small 
and in media of high ionic strength, where the electrostatic repulsion term, w r, is 
negligible, the reactions have rates near the diffusion.controlled limit 1 o 1). For 
Cr(bpy)] § whose excited state is intraconfigurational MC (Section 2), both the 
ground and the excited state reductive self-exchange processes [Eqs. (93) and (94)] 
involve the transfer of a non-bonding/r M 

Cr(bpy)33+ + Cr(bpy)a2+kIu, tl Cr(bpy)2+ + Cr(bpy)]+ 

("M)3("•) ~ 0rM)40r~) ~ (~M)4(~t.) ~ ("M)30rL)* o 

(93) 

,Cr(bpy)]+ + Cr(bpy)2+*kln, I~ Cr(bpy)]+ + ,Cr(bpy)]+ 

(Tru)3(Tft) 0 (7IM)4 (71"t) 0 (7rM)4(Trt) 0 (~'M)3(~t)  0 

(94) 

electron and are thus expected to be fast. The inferences drawn in Ref. 2~176 concerning 
the rates of self-exchange of excited Ru(bpy)~ § and Cr(bpy)] § are theoretically 

47 



v. Balzani et al. 

wrong because they are based on wrong Stokes shift values. On the other hand, 
application of the cross Marcus relation [Eq. (33)] can yield wrong values if the 
quantities used are affected by large experimental errors or if factors not included 
in the equation (e.g., orbital and spin factors) play an important role. For example, 
the oxidation of ground state Ru(bpy)~ § [Eq. (89)] involves 7r M orbitals, whereas 
the corresponding excited state reaction [Eq. (91)1 involves rr~ orbitals. This dif- 
ference may be more or less important depending on the nature of the reaction 
partner (see also Ref. 163). 

Of course, when the excited state is distorted with respect to the ground state, 
the excited-state self-exchange reaction can be faster or slower than the ground state 
self-exchange depending on the type of distortion (Section 6.2). 

10. Uranyl  Ion  

10.1. Excited State Properties 

The uranyl ion luminesces in fluid solutions at room temperature 2' 201,202), thus 
providing a tool for the study of bimolecular excited state processes. In several 
cases, however, this study is complicated by the fact that the uranyl ion forms com- 
plexes with a variety of chemical species, so that it is often difficult to distinguish 
between intramolecular photochemical processes involving uranyl ion-ligand com- 
plexes and intermolecular photochemical processes involving reaction between an 
electronically excited UO~ + species and the substrate 2' 201,202). 

Assignment of the electronic excited states involved in the absorption spectrum 
of UO g+ is still controversial 2' 201). The lowest energy absorption region 
(20.5-30.0 kK) has been alternatively attributed to triplet 2~176 or singlet z~ 2o8) 
excited states, although probably a spin label is not justified because of extensive 
spin orbit coupling 2~ 21o). From the orbital point of view, the lowest energy bands 
are due to electron transfer from the two highest f'dled molecular orbitals (mainly 
consisting of oxygen 2p orbitals) to the empty uranium 5f shell 21~ 211). The lowest 
excited state of UO~ + lies at 20.5 kK (2.54 eV) z~ and exhibits a characteristic 
luminescence, which in water decays with first order kinetics (r = 6.6/as) z~ 212) 
The lifetime is affected by counter ions 2~ 213), UO22+ concentration212, 214) and 
temperature212, 214). Flash-photolysis experiments have shown that the lowest 
excited state possesses absorption in the visible and near IR regions 212' 21s-21a), 
which may be used to monitor excited state bimolecular processes. 

The standard reduction potential of the UO~+/UO~ couple is +0.06 V219); the 
oxidation potential of UO~ + is unknown but is expected to be extremely high, Thus, 
the lowest excited state of UO~ + , *UO 2+, is expected to be a very good oxidant 
[Eq. (95)] and a very poor reductant (see Section 5). 

E~ ~ E~ + Eo_ o = 0.06 + 2.54 = 2.6 V (95) 

Photooxidation by UO22§ has been demonstrated for a variety of organic and 
inorganic species. We will only review those systems in which an intermolecular 
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mechanism is thought to be operative. Photooxidation by UO 2+ via an intermolec- 
ular mechanism can be simply schematized as in Eq. (96): 

*UO~ + + Q , UO{ + Q+ (96) 

If Q bears a hydrogen atom, then it may lose it in the form of a proton in a step 
concerted with (96) to give a neutral free radical (Eq. 97): 

*U022+ + QH > UO~ * Q + H + (97) 

UO~ is usually considered to disproportionate 22~ although it may be re- 
oxidized to UO22+ by a free radical or by molecular oxygen, in both of which cases 
no reduction of UO~ + is apparent. 

The formation of  a *(U204H 4+) exciplex has recently been suggested to occur 
in 10-2M HNO3 solution where dual luminescence was observed 224). 

The photoacceleration of the U(VI)-U(IV) electron exchange involves the 
lowest excited state of UO] § and proceeds through the formation of an U(V) 
intermediate 2~3). From this study, the quantum yield of formation of the lowest 
excited state of UO 2+ upon irradiation in the UV absorption band (300-330 nm) 
appeared to be ~ 0.5. 

10.2. Quenching by Organic Molecules 

The quenching of *UO22§ emission by a number of alcohols has been found to be 
correlated with the photooxidation quantum yields 2 is, 22 s-  227). Large isotopic 
effects were found for the quenching by deuterated methanol, isopropanol and 
cyclohexanol, indicating that photooxidation occurs by a process of abstraction of 
an H atom bonded to carbon from a -CH2OH group 21s' 21a, 228); however, H 
atom abstraction from the OH group has also been proposed for CH3OH 229). ESR 
studies at low temperature have confirmed that H atom abstraction from a carbon 
atom adjacent to an activating group such as -OH,  - C O - ,  -CN, etc., is the most 
common mechanism of *UO 2+ oxidation of organic molecules, although C-C 
cleavage also (or only) occurs in several cases 2a~ Photooxidation of lactic acid 
takes place by both intramolecular and intermolecular mechanisms with formation 
of acetaldehyde and pyruvic acid, respectively 231). *UO 2+ photooxidation of 
acetaldehyde 232) and benzaldehyde 233) yields biacetyl and benzil. Theoretical 
analysis 234) of  hydrogen abstraction in the *UO 2+ quenching by aliphatic compounds 
suggests that this reaction possesses considerable charge-transfer character. Hydrogen 
abstraction can also be the main route for deactivation of *UO 2§ in water at room 
temperature212, 234). The quenching of *UO] + by aromatic hydrocarbons 227' 235) 
and unsaturated compounds 23s) takes place without the formation of permanent 
products. As the logarithm of the quenching constant correlates with the ionization 
potential of the hydrocarbons 227), the formation of a charge-transfer (exciplex) 
intermediate was suggested 227' 23s). Formation of exciplexes has also been assumed 
in the quenching of  *UO 2§ by aromatic amines, phenols and other molecules 216' 224) 

49 



v. Balzani e t  al. 

With some o f  these quenchers, format ion of  UO~ and/or  o f  the radical cation o f  the 
quencher was also observed in flash experiments 216' 217, 220). However, it is not  
clear 214) how much of  this proceeds f rom an intermolecular  route,  since UO~ + is 

known to complex,  for example,  with aromatic amines. 

10.3. Quenching by Metal Cations 

Quenching of*UO22§ by metal cations has been studied by several authors 214' 236, 237) 

Some of  the results obta ined have been collected in Table 5. It is evident that  the 
absolute magnitudes o f  the quenching constants and also the order of  the efficiencies 
o f  the various quenchers given by  the two authors differ greatly. Since the different 
lifetimes o f  *UO 2+ under the experimental  condit ions used can only introduce a 

proport ional i ty  constant between the two columns o f  k s v  in Table 5, other  factors 

Table 5. Quenching of *UO 2+ by metal ions 

Quencher Stern-Volmer constant, ksv  , M -1 .Q3), kK E~ V 
Ref.214) 1) Ref.2-37) 2) 

Ag + 4350 5.2 x 105 44.7 1.99 
Ba 2+ <5 x 10 -3 - ~, 20.5 - 
Ce 3+ 0.38 - 28.65 ) 1.46 
Co 2+ 12.1 3.7 x 103 8.1 1.84 
Cu 2+ 3.36 1.1 x 104 9.4 - 
Fe 2+ 833 2.6 x 10 s 8.3 0.43 
Fe 3+ ~ 67 3.2 x 102 12.6 - 
Mn 2+ 4.25 5.6 x 103 18.9 1.51 
Ni 2+ 6.9 1.5 x 102 8.5 - 
Pb 2+ 40 1.8 x 105 ~. 20.5 - 

1) HNO3 ' pH 2-2.5, [UO2+I = 0.02, room temperature. 
2) H3PO 4 0.6 M, [UO]+I = 10 -3 ,  28 ~ 
3) Lowest excited state of the quencher, from Ref. 15) unless otherwise noted. 
4) vs. NHE; Ref. 219). 
5) Matthews, R. W., Sworski, T. J.: J. Phys. Chem. 79, 681 (1975). 

must be responsible for the observed differences. Presumably, *UO~ + and/or  Q were 
present as different species under the different experimental  condit ions used. For  
these systems, static quenching via formation o f  a non-emissive complex in the 
ground state is unlikely. On the other hand, quenching by external  heavy-atom effect 
or spin-catalyzed deactivation is also unlikely, in view o f  the fact that  *UO~ + already 
contains a heavy a tom and has a poor ly  defined spin number.  Energy and electron 
transfer thus remain the most plausible quenching mechanisms h). Comparison o f  the 

h) Quenching via exciplex formation has also been discussed very recently 23s-241). 
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excited state energy (20.5 kK) and the excited state reduction potential (+2.6 V) of 
UO~ + with the energy of  the lowest excited state and the oxidation potential of  the 
quencher (Table 5) shows that for several quenchers only electron transfer is ener- 
getieaUy allowed. In flash photolysis experiments, a transient absorption assigned to 
Mn a + was observed for the * UO22 § - M n  2 + system 214~. With few exceptions, the 
quenching constants correlate with the ionization potentials 214, 237) or with the 
oxidation potentials (Table 5), indicating that electron transfer quenching may 
dominate even when energy transfer is energetically allowed. In this regard, it is a 
particularly significant the fact that Fe 2+ is a much better quencher than Co 2+. It 
is also apparent that the ionic charge plays, as expected, an important role. 

10.4. Quenching by Halide Ions 

The quenching of uranyl luminescence by halide ions in solutions has been investi- 
gated by many workers 2' 2ol, 202). Quantitative results reported in recent papers 
have been collected in Table 6. The quenching constant decreases in the order 

Table 6. Quenching of *UO22+ by halide and halide-like ions 1) 

Quencher Quenching Constant, kq, M- 1 s-  1 EO(x/x -),  V 2) 
1 M HC10 4 1 M H3PO 4 

F-  - (6 x 104) 3) 3.64) 
CN- - (3.1 • 104) 3) 2.8 
C1- 1.7 x 109 8.0 x 107 2.6 
Br- 4.8 x 109 8.5 x 108 2.07 
SCN- - (1.8 x 109) 3) _ 
I -  6.9 x 109 2.1 x 109 1.42 

1) 25 o, IUO2+I = 0.01; from Ref. 213), unless otherwise noted. 
2) vs. NHE, from Ref. 242). 
3) Evaluated from Ref. 237) using r = 150 t~s 213). 
4) From Ref. 243). 

I -  > Br-  3> C1- ~ F - ,  which is the reverse of  the order of the relative stabilities 
of the complexes of  these anions with UO 2§ 237). This shows that static quenching 
is unlikely. More recently, it has been found that the quenching constants obtained 
from luminescence intensity measurements are the same as those obtained from lumines- 
cence lifetime measurements, which demonstrates a dynamic quenching mechanism 213). 
An almost linear correlation was found for log kq vs. E~ suggesting an 
electron transfer mechanism 237). However, it should be noted that, in order to 
obtain a meaningful correlation between log kq and the free energy change on the 
electron transfer step the E~ - )  values should be used. Comparison between 
the * 24 + U O : / U O 2  reduction potential (+2.6 V) and the X/X-  reduction potentials 
(Table 6) shows that electron transfer quenching is thermodynamically allowed for 
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I - ,  Br- and CI-,  whereas it is forbidden for F -  213). This prediction is in agreement 
with the values of the quenching constants reported in Table 6. Analysis of the 
quenching constants according to the Marcus equation (neglecting the work terms) 
indicates that the reorganizational parameter of *UO 2§ is higher in H3PO 4 than in 
HC104 and that the reorganizational parameter of the halide ions increases from 
C1- to [ -  213). This last finding was attributed to steric reasons 213). A flash photol- 
ysis investigation has shown that X 2 radical ions (X = I, NCS, Br) are transiently 
formed upon irradiation of solutions containing UO 2+ and X-  244). Similarly, a 
broad absorption assigned to CO~ was observed for solutions containing UO 2§ and 
NaHC03, but whether the reaction occurs via intermolecular mechanism was 
unclear 244). 

11. F o r m a t i o n  and R e a c t i o n  o f  Solva ted  E lec t rons  

11.1. Introduction 

Photoelectron production [Eq. (98)] is an important photochemical process for 
several transition metal complexes 2' 24s): 

*A ~ A + + e s (98) 

In principle, this is the simplest electron transfer reaction of an excited state. In 
practice, complications arise because of  the very peculiar nature of the solvated 
electron246, 247). The way in which the electron separates from its parent molecule 
and the fate of the separated electron have been the object of much discussion. 

Photoelectron ejection is for some molecules connected with the reaction of a 
solvated electron with other species, as it is known that in several cases this reaction 
leads to the formation of electronically excited states [Eq. (99)]. Whether reaction 
(99) or (100) prevails, when reaction (100) is very exoergonic, is of course important 
for a discussion of Marcus or anti-Marcus behavior (Section 6). 

B + e s ~ *B- (99) 

B + e~- ~ B- (100) 

I 1.2. Photoelectron Production 

Although the formation of hydrated electrons upon UV irradiation of Fe(CN) 4 -  
was first reported in 1963248), in 1970 there was still a substantial disagreement on 

52 



Excited State Redox Reaction 

the quantum yield of this reaction as well as on its relation with the spectroscopic 
excited states 2). It is now established that the quantum yield of hydrated electron 
formation is 0.67 + 0.03 for 254 nm excitation 249' 2s0), and that it decreases at 
longer wavelengths (~(e~-q) = 0.10 at 313 and < 0.02 at 365 nm) 2s~ and increases 
at shorter wavelengths to reach a limiting value of ~ 0.9 below 228 nm 25~ In the 
case of simple inorganic anions, it is known that the formation of hydrated electrons 
from the excited state is connected with the charge-transfer.to-solvent (CTTS) 
nature of the transition 2sl). In the case of Fe(CN) 4 - ,  the UV absorption spectrum 
has some CTTS character at 270 nm but it is dominated by a MLCT band at 
218 nm and MC bands at 270 and 322 nm 2s~ According to Shirom and 
Stein2S0, 252, 2s3), the hydrated electron formation occurs through the CTTS ex- 
cited state which is reached either by direct excitation or by internal conversion 
from the intramolecular excited states below 313 nm. The nearly linear dependence 
of ,I~(eaq ) on the photon energy and the fact that ~(e~-q) at 228 nm is higher than 
~(eaq ) at 254 nm (although the CTTS state is reached directly at 254 nm and via 
internal conversion at 228 nm) were taken as indications that the hydrated electrons 
are formed with higher yields from higher excited C T T S  levels 2so' 2s3). Experiments 
in 10 N NaOH glasses have later suggested that the ejection of electrons may occur 
from different electronic states depending on the excitation wavelength and that 
the electrons ejected from a CTTS state have higher reactivity with a scavenger than 
electrons ejected from intramolecular states 2s4). The quantum yields of solvated 
electrons from Fe(CN)64- in various water-alcohol mixtures have also been 
reported 2ss). 

For Mo(CN) 4 - ,  the quantum yield of hydrated electron formation 256) is 
practically constant ("- 0.30) upon irradiation in the 214-265 nm region and drops 
to ~ 0  at 365 nm, where CN- release occurs efficiently (,beN- ~ 0.8) 2s7). As 
for Fe(CN) 4-  , it was assumed that electron ejection occurs from a CTTS excited 
state (~ 270 nm), which can be reached either directly or by internal conversion 
from the upper intramolecular CT state 256' 2s8). Similar results have recently been 
reported for Ru(CN)~- and W(CN)~- 2s9). In the photooxidation of solvated 

2+ metal ions in tl',~.ir normal oxidation states (e.g., Feaq), the solvated electron has 
never been observed, although the reaction can be described as an electron transfer 
from the cation to the solvent 2' 2Sl). Hydrated electrons, however, have been 
produced with a quantum yield of about unity upon irradiation at ~ 300 nm of the 
low oxidation state ions Co + , Ni +, Zn + , and Cd +, obtained by eaq reduction of the 
corresponding divalent ions 260). Photooxidation of Cr~" 261) and Va2q 262) seem 
also to involve e~-q production. 

Recently, Meisel et  al. 177) have shown that hydrated electrons are produced 
with tow efficiency upon light absorption by the lowest excited state of Ru(bpy)~ + , 
i.e., in a biphotonic process. 

Steady ultraviolet irradiation of benzoyl-ferrocene in hydroxylic solvents was 
reported to cause the formation of  solvated electrons 26a). However, no evidence of 
solvated electrons has been found in flash photolysis and NzO scavenger ex- 
periments 264) . 

There is still some controversy as to the fate of the electron ejected from 
Fe(CN)~- and other anions. The assumption that the reactions of the "photo- 
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chemical" hydrated electron are identical with those of the "radiolysis" hydrated 
electron has been questioned 26s). A careful examination of the decay kinetics of 
the photochemical hydrated electron has suggested a model in which the electron 
diffuses through a considerable volume of the medium before recombining with 
its radical co-product, during which time it may react with scavengers or electrons 
and radicals generated in other geminate pairs 266). 

11.3. Production of Excited States in Reactions of Solvated Electrons 

The formation of an excited state upon reduction of a transition metal complex by 
hydrated electrons in pulse radiolysis experiments was first suggested by Baxendale 
et  al. 267). In the reduction of Co(Ill) complexes (which have (;r M t2 g)6 electronic 
configuration) by eaq, they thought that a "low-spin" Co(II) complex of (rr M t2g) 6 
(o 2 eg) 1 configuration could be formed�9 Such a complex would be an electronically 
excited state of  the normal "high-spin" Co(II) complexes which have 
(rrM t2 g) S (O~ eg) 2 configuration. Baxendale's hypothesis was claimed to be confirmed 
by Waltz and Pearson 26s), who observed a weak transient absorption at ~ > 400 n/n 
upon the reaction of eaq with Co(bpy) 3+. Baxendale and Fiti 269) made similar 
observations but concluded that the transient was the electron-adduct to the ligand, 
Com(bpy)2(bpy-) 2+. Hoffman and SirnJc 270) were able to discover a much more 
intense transient absorption at 300 nm for the same reaction and by some similarity 
with the spectrum of bpy-  they also assigned the transient as a bpy-  radical co- 
ordinated to the Co(Ill) center. The decay of the transient was described as an in- 
tramolecular transfer of the added electron to the metal center, the long lifetime 
of the transient (0.29 s) was taken as an indication of barriers to the process. In. 
spectroscopic terms, such a transient would be a (rrMt2~)o(o~ie~) 0 (rtL) 1 MLCT ex- 

�9 S * 2 * 0 ~ ~+ cited state of the (rrMt2g) (OMeg) (;rE) ground state Co(bpy)3 complex�9 Recent 
results, however, have shown that the observed transient is simply the ground state 
Co(bpy)~ + complex which is labile and thus undergoes a rapid loss of a bpy 
tigand271). 

The formation of a coordinated reduced nitrobenzoato ligand radical (or, in 
spectroscopic terms, a MLCT excited state) has been found in the reaction of eaq 
with pentaaminocobalt(IIl) complexes containing a mono- or di-nitrobenzoato 
ligand z72). Such a coordinated radical disappears via unimolecular kinetics, which 
represents ligand-to-metal intramolecular electron transfer with formation of Co = § 
(in spectroscopic terms, a radiationless deactivation of the MLCT excited state). 
The value of the electron-transfer rate constant (102-10 s s-1)  is dependent upon 
the number and position of the nitro groups substituted on the aromatic ring. 

The best proof of excited state formation is, of course, luminescence emission. 
As Ru(bpy)~ + is known to exhibit luminescence from the lowest excited state 
irrespective of the excitation wavelength (Section 9.2), chemiluminescence should 
be observed in the one-electron reduction of Ru(bpy)] + if (spectroscopic) excited 
states are formed�9 This was found to be the case in the reduction of Ru(bpy)33+ by 
the hydroxide ion 273) and by hydrazine 27a' 274) in aqueous solution and by 
Ru(bpy)~ 11, 27s) in acetonitrile solution. Chemiluminescence was also observed 

54 



Excited State Redox Reactions 

by Martin et al. 7s) and Matheson et al. s3) in the reduction of Ru(bpy)] + by eaq. 
In all cases, the chemiluminescence spectrum was found to agree well with the 
photoluminescence of Ru(bpy)] +, so that there is no doubt that these reactions 
lead, at least in part, to the lowest excited state of Ru(bpy)] + , *Ru(bpy)] + . For 
the reaction of Ru(bpy)] + with eaq, the chemiluminescence quantum yield 
(0.015) 7 s) taken together with the photoluminescence quantum yield (0.042) 129) 
and the unit quantum yield of formation of the lowest excited state upon light 
excitation 132) indicates that "" 36% of  the reducing electrons end up in the 
*Ru(bpy)] + excited state [reaction (101)1. 

Ru(bpy) 3+ + eaq , *Ru(bpy)] + 38% 83) (101) 

Ru(bpy)] + + eaq ~ ~Ru(bpy)] + > 55% 83) (102) 

Ru(bpy)] + + eaq , Ru(bpy)] + < 7% 83) (103) 

A recent investigation 83) substantially confirms this value and seems also to indicate 
that most of the remaining electrons yield another excited state [*Ru(bpy)32+, 
reaction (102)], which (i) decays to the ground state more slowly than does 
*Ru(bpy)~ + and (ii) cannot be populated by light excitation. In our opinion, the 
existence of such an "isolated" excited state in a molecule like Ru(bpy)] + is 
unlikely and needs further confirmation. Reaction (103) has, of course, a higher 
driving force than reactions (101) and (102). Therefore, the predominant formation 
of excited states over ground state 83) is an example of Marcus "inverted" behavior 
(Section 6). 

12. O t h e r  Sys tems  

12.1. Metal Ions 

For the photooxidation-reduction reactions of metal cations, it is often difficult 
to establish whether the reaction is outer or inner sphere, especially when the partner 
is a solvent molecule. Most of the available material has already been reviewed 2). 
We will only take into consideration some recent papers which either are of general 
interest or clearly concern outer-sphere reactions. 

Vanadium. V2aq in acidic solution is oxidized by UV light with concomitant H2 
evolution or reduction of C2H 2, C2 H4 and N 2276). The photocatalytic evolution of 
H 2 from water-alcohol solutions of VC13 has also been reported 262). This study, 
which is related to the energy conversion problem, has shown that V 3+ is reduced 
(~ = 280 nm) in an alcohol solution with * = 0.23, yielding V 2+ and aldehyde. The 
V 2+ formed is a strong reductant which under UV irradiation (~ < 330 nm) is able 
to undergo oxidation with formation of a solvated electron. Subsequent reaction of 
e s with H + causes the liberation of H2 ( r  H2 = 0.013 at 280 nm). Normal hydrogen 
catalysts can be used for V 2+ oxidation, thus increasing the rate of H 2 evolution. 
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The process consists of the vanadium photocatalyzed decomposition of C2HsOH 
into CHaCHO + H 2 , which is an endothermic reaction and thus leads to some 
conversion and storage of light energy into chemical energy. It should be noted, 
however, that the reaction requires 280-nm light and therefore it is not useful for 
solar energy utilization l~ Photoreduction of V(V) solutions with concomitant 
formation of O 2 has also been reported 277). 

Manganese. Photooxidation of Mn 2§ upon flash excitation in an aqueous 
solution has been reported 278). The redox interaction between *Mn 2+ and 
thionine 2~s), in our opinion, is unlikely because *Mn 2§ is expected to be very short 
lived and the thionine concentration was very low. 

Iron. Photoreduction of Fe 3+ in the presence of organic molecules in fluid 
solution takes place upon irradiation with UV light 279-283). Two types of reactions 
are thought to occur in these systems: (i) a charge-transfer transition from a water 
centered orbital to an iron centered orbital with the formation of OH radicals, 
which then react with organic substrate; and (ii) outer-sphere oxidation of  the 
organic molecules by a charge-transfer excited state of the iron(III) species. The 
second type of reaction occurs with alcohols 28~), formic acid 281) and ethylene 
glycol 283). Photooxidation of organic molecules by Fe(III) in rigid media at 77 K 
has been studied by the ESR technique 284). The results indicate that Fe(III) behaves 
more like Ce(IV) than UO 2§ The quantum yield of OH formation in the photo- 
reduction of Fe(III) in water has recently been reported to be ~ 0.02 in the 4 3 6 -  
297 nm range 2as). Finally, the mechanism of  oxidation of Fe 2+ in glassy aqueous 
solution at 77 K has been discussed 286). 

Cobalt. Electron transfer from *Co 2§ to thionine has recently been suggested 
to occur upon flash excitation 278). This process, however, is unlikely not only for 
the reasons mentioned before for *Mn 2+, but also because the lowest excited state 
of *Co 2+ (8.1 kK) is) is not expected to be a reductant strong enough to reduce 
thionine. 

Silver. Silver perchlorate is photoreduced in aqueous and alcoholic solutions 
upon irradiation with 254 nm light 287). The mechanism is assumed to be electron 
transfer from a solvent molecule to a silver ion. 

Cerium. Photooxidation of alcohols 28s) and carboxylic acids 289) by Ce(IV) at 
77 K proceeds via the formation of Ce(III) and organic radicals, which have been 
carefully studied by ESR technique. In aqueous nitric acid solution, NO 3 radicals 
are formed 29~ Photooxidation of Hg + by Ce(IV) in an aqueous perchloric acid 
solution seems to involve the formation of an OH radical 291). 

Europium. The Eua2~ ion shows broad absorption bands at 250 and 320 nm 
which correspond to 4 f ~ 5d transitions having appreciable MLCT (CTTS) 
character 292). Irradiation at 254 nm causes photooxidation of Eu 2+ with con- 
comitant formation of H 2292-295). As the oxidation potential of Eu 2+ is 0.35 V, 
this photoreaction is thermodynamically allowed even in the dark and thus, con- 
trary to a recent claim 29s), cannot be useful for light energy conversion (Section 8). 
There is some disagreement about the quantum yield of the photoreaction 292' 294, 295), 
probably because different experimental conditions were used. The reaction mecha- 
nism seems to involve electron donation to a proton with formation of H atoms, 
which is followed by a complicated series of dark reactions 292' 29~, 29s) In 9 M 
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aqueous HCIO4, irradiation leads to an Eu 3+ and a CIO3 radical 296). The europic 
ion, 3+ Euaq, shows a broad absorption band in the near UV region, which has been 
assigned to a CT transition from water to the ion 297). Irradiation in this spectral 
region causes the reduction of Eu 3+ to Eu 2+ 293, 297). AS EH 2+ has an extinction 
coefficient much higher than Eu 3+, photooxidation of Eu 2§ becomes important 
after short irradiation periods 293' :297). The photochemistry of the Eu3+/Eu 2+ 
couple for energy conversion has been recently discussed z98). The behavior of this 
system is somewhat similar to that of  the V3+/V 2+ system described above. 

12.2. Miscellaneous 

Metallocenes. Ferrocene 299' 3oo), ruthenocene30O, 3ol), and carbonyl- 
(77 s-cyclopentadienyl)iron(I) tetramer 3~ in halocarbon solvents give rise to charge 
transfer complexes whose excitation causes the formation of the corresponding 
complex cations. Excitation of ferrocene at 254 nm in ethanol or cyclohexane in 
the presence of N20 yields N 2 303). The most plausible mechanism is thought to be 
electron transfer from an excited state of the complex to N 20. The same mecha- 
nism has also been proposed for the oxidation of excited carboxyalkylferrocenes by 
N20 in an aqueous solution 3~ 

Cobalt. Outer sphere oxidations of Fe(CN)~- by a MC excited state of 
Co(en)]+ 30s) and alcohol by a LMCT excited state of Co(EDTA)- 306) have been 
reported. 

Molybdenum. Amine molybdates exhibit photochromic properties in the solid 
state 3~176 and in solution a~ There is disagreement on whether photochromism 
is only exhibited by molybdates of secondary amines 3~ UV irradiation gener- 
ally causes a change in color from white to blue which is ascribable to the photo- 
reduction of Mo(VI) to Mo(V) both in solid and in solution. The inhibiting effect 
of oxygen on the coloration is due to the rapid back oxidation of Mo(V) to Mo(VI). 

Ultraviolet irradiation (). = 254 nm) of M02(SO4)44- in 5 M H2SO4 produces 
H 2 and the one-electron oxidation product M02(SO4)4 a -  310). The disappearance 
quantum yield is 0.17. 

Platinum. Photolysis of some Pt(IV) complexes in aqueous solutions or in a 
frozen matrix results in the outer-sphere oxidation of anions and reduction of 
platinum to Pt(II) al 1-a14), probably v/a a Pt(III) intermediate. 
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I. I n t r o d u c t i o n  

(2 + 2)-Photocycloaddition of olefins to carbon-carbon 1) and carbon-oxygen double 
bonds 2) are well-documented reactions in the chemical literature often employed 
in synthetic schemes a). Analogous cycloadditions to carbon-nitrogen double bonds, 
however, are rare. This review describes our attempts and the attempts of others 
to define some structural and electronic prerequisites necessary to achieve the 
(2 + 2)-photocycloaddition reaction to carbon-nitrogen double bonds. During our 
pursuit of this elusive reaction, we discovered a facile Type I rearrangement reac- 
tion which will also be described in some detail. 

Prior, to our work on (2 + 2)-photocycloaddition reactions to carbon-nitrogen 
double bonds, there were only three relevant reports, two of which have subsequent- 
ly been shown to be in error. Irradiation of N-(4-dimethylaminobenzylidene)aniline 
(1) was reported to give cis-4,4'-bis-(dimethylamino)stilbene (2) and azobenzene 
(3) v/a an unstable 1,2-diazetidine intermediate (4) 4). Ohta and Tokumaru, however, 
have recently shown that this mode of reactivity is not reproducible s). The only 

hv FPh Ph7 Ar Ar 

4 

ArZ-p-Me 2NC6H4 

products they observed from irradiation of I under similar conditions were 4-dime- 
thylaminobenzaldehyde and aniline. A 1,3-diazetidine (5) was reported to be a stable 
photoproduct from the benzophenone sensitized irradiation of benzaldehyde N- 
cyclohexylimine (6) in ethanol or 2-propanol solvent 6). Padwa and co-workers later 
established the structure of the photoproduct as N,N'-dicyclohexyl-l,2-diamino- 
1,2-diphenylethane (7) 7). Tsuge and co-workers described the cycloaddition of 2,5- 

hv N hv N | 
" ,  , - y L .  .;' ) / 
PhCH--CHPh Ph H N 

7 6 Ph ]"~ x" 5 
5 %.Y 

diphenyl-l,3,4-oxadiazole (8) to indene (9) in the presence of iodine to form the 
(2 + 2)-cycloadduct 10 and the 2:1 type adduct 11, both in poor yield s). In the 
absence of iodine only the 2:1 type adduct was observed. The reaction mechanism 
for formation of 10 and the role of iodine have not been clearly established 9). 
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P Ph I2 Ph 0 
Ph 

8 9 10 

Ph Ph 

11 

Our search for the (2 + 2).photocycloaddition reaction to the carbon-nitrogen 
double bond has concentrated on the photo-chemical reactivity of a series of nitrogen 
heterocycles which structurally resemble cyclic ~,/3-unsaturated ketones. Specifical- 
ly, we have studied cyclic molecules which possess carbonyl and irnino ether function- 
al groups in conjungation. This approach was selected because cyclic a,~-unsaturated 
ketones undergo facile (2 + 2)-photocycloaddition reactions 1~ 12). The possibility of 
energy-wasting syn-anti isomerization is also inhibited, especially in five membered 
cyclic compounds. Padwa and Albrecht have demonstrated that the O-methyl oxime 
ethers of acetophenone undergo efficient photochemical syn-anti isomerization in 
both the singlet and triplet states ~3). 

We examined initially the photochemical reactivity of 2-ethoxypyrrolin-5-one 
(12) with olefins because of its obvious similarity to 2-cyclopentenone. Irradiation 
of 12 in the presence of 1,1-dimethoxyethene or cyclohexene in tert-butyl alcohol 
solvent did not give a (2 + 2)-cycloadduct but the rearrangement product tert-butyl 
N-(ethoxycyclopropyl)carbamate (I3) z4). The novelty and synthetic potential of 
the rearrangement of 12 to 13 lured us temporarily away from our original pursuit. 
However, as will become evident later, our studies of the rearrangement reaction 
were important in our eventual discovery of the (2 + 2)-photocycloaddition reaction. 

o o 

-~--OH b t,,-" "OEt 
~OEt 

12 13 

II. Type  I. Rear rangement  o f  2-Ethoxypyrro l in-5-ones  

1. Synthesis of  Reactants 

2-Ethoxypyrrolin-5-one (12) was first prepared in 1891 by Comstock and Wheeler 
by O-alkylation of the silver salt of succinirnide with ethyl iodide t s). We have pre- 
pared 12 and various derivatives of 12 using their procedure or a modified version 
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Table 1. Starting materials, ultraviolet spectral data, and photoproducts 

Keto imino ether UV absorption Photoproduct or 
(isolated yield) nm (e) (solvent) derivative (isolated yield) 

O 273 (55) (cyclohexane) ~ ] ~ L ~  end absorption 
(71) 1) 265 (45) (absolute EtOH) 

end absorption 
OEt 

12 

(84) l ) 

OEt 
15 

O 

/N (59) 

OEt 
16 

0 

~ O E t  (38) 

14 

OEt 
17 

(45) 

274 (64) (THF) 
213 (4930) 

O 
II 

~ . , ~ N H C O +  (73) 
t . /  "OEt 

13 

~ NCO 

OEt (78) 
20 

0 
II 

e2 

21 

273 (50) (THF) 
214 (3010) 

22 
0 
II 

23 

275 (60) (cyclohexane) 
end absorption 

OEt 0 

CHaC~--NCO'--~-- 

27 

0 

29 

277 (60) (CH3CN) 

~ HiOMe 

Et 

24 

(43) 

(76) 

(56) 

05) 

(23) 

(54) 
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Table 1 (continued) 

Keto imino ether UV absorption Photoproduct or 
(isolated yield) nm (e) (solvent) derivative (isolated yield) 

O 

220 (2300) 
OEt v LOE t 

18 25 

(64) 

(74) 257 (64) (THF) ~ O E t  
208 (6320) ~ "U//NCO 

V OEt 
19 26 

(53) 

1) The yield was corrected for recovered starting material. 

of their procedure 16' 17). Isolated yields are in the range of 60-90% (see Table 1). 
6-Ethoxy-4,5-dihydro-2(3H)-pyridone (14), a homologue of 12, can similarly be 
prepared by O-alkylation of the silver salt of glutarimide, albeit in lower yield 18). 
Triethyloxonium fluoroborate and structurally related alkylating agents work poorly 
or not at all in this application. 

R O R O R O 

~ I)NaOH ~ - A g +  Etl ~ / N  ~- 
H 2) AgNOa 

R O R O R 'OEt 

2. Photochemical  React ions 

Irradiation of a tert-butyl alcohol solution of  2-ethoxy-pyrroline-5-one (12) with 
Vycor Filtered light from a 450-W mercury lamp results in formation of tert-butyl 
N-(ethoxycyclopropyl) carbamate (13) in 73% isolated yield 17' is). When the irra- 
diation is conducted in the non-hydroxylic solvent, tetrahydrofuran, 1-ethoxycyclo- 
propyl isocyanate (20) can be isolated in 78% yield. Both 13 and 20 can be prepared 
in synthetically useful quantities. 

O O 

OEt v "OEt v "OEt 

12 20 13 
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Four bicyclic analogues (15, 16, 18, and 19) of 12 photorearrange to bicyclo 
(n. 1.0)alkanes functionalized at the one-carbon bridge in moderate but useful yields 
(see Table 1) 16). Similarly, a tricyclic system 17 photorearranges to the functiona- 
lized tricyclo[3.2.1.02, 4 ] system 2419). Photoproducts 21, 22, 23, 24, and 2.5 are 
formed as a mixture of stereoisomers. The ratio of stereoisomers varies from about 3: I 
to 10:1 depending on structure~ For all the bicyclic systems the stereochemistry of the 
ethoxy substituent of the major stereoisomer is exo. This stereochemical assignment 
has been determined from chemical shifts in natural abundance ISN-NMR spectra 22) 
and in two cases by single crystal X-ray diffraction analysis 21). 

Irradiation of a tert-butyl alcohol solution of 6-ethoxy-4,5-dihydro-2(3H)- 
pyridone (14) under conditions similar to those described for 12 gives two products, 
tert-butyl N-(ethoxyethylidene)carbamate (2 7) in 15% yield and glutarimide in 23% 
yield 18). There is no indication of formation of the cyclobutyl analogue of 13. In 
aprotic solvent, ethoxyvinyl isocyanate (28) and glutarimide (29) are the major 
photoproducts formed. The gaseous byproducts from the irradiation of 6-propoxy- 

O O 
o 

+ q - o .  

o Et OEt 
14 29 28 27 

4,5-dihydro-2(3H)-pyridone in tert-butyl alcohol solvent have been trapped and 
identified as ethene and propene by mass spectrometry. The non.gaseous products 
from the irradiation of the propoxydihydropyridone are tert-butyl N-(propoxy- 
ethylidene)carbamate and glutarimide (29). 

O O 

ocH2cHcH3 

+ c.,[Nco__c + 
OPr 

29 

CH2=CH2 + CH2=CHCH3 

3. Spectroscopic and Quantum Yield Measurements 

Ultraviolet absorption data for all the molecules bearing the keto imino ether chromo- 
phore are shown in Table 1. The longest wavelength absorption has been assigned 
to an n-n* band consistent with the low extinction coefficients and the solvent shift 
observed for 12. The maxima of the n-n* bands vary from 220 nm down into the 
vacuum UV depending on substitution. Both the n-lr* and n-n* bands of the keto 
imino ether chromophore are blue shifted relative to n-n* and rr* absorption bands 
of structurally related a,fl-unsaturated ketones 22' 2a). The n orbital involved in the 
n-n* transition has not been assigned. Extended Htickel calculations 24) of 12 indicate 
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that the highest occupied orbital in the ground state is a linear combination of atomic 
orbitals in the e.plane with significant coefficients for formally n orbitals on the 
carbonyl oxygen and the nitrogen. 

The quantum yields of formation of tert-butyl N-(ethoxycyclopropyl)carbamate 
(13) from irradiation of 12 and of tert-butyl N-(ethoxyethylidene)carbamate (27) 
and glutarimide (29) from irradiation of 14 are moderately high and are shown in 
Table 2. The effect of the triplet quencher cis-piperylene on the quantum yields has 
been examined. Over the concentration range 0.01-0.10M cis-piperylene, no ap- 

Table 2. Quantum yield data for photoreactions of 12 and 14 

Compd. Quantum Yield Quantum Yield Stern-Volmer 
(Carbamate) (Imide) slope (M- 1 ) ~ isc kqr t z t 

12 0.31 1.4 0.19 60 3 • 10 -s 
14 0.067 0.025 1.2 0.10 49 2.5 x 10 -s 

preciable effect is observed as indicated by an average Stern-Volmer slope of 
1.3 1/mole. Energy transfer from triplet 12 and 14 does occur since trans-piperylene 
is formed during the irradiations. Triplet counting plots of reciprocal of cis-trans 
isomerization quantum yield versus reciprocal of cis-piperylene concentration are 
linear and yield the intersystem crossing efficiencies and triplet lifetimes shown in 
Table 2. Acetone sensitization of  the photorearrangement of 12 has also been 
examined. Over the concentration range 0.1-1.0 M acetone, no sensitization oc- 
curred. The spectroscopic, quenching, and sensitization data have been interpreted 
in terms of reaction v/a an n, rr* singlet state and intersystem crossing with moderate 
efficiency to an unreactive triplet state, probably also of n, rr* configuration (vide 
infra). A kinetic mech~inism is shown in Scheme 1. 

K+hv ~ 1K* 
IK* ~ K 

1K, -----+ l~roducts 
IK* ~ OK* 
3K* ~ K 
3K* + Q-"'~ K + 3Q. 
K -= keto imino ether 
Q ~ quencher 

Scheme 1 

4. Stereoehemistry 

The stereochemistry of the rearrangement of 2-ethoxypyrrolin-5-one to N-(etho- 
xycyclopropyl)isocyanate at carbons 2 and 4 has been investigated using cis- and 
trans-3,4-dimethyl-2-ethoxypyrrolin-5-ones (30 and 31, respectively). Irradiation 
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of 30 in tetrahydrofuran solvent followed by reaction with anhydrous methanol 
gives almost exclusively two diastereoisomeric methyl N-(cis-2,3-dimethyl-l-etho- 
xycyclopropyl)carbamates (32a and 32b) in a ratio of 3.3:1.0. Irradiation of 31 
under similar conditions followed by reaction with methanol gives almost exclusively 
methyl N.(trans-2,3-dimethyl-l-ethoxycyclopropyl)carbamate 33. Both pyrrolinones 
30 and 31 rearrange with 98 + 1% retention of stereochemistry and 2 --- 1% inversion 
of stereochemistry at carbon 4. The rearrangement of cis-dimethylpyrrolinone 30 
occurs with stereoselectivity at carbon 2 similar to that observed with the bicyclic 
systems 15, 16, 18, and 19. The stereochemical assignments were made from relative 
chemical shifts in natural abundance 13 C and i s N-NMR spectra. 

I) hv - ~ . . > ~ .  NHCOMe ~ [ ' , , , . . ~ # O E t  

2) MeOH" J w////OE t + ~f"t/ / / /NH~OM e 

OEt 0 

30 32a 32b 

0 0 

1) hv NHCOMe 

2) MeOH ~- ..... ~ "%///c',r:+ 

OEt 
31 33 

5. Mechanistic Discussion 

There are two reasonable interpretations of  the stereospecificity at carbon 4 of the 
pyrrolinones (30 and 31). The reaction could be completely stereospecific and occur 
by a symmetry-allowed concerted [o2s + n2s] pathway (Scheme 2) 26), equivalently 
v/a a Hiickel four-electron transition state 22), or v/a a short-lived singlet diradical inter- 
mediate such as 34 which ring closes by a rate more than an order of magnitude faster 
than the rate for bond rotation (Scheme 3). The stereoselectivity at carbon 2 of the 
pyrrolinones 30 and 31 and at the equivalent carbons of the bicyclic and tricyclic 
systems (15-19) is probably governed by steric interactions in the transition states 
for reaction vLa either mechanism. 

The concerted pathway is analogous to the mechanism proposed for the sing, let: 
state 1,3-sigmatropic rearrangement of fl, q,-unsaturated ketones 2s), and the diradical 
mechanism is analogous to the diradical mechanism proposed for the photochemi- 
cal ring expansion of cyclobutanones 29-30. Both of these reactions also show a 
high degree of stereospecificity 2s' 29, 30. Because the photorearrangement of 30 
and 31 does not appear to be completely stereospecific and because the orbitals 
involved are approximately orthogonal, at least in the ground state, we tend to favor 
a mechanism with a diradical intermediate (Scheme 3). 
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~ . ~ O E t  

J ""%//NCO 

~ NCO 

"'"~ OE t 

H CH3 

OEt OEt 
30 34 

~,~.,,OEt ~ NCO 

"'"q//NCO + ~ ""////OEt 

Scheme 3 

The diradical mechanism can be further described in terms of a Salem state 
correlation diagram 32) as shown in Fig. 1. The ordering of the excited states and 
diradical states was chosen to explain the observed photochemistry and photophy- 
sics and is quite similar to the Salem diagrams for analogous a cleavage of  2,4-cyc- 
lohexadienones 32) and alkanones 3~ 32). The ultraviolet absorption spectral data 
(Table 1) establish the order of i n,rr* and 1 lr,~r* states. The lack of reactivity of 1 
in the (2 + 2)-photocycloaddition reaction of olefins to the carbon-nitrogen double 
bond of  I is consistent with an n,rr* configuration for the lowest energy triplet state 
(vide infra). The o,rt diradical states were placed below the a,a diradical states be- 
cause of rr-delocalization effects in the former 32). With this arrangement of  states 
(Fig. I), the n,rt* singlet state smoothly correlates with the singlet a,n diradical state. 
Inefficiency in the singlet manifold can possibly be explained by the crossing of  the 
1 n,rr* ~ IDa,Tr potential energy surface with the surface connecting the ground state 
with Da, a. Decay of the n,n* singlet state by a mechanism of this type should give 
starting material without a change in stereochemistry as observed 2~ a3). The reactivity 
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Fig. 1. State correlation diagram for the c~-cleavage of 2-ethoxypyrrolin-5-one (12) 

of the an,n* state is probably a function of the relative energies of the 3n,rr and 3Da, rr 
states. With the relative energies shown, intersystem crossing of the 3n,Tr* to the 
ground state may be quite competitive with cleavage. 

Once formed the o,Tr type singlet diradical must undergo ring closure by at 
least an order of  magnitude faster rate than the rate of  bond rotation in order to 
give the observed stereospecificity. In particular, rotation by only 90 ~ of the car- 
bon of 34 bearing the radical center in the o-plane would give a rr,Tr type radical, 
also known as a 0,0-trimethylene 33), which upon ring closure, either conrotatory 
or disrotatory, would result in randomization of stereochemistry at carbon 4. Ring 
closure of 34 prior to rotation is explicable in terms of the hot molecule effect de- 
scribed by Stephenson and Brauman a4). 

A diradical mechanism also seems appropriate for the fragmentation reaction 
of the dihydropyridone 14 and is shown in Scheme 4. The heavy predominance of 

OEt 
14 

hv 

I,- H2C=CH2 + H2C 

Scheme 4 28 

O 

NCO 

OEt 
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fragmentation over cyclization suggests that rotation about sigma bonds occurs in 
order to achieve a conformation which favors bond cleavage of the diradical inter- 
mediate as). Formation of glutarimide from irradiation of 14 and 6-propoxy-4,5- 
dihydro-2(3H)-pyridone is rationalized in terms of a Norrish Type II reaction in- 
volving a carbon-nitrogen double bond. The only definitive evidence is formation 
of propene from irradiation of the propoxydihydropyridone. 

6. Carbocyclie Analogues and Related Systems 

a-Cleavage is an uncommon reaction of a,/~-unsaturated ketones structurally 
related to 12 and 14. Photodimerization and photocyeloaddition to olefins are 
generally the observed reactions. There are, however, several examples in the litera- 
ture of related systems which a-cleave. 2-Cyclopentenones substituted in the 5 posi- 
tion (35) preferentially a-cleave in dilute solution to give cyclopropy ketenes (36) 
among other products as observed by Agosta, Kende, and co-workers 36). These reac- 
tions have been shown to occur under sensitized conditions, but the details of the 
mechanism are still unknown. 

O 

35 

hv 
y ~  H=C=-O 

X 36 

X = Y = P h  
X = Y = CH3 
X=C2Hs;Y=H 
X=n-C3HT;Y = H 
X = OC2Hs ; Y = H 

McMurry and co-workers have reported that irradiation of the epimeric hydroxycy- 
clopentenones 37a, b yields the stereoisomeric lactones 38a, b most likely via an inter- 
mediate hydroxycyclopropyl ketene 37). The stereospecificity of the reaction may 
result from hydrogen bonding between the hydroxyl group and the incipient carbonyl 
in the transition state. The results of quenching and sensitization experiments im- 
plicate a reactive singlet state. 

An intermediate epoxy ketene (39) from a-cleavage of 2,5-diphenyl-3(2H)- furanone 
(40) has been proposed by Padwa and co-workers to explain photoisomerization to 
4,5-diphenyl-2(5H)-furanone (41) 38). The epoxy ketene was not observed when the 
irradiatibn was monitored by infrared spectroscopy and was not trapped by metha- 
nol. The authors suggest that the intermediate may be formed with excess vibra- 
tional energy and as a result undergo very rapid intramolecular reaction. 

Herz and Iyer have proposed an a-cleavage mechanism with the intermediacy of a 
cyclopropyl ketene for formation of the polycyclic acetal 42 from photolysis of the 
rigid cyclopentenone 4339). The cleavage reaction is thought to occur via an n,Tr* 
triplet state of unusually high energy for a cyclopentenone (75 kcal/mole). 
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A number of bicyclic ketones such as bicyclo[3.2.1 ]octa.3,6.dien.2.one which are 
both t~,/3 and 7', 5' unsaturated undergo photoisomerization to vinylcyclopropyl 
ketenes 4~ These reactions may be mechanistically related to the reactions of 12  

and 14; however, the reactions have also been described as [3 ,3 ]-sigmatropic shifts 41). 
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hv ~ ~ H  

Of the many 2-cyclohexenones that have been irradiated only some of the 6- 
hydroxy-2-cyclohexenones a-cleave. A hydroxycyclobutyl ketene is proposed as an 
intermediate in the photochemical rearrangement of 4,4-dimethyl.6-hydroxy-2-cyclo- 
hexenone (44) to the bicyclic lactone 45. The hydroxy substituent is thought to 
facilitate the a-cleavage by stabilizing the intermediate diradical and by imparting 
rigidity to the ring system through intramolecular hydrogen bonding with the car- 
bonyl. 

0 

44 

hv 

p 

H O x ~  H 

O 

45 

a-Cleavage is the predominant mode of photochemical reactivity of 2,4-cyclo- 
hexadienones 42). A o:r type diradical has been proposed as an intermediate 32). 

o o o & ,,- 
hv . , e  // 

a-Cleavage has also been reported for a seven-membered ring compound elec- 
tronically related to 12 and 14. Irradiation of 3,6-dihydro-3,3,6,6-tetramethyl-2H- 
azepin-2-one (46) in hexane gives in 20% yield cis-2,2-dimethyl-3-isobutenylcyclo- 
propyl isocyanate (47) 43). 

46 47 

In comparing these various a-cleavage reactions of unsaturated ketones, the 
structural and electronic factors which are apparently important for this mode of 
photochemical reactivity are excited state energy, excited state configuration, 
strength of the sigma bond a to the carbonyl, and rigidity of the ring. If the excited 
state energy is high as with the keto imino ethers 12 and 14, a-cleavage occurs in 
the absence of bond weakening substituents. With the cyclopentenones and cyclo- 
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hexenones, which have lower excited state energies, bond weakening substituents 
appear to be necessary. For those reactions in which excited state configuration 
has been established, the configuration is n,n*. Dauben, Salem, and Turro in their 
analysis of the state correlation diagram for a-cleavage of 2,4-cyclohexadienones 
indicate that reactivity from the u,n* triplet state is also possible 32). Ring rigidity 
is probably an especially important factor for the a-cleavage of 2-cyclohexenones 
which are inherently less rigid than 2-cyclopentenones and can potentially dissipate 
electronic energy by cis-trans isomerization 44). 

7. Synthetic Applications 

The photochemical rearrangement of 2-ethoxypyrrolin-5-one (12) to t-butyl N- 
(ethoxycyclopropyl)carbamate (13) has been utilized as a starting point in the syn- 
thesis of the unusual natural product coprine (48) via aminocyelopropanol (49) 45). 

0 0 

t /  "OEt 2) base 
OE t 13 

O 
II 

~- .~ ~ N H C ~ ~ O ~  

L , /  ~OH __,' ~.+ 
H Ntia 

48 

~ ><~ NH2 

OH 
49 

Although no additional synthetic applications have been completed at this time, 
cyclopropanes 13, 23, and 49 are derivatives of cyclopropanone, and derivatives of 
this type have been used as precursors for a variety of compounds 46) such as/3- 
lactams aT), cyclobutanones 4s), and cyclopropanols 47). 

IIl. (2 + 2)-Photocycloaddition to the Carbon-Nitrogen Double Bond 

Concurrent with our development of the Type I rearrangement, we have examined 
3-ethoxyisoindolenone (50) for potential photochemical reactivity in the (2 + 2)- 
photocycloaddition reaction to the carbon-nitrogen double bond 49' s0). 3-Ethoxy- 
isoindolenone (50) was selected for study because Type I cleavage would be un- 
favorable, resulting in formation of a high-energy phenyl radical, and (2 + 2)-photo- 
cycloaddition might be competitive. 

O 

~ O E t  
50 
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1. Photochemical Reactions of 3-Ethoxyisoindolenone 

Irradiation of 50 with a 450-W mercury lamp through a Corex f'dter in acetonitrile 
or t-butyl alcohol solvent does not result in formation of products from a-cleavage. 
3-Ethoxyisoindolenone is slowly destroyed by the irradiation, and high molecular 
weight unidentified products are formed. 

When 50 is similarly irradiated through a Pyrex filter in t-butyl alcohol, benzene, 
or methylene chloride solvent in the presence of 4 equiv, of 1,1-dimethoxyethene, 
a (2 + 2)-photocycloadduct (51) is formed regiospecifically in 50% isolated yield. 
No reaction is observed when 50 and 1 ,l-dimethoxyethene are allowed to stand in 
the dark for an equivalent period of time. Irradiation of 50 with 4 equiv, of cyclo- 
hexene in methylene chloride solvent gives a 51% isolated yield of the (2 + 2)-cyclo- 
adduct 52 assigned cis-anti-cis stereochemistry. These two cycloadditions were the 
first two well defined examples of the (2 + 2)-photocycloaddition reaction of an 
olefin to a carbon-nitrogen double bond. With furan the (2 + 2)-photocycloadduct 
53 is formed, again regiospecifically. 
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~ - ~ O E t  
50 

o 

OMe ~ ~ 1  N 
OMe 

EtO OMe 
51 

EtO 

52 0 

EtO 
53 

Two products (54 and 55) are formed in 63 and 23% yields, respectively, when 
3-ethoxyisoindolenone is irradiated with isobutylene in methylene chloride solvent 
at -12  ~ The major product (54) has been identified as the product of a photo- 
chemical ene type reaction, and the cycloadduct structure 55 has been assigned to 
the minor photoproduct. Cycloadduct and ene type products (56 and 57) are also 
formed in 25 and 23% yields, respectively, when 50 is irradiated in the presence of 
tetramethylethylene. Additionally an unprecedented benzoazepinone (58) is formed 
in 12% yield. 
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2. Stereochemistry of Photoaddition to 3-Ethoxyisoindolenone 

The structures of  the products formed in the photoadditions to 3.ethoxyisoindole- 
none and precedent from other types of photoaddition reactions suggest a potential 
1,4-diradical intermediate. To test for such an intermediate, the stereochemistry of 
addition to cis- and trans-2-butene has been examined s~ Irradiation of  50 in the 
presence of cis or trans-2-butene in methylene chloride solvent gave a mixture of 
the same four products, although in different proportions. Two cycloadducts 59 

and 60 and two ene products 61 and 62 are formed. The stereochemistry of the 
methyl substituents of  59 and 60 has been assigned from 13 C NMR spectral data. 
A stereochemical assignment for the two ene products (61 and 62), however, has not 
been made. As shown in Table 3, the (2 + 2)-cycloadducts are formed stereorandomly 
and the two ene products are formed with some stereospecificity. The product ratios 
are independent of  olefin concentration, and the olefins are not significantly isomer- 
ized during the course of the irradiations. 

o O o 

hv OEt OEt 
~- 59 60 

o 

OEt t 
61 + 62 

The stereochemical results are consistent with a 1,4-diradical intermediate such 
as 63 with a lifetime sufficiently long to permit loss of  stereochemistry by rotation 
for the cycloaddition reaction. At most, however, the same diradical can be an inter- 
mediate in only a portion of the ene reaction. 
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Table 3. Product ratios from photoaddition of SO to cis and trans.2-butene 

Olefin 59/60 61/62 (59 + 60) / (61 + 62) 

cis-2-butene 2.0 3.1 0.72 
trans-2-butene 2.1 0.69 1.8 

63 

We will return to a possible explanation of the stereochemical results after a 
slight digression into a complementary system. 

3. Photochemical Reactions of 2-Aryb2-oxazolin-4-ones 

Subsequent to our discovery of the photocycloaddition reactions of 3-ethoxyisoin- 
dolenone (50), we studied the photochemical reactivity of a series of 2.aryl-2-oxa- 
zolin-4-ones (64) sl '  s2). This system was selected for investigation in order to link 
our understanding of the photochemical a-cleavage reaction of 2-ethoxypyrrolin- 
5-one (12) with our understanding of the photoaddition reactions of  50. As de- 
scribed earlier the benzo substituent of 50 precludes the a-cleavage reaction pre- 
sumably by strengthening the carbon-carbon single bond a to the carbonyl. The 
benzo substituent, however, also changes the chromophore of  50 relative to the 
chromophore of 12 since it is conjugated with the keto imino ether. This is evident 
from the dramatic differences in the UV absorption spectra of 12 and 50 (vMe infra). 
The photochemistry of 64 has been examined with the idea of determining the 
effect of the additional conjugation of  the keto imino ether chromophore with the 
benzo group of  50 on reactivity in photoaddition. The oxazolinones 64 are keto 
imino ethers which have extended conjugation with an aryl group but which are 
also structurally capable of a-cleavage. The photochemical reactivity of 2-phenyl- 
2-oxazolin-4-one 65a has been explored, and the effect of substituents on the phenyl 
group has been studied in order to make a configurational assignment for the reac- 
tive states. 

The requisite 2.aryl-2-oxazolin-4-ones can be synthesized using the procedure 
briefly described by Gordon for the preparation of 2-phenyl-2-oxazolin-4-one 
(65a) s3). The method utilizes an intramolecular O-alkylation of an imide ambident 
anion. 

O 

~ A r  
64 

81 



T. H. Koch et al. 

o C o 

--L -o 
65 a, R = phenyl 

b, R = p-methoxyphenyl 
c, R = m-methoxyphenyl 
d, R = m-trifluoromethylphenyl 

Irradiation of 2-phenyl-2-oxazolin-4-one (65a) in glyme solvent with a mercury 
lamp through a Corex Filter followed by silica gel column chromatography results in 
the formation of 4-phenyl-4-oxazolin-2-one (66) in 45% isolated yield. When 65a 
is similarly irradiated in glyme or benzene solvent followed by solvent evaporation 
and molecular distillation, an unstable product is isolated and identified as 2-phenyl- 
2-oxiryl isocyanate (67a). Treatment of the isocyanate with silica gel results in re- 
arrangement to 4-phenyl-4-oxazolin-2-one (66). Similarly 2-(m-trifluoromethyl- 
phenyl)-2-oxazolin-4-one (65d) rearranges upon irradiation to the corresponding 
isocyanate, 2-(m-trifluoromethyl-phenyl)-2-oxiryl isocyanate (67d). Isocyanate 
67d does not rearrange upon silica gel chromatography. The methoxy-substituted 
oxazolinones 65b and 65c do not rearrange to oxiryl isocyanates when irradiated 
under identical conditions. 

O o 

~ / ~  IN I hv ~ ~ N C O  silica ~- O/~ 'NH 

0 ' I~R  0 / "R gel [ - - ] ~ P h  

65a, d 67a, d 66 

Irradiation with Corex filtered ultraviolet light of 65a in the presence of 20 equiv. 
of 1,1-dimethoxyethene in glyme or benzene solvent results in the formation of a 
cycloadduct, 6,6-dimethoxy-5-phenyl-4-oxa-l-azabicyclo[3.1.0]heptan-2-one (68a), 
in 65% yield and no oxiryl isocyanate 67a. Like the photocycloaddition of 3.etho- 
xyisoindolenone (50) to 1,1-dimethoxyethene, the cycloaddition occurs regiospeci- 
fically. The methoxy and trifluoromethyl substituted phenyloxazolinones 65b, c, 
and d similarly photocycloadd regiospecifically to I, l-dimethoxyethene. 

O O 

ll~'R o ?Me 
Me Me M 

65a, b, c, d 68a, b, c, d 
a, R = phenyl 
b, R = m-rnethoxyphenyl 
c, R = p-methoxyphenyl 
d, R = m-trifluoromethylphenyl 
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Reglospecific cydoaddition of 65a, b, and c to furan has also been observed. None 
of the oxazolinones give photoadducts with other olefins, including methyl vinyl 
ether, cyclohexene, cis-2.butene, trans-2-butene, and styrene. 

0 0 

65a, b, c R 

69a, b, c 

4. Spectroscopic Measurements 

3-Ethoxyisoindolenone (50) and the 2-aryl-2-oxazolin-4-ones 65a, 65b, 65c, and 
65d have UV absorption maxima which are contrasted with the UV absorption 
maximum of 2-ethoxypyrrolin-5-one (12) in Table 4 s2). The UV absorption spectra 
of SO, 65a, 65b, 65c, and 65d in general show intense zr-n* bands. Only m-trifluoro- 
methylphenyloxazolinone 65d has what appears to be a slightly resolved n.lr* band 
as a shoulder on the n-lr* transition. 

Table 4. UV data 

Compound Solvent UV kmax,nm e 

12 Cyclohexane 273 55 
50 Cyclohexane 216 38,000 

288 1,900 
298 2,100 

65a 95% Ethanol 263 20,800 
65b 95% Ethanol 223 14,000 

300 32,000 
65c 95% Ethanol 220 18,700 

268 18,800 
318 3,700 

65d Glyme 256 16,000 
320 100 
(shoulder) 

In an isopropyl alcohol.diethyl ether glass at 77 K, 3-ethoxyisoindolenone (50) 
gives a phosphorescence emission with maximum at 502 nm and lifetime of 
29.7 + 0.2 msec. s4). In a methylcyclohexane diethyl ether glass emission at the same 
wavelength is observed with a lifetime of 13.6 +- 0.1 msec. The emission lifetimes 
are within the range characteristic of a n-n* configuration. A tentative assignment 
of the O-O band gives a triplet energy of 62 kcal/mole. No phosphorescence has 
been observed for the oxazolinones. 
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5. Discussion of Substituent Effects 

There is a correlation between reactivity of the pyrrolinones, 3-ethoxyisoindolenone 
and the oxazolinones and their UV spectra 52). The pyrrolinones all have distinct 
n-n* bands as the longest wavelength transitions in their UV spectra (Table 1), they 
all react by a-cleavage, and they do not cycloadd to olefins. The molecules studied 
which cycloadd to olefins and do not a-cleave are 3-ethoxyisoindolenone (50) and 
the methoxyphenyloxazolinones (65b and 65c). These show no resolved n-zr* tran- 
sitions (Table 4). Of the two molecules, 65a and 65d which undergo both modes 
of photochemical reactivity, 65d has a slightly resolved n-Tr* band as a shoulder on 
the intense rt-n* transition (Table 4). 

In comparing the UV spectra of 65a, b, c, and d, we are examining the effect 
of electron-donating and electron-with-drawing substituents. The electron-donating 
methoxy substituent lowers the energy of the n-~r* transition relative to the n-n* 
transition, and the electron-withdrawing trifluoromethyl substituent appears to 
lower the energy of the n-n* transition, relative to the zr-n* transition. A similar effect 
of substituents on the relative energies of n,rr* and rr,rt* states of aromatic ketones has 
been observed and correlated with reactivity in photoreduction and Norrish Type II 
cleavage reactions ss-sa). 

A conclusion which can be drawn from the correlation of keto imino ether 
reactivity with UV absorption is that n,zr* character is required of  the reactive excited 
state for a-cleavage and ~r,rr* character is required of the reactive excited state for 
(2 + 2)-photocycloaddition. Since the multiplicity of the excited states responsible 
for photocycloaddition to olefins is triplet (vide infra), the validity of a correlation 
with UV absorption may be questionable. However, singlet-triplet energy splittings 
for ~r,rt* states are generally larger than for n,Tr* states. Therefore, the lowest triplet 
states of 50, 65a, 65b and 65c are probably of  rr,rr* configuration. The assignment 
of the ~r,rt* configuration for the lowest triplet state of 50 is also consistent with 
the phosphorescence lifetime (vide supra). 

6. Quantum Yield Measurements of Photoaddition to 3-Ethoxyisoindolenone 

The photoreactions of 3-ethoxyisoindolenone with 1,1-dimethoxyethene, tetra- 
methylethylene, and cis-2-butene in methylene chloride solvent were chosen for 
quantum yield studies s~ sg). With 0.06 M I, 1-dimethoxyethene the quantum yield 
of  cycloadduct formation is 0.72, and with 0.06 M tetramethylethylene the total 
quantum yield of adduct formation is 0.59. Over the concentration range 
0.06-2.00 M, the quantum yields of product formation from addition to 1,1-di- 
methoxyethene and tetramethylethylene are inversely related to the olefin concen- 
tration. Plots of reciprocal of quantum yield of  product formation vs. reciprocal 
of olefin concentration one non-linear; however, plots of reciprocal of quantum yield vs. 
olefin concentration are linear with slopes and intercepts as shown in Table 5. For 
photoaddition of 3-ethoxyisoindolenone to tetramethylethylene and cis.2.butene, 
the product ratios (56:5 7:58 and 59: 60: 61:62) are independent of olefin concentra- 
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Table 5. Slopes and intercepts of plots of reciprocal of quantum yield vs. olefin concentration 

Olefin Conc. range Slope 
mole/l 1/mole Intercept 

Tetramethylethylene 0.064-2.00 0.80 +- 0.03 1.63 -* 0.02 
1,1-Dimethoxyethene 0.060-2.00 0.32 +- 0.03 1.36 ~ 0.03 

tion. The observed concentration effect on quantum yield is consistent with olefin 
quenching of the singlet state and reacting with the triplet state. 

3,3,4,4-Tetramethyl-l,2-diazetine 1,2-dioxide, biacetyl, cis-piperylene, and di- 
t-butyl nitroxide have been examined as quenchers for the photoaddition reactions 
of 50 to tetramethylethylene. Diazetine dioxide, biacetyl, and cis-piperylene quench 
formation of all three products equally and give linear Stern-Volmer plots with slopes 
ranging from 76 to 132 1/mole as shown in Table 6. The slope of the Stern-Volmer 
plot for quenching by cis-piperylene gives a triplet lifetime of  1.6 x 10 -8 sec for 50 
in the presence of 0.125 M tetramethylethy!ene. As shown in Fig. 2, the Stern-Vol- 
mer plots for quenching product formation from photoaddition of 50 to tetramethyl- 
ethylene by di-t-butyl nitroxide (DTBN) are not coincident at higher DTBN con- 
centrations, and at higher DTBN concentrations the plots for quenching formation 
of ene product 57 and azepinone 58 are non-linear. DTBN quenching'of photoaddi- 
tion of 50 to cis-2-butene has also been studied. The Stern-Volmer plots for quench. 
ing formation of cycloadducts (59 and 60) and ene products (61 and 62) are linear 
but not coincident and have exceptionally high slopes of  2880 and 3790 l/mole, 
respectively (Table 6). Cycloadducts 59 and 60 are quenched equally within experi- 
mental error, whereas the ene products 61 and 62 are quenched differentially. At 
0.005 M DTBN the ene product ratio is 2.4 compared with an ene product ratio of 

�9 3.1 in the absence of the quencher (Table 3). cis-2-Butene was not isomerized to trans- 
2-butene in the presence of DTBN to any significant extent during the course of  the 

Table 6. Stern-Volmer slopes for quenching photoaddition of 50 to olefins 

Olefin Quencher Products Slope M-1 

Tetramethyl- Diazetine 56, 5 7, 58 88 -+ 5 
ethylene dioxide 
Tetramethyl- Biacetyi 56, 57, 58 76 -+ 2 
ethylene 
Tetramethyl- cis-Piperylene 56, 57, 58 132 -+ 2 
ethylene 
Tetramethyl- DTBN 56 97.5 +- 0.5 
ethylene 
cis-2-Butene DTBN 59, 60 2880 _+ 35 
cis-2-Butene DTBN 61 + 62 3790 -+ 15 
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Fig. 2. Stern-Volmer plot for the quenching of (+) cycloadduct 56, (e) ene product 5 7, and 
(O) azepinone 58 formation from photoaddition of 3-ethoxyisoindolenone (50) to tetramethyl- 
ethylene by di-t-butyl nitroxide (DTBN) 

reaction. When di-t-butyl nitroxide is employed as a quencher of  photoaddition of  
50 to cis-2-butene and especially to tetramethylethylene some of  the DTBN is de- 
stroyed. Products from the destruction o f  DTBN such as 70 and 71 have been isolated 
and characterized and result from scavenging by DTBN of  radicals produced by 
hydrogen atom abstraction from the olefins by excited 3-ethoxyisoindolenone. The 
hydrogen atom abstraction process has been shown to occur in parallel with the 
photoaddition reactions and not to result in formation of  any 3-ethoxyisoindolenone 
photoadducts 59). 

hv " ~ N - O H  + 50 + + DTBN ~ 5 6 + 5 7 + 5 8  + . . ~  

7O 

~---O~N 

The quenching data are interpreted in terms of  the diamagnetic quenchers quenching 
a reactive triplet state and the paramagnetic quencher quenching the reactive triplet 
state and/or additional intermediates (vide infra). 
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3-Ethoxyisoindolenone (50) sensitized cis-trans isomerization of cis-piperylene 
has been used in a triplet counting experiment to measure the intersystem crossing 
efficiency. A linear triplet counting plot is obtained which gives an intersystem 
crossing efficiency of 0.96 -+ 0.01 and a triplet lifetime of 1.5 x 10 -7 sec. for 50 in 
methylene chloride solvent at ambient temperature in the absence of olefin. 

7. Quantum Yield Measurements of Photoeycloaddition of 2-(p-Methoxyphenyl)- 
2-oxazolin-4-one 

Similar quantum yield results have been observed for the photocycloaddition reac- 
tion of 2-(p-methoxyphenyl)-2-oxazolin-4-one (65c) to 1,1-dimethoxyethene in 
benzene solvent 6~ Over the concentration range 0.24-3.00 M 1,1-dimethoxyethene, 
the quantum yield of product formation is inversely related to the olefin concen- 
tration. The maximum quantum yield observed is 0.027 at 0.24 M olefin. A plot of 
reciprocal of quantum yield vs. olefin concentration is linear with a slope of 
0.75 + 0.06 1/mole and an intercept of 37.2 -+ 0.1. This result is again consistent 
with olefin quenching of the singlet state and reacting with the triplet state. The 
photoreaction is quenched by cis-piperylene and di.t-butyl nitroxide and linear Stern- 
Volmer plots are obtained. The slope of the Stern-Volmer plot with cis-piperylene 
gives a triplet lifetime of 2 x 10 -8 sec. in the presence of 0.25 M 1,1-dimethoxy- 
ethene. The linearity of the plots and the similarity of their slopes indicate that both 
the diamagnetic quencher and the paramagnetic quencher are quenching only the 
reactive triplet state. A triplet counting plot for oxazolinone sensitized cis-trans iso- 
merization of piperylene gives an intersystem crossing efficiency of only 0.11. p- 
Methoxyphenyloxazolinone (65 c) then intersystem crosses by an order of magnitude 
less efficiently than 3-ethoxyisoindolenone (50), and hence, intersystem crossing is 
a major cause of inefficiency in this photocycloaddition reaction. 

8. Mechanistic Discussion 

A suitable mechanism for the photoaddition reactions to olefins must account for 
(1) quenching by the olefins (Table 5), 
(2) the stereochemistry of the additions (Table 3), 
(3) quenching by diamagnetic quenchers (Table 4), 
(4) the triplet counting experiments, 
(5) quenching by di-t-butyl nitroxide (Table 6 and Fig. 2), 
(6) destruction of DTBN and 
(7) the substituent effects. 
A mechanism sufficient to explain these observations is complex. Therefore, a 

proposed mechanism will be described without discussion of alternatives, and the 
reader is encouraged to consult the original references for such discussion. 

The fact that plots of reciprocal of quantum yield of photoaddition vs. olefin 
concentration are linear with positive slope (Table 5) suggests that olefin quenches 
the singlet state and that all triplets formed are captured by olefin in the olefin con- 
centration range examined in competition with unimolecular decay. Inefficiency 
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in the reaction of triplets with olefin would impart upward curvature to the plot 
of r  1 vs olefin concentration in the low olefin concentration region. The reduc- 
tion of the triplet lifetime of 50 from 1.5 x 10 -7 sec. in the absence of olefin to 
1.6 x 10 - s  sec. in the presence of 0.125 M tetramethylethylene is also consistent 
with efficient olefin capture of the triplet state in competition with unimolecular 
decay. The intercepts of the plots of ~ -  1 vs. olefin concentration for photoaddition 
of  3-ethoxyisoindolenone (50) to 1 ,l-dimethoxyethene and tetramethylethylene 
are not equal (Table 5) and are larger than the reciprocal of the intersystem cross- 
ing efficiency (~ -1 = 1.04). These observations, together with the observation 
that the maximum quantum yield for all reactions examined is significantly less 
than the intersystem crossing efficiency, suggests that there is one or more energy- 
wasting processes after interception of the triplet state. 

The lack of stereospecificity in the cycloaddition reaction and the partial stereo- 
specifcity in the ene reaction (Table 3) indicate that at least a portion of the ene 
reaction occurs v/a a reaction pathway different from the pathway leading to cyclo- 
adducts. A probable intermediate in the pathway to cycloadducts is a long-lived 
diradical such as 63 which randomizes olefin stereochemistry. The long-lived diradi- 
cal may also be an intermediate in the stereorandom component of the ene reaction. 

Quenching of the photoaddition reactions of 3-ethoxyisoindolenone (50) and 
p-methoxyphenyloxazolinone (65c) by diamagnetic quenchers most likely occurs 
by triplet energy transfer from the respective triplet states. The Stern-Volmer slopes 
are all of  approximately the same magnitude and no differential quenching of prod- 
ucts is observed. Diazetine dioxide is reported by Ullman and Singh not to be an 
effective singlet quencher 61). 

Differential quenching of photoaddition of  3-ethoxyisoindolenone to tetrame- 
thylethylene and cis-2-butene by di-t-butyl nitroxide is consistent with quenching 
of intermediates of different lifetimes or at different rates. The Stern-Volmer plots 
(Fig. 2) for DTBN quenching of the photoaddition of 50 to tetramethylethylene 
suggest that DTBN is quenching the triplet state of 50 as well as a subsequent in- 
termediate leading to the ene product 5 7 and the azepinone 58 but not to the 
cycloadduct (56). The triplet state is implicated as one of the intermediates quenched 
from the similarity of the slopes of the Stern-Volmer plot~ with DTBN and diamag- 
netic quenchers (Table 6). Although DTBN is known to quench singlet states very 
efficiently 62), quenching of the singlet state of 50 is probably not competitive with 
intersystem crossing 59). 

The Stern-Volmer plot for DTBN quenching of photoaddition to cis-2-butene 
(Table 6) is consistent with the quenching of longer lived parallel intermediates, not 
the triplet state of 50, leading to ene products and cycloadducts, respectively. 
Quenching of a common intermediate such as the triplet state of 50, alone or to- 
gether with one or more additional intermediates, would not give the linear, non- 
coincident Stern-Volmer plots. 

The observation that DTBN is partially destroyed with formation of di-t-butyl- 
hydroxylamine and di-t-butylhydroxylamine ethers when employed as a quencher 
of the photoaddition reactions of 50 implicates DTBN as a free radical scavenger 63). 
The free radical scavenging is thought to occur in parallel with quenching and not to 
be related to the quenching because the efficiency of quenching by DTBN is not 
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related to the efficiency of  its destruction. DTBN quenches photoaddition of  50 to 
cis.2.butene approximately 30 times more efficiently than addition of  50 to tetra- 
methylethylene; however, four times more DTBN is destroyed with tetramethyl- 
ethylene as the olefin than with cis-2-butene as the olefin. In fact with cis.2-butene 
as the olefin, the destruction of  DTBN is almost insignificant. 

The di-t-butylhydroxylamine and di-t-butylhydroxylamine ethers probably 
result f rom DTBN scavenging of  radicals produced by hydrogen atom abstraction 
from the olefins by excited 3-ethoxyisoindolenone (50). The observed destruction 
o f  DTBN as a function of  olefin structure is consistent with this mechanism. Based 
upon allyl radical stability and the statistical factor, excited 3-ethoxyisoindolenone 
should abstract hydrogen atoms more rapidly from tetramethylethylene than from 
cis-2-butene. 

A kinetic mechanism consistent with the data and the previous discussion is 
shown in Scheme 5. The mechanism is for photoaddition of  3-ethoxyisoindolenone 
to tetramethylethylene and cis-2-butene. The mechanism is also suitable for photo- 

(1) Ind + hv ~ lind* 
(2) l lnd*+O ~ Ind+O 
(3) lind* ~ 3Ind* 

(4) 3Ind* + O --* E l (exciplex) 
(5) 31nd* + O ~ E 2 (exciplex) 
(6) 3Ind* + O ~ Ind-H e + O e 
(7) 3Ind*+Q ~ Ind+(QorSQ*) 

(8) E 1 ~ erie product 
(9) E l ~ azepinone 
(10) E 1 ~ Ind+O 
(11) E l+DTBN ---, Ind+O+DTBN 

(12) E 2 ~ D (diradical) 
(13) E 2 ~ Ind+O 
(14) E 2+DTBN ~ Ind+O+DTBN 

(15) D ~ eneproduct 
(16) D ~ eycloadducts 

(17) Ind-H e + DTBN -~ lnd + di-t-butylhydroxylamine (73) 

(18) O e + DTBN ~ di-t-butylhydroxylamine ether (21) 
Ind -= 3-ethoxyisoindolenone 
Q ~ quencher 
DTBN m di-t-butyl nitroxide 

Scheme 5 

cycloaddition o f  3-ethoxyisoindolenone and 2-aryloxazolinones to 1, l-dimethoxy- 
ethene although with some modifications. Two DTBN quenchable, non-equilibrating 
triplet exciplexes are included as intermediates. One exciplex (El) leads to ene prod- 
ucts with at least partial stereospecificity and to azepinone, and the other (E2) 
leads to a diradical which subsequently gives cycloadducts and ene products stereo- 
randomly. Quenching of  the isoindolenone triplet state (step 7) is significant with 
biacetyl, cis-piperylene, and DTBN as quenchers o f  photoaddition to tetramethyl- 
ethylene. Quenching of  E l by DTBN (step 1 I)  occurs during the photoaddition 
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to tetramethylethylene at higher DTBN concentrations and during the photoaddi- 
tion to cis-2-butene in the presence of  DTBN. Quenching of E2 by DTBN (step 14) 
only occurs during the photoaddition to cis-2-butene. Steps 6, 17 and 18, involved 
in the destruction of  DTBN, are primarily significant in the photoreaction of 50 
with tetramethylethylene. For the photoaddition of p-methoxyphenyloxazolinone 
(65c) to 1,1-dimethoxyethene, DTBN and cis-piperylene quench the reactive triplet 
state and no exciplex quenching occurs. Exciplex quenching by DTBN is probably 
a function of exciplex lifetime, and there must be a significant variation in exciplex 
lifetime as a function of olefin and keto imino ether structure. 

Possible structures proposed for two nonequilibrating, triplet, exciplex inter- 
mediates are n- and rr-type exciplexes 64). An n-type exciplex utilizing the nitrogen 
nonbonding orbital could react stereospecifically in an ene reaction. The degree 
of stereospecificity would depend on the reactivity of the exciplex as a function 
of conformation. If the exciplex reacted exclusively when the olefin n system was 
coplanar with the o framework of 50 as shown in Scheme 6, trans-2-butene would 
give 61 and cis-2-butene would give 62. 

O H CH 3 O CH3 

72a 61 

O C~ H3 H O H ~,,,Q~ ~ II ~,,,,\CH, 
(~'~OEt -~ �9 
"X,,.... H ...,.,CH: H 

72b 62 

Scheme 6. A Stereospecific ene reaction from an n-type exciplex with the olefin *r-structure 
coplaner with the o-framework of 3-ethoxyisoindolenone 

Analogous reactivity of an n-type exciplex from a conformation in which the olefin 
n-system was orthogonal to the o framework of SO would give the opposite stereo- 
chemistry. If both conformations were reactive, but unequally, partial stereospecifici- 
ty would be observed. The point of intersystem crossing of an n-type exciplex 
would also be critical to the stereospecificity of the ene reaction, and only a short- 
lived diradical would be a possible additional intermediate. The azepinone (58) ob- 
served only with tetramethylethylene as the alkene could also arise from the n-type 
exciplex by participation of the carbonyl-carbon nitrogen o bond. The steric effect 
of four methyl groups might enhance the reaction of the exciplex leading to aze- 
pinone relative to the reaction leading to ene product. 
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The second exciplex (E2) might be a 1r-type exciplex such as 73 which could 
collapse to along-lived diradical 63 ultimately giving cycloadducts and ene products 
stereorandomly. 

0 
r 

"~ 'bEt 
i: d 

HsC k" FI 

73 

o C~ H3 
II ~ .,,xx n 

~-~ )-L ~ "  ~-CH3 

OEt 

63 

Participation of an n-type exciplex such as 72a or 72b in the photochemistry 
ofSO implicates a partially vacant nonbonding orbital on nitrogen in the reactive 
excited state. The phosphorescence lifetime of 50 points to a u,rr* configuration for 
the lowest energy triplet state, and the substituent effects on the photoreactivity of 
the aryloxazolinones (64) implicate a ~r,rr* configuration for the triplet state reactive 
in (2 + 2)-cycloaddition. Vibronically coupled 65) or equilibrating n,rr* and lr,rr* 
triplet states of 50 might lead to both n- and 1r-type exciplexes. 

The lack of reactivity of the aryloxazolinones (65) in photocycloaddition to 
many of the olefins other than 1,1-dimethoxyethene and furan probably results 
from efficient decay of E2 or D. Exciplex E2 and diradical D are proposed as inter- 
mediates in these cases for several reasons. Exciplex formation is most likely depen. 
dent on olefin ionization potential, and the ionization potential of many of the un- 
reactive olefins are intermediate between the ionization potential of furan and 1,1- 
dimethoxyethene as determined from the maxima of  tetracynoethylene olefin charge 
transfer bands 6~ 66, 67). Although cis-2-butene does not form a cycloadduct with 
2-phenyl-2-oxazolin-4-one (65a), cis-2-butene is isomerized to trans-2-butene during 
the irradiation s2). Cis-trans isomerization is expected from decay of  a triplet diradi- 
cal. Decay of the exciplex and diradical intermediates in competition with reaction 
presumably results from steric hindrance from the aryl substituent. The olefins 
which give cycloadducts, furan and 1,1-dimethoxyethene, are expected to produce 
low steric hindrance with the aryl substituent in an exciplex or diradical. 

9. Other (2 + 2)-Photocycloadditions to Carbon-Nitrogen Double Bonds 

We have observed that 6-methyl-2-phenyl-1,3-oxazin-4-one (74) photocycloadds 
regiospecifically to l,l-dimethoxyethene 68) and to furan. The regiochemistry is the 
same as observed with 3.ethoxyisoindolenone (50) and 2-aryl-2-oxazolinone (65). 
The oxazinone (74) like the aryloxazolinones is not reactive with other olefins. 
The cycloadduct to l,l-dimethoxyethene (75) is thermally labile, cleaving to 3,3- 
dimethoxy-2-phenyl-1-azetine (76) at elevated temperature. 
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0 0 

Ph MeO'~ "OMe acetone OMe Me 
Ph OMe Ph OMe 

74 75 76 

Swenton and co-workers have shown that both 6-azauracil and 6-azathymine 
photocycloadd with acetone sensitization to olefins to give (2 + 2)-photocycloadducts 
in high yield and with high regiospecificity 69). 6-Azauracil has been shown to cyclo- 
add to ethylene, tetramethylethylene, isobutylene, cyclohexene, cis- and trans. 

cyclooctene, ethyl vinyl ether, vinyl acetate, and isopropenyl acetate. Cis- and trans- 

cyclooctene give the same epimeric mixture of cycloadducts in approximately the 
same ratio. 

O O RI 

M e N ~ I  N RI" R3 hv Me . N ~ ~ r ~ R 3  

Me Me R2 

The regiospecificity of the cycloadditions is the same as the regiospecificity of the 
additions to 50, 65, and 74 with respect to the carbonyl but opposite with respect 
to the nitrogen of the carbon-nitrogen double bond. The vinylacetate cycloadduct 
of 6-azauracil has been shown to be as useful intermediate for the synthesis of 5- 
substituted uracils 7~ 

Tsuge and co-workers have shown that 2,5-diphenyl-l,3,4-oxadiazole (8) photo- 
cycloadds in low yield regiospecifically to furan with and without benzophenone 
sensitization 70. The reaction is also quenched by piperylene. The regiospecificity 
is analogous to that observed with 50, 65, and 74. 

8 Ph 

In comparing the various (2 + 2)-photocycloaddition reactions to carbon-nitro- 
gen double bonds a few generalizations can be made. The reactions are uniformily 
triplet reactions. The configuration of the reactive excited state is probably of rr,~r* 
configuration; the cycloadditions occur regiospecifically; exciplexes and 1,4-dira- 
dicals are probably intermediates; and reactive chromophores contain conjugating 
electron withdrawing functional groups bonded directly to the nitrogen of the car- 
bon-nitrogen double bond. 

Other analogous systems which we have explored for reactivity in the (2 + 2)- 
photocycloaddition reaction include the following, none of which are reactive 72-74): 
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0 0 0 

These systems do not have electron withdrawing groups bonded directly to the ni- 
trogen of the carbon nitrogen double bond. 
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I. Introduction 

Computational Methods of Correlation Energy 

Recent progress in ab initio calculations resulted in attempts to achieve so-called 
chemical accuracy. Since the late sixties this was reflected in the growth of the num- 
ber of  theoretical studies devoted to the problem of the correlation energy. Although 
to date a large amount of  material on this topic has been accumulated, the calcula- 
tions beyond the Hartree-Fock limit (other than CI calculations) are still rather ex- 
clusive. In our opinion, one of the reasons for this state is the circumstance that the 
developed theories are the domain of a few theoreticians, who are familiar with dia- 
grammatic methods and who, unfortunately, are not too interested in numerical 
calculations oriented to chemical applications. We felt that we might contribute to 
the formation of a linkage between the theory and chemical applications because 
one of us has examined the possibilities of  the perturbation theory and diagrammatic 
technique in its applications to excitation energies, ionization potentials and ground 
state energies, while the second author is interested in applications ofab initio calcu- 
lations in the field of  chemical reactivity. The aim of this review is to give a survey 
of existing computational methods and make them more accessible to those who 
want to apply them in routine calculations. Wherever possible we emphasized two 
practical points - the feasibility of  calculations and the portion of  the correlation 
energy involved. 

Of course, reviews on correlation energy have already been published. Actually, 
the correlation energy was treated on several occasions in this journal 1-3). We are 
not going to attempt a complete bibliography. In this section we only take note of 
some reviews of general importance. As regards textbooks on quantum chemistry, 
attention was paid to the correlation energy in the books of Parr 4) and Schaefer s). 
An attempt to show the state of  the art in the seventies was made by v. Herigonte 6). 
Excellent studies with the same scope were performed by van der Velde 7), who 
documented the discussion of various computational methods with his own model 
calculations, and by Kutzelnigg s). Other relevant papers on the electron correlation 
will be noted with particular topics in the following sections. 

We attempted a general review of the correlation energy, although it was our 
aim to favor the methods based on the many-body perturbation theory and cluster 
expansion of the wave function. For this reason we considered it expedient to include 
Sections III-V in our review. These, however, should not be considered as a textbook 
of second quantization and many-body techniques (this has been done elsewhere9)). 
We do not give a detailed physical background to these methods but discuss only 
features which are important for practical calculations. It is our aim to make these 
methods more familiar to those who are not specialists in this field. Existing computa- 
tional methods of correlation energy and the relations between them are discussed 
in Section VI making wide use of  the theoretical foundation presented in Sections 
I I I -V .  Accordingly, some attention is paid to the configuration interaction method. 
Since there are numerous reviews on this topic (e.g. lo-13)) we shall note briefly 
only some modified versions of  the CI method. The properties of the CI wave func- 
tion and the correlation energy involved will, however, be discussed in connection 
with other methods mentioned in Section VI. In Sections VII and VIII we present 
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some applications of  the many-body perturbation theory other than for the ground 
state. Otherwise, this review is oriented to the ground state. 

I I .  The  C o n s e r v a t i o n  o f  Cor re l a t i on  E n e r g y  

In the field ofab initio calculations there exists an apparent controversy. On the one 
hand, the neglect of the correlation energy is demonstrated theoretically by the 
crude approximation of the Hartree-Fock treatment while on the other hand, the 
majority of  calculations are performed just at the level of  the Hartree-Fock approxi- 
mation mostly with meaningful results. The fact that correlation effects may be dis- 
regarded in many cases has been recognized a long time ago. The tendency to cancel 
correlation effects in some chemical processes has been noted by several authors 14-16) 
in the early sixties. The rules for the conservation of correlation energy may be 
expressed 3) as follows: 

1. The number of electron pairs must be conserved. 
2. The spatial arrangement must be approximately maintained for electron pairs 

which are the nearest neighbours. 
The conservation of correlation energy was tested systematically by Snyder and 

BaschlT, 18) on a large set of  chemical reactions having closed shell reactants and 
products. The theoretical (SCF) heats of reactions were claimed to be more accurate 
than those obtained using semiempirical relations of  bond energies for reactions of  
strained molecules, or those not well represented by a single valence-bond structure. 
However, Snyder and Basch concluded 17' 18) that if a level of  chemical accuracy is 
to be approached, some semiquantitative prediction of the change in correlation 
energy is required. Obviously, in many reactions of closed shell molecules the second 
of the two conditions noted is not satisfied. A typical example for the violation of 
the second rule is the dimerization 2 BH3----~ B2H 6 . The SCF calculation 19) gives 
the value of 87 k J/mole for the energy of dimerization of BH 3. If  the correlation 
energy is included (by the CEPA method) one arrives at the value 19) of 153 k J/mole. 
An ideal example for the conservation of correlation energy is the internal rotation 
in ethane. Here the two requirements are perfectly satisfied and it is therefore not 
surprising that the SCF calculations give excellent agreement with experiment (for 
a more detailed discussion see Ref.2~ Another example, where the two rules are 
well satisfied, is the following reaction: 

.\N C l -  

+ HCI---~ / \ 

H / \ H  H 'U 

(1) 

For this process it was possible to predict gaseous NH4C1 by mere SCF calcula- 
tions 20. Its existence was later established experimentally 22). The conservation of 
correlation energy may also be expected in the so-called isodesmic reactions. This 
concept introduced by Hehre and collaborators 23) refers to reactions in which there 
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is retention o f  the number of  bonds of  a given formal type, but with a change in their 
relation to one another. The degree of  conservation o f  the spatial relation evidently 
depends on the particular case. The following reactions 24' zs) represent almost ideal 
cases: 

(2) 

RO- + CHaOH~ " CHaO- + ROH 

RCC- + HCCH ~ "~HCC- + RCCH 

(3) 

(4) 

0 - OH 0 - OH 

X X 

(5) 

Often one can arrive at heats o f  reactions indirectly. For example, the reaction 

NaC1 ,Na+C1 (6) 

does not satisfy any of  the two conditions for the conservation of  correlation energy. 
A near invariance of  the correlation energy may however be assumed for the ionic 
decomposition 

NaCI ~ Na + + CI- (7) 

NaC1 being highly ionic, the two requirements are well satisfied. Since the correlation 
energies for Na, C1, Na + and CI-  are well known, one can arrive in this way 26) at the 
binding energy of  NaC1 with near chemical accuracy. Indirectly, use is also made of  
the so-called "bond separation" reactions 23). These are the isodesmic processes o f  
the type 

X-Y-Z  + Y , X-Y + Y-Z (8) 

as for example 

CH3CHO + CH4.---.., C2H 6 + H2CO (9) 

which are chemically of  little interest alone but combinations of  which may provide 
valuable results 27' 2a). 

As the opposite to the examples above, we now discuss processes that involve 
the dissociation o f  a bond. Here the change in correlation energy is extremely large 
and the Hartree-Fock approximation is inherently incapable of  giving a reasonable 
account of  the heats of  reaction. The most striking case is the F 2 dissociation, for 
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which the SCF calculations 29) favor two F atoms with respect to F 2 by 132 kJ/mole. 
A discussion of the role of the correlation energy in dissociation processes is given 
in Section VI.I. 

To summarize the discussion in this section, it is fair to state that the Hartree- 
Fock approximation is adequate in many cases and that the importance of correla- 
tion effects is sometimes overestimated. It appears that the basis set effects may be 
larger than the correlation effects and that the errors in theoretical heats of  forma- 
tion may be mainly due to the limited basis set used 3~ 31). Very instructive discus- 
sions on this problem were reported for the inversion barrier in ammonia 6' 20, 32) 
and the barrier to rotation 2~ in H202. Finally, it should be noted that the Hartree- 
Fock approximation is also justifiable for the one-electron properties because the 
latter do not depend explicitly on relative positions of electrons (electron correla- 
tion), but rather on the overall distribution of electronic charge. 

I I I .  Second  Q u a n t i z a t i o n  

The aim of this section is to familiarize the reader with the second quantization and 
the many-body diagrammatic techniques which are now widely used in up.to.date 
quantum chemistry. These techniques are very efficient since they permit the for- 
mulation of the problem by means of diagrams from which the explicit formula can 
be obtained. Another advantage is that the problem of spin can be handled very 
simply. This approach also permits us to have a "microscopic" view of the problem 
(as will be seen in the study of ionization potentials, excitation energies, interaction 
of two molecular systems etc.). 

One of the most important concepts of  quantum chemistry is the Slater deter- 
minant. Most quantum chemical treatments are made just over Slater determinants. 
Nevertheless, in many problems the formulation over Slater determinants is not very 
convenient and the derivation of final expressions is very complicated. The advantage 
of second quantization lies in the fact that this technique permits us to arrive at the 
same expressions in a considerably simpler way. In second quantization a Slater 
determinant is represented by a product of creation and annihilation operators. As 
will be shown below, the Hamiltonian can also be expressed by creation and annihi- 
lation operators and thus the eigenvalue problem is reduced to the manipulation of 
creation and annihilation operators. This manipulation can be done diagrammatically 
(according to certain rules which will be specified later) and from the diagrams formed 
one can write down the final mathematical expression. In the traditional way a Slater 
determinant 14~) is specified by one-electron functions as follows: 

N 
I 0 ) =  1 Z ( - 1 )  v p I1 ~oAi(xAi ) (10) 

(N!) 1/2 P i=1 

where ~o represents spin-orbitals and x represents the space and spin-coordinates. 
Consider now the order of one-electron functions according to increasing orbital 
energy. In an equivalent way we can describe the Slater determinant by specifying 
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which ~oAi from a given set enter the Slater determinant  and which do not. This may 
be expressed by the state vector I n i n  z . . .  ni � 9  where the indices n can have the 
value 0 or  1 depending on whether the spin-orbital ~oAi is occupied or not.  The 

numbers n i are called occupat ion numbers and this form of  representat ion o f  Slater 
determinants  is called the occupat ion number  representation. On the basis o f  vectors 

]n in2  . . . )  we shall define the creation (X~') and annihilation (Xi) operators.  The 
annihilation operator  is defined as follows: 

X i l n l n 2  �9 �9 �9 n i . . . )  = ( - 1 ) S i n i l n l n 2 . . .  ( n i -  i ) . ,  .) (11) 

where 

i - - I  

S i  = ~ n k (12) 
k = l  

The quant i ty  ( - 1 )  si gives us the correct sign of  the determinant.  For  purposes of  
quantum chemistry it is more convenient to specify the state vectors in such a way 
that  only the occupied spin-orbitals are listed in the vector. Therefore instead o f  
I n l n  2 . . .  ) we write IA 1A2 �9 �9 .). In this case, we define the annihilation opera tor  

XAi as 

X A i l A i A 2  �9 �9 . A N )  = IA2 . �9 . A i r )  (13) 

XAllA1 . . .  A N )  = 0 where i 4= 1 . . . . .  N (14) 

We note that  the annihilation operator  is defined in such a way that it always acts 
on the first component  of  the state vector. Therefore we have to commute the state 

A i to the first component  of  state vector IA IA2 �9 �9 �9 Ai  �9 �9 .) which ensures us the 
correct sign. Next we define the vacuum state vector I 0) as follows: 

X A i I A i ) =  10) (15) 

The vacuum state 10 ) (so-called true physical vacuum state) is the state with no par- 
ticles. Let us suppose that  our vacuum state I 0 ) and the spin-orbitals I A l ) ,  
I A 2 )-  �9 �9 satisfy the following relations 

<010>= 1 (16)  

and 

( A i l A  j )  = 6 0 

The Hermitian conjugate state to I 0 )  can be writ ten as 

(01 = ( A  i I X + 
A i 

(17) 

(18) 
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Let us multiply Eq. (18) by I 0 ) which gives us 

<010) = (A  i l X  + 10) Ai 

According to Eq. (17) we can write 

(A i l x  + 1 0 ) = I = ( A  i l A  i) Ai 

from which immediately follows that 

(19) 

(20) 

X + I0> = lAp  (21) Ai 

Operator X+Ai shall be called the creation operator. Thus, as in Eqs. (13) and (14) 
we can define 

X + IA 1 �9 . . A N  )= IAiA1 �9 A N )  (22) A i . .  

where i =/= 1 . . . . .  N and 

X ~ I i I . . .  Ai . . . ) = 0 (23) 

In occupation number representation Eq. (23) becomes 

X + I n l n 2  . . .  n i . . . )  = ( - 1 )  S i ( 1 - n i )  l n ln  2 . . .  (n i+ 1 ) . . . )  (24) 

where Si is defined in the same way as in Eq. (12). From Eqs. (21) and (22) it fol- 
lows that any Slater determinant can be written as a product o f  creation operators 
acting on the vacuum state I 0 ). Therefore we can write 

N 
tA 1 . . . A N ) =  H X + 10) 

i=1 Ai 
(25) 

Here we can see that instead o f  a determinant we have a product of  creation operators. 
The reason why we pay such attention to second quantization is that any one- 

particle P-operator and two-particle G-operator can be written as 

P = E <AIplB> X.~Xa (26) 
AB 

and 

O = 1  ~-, ( A B I q l C D ) X ~ X ~ X D X  c (27) 
2 ABCD 

where X~ and Xn are creation and annihilation operators respectively, defined on 
the one-particle basis set I A ), I B ) . . . . .  Hereafter we shall use the following notation 
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IA) = la)l,a,) (28) 

where IA ) stands for spin-orbital, la)  stands for orbital and I s )  is the spin- 
function. Therefore the Hamiltonian H can be written as 

H= ~,(AIzlB> X~XB+ -I ~, (ABIvICD>X~X~XDX C (29) 
AB 2 A B C D  

where the notation is such that A and C (B and D) have the same space and spin 
coordinates. The sequence of the creation and annihilation operators in the second 
term of Eq. (29) is very important. We see that in the Hamiltonian we also have the 
products of creation and annihilation operators. Note that the Hamiltonian in this 
form does not depend on the number of  particles and it is completely defined by 
the one-electron functions ~A ), I B ) . . . .  This property will be used in Section VII 
to derive explicit expressions for ionization potentials, excitation energies and similar 
quantities. 

To proceed further, we have to know how to handle the products of  creation 
and annihilation operators. It is Wick's theorem which tells us how to deal with the 
products of these operators. Before presenting Wick's theorem we have to introduce 
some necessary definitions and relations. The creation and annihilation operators 
satisfy the anticommutation relation 

[x~, xB]+ = x~,x~ + x~x~ = CA Ja> (30) 

It is this property which ensures that the N-particle systems obey Fermi statistics. 
(For a detailed understanding we recommend the textbooks an-a6) .) 

Next, we have to define the normal product (n-product) and contraction (pairing). 
The normal product is defined in the following way: 

h i m  I . . .  MArl = ( -1 )PM 1 . . .  M N (31) 

where Mt stands either for creation or annihilation operator. All creation operators 
on the right hand side of  Eq. (31) stand to the left of all annihilation operators with 
p being the parity of  the corresponding permutation. 

The contraction (pairing) of two operators M l and M 2 is defined as 

I - - ' - I  

MIM 2 = M1M 2 - nIMIM2] (32) 

Owing to the anticommutation relation (30) the only non-zero contraction is 

X~-~/~ = (A IB> (33) 

Note that this contraction is a number and that the creation operator stands to the 
right of  the annihilation operator. All other contractions are zero. 

A normal product with contraction is given by 
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nIMIM2 . . .  M i . . .  I(/li �9 �9 �9 I~/Ig . . . IV1 t . . .  MN] = 

= ( - 1 ) P M ~ i  M ~ t  . . .  nIMIM2 . . .  MNI (34) 

where p, as in definition (31), is the parity of the corresponding permutation. 
Now we are ready to formulate the time independent Wick's theorem: 

M1M 2 . . .  MN=n[M1M 2 . . .  M N ] + n [ M I M  2 . . . M  N ] + . .  

�9 . . n l I V l I M 2 . - .  t~N] +nIMl l~2  ~ 4 - . .  MN] + ' ' '  (35) 

Expressed in words, the product of  creation and annihilation operators is equal to a 
normal product of these operators plus the sum of normal products with one contrac- 
tion plus the sum of normal products with two contractions etc., up to the normal 
product where all operators are contracted. This theorem can be generalized (to the so- 
called generalized Wick's theorem) in the way that also a product of  the following 
form can be handled: 

n{M l . . . M i l n [ M i +  1 . . . M k l . . . n [ . . . M t ]  (36) 

Its expression is similar to Eq. (35) but omits contractions between operators with- 
in the same normal product. An important consequence of Eqs. (15) and (18) should 
be emphasized, that 

(0)nIM 1 . . .  MN]I 0) = 0 (37) 

is valid if at least one operator in n [M l , . .  MN] is not contracted. 
In Eq. (25) the number of  creation operators is equal to the number of electrons. 

With many-electron systems the number of  creation and annihilation operators is 
large and their handling becomes unpleasant, e.g. due to the large number of  terms 
appearing upon the application of Wick's theorem. In the Slater determinant for a 
doubly excited configuration I ~arsb ) for example, the only important orbitals are 
a, b (occupied in the ground state) and r, s (unoccupied in the ground state). For 
practical reasons it would therefore be very convenient to describe such a deter- 
minant only with operators of  pertinent orbitals. This can be done using the idea of 
hole-particle formalism. 

The essence of the hole-particle formalism lies in a new meaning given the vacuum 
state. Consider now the closed shell ground state Slater determinante I q~o ) expressed 
by means of Eq. (25) as 

N 
I q ~ o ) =  H X + I 0 )  

i=1 Ai 
(38) 

Let us adopt I q~o ) as a new vacuum state, We shall call it the Fermi vacuum state. 
With respect to the Fermi vacuum state I ~o ) we can now define new creation and 
annihilation operators which in contrast to the X +, • operators shall be designated 
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Y+, Y. Let us label the occupied spin-orbitals as I A' )  and the virtual spin-orbitals as 
I A").  The creation (Y+) and annihilation (Y) operators are then defined in the fol- 
lowing way: 

Y.~I' = XA'; YA' = X,~, (39) 

Y~,, : X~,,; YA" = XA" (40) 

From this definition it is evident that application of Y,~, to the Fermi vacuum is 
equivalent to annihilation of a particle (or creation of  a hole) in I ~o >. The effect of  
YA' on the Fermi vacuum state is the creation of a particle (or annihilation of a hole) 
in I ~o).  The effect of  Y~,, on the Fermi vacuum is the creation of a particle in the 
virtual spin-orbitals and finally, the effect of YA" is the annihilation of a particle in 
virtual spin-orbitals. Thus e.g., a singly excited Slater determinant I~a r )can be de- 
scribed as 

X~I r XA a Ir : Y"~r Y~a J C0) (41) 

The state I D o ) itself evidently corresponds to the state having the number of  par- 
tides and holes equal to zero. 

For Y operators the same anticommutation relation can be found as for X opera- 
tors, i.e. 

[Y.~', YB']+ = (A' IB') (42) 

and 

[Y~",  YB"]+ = (A" IB") (43) 

For Y operators, as with X operators, we can now define a normal product, (which 
we shall designate N [ ]), a contraction, as well as a normal product with contrac- 
tions just by replacing X operators in the formulas with Y operators. The same holds 
for Wick's theorem and the generalized Wick's theorem. Equations (42) and (43) 
show that we have two sets of Y operators: one operating on the holes (42) and the 
other on the particles (43). To arrive at a more convenient form of anticommutation 
relations we define the following functions 

r(A') = 0; r(A") = 1 (44) 

O(A')= 1; O(A")= 0 (45) 

The contractions of  Y operators may now be expressed through X operators as 
follows 

-- o;  -- o ( A ) ( A  ( 4 6 )  
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w-----n + 

X ~  B = 0 ;  X Ax  B = r ( A ) ( A I B )  (47) 

Hereafter, we shall use the X operators in the sense of (46) and (47). It should there- 
fore be kept in mind that we are working in the hole-particle formalism. 

Wick's theorem (35) which gives us the prescription for treating a product of  
operators may of course be applied to the Hamiltonian, expressed in the second 
quantization formalism (29). This leads to the Hamiltonian in a form which is of 
primary importance in perturbation treatments. This form of the Hamiltonian which 
is called the normal product form is: 

H = ( O 0 1 H I ~ o > +  ~ (A I f lB )N[X~XBI  
AB 

1 
+ -  ~, (ABIvlCD)N[X+4X~XDXcI 

2 ABCD 
(48) 

where (cI, o I H I ~b 0 ) is the Hartree-Fock ground state energy for a dosed shell system 
and f is the Hartree-Fock operator. 

IV. M a n y - B o d y  Rayle igh-Schr6dinger  P e r t u r b a t i o n  T h e o r y  (MB-RSPT) 

A. Brief Description 

What is commonly referred to as the MB-RSPT is developed by second quantization 
and Wick's theorem which are used to give the diagrammatic description of ordinary 
time-independent Rayleigh-Schr6dinger perturbation theory. The use of the term 
"many-body", which originates from nuclear physics, is justifiable because the ex- 
plicit expressions in MBPT are expressed in terms of matrix elements of the spin- 
orbitals, which reflect the many-electron interaction, in contrast to the ordinary 
RSPT where the matrix elements are expressed over Slater determinants. The advan- 
tage of  using Feynman-like diagrams is that they give a "microscopic" view of the 
electron interaction in atoms and molecules. Moreover, the diagrammatic description 
of individual terms of the perturbation expansion permits us to use the "linked 
cluster" theorem which has no analogy in the ordinary RSPT. 

Here we shall follow the derivation of time-independent MB-RSPT in its main 
features as is described in Ref. 9). Let us assume that a perturbed Hamiltonian of an 
atomic or molecular system, K, may be split as 

K = K 0 + W (49) 

where K o is the unperturbed Hamiltonian and W is the perturbation. In order to 
obtain a direct expression for the correlation energy we use the notation K for our 
Hamiltonian. As will later be seen K differs from the Hamiltonian (29) by a scalar 
quantity. We assume that the following equations hold for K and K 0 operators 
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K l q: i) = k i I qQ) (50) 

K 01Oi> = K iloi> (51) 

Furthermore we assume that the complete solution of Eq. (51) is known. Our goal 
is to find the solution of Eq. (50) under the assumption that I~t) changes into the 
state I ,I, i ) if the perturbation W is switched on. We shall not go into details of the 
derivation. Instead, we state that for k i the following RSPT expansion holds: 

o o  

k i  = ri + ~ (OilW[Oi(W+K i -  ki)lnlOi> (52) 
n=O 

where 

Oi = % Ioj)<O/l = i-Ioi><Oil (53) 
/ s: i - s:/ • i -  K0 

(j :#i) 

Equation (52) can be solved iteratively. We can collect the terms having the 
same order of  perturbation and therefore can write 

/ =0 (54) 

where k/q) is the/: th order contribution. The terms up to the third order have the 
following forms: 

k! ~ = <o i I KOI �9 i> (55) 

k~ 1) = (o i l  Wl oi> (56) 

(2) 
k i = (O i [W OiWlO i) (57) 

k! 3) = <.;IW Oi(w- k! ))OiWrO;> (58) 

The whole problem of calculating k i (at least up to the third order) is now reduced 
to the calculation of individual terms (55)-(58).  The second quantization formalism 
has the advantage that these terms can be calculated easily by making use of the 
diagrammatic technique which will be demonstrated in Section IV.B. 

We have already shown that the Hamiltonian 

H = Z + V (59)  

whe re  z = Z z ( i ) ,  v = ~ v ( i , ] )  (60) 
i i < /  
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are one-particle and two-particle operators respectively, can be written in the normal 
product  form: 

H=(C~01HI r  ~ ( A I f l B ) N [ X ~ 4 X B ] +  - ~, <ABIvlCD) (61) 
AB 2 ABCD 

NIX~ X~XDXcl 

where, as was already said, the quantity (cI) o I H I (I) o ) is the Hartree-Fock energy of  
-the closed shell ground state. We assume that this operator satisfies the following 
SchrOdinger equation 

H IqQ) = E i I , I ,  i )  (62) 

HO I~ i )  = e i  I ~ i )  (63) 

Let us write 

K = H - ( ~ o I H l m  0) (64) 

and 

K 0 = H 0 - <r  ) (65) 

Then, the quantity k i is exactly the correlation energy of  the i-th electronic state. 
The simplest partitioning of  the Hamiltonian (61), according to the form (49), is 

= ~_, ( A I f l B ) N I X + X B  1 _  KO 
AB 

1 Z ( A B i v l  CD>N[X+AX~XDXc] 
W = ~ ABCD. 

(66) 

(67) 

Next we shall assume that  our spin-orbital basis I A ), I B ) . . . .  is the Hartree-Fock 
basis, i.e. 

flA> = e A IA) (68) 

where eA are the Hartree-Fock orbital energies. Then, H o in Eqs. (63) and (65) is the 
Hartree-Fock operator,  e i in Eq. (63) is the sum of  Hartree-Fock orbital energies over 
occupied spin-orbitals and Eq. (66) can be written in the diagonal form 

K 0 = • e A N I X ~ X  A ] (69) 
A 

Examine now, using Eqs. (64), (65) and (69), the expression for the correlation 
energy of the ground state, i.e. i = 0, in Eq. (54). The individual terms (55 ) - (58 )  
have a very simple form in this case, namely 
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k(o ~ = 0 (70) 

k(o O = 0 (71) 

k(2) = <r Oo WID 0) (72) 

k(o 3) = <,:t,o IW O.oW Q0 Wl,:I:,0 > (73) 

Here we see that use of this partitioning of the Hamiltonian, the Mr parti- 
tioning, i.e., K o is given by Eq. (69) and W is given by Eq. (67), is very profitable 
since the number of terms in the perturbation expansion (70)-(73) is considerably 
reduced. Of course, use can be made of some other partitioning of the Hamiltonian, 
e.g. that so-called Epstein-Nesbet partitioning, which in principle differs from the 
MOller-Plesset partitioning in so far as that the diagonal terms ( i ] l v l i / )  ~ (/]Iv I/i ) 
are shifted from W to K o. 

Our problem of obtaining k o up to the third order is now reduced to calculating 
terms (72) and (73) which we shall execute diagrammatically in Sections IV.B and 
IV.C. 

B. Second Order Contribution to the Correlation Energy. An Example of the 
Elementary Diagrammatical Approach 

1. Construction of the Diagrams 

We use the second quantization formalism to express the second order contribution 
to the correlation energy of  the closed-shell ground state. By substituting the expres- 
sion (67) for W in Eq. (72) we obtain 

k ( 2 ) _  1 ~ <ABIvlCD) ~ (EFIvlGH> 
4 A B C D  E F G H  

x (r I N[ X~l X~XDX C] QoN[ X~TX~XHXG l I r 0) (74) 

Let us first make a remark concerning Q0- By using Eqs. (51), (63) and (65), we ob- 
tain the denominator of Qo in Eq. (53) 

K O -  K O = e  O -  H 0 (75) 

From the binomial expansion we obtain 

1 1 

e o - H o eo 

.o Hi ) 
i + ~ + - - + , . .  

e o e 2 
(76) 

from which we get 
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1 1 
I(Pn)-  - -  I4~n> (77) 

e 0 - H o e 0 - e n 

Hence, 00 is responsible only for a denominator of the final expression. The denomi- 
nator will contain orbital energies because 

k 
en(k )  - eo  = Y-, (cA 7 - eA}) 

i=1 
(78) 

where k is the k-fold excitation. 
We already know that in order to calculate expression (74) using the generalized 

Wick's theorem, we have to perform contractions between the N-products on the 
right hand side of Eq. (74). We also know that according to Eq. (37) all the operators 
have to be contracted. Here the diagrams can be introduced because these contrac- 
tions can be represented diagrammatically. 

We shall assign the following diagram to the quantity LAB Iv lCD > N[ X.~ X~XoXc]. 

A y c  

I 
I 

B " ~ ' D  Fig. 1 

The diagram in Fig. 1 is drawn in such a manner that the lines leaving the vertex 
(which is marked by a dot) correspond to creation operators, and the entering lines 
to annihilation operators. The dashed line connecting the vertices shall be called the 
interaction line. This line stands for the two.electron potential 1/ril. Then we can 
schematically rewrite Eq. (74) in the form 

A,,,,c,c e.y.G 
(#ol ', oo ', I (79) 

B,~'O F"~H 
Let us omit O o for a moment. The rules used to calculate it will be given later. Thus, 
we are left with two diagrams of the type of Fig. 1. Diagrammatically, doing contrac- 
tions is represented by connecting diagrams in Eq. (79) while preserving the orienta- 
tion of the lines. Since all operators in Eq. (74) have to be contracted, we have to 
perform all possible connections using Eq. (79). We can construct the diagrams (Fig. 2) 
which are redrawn in Fig. 3 in the usual form. The oriented lines are labelled with 
one index because the contractions (46) and (47) lead to Kronecker delta. Moreover, 
from Eqs. (46) and (47) we can specify which spin-orbitals are occupied and which 
are virtual. 
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< p  . . . . . .  .- �9 . .  : '  . ,  
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. . . .  . . . . . . . . .  . . : . . : .  . . . . . . . . . . . . . . .  . .  

J '"./" I i 
I ::. I : 

Fig. 2 

A I 

A ~_ A 

I C "  I I ~  
I I I 

B' 
I i I  

I A'  ( 

D" ~ Fig. 3. Goldstone diagrams for the 
B' second order contribution to the 

"nT "l'gr correlation energy in the ground state 

The diagrams in Fig. 3 are of  the Goldstone type. The use of  these diagrams is 
very advantageous because they allow us to obtain a very condense formula for the 
pertinent order of the perturbation expansion, and what is even more important, 
because the spin summation can be handled very simply. The disadvantage lies in the 
fact that for higher orders of perturbation theory the number of these diagrams in- 
creases rapidly and one must take care to ensure that all topologically distinct dia- 
grams are constructed. Therefore, there is a need for a systematic procedure to guar- 
antee that one has all the necessary diagrams. This can be achieved using the so-called 
Hugenholtz diagrams (or degenerate diagrams). The relation 37) between Hugertholtz 
and Goldstone diagrams is given by 
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A A 

I + I 

B D BJI~D B.~,.C 
(80) 

If Goldstone diagrams in Eq. (79) are replaced by Hugenholtz diagrams, we get Fig. 4 
instead of Fig. 2. On applying relation (80) to the Hugenholtz diagram in Fig. 4 we 
obtain four Goldstone diagrams shown in Fig. 3. 

A 
A C E G 

X X 
B D F H 

xr 

Fig. 4. Eugenholtz diagram for the second order contribution to the correlation energy in the 
ground state 

Having the expression (74) for k~ 2) now formulated by means of diagrams, the 
next step is to replace the diagrams by explicit mathematical expressions. This is 
done according to certain rules which are summarized in the following section. 

2. Rules for Obtaining Explicit Formulas from Diagrams 

The diagrams can be expressed mathematically according to the following general 
rules: 

1. Draw all possible distinct Hugenholtz diagrams for a pertinent order of the 
perturbation expansion a) and generate from them Goldstone diagrams by (80). 

2. To each interaction line we assign a matrix element (ABIvl CD), where the 
indices A, B refer to lines leaving the vertex and C and D refer to lines entering the 
vertex. 

3. The denominator which is generated by (3 o contains the orbital energies. The 
sign is determined by the direction of the lines: a plus sign for those going from left 
to right (hole lines) and a minus sign for those going from right to left (particle lines). 
A denominator factor is assigned to each pair of neighbouring interaction lines and 
the orbital energies are determined according to the oriented lines joining the two 
interaction lines. 

4. The sign of the total expression corresponding to the pertinent Goldstone 
diagram is given by ( -1 )  t+h where I is the number of closed loops and h is the 
number of hole lines. 

5. Sum over all indices appearing in the pertinent Goldstone diagram. 

a) At present, computer programs axe available 38-40) for automatic generation of diagrams. 
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6. Sum the individual contributions of all Goldstone diagrams which are gener- 
ated from the parent Hugenholtz diagram. 

7. Multiply the whole expression (the sum of the Goldstone diagram contribu- 
1 

tions) with the topological factor ~ -  where n is the number of equivalent pairs of 

lines. An equivalent pair consists of two lines which both start at the same vertex of 
the Hugenholtz diagram and both end at the same vertex. 

On applying the rules b) 1 -7  to the problem of  k(o 2) [Eq. (74), Diagrams I - IV  
in Fig. 3] we obtain 

Diagram I: 

+ ~ ( A ' B ' I v l C " D " )  1 ( C " D " I v l A ' B ' >  
A ' B ' C " D "  CA' + EB' -- r - r  

Diagram II: 

- ~ (A'B' Ivl C"D"> I (D"C"IvlA'B') 
A 'B'C"D" CA' + CB' - eC" - eD" 

Diagram III: 

- ~ ( A ' B ' I v l C " D " )  
A 'B 'C "D" c A , + c B, - cC,, _ eD,, 

( C " D "  Ivl B ' A ' )  

Diagram IV: 

+ ~, ( A ' B ' I v l C " D " >  1 ( C " D " I v l A ' B ' >  
A ' B ' C " D "  cA' + eB' -- e c "  -- cO" 

We see that the Diagrams I and IV and Diagrams II and III respectively, give us the 

same contributions. The topological factor according to rule 7 is equal to 4" Hence, 

the total expression becomes 

k(o2 ) = 1 ~, 2<A 'B ' I v lC"D"> 1 
4 A'B'C"D" CA' + CB' --  CO" -- CO" 

x { ( C " D " I v l A ' B ' >  - ( D " C " I v l A ' B ' > }  (81) 

b) Theapplication of the rule 1 is trivial, in our case, because we have only one Hugenholtz 
diagram for k~2). 
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We recall that [ A'), I B'), t C"), t D") are spin-orbitals. To obtain the corresponding 
expression for orbitals we add the rule for the spin summation. 

Rule 8: Since the spin must be conserved along the oriented line, it is necessary 
to introduce an additional numerical factor, 2 t, with which we multiply each Gold- 
stone diagram. As in rule 4, I is the number of closed loops. 

On applying this rule to Diagrams I to IV we obtain 

Diagram I: 

+4 Z (a 'b ' lv lc"d")  1 (c "d " l v la 'b ' )  
a'b'c"d" Ca' + 6b'  - -  Ec" - -  Cd" 

Diagram II: 

- 2 Z (a 'b ' lv lc"d" )  1 (d"c" lv la 'b ' )  
a'b 'c"d"  6a' + Cb' - -  Cc" - -  Cd" 

Diagram III: 

- 2 Y-, ( a ' b ' l v l c " d " )  1 ( c " d " l v l b ' a ' )  
a,b~c.d~ C a' + C b, - -  F.c,, - -  Ed,, 

Diagram IV: 

+4  Z ( a ' b ' l v l c " d " )  1 ( c " d " l v l a ' b ' )  
a'b'c"d" Ea' + Eb' - -  ec"  - -  Cd" 

Then, adding up these contributions and multiplying them with the topological 

factor 1 - we arrive at the final expression 
4 

k(o 2)= Z ( a ' b ' l v l c " d " > ( 2 < c " d " l v l a ' b ' >  
a' b 'e" d"  

- (a"c" I vl a 'b' ) )  l ( 8 2 )  
e a, + e b, - -  ec,, - -  ed,, 

Our derivation may appear strange due to the fact that we first introduced Goldstone 
diagrams into Eq. (79), then replaced these with Hugenholtz diagrams and finally 
again came back to Goldstone diagrams. Actually, the rules we are using here are the 
combined rules of Hugenholtz and Goldstone as suggested by Brandow 41). The origi- 
nal Goldstone rules, which we are not presenting here, lead to complications with 
respect to ensuring that all topologically distinct diagrams are constructed, this 
being no easy task for higher orders of the perturbation expansions. Furthermore, 
we would have to determine the topological factor for each Goldstone diagram. It is 
understandable that the perturbation expansion for the quantity k i is not restricted 
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to the ground state, Le. i =k 0, and in these cases the two disadvantages mentioned 
can lead to very laborious treatment. On the other hand, the spin summations and 
the determination of the correct sign factor can be correctly done only in Goldstone 
diagrams. A great advantage of Hugenholtz-type diagrams is that they are much fewer 
in number, each Hugenholtz diagram representing up to 2 n Goldstone diagrams, 
where n is the number of vertices in the Hugenholtz diagram. The topological factor 
is given by a very simple rule (Rule 7), and we can generate all Goldstone diagrams 
by a systematic procedure [double projection scheme (80)]. For the reasons just noted 
we considered it reasonable to present these mixed Hugenholtz-Goldstone rules 
although the advantages of their use for the case of k(02) is not very evident. These 
mixed rules lead to construction of a larger number of Goldstone diagrams than 
would be obtained by strictly following Goldstone rules, however, this disadvantage is 
overweighed by the systematic nature of the generation of the diagrams as well as, 
by the convenience in the determination of their topological factors, especially for 
the cases i :# 0. 

For the sake of correctness, it is necessary to note that we disregarded such 
theoretically important concepts as the linked cluster (linked connected graph) 
theorem and the exclusion principle violating (EPV) diagrams. This is in accordance 
with our aim to maintain the practical nature of this review. The linked cluster 
theorem and EPV diagrams are of importance in the fourth and higher orders of the 
perturbation theory which, in our opinion, shall hardly be accessible to routine 
calculations in the foreseeable future. For detailed information on the linked cluster 
theorem and EPV diagrams see Refs. 9, a3, 34, 42) 

C. Third Order Contribution to the Correlation Energy 

The expression (73) can be schematically written [similar to Eq. (79)] in the form 

Here we can construct three different Hugenholtz-type diagrams (Fig. 5) 

X X X  

VI Vii VIII 

Fig. 5. Hugenholtz diagrams for the third order contribution to the correlation energy in the 
ground state 
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Following the rules I - 8  one can arrive at the explicit expressions for the Dia- 
grams VI-VIII and a very compact formula 9) for k(o a). We limit ourselves here to 
the final formula (for details of its derivation see Ref. 9)) 

k 0) = 
a', b', c '  

a", b ", e" 

+ 
a~,a' 2 

b[,b~,ci ' ,c~ 

Rph[(2Ao - A I ) ( 2 B o  - B I ) ( 2  Co - C1)-- 3 A I B 1 C 1 ]  

RppA'oB'o(2 C~ - C'1) + X R h h A 6 B ~ ( 2  Cd -- C'1') (84) 

ai',"~ 

where Rph, Rpp and Rm~ are the denominator factors (subscripts p and h stand for 
particles and holes, respectively) 

Rph -- [(Ca' + ee' -- ea" -- ec")(ea' + eb' -- Ca" -- eb")] -1 (85) 

Rpp = [(ea'x + Ca' 2 - Ec~ -- ec~)(ea'l + ea'2 -- eb[' -- eb~)] -1  (86) 

R h h  = [ (ec '  1 + ec~ - -  eai '  - -  e a ~ ) ( e b '  1 + eb~ - -  eai '  - -  e a ~ ) ]  - 1  ( 8 7 )  

The A ,  B, C terms are matrix elements of the v-operator (electronic repulsion inte- 
grals) over orbitals. The particle-hole terms are 

A o =(a"b" l v la ' b ' )  A I  = (a"b"lvlb'a') 

Bo = (b'c"lvl b"c') B1 = (b'c"l vl c 'b")  

Co = (a'c'l vl a"c") CI = (a'c'lv I c"a") (88) 

the particle-particle terms are 

A'o= " "  ' '  ( b l b 2 1 v l a l a 2 )  

B'o . . . .  = ( c l c  2 Ivl b' ;b2)  

=<ala Jv c c > 

and the hole-hole terms are 

Ao =(a;a~lutb'~b'2) 
n F I 

Bo = ( b ' l b ' 2 1 v l c t c 2 )  

Co = <cic'2 Ivla a > 

C~ =(a la ; Iv lc~c~)  (89) 

C~ = ( c ~ c ~ l v l a ~ a ; )  (90) 

D. Infinite Summations 

A typical feature of the perturbation expansion (52) is that the correlation energy is 
expressed by way of an infinite series. It is understandable that for actual calculations 
the expansion (52) must be truncated. It is one of the outstanding advantages of the 
many.body theory that it allows one to sum certain types of diagram contributions 

118 



Computational Methods of Correlation Energy 

up to the infinite order. In this section we are going to present a certain type of 
infinite summation. The idea of this technique, which is called the ladder technique, 
comes from nuclear physics 43) and was used for the first time in quantum chemistry 
by Kelly 44' 45). We shall demonstrate this technique with of  aid of  Diagram I 
(of Fig. 3). In this diagram we have two interaction lines. The idea of ladders is to 
try to extend the number of  interaction lines to infinity. For example, we might try 
to write an explicit expression for the Diagrams IX-XI  in Fig. 6. Note that we pre- 

A' A'  A'  A'  

I O "  I I O "  i 0 "  I , ,, '  ,? ,,t !n,,iD,,iO,,ir.,,,; I '. ', i 

B' B' B' B' 

I IX X ~I 

Fig. 6. Evolution of the diagonal ladder diagrams 

serve the same index between added interaction lines. The diagrams of this type are 
called the diagonal ladders e) . We see that these diagrams correspond to different 
orders of  the perturbation expansion. We might try to calculate the sum of the 
contributions of  these diagrams to the infinite order of the perturbation expansion. 
We can achieve this by defining the new interaction line as 

= ~ [ilt  (91) 
i=o 

Our aim is therefore to write the explicit expression for the following diagram 

A' 

I i 
I . . . .  i 

B' 

~ r  F~. 7 

c) In the time-dependent theory the diagrams of the type in Diagram XI are drawn in such a 
way that they indeed resemble a ladder. 
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This can be done following the rules of Section IV.B.2, but remembering that 
we have a new interaction line defined by (91). Thus, the Diagram XII in Fig. 7 
gives BS 

Z (A'B'I vl C'~9")  1 
..4 'B 'C"D" CA' + eB'  - -  e C "  - -  C o "  

i= CA' + eB' -- e c "  - -  e D "  [ 

x (C'~9"IvlA~')  (92) 

The infinite summation in this expression is the geometrical series. The infinite sum- 
mation ( S n )  of a geometrical series 

a + a q  + a q  2 + a q  3 + . . .  

is given by 

S n  - a (93) 
1 - q  

In our case this means that 

1 = Ca '  + e n '  - -  e c "  - -  e D "  

Sn = (C'~9"1 vl C '29")  - - i - eA' + eB' - ec "  eo" ( C ' ~ " I  v I C '~9")  (94)  
e a ,  + eB, - e c , ,  - -  e o , ,  

Substituting (94) in (92) gives us the expression: 

Z ( A ' B ' I v l C " D " )  
A'B'C"O" 

x ( C " D " I v l A ' B ' )  

eA' + eB' - ec"  - eo"  - (C '~9" l v l  C '~9")  

(95) 

We see that the whole effect of the infinite summation (91) appeared in the so.called 
denominator shift [compare expressions (81) and (95)]. The denominator shift just 
presented, corresponds to putting the interaction line (91) between two particle 
lines. For this reason we talk about the diagonal particle-particle ladder diagram. 
Of course, we also have other possibilities of joining the oriented lines in Fig. 7. 
These provide ways we can arrive at the hole-particle and hole-hole denominator 
shifts (DS). By adding up all possible contributions noted, we arrive at the final 
expression 

N ( A ' B ' l v l C " D " )  
A 'B' C"D"  

x ( C " D " I v I A ' B ' )  

eA '  + eB '  - e c "  - e D "  + D S  

(96) 
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where 

D S  = - (C'29"1vl C"D")  A - ( A ' B ' I v l A ' B ' ) A  

+ <Z'C"tvtA'C">A + ( h ' O " l v l a ' D " )  A 

+ (B 'C"Iv lB 'C")A  + (B 'D" Iv lB 'D" )  A (97) 

The antisymmetrized matrix elements in Eq. (97) are defined as follows: 

(ABI  v l CD ).4 = (ABI  v l CD ) - (ABI  v l D C )  (98) 

As was shown by Claverie et al. 46) this denominator shift leads to the same expres- 
sion for k o as does the Epstein-Nesbet partitioning of the Hamiltonian. 

V. Cluster  E x p a n s i o n  o f  the  Wave F u n c t i o n  

A. Brief Description 

In this section we shall discuss an approach which is neither variational nor perturba- 
tional. This approach also has its origin in nuclear physics and was introduced to 
quantum chemistry by Sinano~lu 47). It is based on a cluster expansion of the wave 
function. A systematic method for the calculation of cluster expansion components 
of the exact wave function was developed by C~ek 48). The characteristic feature of 
this approach is the expansion of the wave function as a linear combination of Slater 
determinants. Formally, this expansion is similar to the ordinary CI expansion. The 
duster expansion, however, gives us not only the physical insight of the correlation 
energy but it also shows the connections between the variational approaches (CI) 
and the perturbational approaches (e.g. MB-RSPT). 

We shall express the exact wave function in the form 

I~}= IcPo}+ In} (99) 

where Iap o) is the Slater determinant for the closed shell ground state, and I r/) is 
the correlation function, which describes the correlation of two, three etc. electrons. 
We can choose the correlation function of a N-electron system in the form 

I r / ) = Z I U ( i ) ) +  Z IU(li))+ ~ IU(g/k))+ ~ I U  ( q k O ) + . . .  (100) 

where the indices i, ], k, 1 . . .  are indices of the electrons 1 to N. The functions 
I U (0)are called one-electron clusters, I U (i/))-two.electron clusters, I U (ijk)).three- 
electron clusters, etc. Let us examine in more detail the term I U (iikO) which de- 
scribes the correlation of four electrons. We can distinguish the simultaneous correla- 
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tion of four electrons (so called linked cluster), for example, from the interaction of 
two pairs of electrons (so called unlinked cluster). Simultaneous four electron correla- 
tion occurs only in situations when all four electrons are close together. Since such 
"collisions" are rare in molecules we can expect that the effect of linked four electron 
clusters in expansion (100) will not be important 47). On the other hand, the effect 
of unlinked clusters may be important since these correspond to a collision of two 
electrons i and /and  the independent and simultaneous collision of another two 
electrons k and L Obviously, collisions of  another type are also conceivable and any 
cluster can therefore be described as the sum of linked and unlinked clusters 

[ U (0) = t (0 IO o) 
IU (0)) = t  (//)[d~o)+t(Ot q) l~b o) 

[ U(iJk) ) = t(i ik) [ ffPO ) + t(k)t(ii) [q b0 ) 

+ tq ) t  (ix) Ida0) + t ( i ) t  qk) I~ o ) 

+ t( i) tq)t (k) ]q5 o ) 

(101) 

etc. 

In Eqs. (101) the t operators are generating the clusters I U) from the Slater 
determinant I q~ o). Expansion (99) by means of t operators as indicated in Eqs. (101) 
can be expressed in the compact form 49) 

I ~ )  = eTl~0 ) (102) 

Expanding e r we get 

T2 T 3 } 
I ~ ) =  I + T +  2--~-+ 3-~-+... IO o) (103) 

T is generally an N-electron operator 

T=]~Tn; n = 1 , 2  . . . . .  N 
n 

(104) 

where 

T 1 = ~ t(i) 
i 

T2 = ~ t (q) i < j  
(105) 

etc. 

Let us compare our cluster expansion with the well known CI expansion of the 
wave function 

I q ' ) = C o I O o ) + ~ Z C ~ l ~ ) +  E E ,,,us ,~Rss + . .  "~AB ~AB" " (106) 
A R  A < B R < S  
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Indices A, B belong to occupied spin-orbitals and R, S to virtual spin-orbitals. The 
determinant gs I ~AB ) is a doubly excited configuration. Let us normalize the wave 
function (106), by setting Co = 1, so as to obtain a form compatible with the wave 
function (99): 

I~ )=  I~o)+ ClIOo)+ C 2 1 O o ) + . . .  (107) 

Here the operators Cn generate all n-excited configurations. Comparing Eqs. (107) 
and (103) we can write 5~ sl) 

C, = T,  § On (108) 

where On contains the products of Tm operators for m < n; 

O1 = 0 (109) 

o2 = 1 : ]  (110) 

O a = T : T 2 +  ~T~ (111) 

The O operatois generate the unlinked clusters. 
In the second quantization formalism the components of the T operator (104) 

may be expressed as follows 

TI -- ZZ d~A X,~ XA (113) 
A R  

RS + + (114) T2 = ~ ~ d A B X R X s X A X  B 
A < B R < S  

etc. where the d's are coefficients in the cluster expansion (102). This expression 
permits us a very elegant comparison s) of the wave functions in the cluster with 
those of the CI expansions. Comparing Eqs. (103) and (107) and assuming relations 
(104), (113) and (114) we obtain 

Can =da n (115) 

Cang = R S  R S - d ~ d ~  (116) d~ B +cl~dB s 

c4RST_ ~RST + dandgTc ~R~ST + 7 permuted terms + d~AdSd~ + 5 permuted terms 
B C  - ~ A B C  --  ~ B ~ A C  

(117) 

In the introduction to this section we made mention of the clusters t (tikt) I ~o ) 
and t(iJ)t (kt) 1 @o ). For further consideration it is very useful to also make some re- 
marks concerning other clusters. The contribution from t (i) [ r 0 ) will be small when 
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Hartree-Fock orbitals are used. The contributions from these clusters are exactly 
equal to zero when Brueckner orbitals are used s~ It is now also understandable 
that all products containing t (/) such as t(0t  q), t(Ot ffk) etc. will be small. Generally, 
the effect of  linked tri-excited clusters as well as that of  linked tetra.excited clusters 
is small. (The calculations demonstrating these effects will be discussed in Section 
VI.G.) It is possible to state that from three-electron clusters upwards the contribu- 
tion to the correlation energy coming from linked clusters decreases rapidly. This is 
also understandable due to the fact that these contributions first appear in terms of 
higher orders in the perturbation expansion, which is demonstrated in Table 1. From 
the above discussion it is possible to conclude that the most important clusters are 

1 T) i <i>o )" T 2 I q~0 ) and 

Table 1. Lowest order of perturbation theory (LOPT) in which various linked and unlinked 
clusters first appear s 1) 

Linked clusters LOPT Unlinked clusters LOPT 

T 1 2 T 1 T 2 3 

1 T 2  4 
2 
1 T~ 2 T2 1 

T 3 2 T 1T 3 4 

B. Correlation Energy Through Cluster Expansion 

Our goal is to solve again the equation 

H Iq~) = EIq~) (118) 

where I ~ )  is the exact wave function and E is the exact energy of a N-electron 
system. Let us substitute the expansion (102) into Eq. (118) which gives us 

H e T IcI, o) = E eT I ~0 ) (119) 

From the discussion in Section V.A. it appears that it is reasonable to assume Y ~ T2. 
Equation (119) will be then 

H e 12 I~o)=  EeT2 I~ o) (120) 
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or 

T ~ +  I * o ) = E  I + T 2 +  ~-.v + I~o> (121) H 1+1-2+ 2! . . . . . .  

Let us substract the term (~o [ H I q~o > from both sides of Eq. (121). This gives us 

{H_(~olHI~o)}{I+T2 + T~2 + ' " l  I~~ 

= { E - ( ~ 0 1 H l O o ) }  l + T 2 +  T . . .  I~o) (122) 

The term {E - (~o I H I~ o )} is the correlation energy of the closed shell ground 
state. As was shown in Section III the two-particle operator T2 can be expressed in 
the second quantization formalism as 

+ + 
1 ~ ~EFItzlGH)N[XEXFXHXG ] (123) 

T2 = 2 EFGH 

Operator t B has the same meaning as the t (ii) operators in Eq. (105). The term on 
the right hand side of Eq. (123) closely resembles the expression (67). In analogy to 
(67), we can also represent this term diagrammatically in the following way: 

~E'~, "k 
H~ 

<EFIt21GH>N[XkX~XHXG] (124) 

The quantity {H - (~o I H l c I, o )}, we already know, is our Hamiltonian in the normal 
product form (61). The expansion 

7 2  
e T = I + T 2 +  -2  + . . .  

2 

can be represented schematically by diagrams as 

/ 

er = 1 + ~x.> + ~:~" + ' "  (125) 
3>" 3;,-., 

/ ~,. 
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Therefore Eq. (122) can also be schematically represented by the diagrams 

) 
/ >,. >, 

+ )D + + . . .  

>/ >\ 
~ . "  

H - diagrams T-diagrams 

I o) = 

(126) 

E -<,oj.j,o>l 
\ 
), 

/ >- 
\ 

1 + p + + . . .  

X. 

/ 

v 

scalar quantity T-diagrams 

The meaning of all these diagrams with the exception of the first diagram on the left 
hand side of Eq. (126) is already known to us. This diagram has the following meaning 

i 

/_.~..-11 i . / N  EXAXe ~ - I 

i AB 

(127) 

and originates from the normal product form of the Hamiltonian (61). 
According to the generalized Wick's theorem, we can form new diagrams (R-dia- 

grams in notation of ReL 4s)) on the left hand side of Eq. (126) that connect the H- 
and T-diagrams. We can distinguish two types of R-diagrams: 

(i) those where all lines are connected (we say these diagrams have no open path), 
(ii) those where not all lines are connected (which we shall call diagrams with an 

open path). 
It should be also noted that the R-diagrams can be either connected or discon- 

nected, the term "disconnected" is assigned to diagrams which contain two or more 
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parts (see Fig. 8). Upon inspection of Eq. (126) it may be seen that by connecting 
H- and T-diagrams we get both connected and disconnected R-diagrams. Further- 
more, it may be noticed that the rests of the resulting disconnected diagrams, form 
the same series on the left hand side of Eq. (126), as do the T-diagrams on the right 
hand side, their sum therefore being equal to e'r2. By rests of disconnected diagrams 
we mean that which is schematically shown in Fig. 9, below the dashed line. There- 

I ~=~. . /  ~ . / "  

connected, with connected, with 
no open path two open paths 

(•.'), , '~::~". 
," I )' 

I X. \ 
I p j l  
I / /," ~:::X:::~ :>, 

d.isconnected, with disconnected, with 
no open path two open paths Fig. 8. Types of R-diagrams 

h7: , I [ 

['F," 

+ 
>,. ?a.\ :~., 

w +  i~ + . ~ + ' "  
/' J I :~' ~'  

p ), 
/ I" 

[•'\ 
/" 

Fig. 9. Schematic representation of connections between the H and T diagrams on the left hand 
side of Eq. (121). The terms below the dashed line represent expanded eT2 
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fore we can extract e -r2 f rom both sides of  Eq. (126) and rewrite Eq. (126) in the 
form 

e r2 ( ~  [R (r)] e - (E - (q,o I H I c I, 0 ))} --- 0 (128) 
r 

where the subscript c means that we sum only connected diagrams. We note that 
Eq. (128) is completely equivalent to Eq. (51) in Ref. 4s). Equation (128) holds if 

~[ R  (r)] c = E - (D 01HIO o)  (129) 
r 

We point out that on the left hand side of  Eq. (129) we have diagrams with no open 
path (these give us a scalar quantity) and diagrams with open paths (these correspond 
to operators). Therefore, if the left hand side of  Eq. (129) is to be compared to the 
scalar quanti ty E - (D o I H I D o ), only the diagrams with no open paths can be taken 
into account. Hence, for the correlation energy we can write 

A I 

E - < ~ o l H l i # o ~ >  = ) + (130) 

B' 

This equation is equivalent to Eq. (52) in Ref. 48). Since the diagrams with open paths 
have no counterpart  on the right hand side of  Eq. (129) it holds that 

[R (r)]c ~ = 0 (131) 
r 

where the superscript O.P. means that  the summation is restricted to such connected 
diagrams which have two open paths d). Equation (131) corresponds to Eq. (53) in 
Ref.48). 

Next, we assign matrix elements to the diagrams. Actually, this may be done 
according to essentially the same rules as those presented in Section IV. B.2. Of  
course, here we have no O i operator  and therefore the denominator factors do not 
appear in the final expression. It should also be kept  in mind that the staggered line 
corresponds to the t 2 operator.  The resulting expression of Eq. (130) is 

1 ~ (A,B, IvlC,,D,,){(C,,D,,It21A,B, ) E -  (4 )o lHIOo)=  2A'B'C"D" 

-- (D"C"I tzlA'B')} (132) 

d) This is due to the fact that T is set equal to T 2. Note that the diagrams with one open path 
cannot be constructed without a violation of the generalized Wick's theorem. 
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or in the orbital form 

E - ( ~ o l H l r  Z ( a ' b ' l v l c " d " ) { 2 ( c " d " l t 2 1 a ' b ' )  
a'b'r 

- ( d " c " l t 2 l a ' b ' ) )  ( 1 3 3 )  

We see that the correlation energy (133) is given by the matrix elements of v and t 2 
operators. The former are the electronic repulsion integrals which can be calculated 
from the known Hartree-Fock orbitals. The matrix elements of t2 operators are un- 
known but have to the determined in order to calculate the correlation energy (133). 
It is just Eq. (131) which leads to a system of nonlinear equations whose solutions 
provides us with the necessary t2-matrix elements. 

We shall now briefly show how to construct the corresponding diagrams with 
two open paths. Of course, we have to remember that in addition to the v.interaction 
line and the tz-interaction line, we still have another new interaction line correspond- 
ing to the f-operator [see Eq. (127)]. Any diagram containing the f-operator gives a 
vanishing expression unless the entering and leaving lines in the f-part of the diagram 
have the same direction and a common index, this due to the behaviour of Hartree- 
Fock orbitals 

(a"lfl b")  = tSa"b" ~.a" (134) 

(a ' lf l  b ' )  = 6a' ~' e a' (135) 

For the construction of diagrams with two open paths we have the possibilities 
shown in Figs. 10-12.  The diagrams containing f and t 2 operators are not presented 
because the contributions of  these diagrams are equal to zero when using the Hartree. 
Fock orbitals. 

- - . , > . ,  , > . , .  : , 

�9 ~ h '!p , 1D ~ ,', '~ 
A / / A / i 

Fig. 10. Diagrams with two open paths which contain f and t 2 operators 

The assignment of explicit expressions to diagrams in Figs. 10-12 is made in 
the same manner as for diagrams already mentioned. For the sake of illustration we 
present the assignment of the first diagram in Fig. 10. 

A 

A )' ~ ~ ' -  <C"I f lB"><B"E"I t2 I A'D'> 
:~E "i A B C D E 

Correctly speaking, expression (136) should also contain the normal product 
N[X~ X~XEXD ] as given by relationship (124). This term is irrelevant, however, 

(136) 
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�9 " . . ,  , 

. . ' f  
. . " 1  " / '  _:;.~,../ ~, 

,. ........... ....,~ 

>, y .>,., ~ ~ . ,  
~ ' 

I : 

........... ....,.... 

y-,. >., 
I z" 

. . . . .  ............, ";" 

�9 I ~ ~ 

............ ~ 

. . , ~  . . . . . . . . . .  . , , . . . .  

y"~, ,--~., Y >., _--S-~, ,. 
I / ~" ' I ' 

. .~ ........... >, ~ '  . . ~ / > '  _~__~., 
:.. . . . . . . .  . . - "  

Fig. 11. Diagrams with two open paths which contain v and t 2 operators 

for the determination o f  the final form of  Eq. (131), and is therefore here omitted 
for simplicity. The final equations determining t 2 operators are obtained from the 
summation of  individual contributions from all pertinent diagrams in Figs. 10-12 .  
The equations have the following form 48) 

X(d~,d'l" d2,d'9 ) + " , .  ,, , " X ( d 2 , d 2 , d l , d ' l ) = O  (137) 

where 

I t  t l  tP t~ I t x(a~, . . . . .  a l ;  a2, a2)' = 21 (a';a(zlvla'Id'~>+ dsZ(dllfld3)(d3d21t21dld2) 

- Z(a'llfla'3>(a';a(zlt21a'j2>+ Y, [(2<a'~a'31vla'xa~> 
a'3 a'3,a~ 

- (a';d; I, l a;a'x >) <d;a~ I t~ l a;a'~ >- <dla;I,,la',a; > <d~a; J t~ I d'3d'2) 

ir f if f fl I t  ? I 
-- (d2d 3 l vl d3d 1 ) ( d I d  3It  2 I d3d 2)] 

1 ~ <a';a~l,la;a;,><a;a;,It~la'~a'~>+ 1 ~ <a',a'~i~la'3a',><ala'~lt~ld;a',> 
+ 2 d~, d~ 2 d'3, d'4 

+ ~ {[2<a'3a'41vla~a'~>- <a'3a'41,,la'~a';>] [<a~a'~lt~la'~a'3><a~al, lt21a'2a'4> 
d'3, d'4; aS, da 
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~,..;. "~. .  ie:~..> 
~::g:=~. Z~::=., "'~ ~ -  ;::g:=,- '  ~" 

~:~:=--'~" ~:~==-"~" ~t:=-'" ~::~=-r 

Fig. 12. Diagrams with two open paths which contain v and t ] operators 

- ( d ~ d ~ l t 2 1 d ' 3 d ' l ) ( d ~ d ' ~ l  t2 ld2d4)- ' ,  (d3d4)t2ld3dl)(dld21t21d4d2)' . . . . . . . . . . .  

. . . . . .  1 ( d 3 d  4 Ivl d 3 d  4 , ,, -<dTa~lt21ct4d3>(a2cl4tt21d'2cl'~>]+ ~ . . . . . .  >[<ala31t21d'3a'~><d'~a'~lt2td'4d'2> 

+ ( d 2 d 3 1 t 2 1 d 4 d l ) ( d l d 4 1 t 2 1 d 3 d 2 ) +  ' . . . . . . .  " Id~d~ >]}.  (138) . . . . . . . . . . . .  ( d l d 2 1 t 2 1 d 3 d 4 ) ( d 3 d 4 1 t 2  

The method just described is known as the CPMET method. This approach, 
based on the cluster expansion, is quite general and permits the inclusion of  arbitrary 
clusters into the e r expansion. This will be discussed in Section VI.G. 

To further a better understanding of  the method, we now demonstrate a simple 
derivation of  CPMET equations in a more traditional manner according to Kutzel- 
nigg a). It should be emphasized however, that this approach is applicable only in the 
simple case of  e r ~ er2. On applying the restriction T ~ T 2 , the comparison of  cluster 
and CI expansions represented by Eqs. (115) - (117)  reduces to 
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ca Rsr 0 
BC = 

CffAB STU - '4RS'4TU dRSdTU " 16 further permuted terms 
CD - '~AB~CD -- ~A C'BD -i- 

(139) 

(140) 

(141) 

Define now the projection operators Po and (1 - Po). Let Po be a projector to the 
space spanned by I~ o); (1 - Vo) is then the projector to the complementary space. 
Equation (128) implicitly contains the equation for the correlation energy (132) 
(given in terms of t2 operators) as well as the corresponding nonlinear equations for 
these operators. The whole problem of obtaining the correlation energy is that of 
isolating the mentioned equations. Equation (132), which is, in fact, the Schr6dinger 
equation modified by the second quantizatio n can be understood as a projection of 
Eq. (128) by Po while Eqs. (137) and (138) are projections into the space (1 - Po)- 
Of course, since we are using T -~ T2, our space (1 - Po) is spanned by doubly 
excited Slater determinants I q'~aB s) only. On applying these projections to 

H e T2 [ ~ o  ) = E e T21 q'o ) (142) 

we get 

<~olH eT21~0) = (~olH(1 + T2)Id# o) 
RS = E(q, o I eT2qb 0 ) = E dab (143) 

and 

('I~ABSlHeT21~0>=<q~ABSlH I+T 2 + -~  

= E(~AB S I e T2 dP O) = E d~t BRs 

Substituting for E in Eq. (144) with (143) we get: 

( 1 T ~ )  '*O)=(~OlH(l+T2)ld#o)eg (~ARSlH l+T2+ ~ 

Expressing this in terms of matrix elements we obtain CPMET equations 

(144) 

(145) 

~, ~, (~SBIHla~TU%,4TU 
~ CD "~CD 

C<D T<U 

(~BS[H[ ~o>+ 

1 
+ -  Z Z 

2 r  T < U  
C,D :/:A,B T, U ~ R , S  

132 

r , . IRS,4TU .4RS. . ITU . . t .  (,4TU,,,,RS ..~TU,..1R,S + . . )}  
k~ABt~CD --t~ACt~AB -- . . .) + V.~CD,~BD -- UBD~AC �9 
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S RSTU RS x (':PARBIl"llq)~BC.O)=(OolHlq)o)d~an + E ~ (~01HIq~bz~ )TU 
C<D T< U 

dTU'4RS (146) 
x ~CD~AB 

It is possible to arrive from Eq. (145) at Eqs. (137) and (138) by realizing that 

.RS d~B = ( R S I t 2 1 A B )  - ( R S I t 2 1 B A )  (147) 

and by expressing the matrix elements in (146) over the orbitals s2). 

VI. C o m p u t a t i o n a l  M e t h o d s  and  Resul ts  

In this section a practical point of  view is emphasized. This means that we disregard 
methods which, in our opinion, are not perspective for one reason or another. The 
drawback of the Hylleraas method is its applicability only to the two-electron prob- 
lem. We also omit here the methods based on the concept of  separated electron pairs 
(geminals) s4-sT) because these methods are inherently incapable of accounting for 
the interpair correlation energy e). We shall also not discuss here the Bethe-Goldstone 
equations since, from the calculations reported 7' s8) for BH and H20, it appears that 
they are computationally not suitable for chemical applications. 

A. Empirical Methods 

Let us start a survey of computational methods by beginning with the simplest con- 
ceivable approach 59), that of  assuming a constant empirical value for each type of 
bond and therefore obtaining the total correlation energy by summing the bond 
contributions (similarly in the same way that estimates are made in chemistry, e.g. 

for the heats of formation and dipole moments). We think that this method can 
hardly be refined to a state that would approach the so-called "chemical accuracy" 
because it disregards the interpair electron correlation. 

Empirical parameters are involved in the EPCE-F2 a method of Sinano~lu and 
Pamuk60, 6t) as well as the method suggested by Clementi and co-workers 62' 63). The 
two methods may be called semiempirical because they are based on the formulas 
given by the theory but adopt approximations involving empirical parameters. For 
the sake of compactness, the EPCE-F20 method will be discussed in Section VI.B. 
dealing with Sinano~lu's Many-Electron Theory. The formula in the method of 

e) A single antisymmetrized product of strongly orthogonal geminals is incapable of accouting 
for interpatr correlation. Since the last decade, however, this term is used as a synonym for 
the method of expansion of wave functions in terms of orthogonal localized orbitals. The 
geminal product wave function serves only as a tool to determine a localized orthonormal 
basis, Le. "excited" orbitals, to describe correlation which can be apphed to construct the 
cluster-functions. (E. Kapuy: private communication.) 
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Clementi and co-workers is a functional which is a modified expression of Wigner's 64~ 
derived for the electron gas. Mathematically, it is an integral containing powers of  
the electron density. If the Hartree-Fock density is used, the use of the method is 
restricted to cases where the Hartree-Fock function is a good representation of the 
exact wave function. For example, for dissociation processes the electron density 
based on a proper (CI) wave function must be employed. Examples of  applications 
for which the use of the Hartree.Fock electron density seems to be sufficient are the 
water dimer 6s) and the complexes 66) of the water molecule with Li +, Na +, K +, F -  
and CI- ions. The computed correlation energies for these interactions are consider- 
ably underestimated, however. The numerical integration of the density functional 
is claimed 67) to be much shorter than the computation of integrals in the Hartree- 
Fock calculation. As regards the accuracy and reliability of the method we cite the 
authors68): "Whether the data here obtained appear to be "good" or "bad" depends 
on one's purpose. For us the data are preliminary but indicative that the search for 
a proper reference function and a more versatile functional of the density is a task 
worth pursuing". 

B. Many-Electron Theory (MET) of Sinano~lu 

Sinano~lu 47) was the first to introduce to quantum chemistry methods based on the 
cluster expansion. We are not going to present a derivation of MET here. We only 
note that one can arrive at the MET equations using ( ~ e k ' s  CPMET, by neglecting 
all terms which couple T2 matrix elements corresponding to different hole pairs. In 
this manner, the CPMET equations are reduced to independent equations for each 
pair of the occupied orbitals. It is therefore possible s~ to refer to MET as to the 
decoupled-pair.many-electron theory. In Sinano~lu's MET as in CPMET, the appro- 
ximation T ~-- T 2 is assumed. For the function 

lq~)= Ir N t(ii)lr ) (148) i<] 

Sinano~lu derived the expression 

E'-~ EHF + ~ i~<! e,! (149) 

in which ~///are pair correlation energies and D is related to the normalization of 
I ,I,). Pair correlations are determined from the so-called pair functions (in our nota- 
tion these are clusters t (t/) I c I, o )) which are obtained independently for each pair of 
occupied spin-orbitals. In this simplest form, MET is equivalent to IEPA (see 
Section VI.C.). If  the unlinked clusters are included in an approximation, Sinano~lu 
can transform the function 

lq~)= I~o)+ ~ t(i])l~o)+ Z ~ t(q)t(kOl~o ) (150) 
i<] i</tc<l 

i,/-q:k,l 
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into the following expression 

E ~ EHF + ~, eli --if-- i< /  
(151) 

This equation and (149) differ only by the normalization factors. For N ~ oo it was 
shown 47) that (Dii /D')  ~ 1, so that it is possible to write 

E"~EnF + ~ e"i/ (152) i<l 

The most important result of the papers by Sinano~lu on MET was the finding that 
in a CI treatment with quadmply excited configurations, the linked tetra-excited part 

(T4) is negligible in comparison to the unlinked part ( 1  T22). This was clearly shown 

by Sinano~lu in an analysis of  the CI calculation performed by Watson 69) for the 
berylium atom. Watson's CI wave function contained the 37 most important con- 
figurations. Among them were four quadruply excited configurations whose CI 
expansion coefficients are given in Table 2. The entries in the last column of Table 2 

Table 2. Four-electron correlation and unlinked clusters in Be atom 47) 

Quadruply excited configuration I ) Coefficient from 37-configuration 
wave function 69) 

Coefficient calcu- 
lated from double 
excitations by 
Eq. (141) 

2 2 P] PlI 0,007063 0.0073 
2 2 Pl Sl 0,005651 0.00647 
2 2 Pl dlI 0.001585 0.00168 
2 2 Plldi 0,000464 0.000478 

Energy contribution -0.075 eV -0.074 eV 

1) Roman numerals denote the order of virtual orbitals. 

are coefficients given for the products of the expansion coefficients of  the doubly 
excited respective configurations. For the configurations p~s~, for example, the 
relevant doubly excited configurations involved in Watson's wave function have 
the following expansion coefficients: ls2p~ - 0.2844586; 252s~ - 0.0232595; 
2s2p 2 - 0.001899; l s2sp  2 0.0065906 und ls2ss~ - 0.0055013. Denoting these 
coefficients by brackets, according to Eq. (141) we get 

C p2s~ (unllnked) = [152p2][2s2521 + 4[ l s2 sp~][ l s2 s s  2] 0.00647 ls2282 = 

1 T~ are From Table 2 one can see that the data given by the approximation C 4 ~ -~ 
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in good agreement with the results of the complete CI treatment and that the effect 
of linked T 4 clusters is therefore very small. 

Sinano~lu also derived the LCAO form of MET and suggested a series of  semi- 
empirical procedures for estimating the correlation energy. Among them the one in 
most general use is the so-called EPCE-F2 a method formulated by Sinano~lu and 
Pamuk6O, 61). This methodis  based on Eq. (152), which in the LCAO form becomes 

eco  1 z ep Pqq  q 
4 p,q 

(153) 

where Pii are diagonal elements of the bond order matrix and 

-epq = epaqa + ep~,., (154) 

is the effective pair correlation energy (EPCE) for which we assume the so-called 
"F 2 approximation": 

ep,~q# ~. 2 epo~,~ (155) 

The last symbol in the designation of the method means that, in contrast to the 
previous version of  the method 7~ it is not restricted to n-electronic systems. 

Computationally, one first performs a semiempirical all-valence electron calcu- 
lation (say CNDO/2) to obtain the electron densities Pii. One-center -d'pq are constants 
which were tabulated 6~ for H, B, C, N, O and F atoms. Two-center -~pq are evalu- 
ated by an empirical formula which is a function of the interatomic distance. Compu- 
tation of the expression (153) is much shorter than a standard CNDO/2 run. It is 
understandable that such a simple method cannot provide highly accurate estimates 
of  the correlation energy. Actually, this accuracy is claimed 61) to be within -+0.5 eV. 

Table 3. Interaction correlation energy (in k J/mole) in van der Waals complexes 7s) 

Complex 1) EPCE-F2o IEPA intersystem AEcorr 

j H  
H-H...O ~ H  -2.798 

H H ~  
H / ........... H'~.~ O - 2.605 

H-H...F-H -0.965 

H 
I...H-F -11.385 

H 

H-F...H-F -4.921 

-3.5782) 

-1.5802 ) 

-1.2682 ) 

-4.1272 ) 

-3.3663 ) 

1 ) The geometries assumed refer to the van der Waals minima given by IEPA calculations. 
2) Ref.87). 
3) Ref.88). 
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Although this tolerance is much larger than that required in many chemical problems, 
the feasibility of  calculations warrants attempts at application. These were attempted 
for binding energies 60, ionization potentials 71' 72) excitation energies 72), clusters of 
hydrogen atoms 73) and intermolecular interactions 74' 7s). In Table 3 we present some 
results for van der Waals complexes. 

C. Independent Electron Pair Approximation (IEPA) 

This approximation has been known for a long time, e.g. in the form of Sinano~lu's 
MET or Nesbet's formulation of the second-order Bethe-Goldstone method 76). Prac- 
tical calculations with the IEPA method, however, were first developed by Kutzel. 
nigg's group 77' 78). In the language of configuration interaction, one uses the wave 
function 

I~I'AB) = IOo)+ E CffBSlq~A s )  (156) 
R < S  

This means that we perform a CI calculation, separately, for each pair of  occupied 
spin-orbitals A, B. This gives us an energy increment CAB which can be ascribed to 
the electron correlation in spin-orbitals A, B. Since the electron pairs are considered 
to be independent, the total correlation energy is given by 

Eeorr = ~, CAB (157) 
A,B 

For technical details of  calculations such as the use of pair natural orbitals, we refer 
the reader to the cited papers 77' 78). Here we restrict ourselves to a few comments 
on the properties of IEPA correlation energy. IEPA is not a variational method and 
it does not give an upper bound to the energy. Actually, the correlation energy is 
overestimated, in some cases by as much as 30%. The situation is somewhat better if 
localized orbitals are used, but the estimated correlation energies are still too high. 
The extent of this overestimation depends on the particular case and it is, therefore, 
possible to speak about "good" and "poor" IEPA molecules 79). An example of  the 
failure of IEPA is presented for the F 2 dissociation in Section VI.I. Among the ad- 
vantages of IEPA, the major one is the computational economy. This allows one to 
undertake systematic studies of  the effect of correlation energy on molecular geo- 
metries and force constants 32' s0-83), potential curves 79' 83), and van der Waals 
interactions 84-88). Another advantage of IEPA is the correct dependence 3' 78) of 
the correlation energy to the number of  electrons, Le. the energy of a supersystem 
of n noninteracting subsystems, E(nA),  is equal to the sum of  the energies of  the 
subsystems, nE(A ). 

D. Modified Versions of the Configuration Interaction Method 

As stated in the introduction we are not going to pay much attention to the C! 
method because there are numerous reviews on this topic (e.g. lo- i  3)). We only 
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briefly note some techniques that treat the CI expansion in a more effective way. 
We also note the properties of  the CI wave function which have some relation to 
other methods considered in this review. 

The traditional CI treatment which is nowadays commonly referred to as "brute 
force" CI, is inpractical for routine calculations of  correlation energy because of the 
slow energy convergence of  the CI expansion. For the purpose of comparison w i th  
other methods, it is advantageous to adopt the traditional CI. What we need to know, 
is the role of the singly, doubly, triply, etc. excited configurations in the CI expan- 
sion. We limit ourselves to the most common case - the Slater determinant of  a 
closed shell ground state formed from the Hartree-Fock orbitals. In this case, the 
effect of singly excited configurations is small, as the consequence of  Brillouin's 
theorem. However, it appears that in some special applications (other than energy 
predictions) single excitations can not be omitted in the CI expansion. For example, 
singly excited states are responsible for the correct sign of the dipole moment of 
CO 89). The main contribution (more than 90%) to the correlation energy comes from 
the doubly excited states. For larger than diatomic molecules, it is difficult, for prac- 
tical reasons, to test the effect of triple and higher excitations by way of direct cal- 
culations. Therefore, it is only possible to do speculative estimates on the basis of 
data for atoms and diatomic molecules. For example, in the case of the Be atom 9~ 
the triple excitations correspond to 0.3% of the calculated correlation energy and 
the quadruple excitations to 3.8%, In N2 the contribution 91) of quadruply excited 
configurations is 7%. It may be assumed, therefore, that for small polyatomic mole- 
cules it is sufficient to consider only doubly excited configurations and to also in- 
clude singly and quadruply excited configurations when striving for highly accurate 
calculations. This is in contrast to the opinion of Davidson I l) who states that for a 
large molecule, a hydrocarbon chain longer than about 30 carbons, most of  the corre- 
lation energy should come from the quadruple or higher excitations. 

In spite of the truncation of the CI expansion so as to include the double excita- 
tions, the ordinary CI calculations are hardly more practical. There are many devices 
and tricks 1~ which facilitate the problem: use of symmetry, selection of con- 
figurations by perturbation estimates of  their weights, efficient diagonalization 
algorithms, economic computer handling of large CI-matrices 92), avoiding the explicit 
construction of the CI-matrix 93), effective transformations of integrals from AO to 
MO basis, disregarding configurations that contribute to inner shell correlation energy, 
energy extrapolations 94) and others. These are, however, of more or less technical 
nature and do not remove the inherent drawback of the ordinary CI expansion - 
this being its slow energy convergence. A very efficient way of obtaining a more 
rapidly convergent CI expansion is based on the use of natural orbitals. We take note 
of two techniques of this type at this time. In the Iterative Natural Orbital method 
(INO-CI) developed by Bender and Davidson 95), one proceeds 5' 12) as follows: A 
certain number of configurations, say 50, are selected and a CI calculation is carried 
out. The density matrix given by the CI wave function is diagonalized which gives 
us the natural orbitals. From these the same set of configurations is constructed and 
the CI calculation is repeated. Several iterations are performed according to this 
scheme until the energy reaches a minimum. An important feature of  the method 
is that unimportant configurations are deleted in the iteration process and new con- 
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figurations are added. The choice of singly and doubly excited configurations may 
be made in an ingenious way (e.g. for H2096) and NH297) that permits consideration 
of the valence.shell correlation energy. Some applications of  the method are presented 
in the book by Schaefer 5). The second method we are going to note is perhaps more 
economic. It is the so called Pair Natural Orbital method (PNO-CI) developed by 
Meyer 9s). PNO-CI may be taken as an extension of the IEPA-PNO method. As in the 
IEPA-PNO one calculates the pair natural orbitals for each pair of occupied spin- 
orbitals and constructs from them the (lowest) doubly excited states. But in contrast 
to IEPA-PNO, the PNO-CI wave functions contains [ q5 o ) and doubly excited con- 
figurations, which correspond to excitations from all pairs. This, of  course, brings 
about difficulties in constructing the Hamiltonian matrix elements, Hi/, because each 
pair generates its own set of PNO's. In other words, PNO's for the pair R, S are not 
orthogonal to PNO's for the pair T, U. Fortunately, the nonorthogonality does not 
represent a serious problem. Although the CI-matrix Hi/elements 7s) are somewhat 
more complex than those given by Slater rules for an orthogonal set, they are still 
tractable. It should be emphasized that the same Hi/elements appear in the CEPA- 
PNO equations. It is therefore-profitable to perform PNO-CI and CEPA-PNO calcula- 
tions in a single run. 

Let us now comment briefly on the general properties of the CI wave function 
with only singly and doubly excited configurations (it is not of  importance whether 
it was obtained by "brute force", INO-CI or the PNO-CI treatment). As we already 
know it should cover a large portion of the correlation energy. Another advantage 
is that it furnishes an upper bound to the energy because CI is a genuine variational 
method. A drawback of this limited CI wave function is the incorrect dependence 
on the number of particles and its incorrect behaviour in dissociation (see Section 
VI.I.). To illustrate the incorrect dependence on the number of  particles we make 
use of  the PNO-CI data of Ahlrichs 19) for the dimerization of  BH 3. He arrived at 
the following energies of  dimerizations 

AE = E(B2H6) - 2 E(BH3) = -27 .4  kcal/mole 

AE = E(B2H6) - E(2 BH3) = -34 .2  kcal/mole 

(158) 
(159) 

In Eq. (158) twice the PNO-CI energy of BH 3 was assumed, whereas in Eq. (159) 
the two BH3 molecules were represented by a supersystem BH3BH 3 at large inter- 
molecular distance (50 a.u.). In the first case, the two BH 3 molecules are strongly 
biased with respect to B2H 6. In fact, we consider simultaneous double excitation of 
either BH3, the net result of which means inclusion of quadruply excited configura- 
tions. In order to obtain a balanced description of both sides of  the reaction, it is 
necessary to treat it by means of Eq. (159). This trick may be applied to dissociations 
where the SCF function behaves correctly at the dissociation limit. If  it does not, the 
inclusion of quadruply excited configurations cannot be avoided and the CI treat. 
ment, limited to doubly excited configurations, cannot be applied (see Section VI.I.). 

With respect to the multiconfiguration SCF (MCSCF), the virtues and the draw- 
backs of  this method 99-1m) have been described in the literature on several occa- 
sions (see e.g. Ref.S)). In our opinion, the MCSCF still remains much more suited 
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for the solution of near-degeneracy problems such as the removal of discontinuities, 
cusps, humps and other artefacts in the SCF energy hypersurfaces as reported by 
Gregory and Paddon-Row l~ 103), than to be used in large scale calculations includ- 
ing correlation energy. 

E. Coupled-Electron Pair Approximation (CEPA) 

CEPAg8, :04) represents one of the most successful approaches to the calculation of 
the correlation energy of molecules from the viewpoint of accuracy and the expen- 
diture of computer time. CEPA may be looked upon as an approximation of CPMET. 
Again the wave function is assumed to have the form 

I ~ )  = e T21 ~0  ) (160)  

CEPA is based on the approximation of the third term on the left hand side of the 
Eq. (146). We assume 

1 

C < D  T < U  
C.D -~A,B T, U:/:R,8 

z z < $g,H, 0>eSg 
C, D4:A,B T < U  

(161) 

Note that the terms in parentheses on the left hand side of Eq. (161) contain products 
of d coefficients and represent the unlinked part of the CI expansion coefficient for 

,.t.,RSTU '~ the quadruply excited configuration T A B C D ,  ]compare Eq. (141)]. Within the CEPA 
these terms are now substituted for by only a single product of d's. This approxima- 
tion was suggested by Kelly 44' 105) but was first employed for practical calculations 
by Meyer. The justifiability of this approximation was shown by time-dependent 
diagrams 7, 10s). We attempted to present this approximation by making use of the 
language of diagrams in the sections describing the MB-RSPT and the cluster expan- 
sion method. 

Let us now rewrite the term which we are going to approximate in terms of t2 
operators. First we express it as 

(,i~ng I HI I T] ~o) (162) 

As we know from Section III, the Slater determinant for a doubly excited configura- 
tion can be written as 

t s> = NIX  X XA XB ] i,I,o > (163) 
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and the term (162) becomes 

(~o IN[X; X~ XsX R ] {H } 2 T~ I~ o ) (164) 

According to Eq. (37) we know that in expression (164) all the operators must be 
contracted. Therefore, if we substitute the normal product form (48) for H, we have 
to consider only the two-electron part of the Hamiltonian, Le. we can assume v in- 
stead of H in the expression (164). Hence, we have 

<q~o + + { 1 ~2 <EFIvlGH)N[X~X~XHXG] } I N[XB XA XsXR ] 2 eFCH 

1 ~, ~ <CO It21TU) (/Ylt21WZ)N[X~X~XuXT] 
x 2 CDTU IJWZ 

x N [ X I X ~ X z X w l l  I~0> (165) 

This can be schematically represented by diagrams as shown in Fig. 13. The upper- 
most left diagram in Fig. 13 represents the doubly excited configuration. Note that 

I 
I 
f 

' \  

3,' 

Fig. 13 

there is no summation for A, B, R, S indices and it is this property which will select 
only the A, B, R, S indices in the summations referring to t 2 operators (by way of 
Kronecker's delta, which originates from contraction). 

In order to obtain the proper mathematical expression for Fig. 13 we have to 
construct all necessary diagrams. In Fig. 14 we present characteristic types of dia- 
grams which refer to different types of contributions. The latter being 
upper left: 

~, Z < CD [ v l TU) < TU It21 CD ) (RS  [ t 2 [AB ) (166) 
C<D T<U 

C, Dq~A,B T , U ~ R , S  

upper right: 

Z ~ ( C D I v l T U ) < S U h z l C D ) ( R T I t 2 1 A B )  (167) 
CKD T<U 

C,D~A,B T,U~R,S 
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A 

8 ,.~ 

C 

I T ], 
i D I / 

U 

A 

I D / ~ - - ~  
u 

A 
A 

R 7- 

I ID t ",, , o . .  J /  

U 
Fig. 14. Characteristic types of diagrams for the expression (165) 

lower left: 

~, (CDIvlTU)<TUh21BD)<RSIt21AC) (168) 
C<D T<U 

C, DCA,B T,U:#R,S 

lower right: 

Z Z (CDIvlTU)(RSh21CD)(TUIt21AB) (169) 
C<D T<U 

C, DCA,B T, Uq=R,S 

Assume that the spin-orbitals are well localized and that the spin-orbital pair A, B is 
well separated from the spin-orbital pair C, D. Then it may also be assumed that the 
virtual spin-orbitals are located in different spaces and the latter may be assigned 
to spaces of the occupied spin-orbitals. Thus, if (CD J v I TU) should be large then T 
and U must correspond to C and D. Under this assumption, at least one of the two 
t2-matrix elements appearing in each of the expressions (167)-(169) can be expected 
to be small. Therefore, the contributions (167)-(169) may be expected to be much 
smaller than the contribution (166). If  the former are neglected and the latter is 
completed to include its exchange terms, the expression (162), by making use of 
Eq. (147), becomes 
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i H I [ = 7- Z {(CDIvlTU) 
2 C<D T< U 

C,D~A,B T,t~R,S 

_ ,qTU,,,RS (170) <CD Ivl UT>} "CD'AB 

We rewrite Eq. (170) by relaxing condition T, U=/:R, S and substract the new terms 
in the second summation. We thereby obtain 

C,D 4=A,B 

ttTU"IRS ]~ {Z  [(<CDIvlRT> (CDIvlTR>) 
x ~CD~AB -- 

C<D T 
C, D4=A,B 

• dgff + ((cml vl ST) - (Cmlvl TS>) dSc~] 
,4RS I ,4RS + ((CDIvlRS) - (CO I vl SR ))'CD [ "AB (171) 

By using the same arguments as in the discussion for the expressions (166)-(169) 
we can neglect the second term in Eq. (171) and we obtain the following equation 

<~Sl HI 1 T] ~o> = ~ ~{(CDIvITU)- (CDIvlUT)}x aTuaRs~CD.AB 
z C<D T<U (172) 

C,D e A , B  

which is equivalent to Eq. (161). 
We can now define the pair correlation energies eCD as 

6CD = Y~ {(CDIvl TU>- <CDIvl UT)} dTUD (173) 
T<U 

From inspection of Eq. (143) it follows that 

E - (~bolHl(I,o)= ~ ~ ((Po IHla'TU~'cTU-TCD'~CD - -  Z eVD (174) 
C<D T< U C<D 

Equation (172) can now be written in a very compact form: 

(o. , . ,1. : z ,co g (175) 
C<D 

C, D e A , B  

Introducing the approximation (175) into the CPMET equations (146) we obtain 
the CEPA equations 

<r162 >+ ~ ~ ( ~  sIHla~rU~zTU-~CD'~CD - -  

C<D T<U 

_ R S  - d~B (r I H I * o  ) + d~AB s e.,IS (176) 
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The CEPA Eqs. (176) are solved iteratively. One may start with the IEPA pair correla- 
tion energies, for example, and obtain the d coefficients from Eq. (176). These can 
then be used to evaluate new pair correlation energies using Eq. (173) which then 
can be used in Eq. (176) in the next step. Alternatively 98' 1o6), instead of  Eq. (176) 
one can solve the CI problem by shifting the diagonal elements by the sum of the 
energy contributions due to other pairs, Le. the DAn elements are replaced by D~4 n 
terms, their meaning being 

(177) 

and 

DjB = (~Sl HICI~AS) + Z eco 
C,D~A,B 

(178) 

However the first approach is preferable for computational reasons. 
The CEPA computer programs, developed by two German groups 78' to4), are 

based on the use of pair natural orbitals and, therefore, it is appropriate to refer to 
their approach as the CEPA-PNO method. The construction of H-matrix elements 
over the PNO's is the same as with the PNO-CI (this was noted in the preceding 
section). 

CEPA was tested systematically on a series of small molecules 32' 79,106-109) 
Excellent agreement with experiment was found for molecular geometries, spectro- 
scopic constants, dipole moments, dissociation energies, ionization potentials and 
electron affinities. As regards the potential curves, CEPA gives very good agreement 
with experiment over a relatively large region around the equilibrium distance. At 
larger distances the CEPA energy starts to deviate from the experimental curve and 
it does not converge towards the correct dissociation limit. This is due to the fact 
that the approximation inherent in the CEPA treatment of unlinked clusters is not 
well satisfied in this region (see Section VI.I.). 

CEPA is not a variational method, but the high accuracy achieved in the calcu- 
lated molecular properties suggests that the advantage of furnishing an upper bound 
to the energy is not so important. In contrast to PNO-CI, the inclusion of unlinked 
clusters ensures the correct dependence with respect to the number of particles. As 
noted above in the derivation of CEPA equations, the basic approximation (161) of 
CEPA is justifiable for well separated pairs. If this condition is not satisfied, the 
effect of quadruple excitations is most likely overestimated 1~ although the effect 
of the approximation (161) is not yet well established. The portion of the correla- 
tion energy accounted for, depends on the size of the basis set. Polarization functions 
were found to be very important because they contribute much more to the correla- 
tion energy than to the SCF energy 32' to9). Roughly speaking, CEPA gives about 
85% of the total correlation energy for basis sets containing two sets of polarization 
functions 32). To illustrate the computer time required for such a calculation we 
present the data reported by Ahlrichs et al. 32) in Table 4. For the sake of complete- 
ness, we take note of the Independent Pair-Potential Approximation (IPPA) by 
Mehler I to). Using the flow-chart of the CEPA method he modified the IEPA method 
by including a class of coupling elements. 
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Table 4. CEPA calculation 32) of planar NH 3 with 172 Gaussian lobes in 58 groups on a 
UNIVAC 1108 

Operation 1) CPU time (in min.) 

Evaluation of the integrals 
Hartree-Fock (7 iterations) 
Construction of operators 2) 
Calculation of PNO (11 pairs) 3) 
Construction of the diagonal CI blocks 
Construction of the off-diagonal blocks 
Evaluation of ECEPA and ECI 4) 
Miscellaneous 
Total 

73 
4 

12 
12 
76 

4 
2 
4 

187 

I) For details see Ref. 78). 
2) Coulomb jR, jRS and exchange K R, K RS operators. 
3) The other five pairs are obtained by reflection. 
4) CEPA-PNO and PNO-CI calculations are closely related and they are performed in a single 

f u l l .  

F. Perturbation Calculations 

This section focuses on two practical points: the portion of the correlation energy 
covered by the perturbation expansion and the cost involved. We are not going to 
attempt to give a complete bibliography of papers dealing with MB-RSPT calcula- 
tions of the correlation energy. Instead, we shall mention only those that are relevant 
to the problem noted, as well as, those that are closely related to the computational 
scheme outlined in Section IV. 

Bartlett and Silver 111) used MB-RSPT up to the third order with a denominator 
shift. Actually, their approach should be called a "two-body" PT, because the corre- 
lation energy was calculated as the sum of contributions of individual pairs of occu- 
pied spin-orbitals. The molecules treated were LiH, BH and HF. With the largest of 
the Slater basis sets used, the calculations recovered 94, 95 and 97% of the experi- 
mental correlation energy, respectively. Using the same approach, Bartlett and Silver 
obtained 112) about 80% of the correlation energy of the Nail, AIH and HCI mole- 
cules. As they demonstrated, the pair restriction, as was the case with the IEPA 
method, gives correlation energies that are too high, the overestimation being typi- 
cally 10-15%. They also tested the various types of one-particle potentials such as 
V N and V N -  1. The effect was found negligible when all second and third order dia- 
grams were taken into account 113). Freemen and Karplus 114) used MB-RSPT to 
calculate the correlation energy of  Li2, N2 and Ha molecules. They used the hole- 
line expansion to determine the diagrams which contribute to various orders of 
MB-RSPT in comparison to the CI method. With very small basis they obtained ap- 
proximately 72% of the correlation energy compared with the full CI treatment. 
They found that for a small basis the MB-RSPT converges rather slowly, whereas, 
with an extended basis set the convergence appears to be better. For the N2 mole- 
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cule they used a very large basis and compared the second order of the MB-RSPT, 
as well as, the second-order Epstein-Nesbet partitioning of the Hamiltonian with the 
experimental correlation energy. From their results one can see that the second 
order of MB-RSPT gives approximately 95% of the experimental correlation energy 
and that the second-order Epstein-Nesbet partitioning overestimates it significantly. 

A systematic study devoted to the MB-RSPT was undertaken by Pople et  al. 1 t s). 
The utility of the theory was demonstrated by calculations up to the second and 
third orders on the equilibrium geometries, dissociation energies and energy differ- 
ences between the electronic states of different multiplicity. 

Comparison with experiment is certainly meaningful but, in our opinion, com. 
paring the MB-RSPT results with the CI data for exactly the same basis set, thereby, 
allowing an estimate of the amount of correlation energy included in the second and 
third order of MB-RSPT, would also be highly useful. Since a systematic study of 
this kind is still lacking we performed 116) such a comparison for the H 20, HF, Ne 
and BH systems. The correlation energies up to the third order were calculated by 
means of the formulas (82) and (84). For comparison, we decided to use the INO-CI 
results 96) for H20 including all singly and doubly excited configurations. From the 
five different basis sets used for the INO-CI calculations we have selected four con- 
tracted Gaussian sets, starting from the double zeta [4s2p/2s] to double zeta plus 
polarization [4s2p ld /2s lp]  quality. The results are summarized in Table 5. In 
Table 6 we present results for BH, HF and Ne. We note that only valence shell corre- 
lation energies were calculated. No restrictions were imposed upon the number of  
used unoccupied orbitals given by the particular basis set. Our SCF energies for HF 
and Ne are slightly different from those reported by Ahlrichs et  al. 32), (-100.04823 
and -128.52516). This rather small deviation may perhaps be due to the fact that 
Ahlrichs et  al. used Gaussian lobe functions, whereas, we used cartesian Gaussian 
functions. We believe that for our purposes this small discrepancy may be disregarded. 
Tables 5 and 6 show that the correlation energy of ten-electron systems included in 
k~ 2) and k~ 3) is about 100%, compared to CI-SD and CEPA calculations with the 
same basis set. As expected, the k(o 2) and k(o 3) contributions are slightly basis set 
dependent, the dependency being stronger for the latter than for the former. As is 
mentioned in Ref. 11 s), when one performs CI calculations truncated to include the 
singly plus the doubly excited configurations, the terms which behave incorrectly 
with N 2 are included in the CI energy. Therefore, one should look upon the CI-SD 
calculations with some caution. We note that the k(o 2) and k(03) of the MB-RSPT be- 
have correctly in proportion to N. 

The comparison of the second and the third order of the MB-RSPT and the 
CI-SD depends on two errors: 

(i) the truncation of the CI expansion and 
(ii) the truncation of  the MB-RSPT series at the third order. 

Specifically, tetra-excited states are responsible for the cancellation of the in- 
correct N 2 behaviour of the CI-SD, as well as, for the further reduction of the corre- 
lation energy. Due to truncation of the MB-RSPT at the third order the effect of 
doubly excited configurations are not included fully and, of course, the higher excited 
configurations are omitted completely. 
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Table 5. Valence shell correlation energy in H2 O1) given by MB-RSPT treatment 116) and the 
INO-CI calculations 96) including all singly and doubly excited configurations (C1-SD) 

Basis set 2) SCF CI-SD k~ 2) k~ 2) + k~ 3) k~2) + k~3) % 
CI-SD 

[4s2p/2sl -76.009294 -0.1257 -0.1251 -0.1262 100.4 
[4s2p/2slpl -76.033838 -0.1393 -0.1388 -0.1408 101.1 
[4s2pld/2si -76.036678 -0.1839 -0.1841 -0.1892 102.9 
14s2pld/2slpl -76.048764 -0.1930 -0.1934 -0.1990 103.1 

1) Energies in a.u. The geometry assumed: ROH = 1.8089 a.u., O = 104.52 ~ 
2) For details see Ref. 96). 

Table 6. Comparison of valence shell correlation energies 1) in BH, HF and Ne given by 
MB.RSPT116) CEPA and CI calculations including all singly and doubly excited configurations 
(CI-SD) 

System SCF CI-SD CEPA k~ z) k~ 2) +k~ 3) k~2) + kh3) % 
CI-SD 

BH 2) -25.105638 -0.06943) -0.0721 -0.0477 -0,0621 89.5 
HF 4'S) -100.048548 -0.2171 -0.2257 -0.2263 -0.2252 103.7 
Ne 4) -128.524067 -0.2094 -0.2149 -0.2157 -0.2145 102.4 

1) Energies in a.u. 
2) RB H = 2.336 a.u.; [4s2p/2s lp] basis set used (for details see Ref. 117)): CI-SD and CEPA 

results from Ref. 11"/). 
3) The full-CI value 117) is -0.0727. 
4) [5 s 3p 1 d/3s 1Pl basis set used (for details see Ref. 32)); PNO-CI and CEPA-PNO results fro m 

Ref.32). 
5) RH F = 1.733 a.u. 

Keeping this in mind, we shall now discuss the different behavior of  molecules 
under study. For the BH molecule, which is a six-electron system, ko(2) and k(o 3) in- 
cludes about 90% of  the correlation energy compared to the CI-SD results. Note 
that the k(03) contribution for this molecule is considerably larger than that of  our 
ten-electron systems. We note that Pople et al. 1 is) als0 observed that the k(o 3) contri- 
bution may be quite significant for some molecules. The fact that we have used a 
smaller basis for the BH calculation could influence the results to some extent (com- 
pare the basis set dependence of  H20 in Table 5) but this does not seem to be so 
important. To clarify items (i) and (ii) it would be more convenient to compare our 
MB-RSPT calculations with fuU CI calculations, or at least with CI calculations 
truncated at quadruply excited configurations (CI-Q). Of the molecules studied in 
our paper 1 tO, we can make such a comparison for H20 in a double zeta basis 118) 
and for BH (see Table 6). According to Hosteny et al. 11s), the CI-SD correlation 
contribution for H20 represents 94.9% in comparison with the CI-Q. For the BH 
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molecule, CI-SD amounts to 95.4% of the correlation energy as compared with full 
CI 117). Therefore, it seems to us that for the BH molecule, for which k(03) is signifi- 
cant, neither basis set dependence nor the N 2 behavior of CI-SD alone could explain 
the smaller amount of correlation energy included in k(o 2) and k~o a) as compared to 
the CI-SD results. Instead, we think that the infinite summation of diagrams which 
include the effect of T2 clusters in higher orders might be important. 

To complete the description of the utility of the MB-RSPT, we would like to 
note that for the basis used, k(o 2) and k(03) calculations are relatively fast, e.g. for the 
largest basis set (H20) the integral transformation time is almost identical to that 

e ~(2) k(a) needed for the atomic integral calculation, while the time for th K o and calcu- 
lation represents about 50% of what is needed for the SCF procedure. 

G. Method of Coupled-Pair Many-Electron Theory (CPMET) and Its Results 

The system of Eqs. (137) and (138) is known as the CPMET. This method, as was 
demonstrated in Section V, considers only the doubly excited clusters. This assump- 
tion was only based on theoretical considerations. The full CI (FCI) calculation of 
Pipano and Shavitt 119) for BH 3 was a challenge to test CPMET numerically. Of course, 
a comparison with FCI results required an extension of CPMET to account for the 
TI ,  TIT 2 and T 3 clusters. This extended version of CPMET is called s 1) the ECPMET. 
Testing of the ECPMET was performed sO with the same basis set as the FCI calcu- 
lation of Pipano and Shavitt. It was shown that the effect of linked four electron and 
higher clusters (both unlinked and linked) corresponds to 0.002% of the total correla- 
tion energy given by this basis set. The effect of T1 clusters is very small (less than 
0.1% of the total computed correlation energy). The approximation ( 10 T .-~ T 2 e r = 1 + T 2 + ~ T gives a correlation energy almost identical to that 

obtained by the 0 + 2 + 4 excitation (2I in which linked and unlinked contributions 
are lumped together. (The contribution of neglected linked clusters amounts to 
0.004%). Also, the effect of  the relative importance of linked (1"3) and unlinked 
(I1T2) clusters was tested. It was concluded that, as far as the calculation of the 
correlation energy is concerned, the relative importance of linked and unlinked 
terms for tri-excited clusters is just the opposite of  that found for tetra-excited 
clusters: the role of  unlinked tri-excited clusters is negligible compared to the linked 
tri-excited terms. Thus, the contribution of tri-excited clusters is predominantly due 
to linked terms. The overall contribution of tri-excited clusters was computed to be 
less than 0.8% of the total correlation energy. 

As regards the computational aspects, in the CPMET we have to solve a system 
of Eqs. (137) and (138), which is a system of  nonlinear equations of  the form 

Z ai]x I + Z bilkxixk + c i = 0 
j ]<k 

(179) 

where x i stands for t 2-matrix elements, ci stands for v-matrix elements and aii and 
biik are coefficients containing f- and v-matrix elements. The index i refers to all 
distinct doubly excited configurations. This is a major advantage of CPMET because 
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the order of a CPMET problem is considerably lower than the order of the correspond- 
ing 0 + 2 + 4 CI problem. For example, in the case of  BH 3, the order of the former 
is 21 whereas that of the latter is 88. The system of Eq. (179) can be solved itera- 
tively. CPMET is obviously a nonvariational method. However, the advantage of 
having an upper bound to the energy is probably not as important when the method 
is accurate enough to give the correlation energy with an accuracy of a few percent. 

H. Variational Perturbation Calculations 

In Section V we presented a method which is neither perturbational nor variational 
but which possesses certain features of both. Here, we shall make a few remarks on 
another promising method of this kind. Instead of the cluster expansion of the wave 
function this method is based on the idea of direct combination of the perturbation 
expansion with the variational method. 

The Rayleigh-SchrOdinger perturbation expansion for the exact wave function 
to the first order is given by 

I ~ 0 ) = 1 ~ o ) +  QoWIO o)  (18o) 

where Q0, as was already shown, is given by 

Oo = 1 - I r  _ Ro (181) 
e o - H o eo -- H o 

Here W is the perturbation given by Eq. (67) and e o is defined by Eq. (63). The 
operator Oo generates the excited configurations and, by its effect, the doubly 
excited configurations enter the expansion (180). As we already know, the doubly 
excited configurations give a dominant contribution to the correlation energy. How- 
ever, any CI wave function restricted to (singly and) doubly excited configurations 
exhibits a few unpleasant properties. Among these is the failure to approximate the 
exact ground state energy E 0 for larger internuclear distances in dissociation proces- 
ses (see Section VI.I.). The function (180), of course, possesses the same shortcom- 
ing. To avoid this difficulty, Cederbaum et  at. x2o) modified its form somewhat 

RO IXPo)= Iq~o)+ 9' W l ~ o )  (182) 
e - - H  0 

by introducing new variational parameters 3' and e. The idea used here is similar to 
that used by Goldhammer and Feenberg 121) for the refinement of the Brillouin- 
Wigner perturbation expansion. The function (182) is used to determine the ground 
state energy 

Eo _. (~o I H l ~ o )  (183) 
<~I' o I ~I' o ) 
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which leads to the following equation 

E~ = e ~176176  1 (  Ea-E2S + e - e ~  

-[1(EasE2, e-eo)2, ~] ''2 (184) 

where 

E 2 =(d~ o IW e -  R~ o Wl~~ (185) 

(qb Ro WlCbo ~ (186) S = o IW (e - Ho) 2 

Ea=( ~~ e-R~ (W_(qbolWl~o))eRHo Wl~b~ ~ (187) 

Equation (184) was used 12~ to calculate the correlation energy of the H20 mole- 
cule. Compared to the CI calculation of Diercksen and Sutcliffe 122), which included 
all singly and doubly excited configurations (2063 configurations), it gave 97.3% of 
the correlation energy for exactly the same basis set and only one variational para- 
meter (e was fixed at eo). Equation (184) was also applied 12~ to the potential curve 
of N 2. The calculated correlation energy was demonstrated to have reasonable be- 
havior even at larger internuclear distances, where the RS expansion up to third order 
breaks down. The same result was obtained 12a) with the model calculations for the 
anharmonic oscillator. 

Cederbaum and SchOnhammer generalized 124) the variational trial function 
(182) by replacing the perturbation expansion of the exact wave function to the 
first order [Eq. (182)] with a constructed variational "ansatz" for a wave function 
expanded through all orders of the perturbation theory. As they demonstrated, this 
approach includes, as special cases, the Goldhammer-Feenberg 121) refinement of the 
Brillouin-Wigner series, the analogous refinement of the Rayleigh-Schr6dinger series 
and the continued-fraction expansion of the resolvent matrix element 124). 

The reason that we have paid attention to this method is the following: Perform- 
ing the perturbation calculations, one very often faces the situation that the pertur- 
bation is not small. In these cases the perturbation theory can only be used if one 
goes to higher orders of perturbation expansion or if partial summations of an in. 
finite series of some preselected contributions are performed. To go to higher orders 
of perturbation expansion is very unpleasant from the computational point of view. 
To perform partial infinite summations of some preselected contributions can also 
be sometimes complicated by, among other things, the question of which contri- 
butions to sum to infinity. The variational-perturbational method, just mentioned, 
seems to be very promising in this respect because instead of performing the infinite 
summations of some preselected contributions, one could perform variational-pertur- 
bational calculations which are much simpler. 
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I. Po ten t i a l  Curves  and Cor re la t ion  Ene rgy  

Let us start the discussion with Fig. 15, which presents various levels of  the approach 
to the potential curve of F 2. The Hartree.Fock approximation is especially poor in 
this case because it does not lead to a correct dissociation limit, i.e. to the atoms in 
the Hartree-Fock ground states. In the case of F2, the proper dissociation is achieved 
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Fig. 15. Potential curves of F 2 
with different approximations 79) 

by adding the excited configuration 11r43ou 2 to the ground state lzr43o~. Generally, 
however, it is not sufficient to include just one configuration in the ground state 
wave function. For example, to ensure a correct dissociation, it is necessary to con- 
sider 6a) 3 excited configurations for the C2----~ 2 C(3P) process and 9 excited con- 
figurations for the N2----~ 2 N(4S) process. This type of conventional CI wave func- 
tion was referred to by Lie and Clementi 6s) as the "Hartree-Fock with proper dis- 
sociation" (HFPD). Although the HFPD functions give physically reasonable curves 
in the sense that at dissociation limits the energy is equal to the sum of the ground 
state SCF energies of the respective atoms, they still give poor dissociation energies. 
As seen in Fig. 15, the PNO-CI curves do not provide a reasonable dissociation energy, 
aRhough the PNO-CI is considerably superior to the simple HFPD function. The use 
of  the pair natural orbitals is not essential here and for the purpose of the present 
discussion the PNO-CI function may be considered as a conventional CI function 
restricted to doubly excited configurations. One of the failures of this function may 
be understood after inspection of Table 7. It can be seen that as the internuclear 
distance is increased, the coefficient of  the llr43ou 2 configuration increases and the 
function of the ground state lrr43o~ loses its role as the leading configuration. As a 
consequence, for a correct evaluation of the correlation energy it is no longer suffi- 
cient to assume double excitations only with respect to the configuration lrr43o~ 
but one must also take into consideration the configuration ln43Ou 2. In the language 
of the traditional CI it is therefore necessary to also assume quadruply excited states 
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Table 7. Coefficients (C 2) of lrr43a 2 and ln43au 2 configurations in the PNO-CI wave func- 
tion 79) of F 2 

r(in a 0) 2.6 3.0 3.5 4.0 

(17r 4 3 o~) 0.920 0.900 0.844 0.765 
(ln430~) 0.1539 0.2268 0.3333 0.43654 

that are double excitations with respect to the 17r43ou 2 configuration. Formulated 
generally 12s), "a reasonable potential curve is obtained by "brute force" CI only if 
it includes all single and double excitations with respect to all configurations which 
enter the wave function with coefficient greater than, say, 0.3, at any internuclear 
separation". 

We can now also understand the failure of  IEPA, where the same effect must 
take place. In CEPA, the quadruply excited states are approximated by means of 
unlinked clusters. Accordingly, Fig. 15 shows that the CEPA curve is much better 
than the results of the other treatments. Empirically it was found 79) that CEPA 
overestimates the correlation energy if the weight of the leading configuration is 
decreased below 0.8. In such a case it is necessary to treat the correlation energy in 
a more rigorous manner. The MC SCF OVC calculations by Das and Wahl 126) may 
serve as an example of such rigorous treatment - their calculated values closely 
match the experimental potential curve of F 2 at any internuclear distance. 

VII .  Use o f  the  M a n y - B o d y  Ray le igh -Schr6d inge r  P e r t u r b a t i o n  T h e o r y  
fo r  I on i zed  and  Exc i t ed  S ta tes  

In this chapter we present the utility of  the MB-RSPT for applications in different 
fields of spectroscopy. The theory will be demonstrated to be an excellent tool for 
interpreting various phenomena related to ionization, excitation and combinations 
of both. 

A. Ionization Potentials 

The simplest process, among those noted above, is ionization of a single electron. 
The true vertical ionization potential (IH) for the ionization of an electron from the 
spin-orbital I H)  is given by 

IH = --eh - R  + C (188) 

where eu is the orbital energy, R stands for reorganization and C for correlation 
effects. In molecules for which - R  + C effects almost cancel each other out, Koop- 
mans' theorem (IH = --eh) gives a satisfactory account of  observed ionization poten. 
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rials. In cases where Koopmans' theorem does not hold, a more sophisticated ap- 
proach must be used. Such approaches have already been attempted. Cederbaum 
eta/. 127, 12s) did pioneering work using the Green's function approach. 

Here we shall demonstrate how to obtain the explicit expression 129' 13o) for 
(188) by means of the MB-RSPT. Let us study the ionized state which we shall 
describe using I ~i). We shall limit ourselves to a state I xP i) for which the initial 
state I qb i) is obtained from the neutral closed shell ground state in which we annihi- 
late one particle. The state I dp i) is therefore realized by 

I~i) = XH I~o) (189) 

The corresponding eigenvalue problems are 

K lqq) = ki I~i) (190) 

K o l~  i) = Kil~ i} (191) 

where, for ki, we have the expansion (52) 

ki = gi + ~" (@ilW[Qi( W + Ki - -  ]r  n [dPi)  (192) 
~ I = 0  

The ionization potential 1 H is given by 

IH = ki - ko (193) 

where k i is defined according to Eq. (190), and k o refers to the ground state. Up to 
third order we can write [using Eq. (189)] 

IH = [(qb0lXHKoXHlqb0)+ (~0 [XHWOiWXH Iqbo) 

+ (dP 0 [ X h W O i W O i W X  H [ffPo )} -- { (~o I WO0Wlq'o ) 

+ (q~o I WOoWOoW [ ~o )} (194) 

The first term of Eq. (194) gives us --eh and corresponds therefore to Koopmans' 
theorem. Let us write Eq. (194) formally as 

JrH ---- - -6h  q- (19s) 

{" where e > ~ stands for the second and the third term of(194), 

and { ~ 7 - ~  } stands for last two terms of(194). In order to calculate (194), we 
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know that all the operators in individual terms have to be contracted. With respect to 
the terms containing X H and X~t operators, the simplest among possible contractions 
is the following one 

J .  , ~ I I .  i . . . .  i I  
~o I X~WQiWX H Ir o ) + (r I X~.iWOiWOiWXrt I,I~ o ) (196) 

+ 
We note that contractions coupling the X H and X H operators gives us Kronecker 
delta ~HH- By coupling W operators in both terms we refer to all possible contrac- 

{ tions. Schematically, , .- ~ can be decomposed in the following 
way: 

H H 
H H H H 

(197) 

The first term of  (197) stands for contraction (196) and the second term represents 
diagrams where operators X~ and XH are directly contracted with W operators. 
Substituting (197) into (195) gives us 

H H 
I H = - - e h  + e .~ ~ (198) 

because the first term of  (197) cancels out with the ground state correlation energy 

(it differs from I ~ }only  by a multiplicative factor ~HH)-The diagrams corre o 

sponding second and third order Hugenholtz diagrams are presented in Ref. 13~ To 
illustrate the utility o f  the method we present the results for the H20 molecule in 
Table 8. 

Table 8. Vertical ionization potentials (in eV) for H2 O130) 

Koopmans Calculated 1 ) Experiment 
Ionization 

-e  Ae (2) Ae (3) e (3) Vip2) corrected 2 , 3) 

2a I 36.56 -4.87 1.98 33.66 32.2 
lb 2 19.30 -1.49 1.39 19.19 18.55 18.72 -+ 0.22 
3a 1 15.66 -2.46 1.91 15.12 14.73 14.83 + 0.11 
lb 1 13.66 -2.91 2.05 12.79 12.61 12.78 

1) Values up to the third order, e(3), and second and third order contributions, zxe (2) and Ae(3). 
2) Vertical ionization potentials. 
3) Corrected for vibrational effects. 

154 



Computational Methods of Correlation Energy 

B. Electron Affinities 

The procedure described for ionization potentials can serve us as a flow-chart to 
obtain other quantities k i by realizing I@ i) in different ways. For electron affinities 
instead o f  (189) we have 

I@i )=  X~l~ o) (199) 

The electron affinity is given by 

Ap = ki - ko (200) 

Using the same arguments as for Eq. (193), we arrive at the expression: 

P p 
As =,P+ -- /- ~ (201) 

where the corresponding Hugenholtz diagrams for the second term of  Eq. (201) are 
given in Ref. 129). Generally, the diagrams for electron affinities may be inferred 
from diagrams of  ionization potentials ~3~ by changing the hole lines H to particle 

lines P. 

�9 C. Excitation Energies 

Explicit expressions for excitation energies were derived 37) by making use o f  the 
Green's function approach. As was demonstrated 9' 37), the Green's function approach 
yields the same expressions for the excitation energies as t ime-independent  
MB-RSPT. The explicit formulas up to the third order o f  the MB-RSPT expansion 
for excitation energies are presented in Refs. 9' 37). As we shall demonstrate here, the 
ionization potentials, as well as, the electron affinities are implicitly included in exci- 
tation energies. This can also be demonstrated diagrammatically because our dia- 
grams t3~ for ionization potentials represent the part of  the self-energy diagrams 
for the two-particle Green's function 37) f). Let us study the system which we obtain 
from a neutral closed shell ground state by exciting one electron from the occupied 
spin-orbital I H )  to the unoccupied spin-orbital IP). We shall describe this state using 
I~i). The state I~i) is  now realized by 

Ir = x ~ x .  I%) (202) 

f) To be more specific, all our third order diagrams for ionization potentials 130) are simply 
time-versions of the Diagrams 12, 13 and 14 in Ref. 37). As we have akeady said Cederbaum 
et  al. 127, 128) have used the one-particle Green's function technique to obtain the explicit 
expression for ionization potentials. From what has been said above, it is understandable 
that there is a one to one correspondence between our diagrams 130) and those labeled as 
A1-A6, C1-C6 and D1-D6 in Ref. 131). Cederbaum's approach 127,128, t3t) is the Green's 
function technique in BriUouin-Wigner perturbative form. 
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We assume IdPi) ) I ~ i ) i f  the perturbation is switched on. In analogy to (193), the 
excitation energy EH--,o is given by 

EHop  = k i - k o  (203) 

Up to the third order we can write 

EH--"P = ( ~ 0  + + (cI) 0 I X H X p W X p X  H Ir ) [ XHXpKoXpX H I~0>+ + + 

+ (*o I X~ XpWQiWX~XH Ir )+ ('~o I X~ XpWOi(W 
-- ((I) 0 J X ~ X p  W X~X H ](I) 0 )) OiWX~X H I(I) 0 ) 

- (':I>0 I WQoWl~o ) - ('#o I WQoWQoWl �9 o ) (204) 

The first term of Eq. (204) gives us - e h  + ep. Formally, we shall write Eq. (204) in 
the following way: 

(---+ g H . _ ~ p =  _ s  h +~p  + ~ - -  (205) 

The last term of Eq. (205) stands for the last two terms of Eq. (204) and the third 
term of (205) stands for the rest terms of Eq. (204). In analogy to the treatment of 
ionization potentials we can carry out the following decomposition 

H H H 

P P P 

H H 

P P 

H H 

= < 
P P 

(206) 

On substituting (206) into (205) we can write 

EH--~.p = - -eh  + + r ep + 

P P P J 

+ r  + 
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The last two terms of Eq. (207) cancel each other out once again and by comparing 
(198) and (201) we get the final form 

H H 
= , . +  + - .  > : 

P P 

(208) 

+ 
where the last term represents diagrams in which both X H Xp and XH X~, are coupled 
with the W operators in Eq. (204). Equation (208) documents the fact that the ioniza. 
tion potentials and electron affinities are included in excitation energies, as was men- 
tioned above. 

The state realized by Eq. (208) does not represent any real spectroscopic state. 
To arrive at observable spectral states we have to substitute the corresponding eigen- 
states of  S 2 and Sz operators for I~bi). We note that the calculation of excitation 
energies can be slightly more complicated when the unperturbed functions Iq~ i) are 
degenerate. In that case we have to use the degenerate MB-RSPT 9' 41,132-134). The 
degenerate MB-RSPT has successfully been applied to H 2 and BH molecules 132-134) 
(the calculated excitation energies were within 0.1 eV). 

D. Double Ionizations and Shake-up Processes  

We have already shown that excitation energies can be diagrammatically decomposed 
to yield simpler quantities such as ionization potentials and electron affinities plus 
some remaining diagrams. MB-RSPT permits the use of  this treatment for even more 
complex processes. In this section, we present the applicability of the theory to 
double ionizations observed in Auger spectra as well as excitations accompanying 
photoionization (shake-up processes) observed in ESCA and photoelectron spectros- 
copy. A detailed description of this approach is given in Refs. 135' 136). Here we shall 
present only the formal description. 

For a double ionization we have: 

l egi> = XI XH I ~0 > (209) 

Using arguments similar to those regarding Eq. (203) for the excitation energies, we 
obtain the double ionization energy 

- H " H - )  

(210) 

_ e h +  

H H H H 
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which may be reduced to 

I I 
�9 ) 

= i ,  + i .  + �9 > - 

H H 
(211) 

In the case of shake-up processes, the state I~ i) can be realized as 

14:h> = X~:x~xH Ir (212) 

The corresponding energy is given by 

H H 

E. ,,--*-K ~- + ~k - ~i - ~h + (7"/'/-/-/~ 

K 

The first term in the curled brackets can be decomposed to quantities which have 
already been presented, Le. ionization potentials, electron affinities, excitation ener- 
gies, double ionization energies as well as certain remaining terms. This composite 
property of MB-RSPT might be of value for practical applications because the men- 
tioned quantities can be calculated separately or even substituted for with experi- 
mental values. Therefore, to interpret such complicated spectra it is sufficient to 
calculate a particular class of diagrams. We believe that this is more economic than 
a CI calculation of comparable accuracy. Moreover, it gives us a microscopic view 
of the problem in contrast to the global nature of the CI calculation. 

VIII .  Use o f  the M a n y - B o d y  Rayleigh-SchrOdinger  Pe r tu rba t ion  T h e o r y  
for  the In t e r ac t i on  Between  Two  Closed-Shell  Sys tems  

In this chapter we shall present the fundamental ideas of the MB-RSPT in its appli- 
cation to the interaction of two closed-shell ground state molecular systems. Re- 
markable features of the approach are the following: 

(i) the antisymmetry property of unperturbed wave function for supersystem 
A ...B can be treated properly; 

(ii) the nonorthogonality problem of the basis set for supersystem can be treated 
properly; 

(iii) simple physical interpretation of terms appearing in explicit formula for 
the interaction energy. 

Owing to the complicated nature of the problem, we are forced to change, to 
some extent, the notation for the spin-orbitals due to reasons that will be under- 
standable from the following remarks. 

Let us study the interaction of two closed shell molecular systems A and B in 
the ground states. First, we summarize the main ideas which we made use of in our 
derivation 139). The interaction energy between systems A and B is defined as the 
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exact energy of the Hamiltonian I-I of the supersystem A---B from which we substract 
the exact energies of the Hamiltonians HA and HB (i.e. exact energies of the systems 
A and B). In Chapter IV we have demonstrated how to calculate the exact energies 
through MB-RSPT expansion. This expansion was given in terms of creation and 
annihilation operators which were defined on the orthonormal basis set. If MB-RSPT 
is to be applied to the supersystem A...B, we encounter the problem that the basis 
set constituted from eigenfunctions of systems A and B is generally not orthogonal. 
Therefore, this basis has to be orthogonalized so that the Hamiltonian can be written 
in the second quantization formalism. We choose an orthogonalization which per- 
mits distinguishing the H A and HB defined over their own basis sets in the Hamil- 
tonian of the supersystem. Then, choosing the sum of the Hartree-Fock orbital ener- 
gies for systemsA and B as H o (unperturbed Hamiltonian) for the supersystem A ""B 
and defining the rest as perturbation, we can apply the MB-RSPT as we did in 
Chapter IV. 

We label the spin-orbitals of system A as 

• = { I H i ) ; i E A }  (214) 

and those of system B as 

XB -= ( 1 ~ ) ; / E B }  (215) 

The matrix of the overlap integrals between the systems A and B (for a particular 
distance R) is defined by 

SAB = X+4X B ~- {Si] = (Hilej); i C A ,  ] @B) (216) 

Using the column vectors (214) and (215) we construct the new colunm vector 

X= ( XA)• (217) 

Let us assume that there exists a non-singular matrix A which transforms basis X 
into orthonormal basis set 7, 

7 = A x  = { 1 7 i ) ; i ~ A + B }  (218) 

and which also satisfies the following asymptotic condition 

1~ A = I  (219) 
R ~  

The spin-orbitals {17i); i E A + B} form a basis set for the supersystem A'"B. One 
possible procedure of realizing the transformation (218) as well as (219) is the 
L6wdin symmetric orthonormalization method 137). 

159 



I. Huba~ and P. ~rsky 

We can write 

A = (I + S) -1/2 (220) 

where 

S = (221) 
SBA 

Assuming that all the absolute values of the eigenvalues of matrix S are less than 
one 137), we can express the right hand side of Eq. (220) in a power series of S 

( n ) s n = l -  1 3S2 (222) 
A=n=o ~' -1 /2  ~ S +  g - . . .  

From (218) we obtain an expression for the individual components of the column 
vector 7 

Ivi) = I~oi)- 1 Z Sqlgi)+ 3 Z X SikSmlgt) (223) 
2 I~B 8 X~B te.a 

where i C A. For i E B one has to exchange A ~ > B in Eq. (223). Equation (223) 
has a very important property which permits us to "see" the Hamiltonians H A and 
II B in the Hamiltonian for the supersystem H. 

According to Eq. (29), for the Hamiltonian of the supersystem we have 

H= ~, (')'ilzl'),i) X~Xi+ 1 ~, QYFOIvlTk'yI) X+X;XIXk 
i , j ~ A  +B 2 i j k l~A +B 

We can now substitute for 17i) from Eq. (223). This brings about the split 

(224) 

(Ti Iz 171)= (~oil zl~or ) + A(~oilzl~) (225) 

and similarly 

(~liTjlvl'tkTt) = (~0i~0j I vl~0k~ot) + A <~i~o j Ivl~ok~ot> (226) 

where & terms are due to the second and the remaining terms of the expansion (223). 
The first terms in Eqs. (225) and (226) are terms which permit us to isolate the sys- 
tems A and B over I~0~)basis sets and thus to formulate simply the unperturbed 
Hamiltonian and the perturbation. For further considerations it is appropriate to 
introduce an unperturbed ground-state vector I ~I)~'"B ) for the supersystem A-..B 

o c c  o e c  

I ~ o " ' " ) =  II X; 1I )(i+10) (227) 
i ~ A  I E B  

In order to apply the MB-RSPT we have to change our Hamiltonian (224) to take 
the form 

H = ~o + Ho + W (228) 
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where ~o  is a scalar quantity,  H o is the unperturbed Hamiltonian for the supersystem 
and W is the perturbation. We can arrive at this form of lI by applying Wick's theo- 
rem to Eq. (224) and by satisfying the relations (225) and (226). For the scalar 

quanti ty ~o  we obtain 

8~o = E~ F + E~ IF + e 0 (229) 

where Ea HF and En HF respectively, are the Hartree-Fock energies of the systems A 
and B and e o comprises scalar quantities that remain after extraction of I-t x and II B 
from H (Eq. (224)). We choose H o to be the sum of the Hartree-Fock orbital energies 

of systems A and B, 

H o = ~ 6iN[X+Xi]+ ~ e/NIX;X/]  (230) 
i~X j ~ B  

The other remaining terms are taken as perturbation. Now we can apply the MB-RSPT 

expansion from Chapter IV. 
Thus, we obtain the energy of  the supersystem, E xn ,  from which it is possible 

to extract exact energies E x and EB for systems A and B and to obtain the expres- 
sion for the interaction energy up to a particular order of the perturbation expansion. 

It was not the aim of this chapter to present the details of the MB-RSPT treatment 
of intermolecular interactions but  rather to point  out  the fundamental  ideas involved. 

Detailed derivation and explicit formulas as well as the physical interpretation of 
individual terms are presented in Refs. 13a' 139) 
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A notion of chirality, called chemical chitality, is presented, which is meaningful even for non- 
rigid molecules and for ensembles of such molecules. The concept of chiral genus is then intro- 
duced as a quantitative objective measure for chemical ehirality. By comparing the genera of  the 
reactants and the final products one can determine whether or not chemical chirality has increased 
during a reaction. This leads to a precise definition of "asymmetric synthesis" as a stereoselective 
reaction in which the increase of chirality is due to chiral influences only; numerous examples 
are given to show that use of this definition gives results that agree with generally accepted 
notions about these syntheses. After a discussion of stereoselective reactions a general scheme 
for constructing asymmetric syntheses having high overall yield of the desired product with 
unlimited isomer purity is proposed. Finally, the definition is compared to a description of 
asymmetric syntheses which is valid only under restrictive conditions. 
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A. I n t r o d u c t i o n  

In modern stereochemistry asymmetric reactions 1-24) play an increasing rfle in the 
solution of problems involving chiral chemical compounds and in their preparation. 
Asymmetric reactions are useful in elucidating the structural features of chiral mole- 
cules and in the study of reaction mechanisms, including those of biochemical reac- 
tions. Their importance is further emphasized by the realization that all naturally 
occurring chiral chemical compounds stem from asymmetric syntheses. 

The characteristic features of asymmetric syntheses are, intuitively, a stereo- 
selectivity which is due to chiral influences alone and the formation of products 
which are "more chirar' than the starting materials. No precise and universally 
applicable description of "more chiral" is available 2s) and neither is there any 
objective criterion for characterizing reactions whose stereoselectivity is due to chiral 
influences alone. 

Our objective in this paper is to present precise descriptions for these concepts 
and thereby attain an objective general definition of "asymmetric synthesis". We 
illustrate use of this definition in a broad variety of stereoselective reactions; those 
reactions generally counted to be asymmetric do in fact turn out to be asymmetric 
by our criterion, and some of those whose asymmetry is controversial do not consti- 
tute asymmetric syntheses by our definition. 

B. Chiral i ty  

The original terms "molecular asymmetry" and "molecular dissymmetry" in clas- 
sical stereochemistry were gradually replaced by Lord Kelvin's geometric concept 
of  chirality 26) as it was realized that this concept was more descriptive of  the actual 
chemical structures. However, his concept pertains only to rigid models, and recent 
developments in chemistry have shown that the existence of a rigid model for some 
or all of the geometric arrangements of a molecule is not relevant for chirality: one 
must also account for the chirality of molecules which are known to be so flexible 
that they cannot be represented by any single rigid model 2s' 27). Therefore, we 
propose a broader definition of molecular chirality, which appears to be more repre- 
sentative of the currently known facts in chemistry. 
Definition: A molecule is chemically chiral under given observation conditions if 
there is one momentary geometry of  that molecule, which cannot be superimposed 
on its mirror image by using only rotations, translations, and those intramolecular 
motions that can occur under the observation conditions. 

Note that this differs from Lord Kelvin's notion in that it involves the observa- 
tion conditions and the intramolecular motions that can occur under those condi- 
tions. It is known, for example, that under suitable conditions, some molecules 
which cannot be superimposed on their mirror image by any combination of rotations 
and translations may nevertheless convert to their mirror image by intramolecular 
motions alone; such molecules cannot be observed as chiral under the stated condi- 
tions. In particular, this definition of chemical chirality gives meaning to the concept 
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of an "enantiomer pair" which is more in keeping with its usage in chemistry: the 
enantiomers may be stable molecular individuals, or be interconverting under the 
given observation conditions. 

This definition is well-suited for the generation and discussion of chirality func- 
tions for flexible molecules, as will be shown in a subsequent paper 28). 

Examples 
a) Since any conformation ofmeso-tartaric acid I is interconvertible with its 

enantiomer (e.g. l a _  ~ l a  ) by intramolecular motions, 1 (and all of its conforma- 
tions) is chemically achiral, although all of its conformations, except I b and ld ,  
are geometrically chiral. Note that the geometric achirality of I b and l d  is not a 
prerequisite for the chemical achirality of 1. 

COOH 

H O O C . ~ j O H  

H / V "OH 
I 

H la 

1L 
COOH 

T 

COOH COOH 

H H •  H H - . ~ I C O O H  

OH ~ H / ~ -"OH 
OH 

lb 

COOH 

_ 

H " 
OH H" ~ "OH 

H 
l c l d COOH 

1-~ OH 

1L 
COOH 

COOH 
lc 

b) The conformations of 2 are geometrically chiral but chemically achiral, because 
they are all interconvertible with the respective enantiomers through internal rota- 
tions of the type 2...---~ 2 -29' a0) 

2 

NO2 / 

o ~ V -  o [ 
NO2 NO: 

7 
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C. Chiral  Genus  

Using the concept of  chirality as defined above, we follow the program stated in our 
introduction and now aim to provide a quantitative, objective means for expressing 
the chirality of  an ensemble of  molecules. The fundamental notion is that of  a 
chemically achiral ensemble of  molecules: 

Definition: An ensemble of  molecules is chemically achiral under given observation 
conditions if and only if it is composed of racemic pairs of enantiomers and achiral 
molecules. 

The double of  a given ensemble E of molecules is the ensemble 2 E which con- 
rains two copies of each molecule of E. Our measure of  the chirality of the ensemble 
E is gotten in a manner roughly analogous to that by which the genus of a compact 
orientable 2-manifold 31-33) can be obtained and is called the chiral genus of E. 
Stated informally: we make the double of  E into the achiral racemic ensemble E + 
by cutting covalent bonds in some or all of the molecules and reassembling the frag- 
ments of  each cut molecule to form its enantiomer or suitable stereoisomer. (This can 
always be done in 2 E, since 2 E has an even number of  each type of chiral species 
found in E, and each such pair can' for example, be paired as racemates after suitable 
cutting and reassembling of one or both of them. Cuts dissecting rings are used only 
if this end cannot be accomplished otherwise.) The chiral genus of  E will be the smal- 
lest number of cuts required to make 2 E into the chemically achiral ensemble E + E. 

To make this precise, we define a cut in a molecule to be the conceptual dissec- 
tion of a covalent connectivity; a cut of a covalent bond of formal order n is counted 
as being n cuts. In some molecules the formal order of  certain covalent bonds is not 
an integer. In such cases one can either approximate the bond order by an integer, 
or use a fractional bond order consistently for counting the cuts; the genus for such 
molecules may therefore be not an integer in the latter case. With these concepts, 
we can make the precise 

Definition: The chiral genus of  an ensemble of  molecules is one-half the minimal 
number of  cuts of  covalent bonds needed to racemize its double by exchanges of  
molecular parts. Cuts of endocyclic bonds are permitted if and only if the required 
conversion cannot be accomplished by any set of  non-endoeyclic cuts. 

With this definition, an ensemble of  molecules has chiral genus 0 if and only if 
it is chemically achiral. Applying the definition to the ensemble consisting of a single 
molecule, we obtain that the chiral genus of a single molecule is 112 the number of  
cuts which are necessary to convert it into its enantiomer. More generally, letting 
G(E) denote the chiral genus of any ensemble E, we have G(E)/> 0 for every E and 
G(E 0 E') ~< G(E) + G(E')  for any two ensembles E and E'; thus G can be regarded 
as a finitely subadditive set function on the set of all ensembles of  molecules. 

Observe that the chiral genus of an ensemble need not be equal to the sum of 
the chiral genus of its members. For example, a chiral molecule has the same 
(non-zero) chiral genus as its enantiomer, but the ensemble consisting of that mole- 
cule and its enantiomer has chiral genus zero. 
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Examples 

a) The ensemble [3 + 3] has chiral genus 2, because two cuts are needed to convert it 
to the chemically achiral (racemic) ensemble [3 + 3]. The ensemble [3] consisting 
of 3 alone has chiral genus 1: 

t 
 .o 

CH~OH H 

3 3 

~C.. + .C I.o ."i'OHI 
L c~o~ c~o~ j 

3 2 

b) The chiral genus of  the ensemble [4 + 4] is 4, although 4 could be converted 
into its enantiomer 4 through a pair ofendocyclic cuts. These are, however, not permis- 
sible, since 4----+ 4 can be achieved without dissecting rings: 

,, - -  �9 

4 4 4 4 

c) Inositol 5 with its six asymmetric carbon atoms has genus 2, because the double 
ensemble [5 + 5] has genus 4. Note that, as remarked, the genus of a molecule is one- 
half the minimal number of  cuts required to convert it to its enantiomer: 

OH OH 

O ~ O H  

OH H 
m 

OH OH 

t0~0H 
H OH 

3- 

d) The chiral genus of the ensemble [6 + 6 + 7 + 7] is 4. The chiral genus of [6 + 6] 
is also 4, whereas the chiral genus of [ 7 + 7] is only 2. Note that 

G ( [ 6 + 6  + 7+ 7])<G([6+6])+G([7+ 71) 
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IH CHO H CHO H I \ \ 
.2"C--C\ + 6 + HO .]-(S"-'C\ + 
OH CH2OH H CH~OH 

6 7 

IH 
CHO OH CHO OH t 
 .c-c + 6 + 

~H 
"~ \ H O " ~ - - t ' \  + 
OH CH2OH H CH2OH 

e) The chiral genus of the ensemble [8 + 8] is 4. Note that racemization of [8 + 8] 
by a minimum number of cuts is associated with a permutation of molecular parts 
according to a pattern corresponding to a fourfold improper rotation of the spiro- 
pentane skeleton from which 8 and 8 are derived. Here the chiral genus 4 and the 
fact that 8 and 8contain four asymmetric carbon atoms is a mere coincidence. An 
analog of 8 in which the methylene group is suitably substituted by a fourth group 
would also have chiral genus 4, but it would formally contain five asymmetric carbon 
atoms: 

8 8 

I 

H~, CH a H l 

:H ~ C I  + 8 H 
F H 

f) The determination of chiral genus of longifolene 9, twistane 10, tri-o-thymotide 
11, and 6,6'-dinitrodiphenic acid 12 is indicated below. 

Note that endocyclic bonds must be cut in compounds 9-11. 
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D. A s y m m e t r i c  Syn these s  and  S te reose lec t iv i ty  

Since a quantitative measure for chirality is now available, we apply it to the study 
of chemical reactions. We consider the ensemble of the initial reactants and the 
ensemble of  the final products; in both ensembles each molecule is taken as many 
times as it appears in the balanced stoichiometric equation representing the reaction. 
These are called the ensembles representing the initial reactants and the final products. 
With this convention, we can now divide all chemical reactions involving chiral 
molecules into three mutually exclusive categories: 

1. Chirality preserving reactions: those for which the ensemble representing the 
initial reactants and the final products both have the same chiral genus. 

2. Chirality dissipating reactions: those for which the chiral genus of the ensemble 
representing the final products is smaller than that of the ensemble representing the 
initial reactants. 

3. Chirality increasing reactions: those for which the chiral genus of the ensemble 
representing the final products is greater than that of  the ensemble representing the 
initial reactants. 

If  A 1 . . . . .  A n are any molecules then in the balanced stoichiometric equation 
[alAx . . . . .  anAn] denotes the ensemble of initial reactants that contains al copies 
of A 1 . . . . .  and an copies of An, analogous considerations apply to the final products 
BI, . . . .  Bk. 
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Definition: A reaction [alAl + . . .  + anAn] ----~ [blBl + � 9  + bkBk] is called an 
asymmetric synthesis, if 

1. the reaction is stereoselective, and 
2. G([alA t . . . . .  anAn]) < G([blBl . . . . .  bkBg]) is valid with stereoselectivity, while 
G([alA1 . . . .  , anAn]) = G([blBl . . . . .  bkBk]) holds for the corresponding reaction 
without stereoselectivity, and 

k 
3. G([blB1 . . . . .  bkBk]) < ~ G([biBi]), in words, the chiral genus of the ensemble 

i=l 
of final products must be strictly smaller than the sum of the chiral genera of its 
individual members. 

The condition 1) states that unequal amounts of stereoisomers are produced or 
destroyed by the reaction; together conditions 2) and 3) assure that the increase in 
chiral genus is due to a stereoselectivity which is caused by chiral influences alone. 
Condition 1) is an essential part of the definition: it is interrelated with condition 3), 
and together they restrict the type of chirality increasing stereoselective reactions 
that will be called an asymmetric synthesis 34). In fact, a stereoselective reaction is 
never "infinitely selective", because this would require an infinite free enthalpy dif- 
ference of stereoisomers, stereoisomeric transition states respectively (with thermo- 
dynamic control, or with productive selectivity); in the case of an idealized destructive 
selectivity "infinite selectivity" would be reached at infinite reaction time, when none 
of the considered stereoisomers would be left over 3s). 

Examples 

a) Reactions 13 ~ 14 36) and 15 ~ 1637, 38) are chirality preserving: 

CI H 
[ KOH/H20  HOOC-CH2~COOH 

HOOC-CH2 / ~"H 
COOH ~)H 

13 14 

C(CH3)3 CH3 C(CH3) 3 
HO~d'~CH 3 ~ / '  

C 
I socl~ II 

C C 
III " II 

c I / C ~ H  
H 

15 16 

2n 

b) Chirality is preserved for reaction 1 7 

a b ~  b ~  
m 

1 7 18a 

> 18 for all values of n and m: 

+ (2n-m) Y 

18b 
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C) Chirality is dissipated by the SN 1 reaction 19 ~ 20 and also by the reaction 
2224); G ([2n-  21]) = 4 n, G([m" 22a + (2n - m)- 22b])  = 2n. 

C 6 H $ .~ I~ /~ C  1o H7 

C6Hs / ~ ' H  ~- C6H s ~ ' H  + [ 
C1oH 7 CtokI 7 OH 

19 20 20 

2n ~ o R e d "  ~ H  ~ O m + (2n-m) H 

OH H 
21 22a 22b 

d) An increase of chirality is associated with reactions 22a ~ 21 and 23 ~ 24: 

2n ~ m ~ ~ 7 ~ r  + (2n-m) ~ Br 

O O 
23 24a 24b 

e) The stereoselective decarboxylation o f  25 in the presence of brucine as the 
chiral reference system by Marckwald 2) is one of the first asymmetric syntheses 
which was carried out in vitro. 

C2Hs / "COOH = x C:Hs......C~.coo H -e(l-x) C2Hs/C~..H 
COOH H COOH 

25 26 26 

G([251) = 0 

m 
(0 < x < 0,5): G([x26+ (1 - x) 261) = 1 - 2 x > 0 
(0,5 < x < 1): G ([x26 +__.((1 - x) 261) = 2 x - 1 > 0 
G(lx261) + G([(1 - x) 261) = 1 

f) McKenzie's asymmetric synthesis 3) of  28a and 28b by the addition of methyl 
magnesium iodide to 27 is also one of the first in vitro asymmetric syntheses and 
later studied in the context of Prelog's rulel 1, 39, 40) 

Note that G([x28a + (1 - x)28b]) < xG([28a]) + (1 - x ) G ( [ 2 8 b ] )  is due to 
the fact that the conversion of  28a into the enantiomer of 28b requires only two 
cuts, whereas its enantiomerization involves at least 4 cuts. 
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CO-CO-C6H s 
O / 

C H 3 ~ H  
27 

CH3MgJ 

.o/., 
o / O - ~ \ C 6 H s  

x C H 3 ~  " ~ - ' ~ ' H  
28a 

+ (1 -x)  

CO-C 

O /  \C6tts 
f ~ ~ 7 ~ C H ( C H ~ ) 2  

CH~ H 
28b 

G([271) = 1 
(0 <x  <0,5)] { = 2 ( 1 - x ) > l  
( 0 , 5 < x < l )  G ( [ x 2 8 a + ( 1 - x ) 2 8 b l )  = 2 x > l  

xG(128al) + (1 - x)G(I28bl)  = 2 

g) The photochemically "absolute asymmetric synthesis ' '41-s~ of 3 0  is an asym- 
metric synthesis according to our definition: 

29 

L 

hvl-H2 

e-'-# 

30 30 

G(129 + 291) = 0 

(0 < x < 0,5) I G((x30 + (1 - x)3--O]) 
(0,5 < x < 1) } 

xG(1301) + (1 - x)G([301) = 0,5 

[=0,5 - x > 0  
I : x - 0 , $  >0  

h) A stereoselective reaction 31 ~ x 3 2 a  + (1 - x) 3 2 h  (0 < x ~ 0,5 < 1) belongs 
according to our definition to the asymmetric syntheses, while the closely related 
reaction 17--.-..~ 18a  + 1 8 b  does not: 
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~- x + ( l - x )  
z z Y 

b b b 

31 32a 32b 

G(I311) =1 ( 0 < x < 0 , 5 )  1 I = 2 ( 1 - x ) > l  
( 0 , 5 < x < 1 )  1 G ( l x 3 2 a + ( 1 - x ) 3 2 b ] )  , 2 x > l  

xG(132ai) + (1 - x)G(I32bl)  = 2 

i) The  kinet ic  reso lu t ion  o f  3 4  and 3 7  b y  3 3  s l) qualif ies as an a symmet r i c  syn- 

thesis  on ly  whenever  n > ( ~ - x :  

ChH3 ,,~s H, 
+ n NH2-C, ' ~C6Hs  H . ) c - c o - x  + , r~H~-C\ \ 

CsI-ls CH3 CH3 

33 34 34 

C~3 y6Hs ~H3 _ _/ '~CsHs + (n-x)34 
H.~;C-CO-NR-c~H + (l-x) H.~C-CO-N.-c\ 

+ (n+x- i )34  
C6Hs CH3 C6H s CH3 

3Sa 35b 

G(133 + n34 + n341) = 1 
( 0 < x  <0,5)  1 - -  { = 3 - 4 x > 1  
(0,5 < x  < 1) J G ( [ x 3 5 a + ( l - x ) 3 5 b + ( n - x ) 3 4 + ( n + x - 1 ) 3 4 1 )  4 x - 1 > 1  

xG([35ai) + (1 - x)G([35b]) + (n - x)G (1341) + (n + x - 1)G(1341) 
= 2 n + l ; ( n >  { ~ - x )  

j )  The stereoselect ive enzyma t i c  deace ty la t ion  o f  a racemic  N-ace ty lamino  acid 
(36  + ~ - ) s 2 )  is an a symmet r i c  synthes is  according to  our  def in i t ion  as long as 

( 0 < y < x <  1): 

~ -COCH3 NH-COCH3 

H / "R + R ' j ~ ' H  
COOH COOH 

m 

36 36 

Acylase I 

NH2 NH~ 

~ . ~  + (1-x)36 
x H ~ "R + y R" ~ H  

COOH COOH + (1 -y )36  

37 37 

G(136 + 36]) = 0 
G ( l x -  y)37+ ( x -  y)36]) = 2 ( x -  y) > 1, if (0 < y < x < 1) 
xG(1371) + yG(1371) + (1 - x)G(1361) + (1 - y)G([36 I) = 2 
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k) The preparation of chiral amino acids from the corresponding racemates by the 
selective destruction s2) of one of the enantiomers is an example for asymmetric 
synthesis with destructive selectivity. 

1) The stereoselective reduction of 38 is an asymmetric synthesis according to 
Mosher's and Morrison's definition 24) but not to ours: 

P- x H + ( l - x )  

O OH H 
38 39a 39b 

G(1381)=2 ( 0 < x < 0 , 5 )  [ 
(0,S < x < 1) i G([x39a + (1 - x)39b]) = 2(1 - x) < 2 

E. P roduc t ive  and  Des t ruc t ive  S te reose lec t ive  R e a c t i o n s  and  the  Prepara-  
t ion o i  l somer i ca l l y  Pure  Chiral  C o m p o u n d s  

A stereoselective reaction is one that produces or destroys stereoisomers in unequal 
amounts. A stereoselective reaction that is not in a thermodynamic equilibrium, is 
called kinetically controlled and may be classified as productive or destructive. 

The productive kinetically controlled stereoselective reactions involve competing 
parallel reactions which begin with a common ensemble of  molecules where all 
members participate in the formation of the products, as in the scheme 

, / / ~ P  
A " x ~ p ,  

The selectivity of  a productive reaction refers to the relative amounts of P, P' at 
the time of observation. The ratio of the amounts of  P and P' which are formed is 
the ratio of  the corresponding rate constants, if the stereoselective is a pair of cor- 
responding reactions sa). If, however, the productive stereoselective reaction is a more 
complex kinetic scheme, then the ratio of  the amounts of any two stereoisomeric 
products, P and P', which depends on time and pairs of  the appropriate kinetic con- 
stants, has a positive lower bound and a finite upper bound. Both of these bounds 
are the ratios of two rate constants s4). However, since the free enthalpy difference 
of stereoisomeric transition states is due to different non-bonded interaction and 
does not, as a rule, exceed 3 kcal/mole, and since the rate constant ratio depends on 
the free enthalpy difference, this ratio has a rather low upper bound. Accordingly, 
the stereoselectivity of productive reactions is generally low (50-90% relative yield 
of  the preferred product in most cases). 

The destructive kinetically controlled stereoselective reactions involve indepen- 
dent competing parallel reactions whose initial reactants P, P' are not identical, as 
in the scheme 
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P , Q  
p '  ) Q '  

The stereoselectivity of  destructive reactions refers to the relative amounts of  
initial reactants that remain at the time of  observation. Clearly, a destructive reaction 
is stereoselective if and only if the relative amounts of  P and P' changes with time, 
since otherwise the rate difference would arise only because of  change in the initial 
concentrations o f  P and P'. Note that there is no upper bound for the amounts o f  
left-over reactants P and P' in the destructive reaction as). 

Example 

The stereoselective four component  condensation s5) yields 44-(S[R]RSS) and 
44-(S [R]SSS) in an isomer ratio o f  up to 99.5:0.5.  When stereoisomer mixtures o f  
44-(S [R] SSS) and 44-(S [R] RSS) are subjected to acidolysis 44-(S [R] SSS) is cleaved 
much faster than 44-(S [R]RSS), leading to an enrichment o f  44-(S JR] RSS) up to 
99.98% and more. The latter destructive stereoselective reaction may also be regarded 
as an asymmetric synthesis, since the chirality of  the ct-ferrocenylisobutyl group of  
44 is retained in 46-(R). 

t 

pr i ~ pr i pr i pr i 
{ { I f 

OCH-NH-CH-COOH + Pri-CH-NH2 + OCH + CN-CH-CONH-CH-COOCtt3 
I 

Fc  
40-(S) 42 43-(SS) 

41-(R) 

pr i pr i pr i pr i 
I I I I 

OCH-NH-CH-CO-N-CH-CONH-CH-CONH-CH-COOCH3 { 
pri-CH 

I 
Fc 44-(S[R]SSS) 

44-(S[RIRSS) 

l + H~/HS-CH=-COOH V 

NH3 
HgCI 2 

I 
H~COOH 

pr i pr i pr i pr i 

I I I I ~I 
OHC-NH-CH-CONH-CH'CONH-CH-CONH-CH-COOCH 3 + Pr-CH-Fc 

45-(SSSS) 46-(R) 
45-(SRSS) 

Fc = Fe Pr i = -CH(CH3)a 
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On the basis of  this discussion a particularly promising scheme for synthesizing 
chiral compounds with great isomer purity and high overall yield would be to start 
with a productive asymmetric synthesis (to assure high yield) and follow by a destruc- 
tive one (to assure unlimited isomer purity of the desired product). Such a procedure 
has the essential advantage that under suitable conditions it leads to pure chiral com- 
pounds without cumbersome separation of stereoisomers. With proper choice of the 
reactants the procedure will also permit an effective recovery of the auxiliary chiral 
materials needed as chiral templates in the asymmetric synthesis. 

Predictably, there will be an increasing tendency to prepare chiral chemical com- 
pounds by asymmetric syntheses as the understanding of their methodology grows. 

F. A l t e rna t ive  Desc r ip t ion  o f  A s y m m e t r i c  Syn thes i s  fo r  Molecules  w i th  
a Well-def ined Achi ra l  S ke l e t on  

For the special case that all molecules to be considered have well-defined achiral 
skeletons it is possible to enumerate "chirality elements ''56). The enumeration of  
these chirality elements which has been given in our previous paper can be used to 
determine whether or not the chirality has increased during the reaction. I f  the reac- 
tion is stereoselective and its stereoselectivity is due only to chirality related influences, 
then a chirality increasing reaction is an asymmetric synthesis. This can be expressed 
directly in terms of  chirality elements as follows: 

A stereoselective reaction whose stereoisomeric products differ by ligand permu- 
tations at stereochemically equivalent skeletal sites of achiral skeletons and whose 
products contain more chirality elements than the starting materials is an asymmetric 
synthesis sT). 

In terms of our definition in D the increase in the number of chirality elements 
corresponds to an increasing genus, and to have the stereoisomeric products differ 
only by ligand permutations at stereochemically equivalent sites 57-59) is essentially 
equivalent to the condition 3) of  our definition. 

Since not all asymmetric syntheses involve only products having achiral skeletons, 
all asymmetric syntheses cannot be described in terms of "chirality elements" and 
stereochemically equivalent skeletal sites. 
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