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Preface 

During the past ten years significant developments have taken place in the field of 
plasma chemistry. Progress of research, or the lack of it in certain areas, was dis- 
cussed at a number of Gordon conferences, and at four international symposia, 
several round tables and topical meetings sponsored by IUPAC. The editors of Topics 
in Current Chemistry have therefore undertaken to bringthe advances into perspective 
by issuing volumes which are subtitled Plasma Chemistry. The volumes will deal 
with topics which are the main concern of many researchers. Such topics include 
elementary processes in low pressure plasmas, plasma-material interactions, plasma 
polymerization and thermal plasma processing. Because of the ever increasing 
importance of energy and environmental problems the editors have found it only 
fit to begin the series with a chapter on elementary plasma reactions of environ- 
mental interest. 

Among the significant developments mention may be made of the realization 
that electron-impact induced excitation of vibrational states and subsequent v-v 
climbing is the most important dissociation process in many gases under conditions 
obtained in low pressure plasmas. A successful recent application of the low pressure 
plasma is in the preparation of materials with extreme requirements of purity, 
homogeneity and radial profile of refractive index, all of which are necessary in the 
manufacture of optical wave guides. Plasma etching and polymerization technologies 
are rapidly emergir~ and elementary processes occuring at solid surfaces immersed 
in plasmas are receiving considerable attention. Investigations of plasma-material 
interactions have contributed to a better understanding of the impurity release and have 
led to suggestions for future control of impurities in magnetically confined ther- 
monuclear machines for nuclear fusion research. Thermal plasmas have been applied 
in ceramics, powder technology and extractive metallurgy; in the production of 
solar grade silicon, in nitric oxide synthesis, and in the gasification and desulfuriza- 
tion of coal. 

It is hoped that the volumes will appeal to a broad spectrum of readers and 
will promote further research in the field of plasma chemistry. 

The editors acknowledge the help and cooperation of Dr. F. L. Boschke aria 
his staff at Springer-Verlag. They are grateful to the various authors for their timely 

• contributions and to their colleagues and families for encouragement during the 
preparation of the volumes. 

S. Vepfek 
M. Venugopalan 
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1 In t roduc t ion  

The atmosphere, which extends to many thousands of kilometres from the Earth's 
surface before it merges with the very tenuous interplanetary gas, is immersed in a 
radiation field mainly generated by the sun but which includes galactic cosmic ray 
components. Energetic short wavelength components of the radiation field ensure 
that the atmosphere is at least partially ionized at all times, the degree of ionization 
varying by many orders of magnitude throughout the atmosphere. The production 
of very reactive ions, electrons and neutral radicals initiates an extremely complex 
gas-phase chemistry which can modify greatly the composition of the atmosphere, 
thus generating the perceived atmospheric environment. 

In the upper reaches of the atmosphere, more specifically in the magnetosphere 
and upper ionosphere, the degree of ionization is relatively high, the charged parti- 
cles are electrons and positive ions only and the gas pressure is very low. The plasma 
properties of these regions are very evident and they have received considerable atten- 
tion from physicists over the last few decades principally those concerned with radio- 
wave propagation 1). The chemistry of these regions is relatively simple and reasonably 
well understood, being described by just a few binary reaction processes (Sect. 3.2.2 
and 4). Descending through the atmosphere into the middle and lower ionosphere, 
through the stratosphere and troposphere, the gas pressure increases approximately 
exponentially with decreasing altitude. Negative ions ultimately replace electrons as 
the negatively charged species and thus a positive ion/negative ion plasma exists in 
which the charged particle/neutral particle ratio is very small because of the high pres- 
sure which obtains but in which the absolute charged particle density still is appre- 
ciable (Sect. 2.2). Thus the chemistry becomes much more complex. Ternary reac- 
tions, the rate coefficients of which are known to be very sensitive to temperature, 
become very important. Also the presence of a large number of different neutral mo- 
lecular species variously generated (biogenetically, man-made pollutants, etc.) which 
are efficiently photolysed by solar radiation, ensure that a rich ion and a parallel neu- 
tral chemistry will be continuously occurring, the latter dominating the chemical evo- 
lution in the stratosphere and the troposphere. Nevertheless, the presence of signifi- 
cant concentrations of charged particles coupled with their greater reactivity will 
have a significant influence on chemical evolution in the medium. It is with the ele- 
mentary charged particle reactions which are occurring continuously in the environ- 
mental plasma that this review is concerned. 

Progress towards an understanding of ionospheric ion chemistry has resulted 
from in-situ determinations of ion composition using balloon-, rocket- and satellite- 
borne mass spectrometers coupled with the development and exploitation of laboratory 
experiments to determine reaction rate coefficients, ion products, etc. Progress has been 
much slower with respect to stratospheric and tropospheric chemistry, not least due 
to the difficulties inherent in mass spectrometer sampling of these relatively high 
pressure regions. However, significant advances have been made recently both in in- 
situ sampling techniques and in the acquisition of relevant laboratory data. 

In order that the discussion of the individual reaction processes, which com- 
bined to describe the overall chemistry of the atmospheric regions, can be facilitated 
and readily placed into context, a brief description of the atmospheric plasma medi- 
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um (Sect. 2) will be presented, including the neutral composition, the ionizing radia- 
tions and the ion composition in the various regions. Then, following the detailed 
discussion of elementary processes in Sect. 3, which will concentrate on the most 
recent developments, the paper will be concluded (Sect. 4) by a brief summary of 
the current status of atmospheric ion chemistry. 

2 Description of the Envi ronmenta l  Plasma 

The combined influence of gravity and solar radiations on the Earth's atmosphere 
results in several distinct 'regions' which are designated according to such physical 
parameters as the ambient temperature and the ionization density. Photoionization 
and a subsequent complicated ion chemistry converts the simple primary positive 
and negative ions into the observed, generally more complex ions. 

2.1 The Neutral Atmosphere: Composition and Temperature 

Much has been written concerning the structures and properties of the neutral atmo- 
sphere 2-s), but the details are not relevant here. Only those general features which 
significantly influence the chemistry of the atmosphere will be discussed and then 
only very briefly. 

In the absence of temperature gradients, that is for an isothermal atmosphere, 
the total pressure or total gas density would decrease very nearly exponentially with 
increasing altitude. However radiant heating ensures that such a simple structure does 
not pertain in the Earth's atmosphere and the total gas density decreases in the man- 
ner shown in Fig. 1. The altitudinal variation of ambient temperature is even more 
complicated and in the upper reaches of the atmosphere is a result of the absorption 
of short wavelength radiation whilst in the lower atmosphere it is due to the heating 
of the Earth's surface by longer wavelength radiation followed by conduction and 
convection. A typical neutral temperature versus altitude profile is shown in Fig. 2. 
From sea level, the atmospheric temperature, Tg, at first decreases with altitude as 
the distance from the heat source (the Earth's surface) increases. At about 15 km 
altitude a minimum in Tg appears, the so-called tropopause, the actual altitude of the 
tropopause being subject to both diurnal and seasonal variations as are most of the 
atmospheric physical features. 

The increasing Tg at altitudes above the tropopause is largely due to the photo- 
chemical production of ozone via the well-known reactions 7) 

hi) 

02 * 0 + 0 (la) 

O+02+M ) O3+M (lb) 

3 
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Fig. 1. The neutral composition of the Earth's atmosphere as a function of altitude. The ~urces 
of the altitudinal profile data are: H, He, O, N2, 02, At, Ref.6); 03, Ref.7); H20, Refs. 8) and 10); 
NO, Refs. 9) and 10); O2(1A2), Ref 11); O below 90 kin, Ref.12); CF2C| 2 arid CFCI3, Ref.13); 
N20, Ref. 14); H202 ' NO 3 and N205, from model calculations given in Ref. 15); CO 2 is assumed 
to have a constant mixing ratio of 300 p.p.m. Clearly many other minority species are present 
in the lower atmosphere (e.g. OH, HO2; see Ref. 15)) but these have been omitted for clarity. 
The thick line indicates the total neutral particle density 

M can be any third body which carries away the energy liberated in the reaction but 
almost invariably will be N2 or 02.  Destruction o f  the ozone also results in atmo- 
spheric heating: 

hv 
03 ; 02 + 0 (2a) 

03 + O "--'> 02 + 02 (2b) 

Reactions (1) and (2) essentially convert solar radiant energy into thermal energy. 
The parameters which determine the rate of  ozone formation (UV photon flux, atom- 
ic and molecular oxygen number density and the total gas number density) are not 
constant with altitude and so the ozone concentration and hence Tg varies with alti- 
tude. The net result is that Tg increases thoughout the stratosphere until a maximum 
is reached at the stratopause whence Tg begins to decrease again. 

The presence of  the ozone layer ensures that solar UV radiation (in the wave- 
length range 2 - 3 0 0  nm) which is harmful to living things is prevented [by reaction 
(2a)] from reaching the Earth's surface. Since ozone is known from laboratory stud- 
ies to be destroyed by some atmospheric pollutants and the photofragments there- 
of  17), pollution of  the atmosphere (particularly by freons) has recently been the 

4 
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Fig. 2. A typical altitudinal variation of the neutral gas temperature 6) (solid curve) and the plas- 
ma eleclron temperature 16) (dashed curve) in the Earth's atmosphere. Note that  the tempera- 
ture scale (absism) is logarithmic. The atmospheric regions are as indicated and M, S and T in- 
dicate the mesopause, stratopause and tropopause, respectively 

cause of much discussion. This has led to experiments specifically designed to deter- 
mine the concentration of such pollutants in the troposphere and the stratosphere 18) 
The various techniques which have been used for this and some of the results ob- 
tained have recently been reviewed by Ehhalt 13). 

The region of the atmosphere above the stratopause in which Tg continuously 
reduces towards a second minima, the mesopause, is termed the rnesosphere. The 
mesopause occurs at an altitude of about 80 km and is the lowest temperature point 
in the atmosphere, values of Tg approaching 100 K having been recorded, although 
temperatures nearer to 200 K are more typical. Significantly, it is the relatively high 
pressure, low temperature mesosphere in which "cluster" ions were first detected in 
the atmosphere (Sect. 2.2). 

Above the mesopause, Tg increases rapidly. In this region, termed the thermo- 
sphere (Fig. 2), absorption of short wavelength solar radiation is occurring (Fig. 3) 
which results in the efficient photodissociation of molecular oxygen, and the photo- 
ionization of the O atoms so produced and of the 02 and N2 molecules. Thus, Tg in- 
creases beyond 1000 K, approaching 2000 K at times. Whereas below 100 km the 
neutral gas particles, the ions and the electrons in the plasma all possess the same ki- 
netic temperature, above 100 km, due to the lower pressure and the subsequent re- 
duced electron/heavy particle collision frequency and the large amount of energy 
imparted to the photoelectrons, the electron temperature, Te increases above Tg 
(and Ti the ion temperature, which is ~ Tg, see Fig. 2). 



D. Smith and N. G. Adams 

200 

150 

< 
50 

s ' N ~ \  
Strongly absorbed in the thermosphere" x Largely absorbed in 

H Lyman- ,k,,,~tratosphere 

,~ ~ p a O ~  
, , ,  , , I , 

°o 50 lOO 150 200 250 300 
Wavelength (nm) 

Fig. 3. The absorption spectrum for solar radiation in the Earth's atmosphere 19). On the ordinate 
is plotted the altitude at which the radiation intensity is reduced by a factor e -1 from its un- 
attenuated value. The species predominantly responsible for the absorption in the various wave- 
length ranges are as indicated. The wavelength of the H Lyman-a radiation closely coincides with 
a window in the O 2 absorption spectrum 

The temperature gradients, gravity and photochemistry exercise an important 
influence on the neutral composition of the atmosphere. The mesopause divides the 
atmosphere into two distinct regions in terms of their gas dynamical properties. Below 
about i00 kin, large scale dynamical effects result in mass transport throughout the 
region, i. e. effective mixing of the major and the more stable minor neutral constitu- 
ents (e. g., COs, H20) occurs and the "mixing ratio" of a particular species remains 
approximately constant. Hence the term "homosphere" is often applied to this re- 
gion. The transport of minor neutral constituents from the troposphere into the 
stratosphere and mesosphere has a profound influence on the chemistry of these 
regions. 

Above an altitude of about 100 km (in the thermosphere), convective mixing of 
the various gases of differing molecular weight is no longer effective and gravitational 
separation of the neutral species becomes evident (Fig. I). Thus the relative concen- 
trations of the lighter species H, He and O increases with increasing altitude. Hence 
the term "heterosphere" is often applied to this region of the atmosphere. No com- 
plex molecules can survive in the heterosphere because of the prevailing intense solar 
radiation and so the chemistry is relatively simple (Sect. 3.2.2 and 4). 

In summary, large variations in the pressure, composition and temperature exist 
in the atmosphere, the greatest variations occurring in the lower atmospheric regions 
which, as will be seen, are reflected by the much more complex chemistry occurring 
in these regions, a chemistry which is thought to be dominated by the minor neutral 
constituents, doubtlessly some of which have yet to be identified. 

2.2 The Ionized Atmosphere: Ion Composition and Number Density 

The presence of ionization in the upper atmosphere was first demonstrated about 
half a century ago by reflecting radio waves from the ambient plasma 1), and by this 
technique it was shown that the ionosphere was clearly structured, several "ledges" 

6 
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in the electron density being evident (Fig. 4). Below 80 km, no radio reflection could 
be detected and it was concluded that no significant ionization existed below that 
altitude. This conclusion is now known to be incorrect since, although the ionization 
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Fig. 4. The ionized regions of the Earth's atmosphere. The F, E and D regions are designated 
according to the "ledges" observe~i in the electron density. Typical altitudinal profiles of  the 
various positive ion densities in the positive ion-eleetzon p~sma (from Refs.20)and 21)) are also 
shown. The negative ion types in the positive ion-negative ion plasma of the lower D-region axe 
known but  the detail altitudinal profiles of density are not well chaxaeterised and so only the 
approximate total negative ion density, N_, (dashed iine) as obtained from Refs. 22) and 23) 
is shown. The profiles of the electron density, Ne> and the total positive ion density, N+, ate 
also included. It is assumed that  quasi-neutrality exists throughout the atmosphere, that is 
N e ~ N+ in the thexmosphere, N e + N_ ~ N+ in the mesosphere, and N_ ~ N+ in the strato- 
sphere and troposphere 
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density below this altitude does decrease due to the rapid dissociative recombination 
of electrons with the water duster ions which are efficiently formed in this region 
(Sect. 3.2.3), the process of electron attachment (Sect. 3.2.2) is also sufficiently rap- 
id to convert some of the free electrons to negative ions which do not efficiently re- 
flect radio waves and therefore remained undetected. Thus above 80 km an electron- 
positive ion plasma exists, whilst below this altitude a gradual transition towards a 
negative ion-positive ion plasma takes place which is complete below an altitude of 
about 60 km. These gross features of the Earth's ionosphere have been confirmed 
using several other techniques such as rocket-borne electrostatic probes 24) and radar 
backscatter 2s) 

Several distinct regions of ionization exist (Fig. 4) which have characteristic and 
predictable shapes, resulting from the interaction of a specific wavelength or a broad 
wavelength band of ionizing radiation with an atmosphere of varying composition. 
They have been designated the F, E and D layers (or regions) in order of descending 
altitude and as can be seen from Fig. 4, the electron density ranges from about 
106cm -3 at the F 2 maximum to zero in the lower D-region. The ion and neutral 
compositions as well as the particular solar radiations which are most strongly ab- 
sorbed in these regions have been determined using rocket-borne mass spectrometers and 
radiation detectors. Above the F 2 maximum, the ionization results predominantly 
from the action of EUV and X-rays on the dominant neutrals (see Fig. 3) producing 
the observed ions He +, N + and 0 + 2o), that is, there is a correspondence between the 
ambient ions and neutrals. Ionic reactions however, are occurring, for example the 
nearly therrnoneutral charge transfer reaction 26) 

H ++O ~- O ++H (3) 

will be continuously influencing the relative concentrations of H 4 and 0 4 ions. Be- 
low the F2 maximum the ion-to-neutral correspondence disappears and although 
N2 + and 0 4 are expected to be the major primary ions, since molecular nitrogen is 
by far the most abundant neutral and the molecular oxygen is largely dissociated, 
the most abundance ion is NO 4 even though neutral NO is present in only an insigni- 
ficant concentration (Fig. 1). As is now well known zo, 27), this is the result of the 
ionic reactions which occur such as the charge exchange and ion-atom interchange 
reactions: 

N2++O ) NO++N 
O + + N2 (4a) 

0 ++N ) NO ++N (4b) 

N2 ++O2 > 02 ++N2 (4c) 

So the chemistry of the F-region is generally well-understood and detailed chem- 
ical models have been constructed which can predict reasonably well the observed 
electron density and ionic composition 28, 29). These models are based on laboratory 
data for ion-neutral reactions such as (4), and dissociative recombination reactions 
(Sect. 3.2.4), such as 
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NO ++e ..... * N+O (Sa) 

02 ++e -~ 0+O (5b) 

which control the loss of ionization in these regions. Many excellent reviews have 
been written on this subject 3o-32). However several intriguing questions still remain 
especially with respect to the r61e of metastable excited states of both neutrals and 
ions and of doubly-charged ions and this will be referred to in Sect. 3.2.2 and 4. The 
possible importance of metastable ions, e. g. O + (2D), has been discussed from time 
to time 33-36) and they have recently been detected in the ionosphere (Sect. 3.2.2). 
The radiations in the E and F regions are sufficiently energetic to produce some 
doubly-charged species and it is worthy of note that the Atmosphere Explorer C 
(AE-C) satellite has recently detected 0 2+ in the F-region 37) Such observations to- 
gether with reliable laboratory data relating to excited ion 38-41) and doubly-charged 
ion 4z-4s) reactions (such data are just beginning to appear in the literature) will 
clarify the role of these'species in ionospheric chemistry. 

In the E-region where the most energetic solar UV and X-ray photons have been 
filtered out, the ions which are most efficiently produced are 02 + and O +, the latter 
being quickly converted to NO + via reaction (4b). Hence the most abundant ions ob- 
served are 02 + and NO + (Fig. 4) which are relatively unreactive with the ambient 
neutrals present at these altitudes and so they persist until they are lost via reaction 
(5). However, this chemically less interesting region exhibits an unusual feature in 
the mid-latitude zones, the so-called "'Sporadic-E" layers of enhanced ionization den- 
sity within a layer a few kilometres thick is enhanced several-fold above the ambient 
ionization. Rocket-borne mass spectrometers have shown that metallic ions (Ms +, Na +, 
Si + and Fe +) are concentrated in these layers 46) and more recently rocket flights 
have shown that metallic ions are also plentiful in the D-region z x ,47, as). It seems 
that the metallic species originate from ablation of meteors in the atmosphere at D 
and E-region altitudes 48, 49). Some data are available relating to metal ion reac- 
tions s°-s4) although this is an area where more work is required. 

In the D-region, the solar radiations capable of ionizing the major constituents 
of the region, ie. N2 and O2 have been filtered out and but for a fortuitous combi- 
nation of circumstances, the ionization density in the D-region would be much smaller 
than actually exists (~ 103 - 104 cm -3). The existence of windows in the 02 ab- 
sorption spectrum allows H Lyman-a and H Lyman-/3 radiation, (intense lines in the 
solar radiation spectrum), to penetrate to the D-region and photoionize the minor 
neutral constituents NO and O2 (lAg) respectively (see Fig. 1). The metastable 02 
(1 As ) is produced by photo-excitation of 02 ground state and by photodissociation 
of 0 3 by long wavelength radiation which can also penetrate to these altitudes. Thus 
the primary positive ions will be predominantly NO + and O 5. 

The technology of mass spectrometric sampling of the relatively high pressure 
D-region is more challenging than that for higher altitudes. However many of the 
problems have been solved and the in-situ experiments carried out by Narcisi and his 
colleagues ss, s6) have produced entirely unexpected results. Large concentrations 
of the hydrated hydronium ions H30+(H20)n, often called water cluster ions, were 
detected which in later, more refined experiments (designed to minimise the break- 
up of these weakly bound species during the sampling procedure) have been shown 
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to dominate the positive-ion content of the lower D-region 47, s7). More recent exper- 
iments by Arnold and his coUeagues s8-61) have confirmed the dominance of these 
cluster ions (n is seen to be ~< 20) and any doubts which exist regarding the nature 
of the dominant D-region positive ions are ones of detail, i. e., what are the fractions 
of the various hydrates in a given altitude region and are the larger hydrates being 
satisfactorily sampled without collisional destruction, etc. 

The origin and behaviour of these cluster ions has been the basis of much of the 
work on atmospheric ion chemistry during the last decade. The problem which is 
still not resolved in detail, is to explain how the primary ions NO + and O2+are con- 
verted to the observed water clusters, i. e. 

NO +, 02 + ~ H30 + (H20)n (6) 

always remembering that water vapour is a very minor constituent of the atmosphere 
at these altitudes (mixing ratio ~ 1 0 - 6 ) .  Due to the collective effort of several labo- 
ratory groups 63-69) and aeronomists 70-72) (notably E. E. Ferguson and his col- 
leagues at NOAA, Boulder, Colorado) a clear insight into the likely reactions involved 
has been obtained, and this will be discussed in Sect. 3 and 4. D-region chemistry has 
been the subject of several reviews 8, 73-75) and it is sufficient to say here that both 
the conditions of high pressure and low temperature in the D-region (and indeed in 
the stratosphere and troposphere) are conducive to ternary association reactions and 
to the production of weakly-bonded association ions viz: 

02 ++O2+N2 ~O2 + • O2+N2 (7) 

Such reactions, together with binary "switching" reactions of the kind 

02 +. 02 + H20 ~ 02 + H20 + 02 (8) 

have been shown in laboratory experiments 76) to be very effective in promoting the 
overall reaction indicated by reaction sequence (6). 

A distinctive feature of the D-region is the occasional appearance of the highest 
cloud formation known to exist in the Earth's atmosphere. These so-called "noctilu- 
cent clouds'" occur at or near the mesopause. Goldberg and Witt 48) using rocket- 
borne mass spectrometers have shown that the positive ions in these clouds are heavi- 
ly clustered with water molecules and that hydrated hydronium ions are prominent. 
However, in addition, other hydrated species are present with masses that suggest 
that the core ions are Fe +, FeO +, FeO2 + and perhaps Mg + also, the metals presumably 
being of meteoritic origin. The co-existence of cluster ions with visible cloud forma- 
tions adds some support to the view that the cluster ions play an important role as 
nucleation sites for droplet (aerosol) formation 77). 

In the upper reaches of the D-region, electrons are the dominant negatively~charged 
species and electron-ion dissociative recombination (e. g. Eq. 5) controls the loss 
of ionization from the plasma, this process being considerably more rapid when clus- 
ter ions are involved (Sect. 3.2.4). However, at lower altitudes electrons are gradually 
replaced by negative ions until below about 60 km (70-80 krn during nighttime), 
free electrons represent a negligible fraction of the ionized component of the atmo- 
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sphere plasma. Loss of ionization from the ion-ion plasma is then due to the process 
of ion-ion mutual neutralization: 

e~ g., Ha O+ (H20)n + NO3- (H20)m -""~ products (9) 

a process which is discussed in Sect. 3.2.5. 

As is suggested by reaction (9), the ambient negative ions also are complex clus- 
ters. In-situ measurements of the negative ion composition have been made by 
Narcisi et al. 47) and Krankowsky et al. ss) and whilst there is no doubt that water 
clusters dominate, there remains some doubt as to the nature of  the 'core' ions, i. e. 
whether the ions are predominantly CO~(H20)m or NO~(H20)m. More of these 
very difficult sampling experiments are necessary to clarify the situation. 

As in the case of the positive ion'chemistry, the problem is to describe the chem- 
ical steps which convert the primary negative ions to the observed clusters. The pri- 
mary negative ions can only be O -  and O~- formed in the electron attachment 
reactions: 

e+ 02 + M -----* O2- + M (10a) 

e+O 3 ------~ O-  + O 2 (10b) 

So the negative ion chemistry is summarised by 

02-, o -  ~ NO3(H20)m, CO3(H20) m (! 1) 

which involves a number of parallel and sequential binary and ternary reactions. 
Some of the reactions considered to be involved will be discussed in Sect. 3.2. 

Solar radiation sufficiently energetic to photoionize the ambient gas in the 
stratosphere cannot penetrate the atmosphere above it and the ionization in these 
regions is generated throughout the day and night by galactic cosmic rays. Thus the 
primary ions are 0 +, 02 +, N + and N2 +, characteristic of the major atmospheric con- 
stituents 02 and N 2. In-situ ion composition measurements in the stratosphere are 
fraught with difficulties and are only just beginning. The first observations were made 
by Arnold et al. 7s' 79) again using rocket- and balloon-borne mass spectrometers. These 
revealed, as expected, alarge number of  different positive ionsincluding the seemingly 
inevitable hydrated hydronium ions but with other clusters of the kind X +. ( H 2 0 ) n  , the 
core ions, X +, having not yet been convincingly identified. On the basis of the Arnold 
et al. data and the proton affinity data of Kebade 8o), Ferguson s 1) has reasoned that 
some of the observed stratosphere-ions are of the type (NaOH)m H+(H20)n . The re- 
cent balloon-borne mass spectrometer experiments of Olsen et al. s2) suggest that 
H30+(H20)n ions dominate the positive ion content of the stratosphere down to 
28 km. A similar conclusion has been arrived at by Arijs et al. as) from their balloon 
flights but they also observed other ions some of which have masses corresponding 
to the proposed (NaOH)m H+(H20)n hydrates. 

The negative ion content of the stratospheric plasma is even less certain. The on- 
ly data so far available are those obtained very recently by Arnold 62)which are as yet 
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preliminary but which show that the negative ions are generally more massive than 
the positive ions. Several negative ions within the mass range 81 +- 3 to 295 -+ 3 amu 
were apparent in the spectra but the nature of these ions has not been ascertained. 
Arnold speculates that they may be of the kind NO 3 . X1 " YmZn with 1 + m + n~< 3 
and that X, Y and Z could be the acids HNO3, HC1 and H2 SO4 which are known 
stratosphere neutral species, but it seems probable that HSO~ is an important core 
ion (see Sect. 3.2.3). It seems likely that the rich neutral chemistry which is occurring 
in the stratosphere and which generates reactive species such as the oxides of nitrogen 
etc. a4) Will be intimately connected with and greatly influence the ion chemistry. 

Little is known about the ion chemistry of the troposphere. Ionization is created 
by the action of galactic cosmic rays and in addition in the lower troposphere by ra- 
dioactive emanation from rocks, both of which ensure that an appreciable degree of 
ionization exists at all times (Fig. 4). Thus the primary ions will be O +, O2 ÷, N + and 
N~. No information is yet available concerning the actual ion composition of the tro- 
posphere because of the great experimental difficulties encountered in mass spectro- 
metric sampling of such a high pressure gas supporting such a small fraction of ions, 
and so one can only speculate. However it seems certain that several species of both 
positive and negative ions will exist, all being clustered. The core positive ions might 
be predominantly H3 O+ and NaOH2 ÷ and the core negative ions NO~- or perhaps 
CI-. H20 will probably be the most important cluster molecule (ligand), principally 
because of its high vapour pressure in the troposphere. However, other cluster 
molecules cannot be ruled out, for example, NH 3 in a sufficiently large concentra. 
tion will displace H20 from the larger H3 O+ (H20)n ions (Sect. 3.2.3). NH 3 is 
continuously being introduced into the troposphere by biogenetic activity but 
it is readily dissolved by rain which is therefore an efficient removal process. Simi- 
larly HNO3 strongly bonds to NO3, but in the presence of large concentrations 
of water vapour, the equilibrium 

H20 
NO3- (HNO 3) n " '  '~ NO3-" (H20)m (12) 

will be to the right. Thus local atmospheric conditions such as humidity, concentra- 
tion of industrial pollutants and sunlight intensity, that is, all those factors which in- 
fluence the neutral chemistry (and which in turn leads to undesirable environmental 
effects such as smog basins) will also influence the ion chemistry and hence to some 
extent determine the nature of the ambient ions. 

The processes by which ions are lost in the stratosphere and the troposphere are 
not completely understood due to a sparcity of laboratory data on ionic recombina- 
tion. It is most likely that mutual neutralization of cluster ions [reaction (9)] will be 
the primary loss mechanism in the upper stratosphere, with the process of collision- 
enhanced (ternary) recombination becoming increasingly important at lower altitudes 
(Sect. 3.2.5). In the presence of aerosols (liquid or solid droplets), loss of both posi- 
tive and negative duster ions from the gas phase can occur by attachment to the aero- 
sol surfaces 8s, 86) (see Sect. 4). 
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3 E l e m e n t a r y  Charged-Part ic le  Reac t ions  o f  Signif icance in the  
E n v i r o n m e n t a l  Plasma 

Ionization of a gas mixture with as many components as the Earth's atmosphere ini- 
tiates a very complex ion chemistry. Chemical evolution, involving several reaction 
processes and very many individual reactions, eventually results in a dynamic equi- 
librium amongst the components of the medium which is both spatially and tempo- 
rally variable. A detailed knowledge is required of the various reaction processes 
which can occur between electrons, positive and negative ions and neutral species in 
a low temperature plasma before the overall chemical evolution of the plasma can be 
adequately described. Therefore this section is largely concerned with recent advances 
in the laboratory studies of individual reaction processes and their relevance to the 
plasma chemistry of the various atmospheric regions. First, however, a general pic- 
ture is presented of the overall chemistry of a low temperature gaseous plasma. 

3.1 General Considerations 

The general picture of chemical evolution in a low temperature plasma involving the 
charged particles is shown in Fig. 5. The ionizing radiation initially creates positive 
ions, electrons and neutral fragments such as atoms and free radicals in the gas. The 
positive ions will in general possess a wide distribution of internal energy states and 
may include multiply charged ions. The charged particle reactions which follow and 
their rates depend on the composition of the gas and on th~ existing physical condi- 
tions. The process of  electron-ion recombination [e. g. reaction (5)] will occur imme- 
diatdy to some extent, which will tend to return the medium to the neutral (de- 
ionized) state. In the presence of electronegative gases, free electrons will also be lost 
via the process of electron attachment [e.g., reaction (10)] which generates negative 
ions. The additional charged-particle loss process of ionic reconbination [e. g., reac- 
tion (9)] is then possible. However, before the positive and negative ions are eventu- 
ally lost by recombination reactions, a wide range of binary and ternary ion-neutral 
reactions will usually have occurred producing a variety of ions which are totally dif- 
ferent in character from the primary ions. These reactions can include both fast 
charge transfer reactions of both ground state and excited state ions and sequential 
ternary association reactions [e. g., reaction (7)] which can build-up large cluster ions 
(both positive and negative). As is indicated in Fig. 5, at any point in the reaction 
chains, the ions can be lost from the plasma by recombination reactions and via 
these reactions the neutral composition as well as the ion composition of the medium 
is modified. Thus it is clear that a large amount of data relating to individual reactions 
are required, especially the rate coefficients and product ion distributions and their 
temperature dependences, if the most important reaction channels in the production 
of the ions observed in a plasma are to be identified. The more recent developments 
in this area of research are discussed in Sect. 3.2. 
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3.2 Individual Reaction Processes 

It is pertinent to first briefly discuss the experimental techniques which have been 
applied to the study of the individual charged particle reaction processes before pro- 
eeeding to higMight the most important laboratory measurements and their relevance 
to environmental plasma chemistry. 

3.2.1 Experimental Techniques 

Detailed descriptions of the various techniques are not appropriate here and only the 
salient features will be mentioned together with references to papers and reviews from 
which details can be obtained. The most appropriate data has been obtained using 
collision-dominated experiments (as opposed to ion beam and ion cyclotron resonance 
(ICR) techniques) in which the translational energies of the ions and electrons can be 
allowed to reach thermal equilibrium with the reactant charged or neutral particles 
before measurements are made. Also in such experiments, any internal excitation of 
the ions is effectively dissipated in collisions, except for specific metastable excited 
states which can survive and complicate data interpretation. In some cases the reac- 
tions of such excited states (which are now thought to have some ionospheric signi- 
ficance) have been successfully studied (Sect. 3.2.2). However, in general, the kinetic 
and internal energy states of the reactants in collision dominated experiments are 
dearly defined, i. e., a temperature can be ascribed to the system, and the data are 
directly applicable to the environmental plasma (in as far as its temperature can be 
ascertained). 

Significant contributions to the field have been made using stationary afterglows 
(SA), flowing afterglows (FA), high pressure mass spectrometers (HPMS), drift tubes 
(DT), flow-drift tubes (FDT) and selected ion flow tubes (SIFT). Smaller, but signif- 
icant, contributions have also been made using ion beams and the low pressure ion 
cyclotron resonance (ICR) techniques, but these will not be discussed here (for re- 
views on these techniques, see for example the book by McDaniel et al.ST)). It is 
worthy of note that ICR has been successfully used recently to accumulate data rel- 
evant to the ion chemistry of interstellar molecular clouds ss). 

Some of the earliest measurements specifically directed towards gaining an under- 
standing of the ionospheric plasma were made by Sayers and Smith and their col- 
leagues 89-92)using the SA technique. This technique involved the mass spectro- 
metric sampling of the time-varying ionic wall currents in the afterglow of a pulsed r. f. 
discharge through an appropriate gas mixture. Later Lineberger and Puckett 64' 93, 94) 
used a variant of the SA to study both positive and negative ion-molecule reactions. 
Smith and his co-workers 9s-gs) also used the SA in conjunction with the Langmuir 
probe diagnostic technique to study a wide range of plasma processes including elec- 
tron-ion recombination 99-101). However by far the most comprehensive study of 
electron-ion recombination (Sect. 3.2.4) has been made by Biondi and co-work- 
ers lo2-1o4) using the SA-microwave cavity diagnostic technique. These SA tech- 
niques have been reviewed by McDaniel and Mason l°s). 
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The HPMS technique developed and exploited by Kebarle and co-workers 106, lo7) 
is very reminiscent of the SA technique. Ionization is created in a pure gas or gas 
mixture either by using a radioactive source l oa) or a high energy electron beam 109). 
Ions are sampled by a pin-hole orifice in the walls of the chamber and reaction rate 
coefficients deduced. A great deal of data relating to ternary association reactions 
(Sect. 3.2.3) has been obtained using this technique. 

The development of the FA technique by Ferguson, Fehsenfeld and Schmelte- 
kopf 110-113) resulted in an explosive increase in the amount of data relating to 
ionospheric chemistry. Ionization is generated in a flowing gas in a cylindrical tube 
about 10 cm diameter and about 1 metre long and the ions (positive or negative) in 
the afterglow plasma (which is distributed along the length of the flow tube) are 
sampled using a pinhole orifice/mass spectrometer combination located downstream. 
Reactant gases are introduced into the thermally-relaxed afterglow plasma down- 
stream and hence remote from the source of ionization which thus avoids internal 
excitation of the reactant gas molecules (unavoidable in the SA). The versatility of 
the FA has enabled a wide variety of both positive and negative ions to be created in 
the flowing plasma and thus a very large number of  binary and ternary reactions of 
environmental importance to be studied, including ~veral over an appreciable tem- 
perature range 113-1 is). Thus it has resulted in a major contribution to the under- 
standing of ion-neutral reactions at thermal energies and to the elucidation of the 
ion chemistry of the ionosphere. Recently, Smith and his co-workers 116, liT)have 
combined their Langmuir probe diagnostic technique with the FA to study several 
plasma reaction processes of environmental interest including binary ion-ion mutual 
neutralization reactions of both simple and clustered ions 118-12o) (see Sect. 3.2.5). 

The temperature range over which critical data is required for the purpose of 
environmental chemistry is not large (Sect. 2.1) and the temperature variable SA, 
FA and HPMS have provided much valuable data. However, the maximum temper- 
ature accessible to these techniques is limited and so variants of the DT technique 
have been used to study rate coefficients as a function of ion kinetic energy (up to 
several electron volts). The temperature dependences of the rate coefficient are then 
deduced (not without difficulty) from the data. The DT technique of Biondi and 
his co-workers 121-123) and the FDT technique, developed and carefully exploited by 
Albritton and others 124, 125), which combines the versatility of the FA with the 
conventional DT technique, have proven to be especially useful (Sect. 3.2.2). The 
HPMS technique developed by Castleman and his co-workers 126, 127) is also pro- 
viding valuable data of environmental interest. 

The very recent development by Adams and Smith 128, 129) of the SIFT tech- 
nique is providing a large amount of data on both binary and ternary ion-molecule 
reactions over the approximate temperature range 100-600 K 13o-133). In essence, 
the technique involves the injection at low energy of a mass-selected positive or neg- 
ative-ion beam into a flowing gas. Virtually any positive or negative ion, including 
metastable excited ions, doubly charged ions and cluster ions, originating from any 
type of ion source, can be introduced into a flow tube and rate coefficients and prod- 
uct ion distributions determined for their reactions with any gas or vapour includ- 
ing unstable species (e. g. atoms and radicals). Details of the technique have been 
given in a recent review 134). The versatility of the SIFT is such that it is being ex- 
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ploited to study a wide range of interesting problems and has already had notable 
success in providing critical data relating to molecular synthesis in interstellar 
clouds 13s, 136). The significant amount of data obtained to date with the SIFT re- 
lating to atmospheric chemistry (Sect. 3.2.2 and 3.2.3) will undoubtedly be con- 
siderably increased in the next few years. This technique and the others discussed 
in this section are continuing to be developed and exploited in attempts to solve the 
increasingly complicated problems being met in the ion chemistry of the stratosphere 
and the troposphere. 

3.2.2 Binary Ion-Molecule Reactions 

Positive ion binary reactions are exemplified by reaction (4). They are important in 
all regions of the atmosphere and dominate the ion chemistry of the E- and F-regions 
of the ionosphere. The ion chemistry of the E- and F-regions has been clear for some- 
time30, 31), essentially involving a few binary positive ion-molecule reactions which 
lead finally to the two terminating ions NO + and O2 +, which are eventually lost by 
dissociative recombination (reaction 5). Thus the recent work has been concerned 
largely with obtaining more precise laboratory data on the few most important re- 
actions, that is in determining their branching ratios (product ion distributions) and 
the temperature dependences of their rate coefficients, so that more detailed model- 
ling of the chemistry of the ionosphere can be carried out. The r61es of excited ions 
and doubly charged ions are also being considered as reliable laboratory data on their 
reactions and in-situ data on their concentrations in the ionosphere become available 
(see below). 

Amongst the first ionospherically important reactions to be studied were: 

He ++N 2 ~ N + +N+He(60%) (13a) 

, N2  + + He (40%) (13b) 

He ++O 2 ; O + +O+He(>98%) (14a) 

..... 02 + + He (< 2%) (14b) 

Their rate coefficients, k, were first measured at 300 K in the SA 91) and were both 
found to be gas kinetic (k ~ 10-9cm3s-1).  Subsequent FA studies at 300 K t37) 
confirmed these results. More recent FA measurements 112, 113) have shown that k 
is independent of temperature over the range 80-900 K which, on the available evi- 
dence, seems to be a general feature of fast ion-molecule reactions. The energy in- 
dependence of such reactions is also evident from DT and FDT studies 12 t, 138) 
The earlier SA and FA measurements did not provide the product distributions for 
reactions (13) or (14), but these have since been determined at 300 K using several 
techniquesl21,129, 139-143), and very good agreement has been obtained for reac- 
tion (13) for which the dissociative charge transfer channel leading to N + is favoured 
(60% as shown). However reaction (14) has given more problems. The recent SIFT 129) 
and DT 143) data both indicate that the dissociative channel (14a) is almost totally 
dominant (~: 98%) whereas the earlier FA 39) and DT 121) measurements gave an 
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erroneously high proportion of O~. This is because the determination of the product 
distribution for reaction (14) is complicated by the occurrence of the secondary 
reaction 

O + + 02 ----~O~ + O (15) 

which, if not accounted for, leads to an overestimate for the O~ channel. Secondary 
reactions are always a potential problem in the determination of product distribu- 
tions and are more serious the faster the secondary reactions. The interesting point 
in this case is that reaction (15) for ground state O ÷ ions is known to be relatively 
slow (k = 2 x 10-11 cm 3 s - l )  and this misled the earlier workers 121' 139) who there- 
fore assumed that the production of O~ via reaction (15) would be slow. Johnsen 
et al. 143) have reasoned that the earlier DT data indicates that the O + produced in 
reaction (14) is in an excited state which reacts more rapidly with 02 than does 
ground state O +. Recent (unpublished) SIFT data has confirmed this postulate; it 
appears that a substantial fraction of the O ÷ is formed in a metastable state. The 
SIFT data of Glosik et al. 39) has shown that the rate coefficient for the reac- 
tion of metastable O÷(2D, 2p) ions with 02 is considerably larger than for ground 
state O ÷ ions. 

Reaction (15) and the reaction 

O + + N2 ---~NO + + N (16) 

are both important in E and F region ion chemistry in that they convert atomic ions 
to molecular ions and therefore enhance the electron-ion recombination loss rate 
(Sect. 3.2.4). At 300 K reactions (15) and (16) are both relatively slow (k for reac- 
tion (16) is 1.2 x 10-12 cm 3 s-  1 ) and experience has shown that the rates of reactions 
with small rate coefficients at 300 K are likely to vary with temperature. Smith and 
Fouracre 144) using a SA first showed that for reaction (15), k a T -1/2 and this was 
subsequently confirmed by both FA 112, 113, 14s) and temperature variable DT 123) 
studies. Reaction (16) was studied in detail as a function of tempera- 
ture 112, 113, 123, 145) and ion kinetic energy 12s) after Schmeltekopf et al. 146) 

had shown that its rate coefficient increased dramatically with increasing vibrational 
temperature of the reactant N2. A correspondingly rapid increase in the rate coef- 
ficient is observed with increasing O + kinetic energy 125) 

The temperature and energy dependence of the rate coefficients for most of 
the ground state ion-molecule reactions of E- and F-region significance have now 
been adequately determined 147), including that for the reaction 

N + + O 2 ..... > NO + + O (50%) (17a) 

>O~ + N (44%) (17b) 

)O + +NO(6%) (17c) 

It is interesting to note that the earlier FA experiments only recognised the two major 
product channels in reaction (17) whereas the SIFT, which is especially valuable for 
the determination of product distributions, identified the minor O + product channel 
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(which has since been observed in an ICR experiment8S)). The acquisition of such 
detailed data, especially temperature dependence data, is essential for the detailed 
modelling of the E- and F-region ion chemistry, since in these regions the temperature 
changes markedly with altitude (Fig. 2). 

In most chemical models of the ionosphere, little attention has been paid to the 
possible r01e of excited ions, although as early as 1963, Dalgarno and McElroy 3a' 14s) 
had discussed the likely presence of significant concentrations of excited ions in the 
ionosphere and calculated their production rates by solar photons (see also the more 
recent review by Dalgarnot49)). The presence of excited ions, specifically O + (2p) 
and O + (2 D), has now been confirmed in the F-region by instruments carried aboard 
the Atmosphere Explorer C and D Satellites (AE-C and AE-D) Is°) and these obser- 
vations, coupled with the available data on the ionic and neutral composition of the 
thermosphere, have stimulated renewed activity in this field. Rate coefficients and 
quenching (de-excitation) coefficients have been estimated from the satellite data 
for the reactions of O+(2D) and O+(2P) with O, O2 and N234-36). At the time that 
these estimates were obtained, no laboratory data were available for comparison b u t  
recently a good deal of data has been obtained on excited ion reactions of ionospheric 
interest using the SIFT technique 39' 40) which includes measurements of the rate 
coefficients, k, for several O+(2P, 2D) reactions, e.g. 

O+(2P, 2D) + 02-'-"+0 ~ + O 08) 

k has also been measured for reaction (18) by Mauclaire et al)  sl), who obtained a 
value of 6.5 x 10 - l °  cm a s -1 , in conflict with that given in Ref. 39). However, it 
has recently been brought to our attention by D. L. Albritton that the values of k 
for reaction (18) and for the corresponding N 2 reaction reported in Ref. 39) are er- 
roneously low (this we have now shown to be due to computational errors). Thus 
using our SIFT we have re-measured k for reaction (18) to be (6.5 ± 2) x 10 - I °  cm a s --1 
at 300 K and that for the O+(2P, 2D) + N 2 reaction to be (7.5 -+ 2) x 10-1°cm 3 s --1 21s) 
These are in good agreement with the values obtained by Albritton et al. 216) who 
measured k for both reactions to be (8.35 -+ 3.4) x 10 - l °  cm a s -1 , and with the 
value for the 0 2 reaction obtained by Mauclaire et al. Similar results have also been 
obtained recently by Johnsen and Biondi 217) for these reactions. In none of these 
laboratory experiments has the state (or states) of the O + ions involved yet been 
identified. The laboratory data can now be compared with the estimates from satellite 
observations 36). For the reactions 

O+(2D) + N2-"-rN ~ + O (19a) 

O+(2D) + 02 -" O~ + O (19b) 

k is estimated to be (5 ± 2.5) x 10-10 cm 3 s-I  for (19a) and (2 -+ 1.5) x 10 -9 cm 3 s- 1 
for reaction (19b). 

Detailed chemical models of the thermosphere have been produced by Oppenheimer 
et al. 29) based on the satellite observations, which include estimated rate coefficients 
for several excited ion reactions. Much of the ionic reaction rate data derived from 
the AE satellite experiments has recently been reviewed by Torr and Torr 36). 
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In addition to metastable O* ions, other excited ions will surely be generated in 
the ionosphere. The ions O~, NO +, N~ and N ÷ all have long.lived metastable elec- 
tronic states, but to date they have not been observed in the ionosphere. A con- 
siderable amount of laboratory data is now becoming available on the reaction 
rate coefficients of these excited ions. Of note are the FDT 3s' 41) and SIFT 39) data 
on O~ (a alia) and NO + (a 3~+) reactions and the SIFT data on the reactions of 
metastable electronic states of N + and N~ 4o). These excited ions usually react rapidly 
with most molecules, direct charge transfer is the most favoured channel but colli- 
sional quenching of the excited ion [e.g. reaction (19b)] is often a significant chan- 
nel, especially for the NO + and O~ excited ion reactions. 

Doubly charged ions, specifically O 2+, have recently been detected in the ther- 
mosphere by the AE-C satellite. The photochemistry of this species has been dis- 
cussed by Brieg et al. 37) who has also estimated the rate coefficients for the reactions 

02+ + O "--'* O + + O + (20) 

02+ + N 2 ~ products (21) 

to be ~ 1 x 10 -11 cm 3 s -1 and < 1 x 10 -11 cm 3 s - l  for reactions (20) and (21) 
respectively. These estimates seem rather low on the basis of the little previous data 
available for doubly charged ions 42) and further doubt has been cast on their validity 
by the recent DT measurements of Johnsen and Biondi 4s), which indicate that the 
rate coefficients for the reactions of 0 2+ with both N 2 and 0 2 are fast 
(k"~ 1 x 10 -9 cm 3 s-  1). A possible explanation of the low values derived from the satel- 
lite work is given in a recent paper 21 s). It is worthy of note, however, that the recent 
SIFT data for the reactions of the ground and excited metastable states of Xe 2+ andAr 2+ 
with several atomic and molecular gases indicates a great variety of mechanisms and rates 
for such reactions 43' 44) Single and double charge transfer and collisional quench- 
ing of the excited states variously (and unpredictably) occur and the rate coeffi- 
cients, while usually large, are in some cases very small. A good deal of accurate 
laboratory data is needed before the r61e of doubly-charged ions in ionospheric 
chemistry can be ascertained. The likely r61e of excited-ion and doubly-charged ion 
reactions in ionospheric chemistry will be referred to briefly in Sect. 4. 

As discussed in Sect. 2.2, the ionization in the D-region (mesosphere) is largely 
generated by the near-resonant photoionization of NO and 02 producing NO + and 
O~ in their ground electronic states. Therefore significant concentrations of excited 
ions are not generated in this region and the positive ion chemistry largely begins 
with the ternary association reactions of ground state NO + and O~ ions (Sect. 3.2.3). 
At lower altitudes in the stratosphere and the troposphere where the primary source 
of ionization is cosmic rays, the primary ions will be the ground and excited states 
of N +, O +, O~ and N~. These species will then undergo fast binary and ternary reac- 
tions with the major and minor neutral constituents of the local atmosphere. The 
overwhelming abundance of N2 and 02 will ensure that the products of the binary 
reactions will again be the low recombination energy ions NO + and O~ [via reac- 
tions (4b), (4c), (15) to (17)]. At the high pressures and low temperatures in the 
lower atmosphere, the ternary association reaction (7) will generate O,~ ions and the 
corresponding reactions 
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N++N2+M--'~N~+M (22) 

+ N2 + M ---, N~ + M (23) 

will generate N~ and N~. Under favourable conditions sequential ternary association 
reactions can generate larger associated ions (see Sect. 3.2.3). However the relatively 
energetic N~3 and N~4 ions can also undergo binary reactions, e.g. 

N~ + 0 2  ~ NO + + O + N 2 (70%) (24a) 

NO~ + N 2 (30%) (24b) 

N~+O 2 ~  O~+N 2+N 2 (25) 

Note the generation again of NO + and O~ as well as the ion NO~. A detailed study 
has recently been reported of the reactions of the primary and secondary stratospheric 
ions with several molecules ls2) and of the reactions of O~ and O~ with several stra- 
tospheric neutrals 1 s3). It seems clear from these studies that although fast binary 
ion-molecule reactions are important first steps in the positive ion chemistry of the 
lower atmosphere, the subsequent chemistry is controlled by ternary association 
reactions (Sect. 3.2.3). 

Negative ions become an increasingly important component of the environmen- 
tal plasma below an altitude of about 80 km where the pressures are sufficiently high 
to promote 3-body electron attachment, exemplified by the reaction 

e+O2 +N 2 ~ O~+N 2 (26) 

At lower altitudes where significant concentrations of ozone exist, O-  ions are gen- 
erated by dissociative attachment [reaction (10b)]. These electron attachment pro- 
cesses and the laboratory techniques used to determine their rate coefficients were 
reviewed some time ago by Phelps 1s4). In the stratosphere and troposphere, negative 
ions can also be generated by dissociative attachment reactions of thermalised elec- 
trons with poUutants lss' ls6) such as the freons: e.g. 

e + CC12F 2 ~ C1- + CC1F 2 (27a) 

F-  + CC12F (27b) 

Although reactions of the kind (26) always dominate negative ion production. 

Recent laboratory studies have concentrated on the loss mechanisms for the 
primary negative ions. The process of associative detachment: 

O- + 02 (~ Ag) ~ 0 3  + e 

O~- + O ~" 0 3  + e (50%) 

( ~ O- + 02) (50%) 

(28) 

(29a) 

(29b) 
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which has been studied almost exclusively by Fehsenfeld and his coUeagues lsT), is 
a very efficient loss process for negative ions in the D-region. For ground state 02, 
reaction (28) is endoergic [the reverse reaction is then very efficient, see reaction 
(lOb)]. Channel (29b) is not, of course, an associative detachment reaction but rather 
a charge transfer reaction which can proceed because the electron affinity of O atoms 
is greater than that of 02 molecules. A knowledge of the electron affinities of atmo- 
spheric neutral species is necessary if the negative ion chemistry is to be elucidated 
Thus the determination of electron affinities has received considerable attention in 
recent years and the exploitation of the laser photodetachment technique by Line- 
berger and co-workers lss) is adding greatly to the body of critical data. 

A reaction of particular interest in aeronomy has been 

0~" + CO 2 --* CO~ + 0 2 (30) 

since it could be an important step in the generation of CO~ (H20)n cluster ions 
which have been tentatively identified in the D-region. It has been shown Is9) that 
when the O~ is hydrated [i.e. O~ (H20)n] its reactivity with CO2 rapidly decreases 
and the reaction may even become endoergic for large hydrates 16°). Thus in the 
lower atmosphere where the mixing ratio of water vapour is appreciable, hydration 
of O~- could prevent its reaction with CO2. This illustrates how the reactivity of an 
ion can be greatly influenced by the addition to it of weakly bonded ligands, a 
phenomenon recognised also for positive ions 16L 162), and much more laboratory 
data is required in this area if the ion chemistry of the lower atmosphere is to be 
properly understood. Detailed schemes of D-region s' 74, 7s, 14"~ and stratospheric 
and tropospheric 147) ion chemistry have been proposed. 

Whilst the rate coefficients for many binary and ternary negative ion-molecule 
reactions have been acquired recently, predominantly using the FA technique (see 
the data compilation of Albritton 11 s)), many more are required if the important 
paths in the synthesis of the observed negative ion clusters are to be identified. Prod- 
uct distributions have been studied even less for negative ion-molecule reactions, 
principally because of experimental difficulties, yet more than one product channel 
is accessible in several atmospherically important reactions 7s), for example, 

O3" + NO 2 ~ NO~ + 0 3 (31a) 

NO~ +0 2 (3ib) 

The SIFT technique is especially suited to the determination of product distributions 
and these will undoubtedly be available for some of the relevant binary negative ion 
reactions in the near future. Hopefully, such data will help to solve several basic prob- 
lems. For example, although it seems certain that NO~ is formed efficiently in the 
lower atmosphere (see Sect. 2.2), it is by no means certain how it is generated. Reac- 
tion (3 Ib) may be an important route but it is unlikely to be exclusive. HNO 3 and 
N2Os, both stratospheric constituents react with most negative ions to produce 
NO~ is6, 163) but the most important paths have not yet been confidently identified. 
The r61e of minor neutral constituents is one of the major outstanding problems in 
the negative ion chemistry of the lower atmosphere (Sect. 4). 
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3.2.3 Ternary Ion-Molecule Reactions 

As previously mentioned, ternary (or 3-body) ion-molecule reactions are only sig- 
nificant in the Earth's atmosphere below the mesopause (~  80 km) where they play 
a crucial part in the ion chemistry. In this region of the atmosphere, the major prob- 
lem to be solved is to determine the ionic reaction paths which convert the primary 
positive and negative ions to the dominant positively and negatively charged water 
cluster ions [see reactions (6) and (11)]. Most progress has been made in elucidating 
the positive ion chemistry, so this will be considered first. 

In the D-region, the primary positive ions are NO + and O~ (NO + being dominant) 
and so the problem reduces to one of finding a quantitative chemical scheme for the 
conversion of NO + to H30 + (H20)n ions, the steps of which are sufficiently rapid 
to remove NO + at a rate commensurate with its known production rate from photo- 
ionization of NO. The first proposal was made by Fehsenfeld and Ferguson 63) who, 
with their colleagues, have contributed so much to this area of research. Their scheme, 
based on their FA data, is summarised by the following reactions, the first step being 
the direct 3-body hydration of NO +: 

NO + + H20 + M -'~ NO + • H20 + M (32) 

followed by 

NO+(H20)I,2 + H20 + M ~ NO+(H20)2,3 + M (33) 

then 

NO+(H20)3 + H20 - -+  H30+(H20)2 + HNO 2 (34) 

The ternary reactions (32) and (33) sequentially build up the NO + hydrates until 
NO+(H20)3 is produced, which then undergoes a binary reaction to give the hy- 
drated hydronium ions. Further increases in the size of the hydrates is considered 
to be via direct clustering: 

H30+(H20)n + H20 + M - '~ H30+(H20)n+I + M (35) 

In the atmosphere, M is an abundant neutral i.e. either N 2 or 02. Whilst the authen- 
ticity of this chemical scheme is not in doubt, since it is based on a considerable 
amount of data from several groups 64' 66-69), model calculations have shown that 
it is not able to quantitatively explain the rate of loss of NO + in the ionosphere, the 
major problem being that reaction (32) leading to the first NO + hydrate, is not suf- 
ficiently rapid. The details of this problem have been discussed in several 
reviews s, 164--166) 

Alternative, more rapid paths for the production of NO + • H20 have been pro- 
posed 167-170) involving as a first step the ternary association of NO + with the abun- 
dant atmospheric CO2 and N2 
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NO + + CO 2 + M, -~-~NO + • CO 2 + M (36) 

followed by the fast binary switching reaction 

NO + 'CO 2 + H 2 0 ~  NO + 'H20+CO2 (37) 

Similar~ 

NO + + N 2 + M ~ N O  + " N 2 + M 

NO + . N2 + H20 -----.r NO + • H20 + N2 

(38) 

(39) 

Although the rate coefficients for reactions (36) and (38) were expected to be relative- 
ly small (based on the limited amount o f  laboratory data available 167' 17t)), it was 
suggested that the abundance of  CO2 and N2 in the D-region would ensure that the 
loss rate of  NO + via these reactions was adequately fast, and switching reactions of  
the kind (37) and (39) were known to be fast 66' 76). These schemes have been given 
greater credence by the in-situ observations of  Arnold and Krankowsky s9) of  ions 
designated as NO + • N2 and NO + " CO2, as well as mixed dusters of  the kind 
NO + • H20  • CO2 etc. Unfortunately at the onset meaningful quantitative assessment 
of  the importance of  these suggested schemes was hampered because the available 
measurements of  the NO + ternary association reactions were quite inconsistent for 
a given reaction. This is principally because of the experimental difficulties inherent 
in the study of  reactions of  such weakly-bonded ions such as NO + • N2 which are 
efficiently collisionaUy dissociated in a reaction chamber at the temperatures at which 
the experiments are normally carried out. Thus the reverse reactions in (36) and (38) 
are appreciable and in order to determine the forward rate coefficients a "scavenger" 
gas such as H20  has to be introduced into the reaction vessel, at a critical concentra- 
tion which is difficult to determine, to convert the weakly bonded ion to the more 
stable NO + • H 2 0  (i.e. making use of  reactions (37) and (39)). In a very careful ex- 
periment, Johnsen et al. 172) have succeeded in obtaining the forward rate coefficient 
and the equilibrium constant for the reaction 

NO + + N 2 + N 2 ~ N O  + • N 2 + N 2 (40) 

at three temperatures appropriate to the D-region (130, 180 and 220 K), and also 
deduced the bond energy in NO+... N2 (= 0.18 eV). The forward rate coefficient 
was seen to vary as T -4~  . A similar temperature dependence (~  T - s )  has been sub- 
sequently inferred from in-situ ionospheric observations 173). In a recent laboratory 
study, Smith et al.l ao) have determined the forward rate coefficients for reactions 
(36) and (38) at 225 K and 300 K, the most significant result from this study being 
the rapid temperature dependence (~  T - 6 )  for reaction (36). Using their data and 
that of  Johnsen et al., Smith et al. have constructed a limited quantitative chemical 
scheme to describe the conversion of  NO + to NO + • H20  in the D-region which in- 
volves reactions (36) to (40), and concluded that both reactions (36) and (38) are 
important in generating the NO + • H2 O, with reaction (36) becoming relatively more 
important at the lower D-region temperatures. More detailed D-region schemes have 
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been constructed by Thomas 71) and Reid 72) but they do not include this most recent 
data. 

Whilst the formation of the first NO + hydrate is considered to be an essential 
first step in the production of H30+(H20)n ions, the subsequent steps are not so 
clear. Reactions such as (33) and (34) will probably contribute, but other reactions 
are expected to be involved. The in-situ observation of mixed clusters of NO + vari- 
ously with H2 O, CO2, Nz and 02 indicates that association reactions of the kind: 

NO +. H20 + CO 2 + N 2 # N O  +. H20" CO 2 + N 2 (41) 

are involved in the overall reaction scheme s9). No laboratory data is as yet available 
for such reactions, but with new advances in experimental technique, such as the tem- 
perature variable SIFT 134), data on such reactions should soon be forthcoming. 

In the higher pressure and low temperature environments of the stratosphere 
and troposphere, ternary association reactions can proceed very rapidly. Reactions 
(4b), (4c), (15-17), (22-25) rapidly convert the primary ions to O~ predominantly 
but wi.th m i l e r  concentrations of NO + and NO~ [via reaction (24b)]. These ions 
will then be converted to cluster ions via reaction schemes 6s' 174) analogous to the 
D-region schemes outlined above. The O~ is first converted to the O~ • H20 via reac- 
tions (7) and (8), then the binary reaction sequence: 

O ~ ' H 2 0 + H 2 0 ~  H30 ++OH+O 2 (42a) 

H30 + • OH + 02 

followed by: 

(42b) 

H3 O+ • OH + H20 ~ H30+(H2 O) + OH (43) 

which has been observed to occur in FA experiments its), produces the hydrated 
hydronium ion. Larger dusters can then be generated as discussed above [reaction 
(35)]. With the greater number of minor neutral constitutents which exist in the at- 
mosphere at lower altitudes (Fig. 1), the detailed ion chemistry will be very complex, 
probably involving mixed dusters of the common atmospheric constituents and minor 
constituents such as H2CO, CHaOH, NH 3 etc. as intermediates in the production of 
the terminating cluster ions. In the presence of significant concentrations of NH 3 or 
other species of low ionization energy, rapid binary transfer reactions can also occur 
such as 152' 1"/6) 

O~ + NH 3 ' NH~ + 02 (44) 

O~ + H2CO ~ FI2CO + + 02 (90%) (45a) 

HCO + + HO 2 (10%) (45b) 

O~ + CH3OH ~ CH3OH + + 0 2 (50%) (46a) 

H3CO + + HO 2 (50%) (46b) 
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The low recombination energy product ions can then undergo binary and ternary 
reactions which contribute to the establishment of a complex mixture of cluster 
ions. For example, subsequent to the production of NH] by reaction (44), the fol- 
lowing reactings might occur: 

NH~ + H20 ' NH~ + OH (47) 

and/or 

NH~ + NH 3 ) NH,~ + NH 2 (48) 

followed by 

NH~ + H20 + M .... ) NH~" H20 + M (49) 

and/or 

NH~ +NH 3 +M ~ NH~" NH 3 + M (50) 

Reactions (47) to (50) have all been studied in the laboratory 88' lS9, 177). It is also 
known from laboratory studies ls9' 162, 177) that NH 3 can displace H2 0 from small 
water clusters, e.g. 

H30+(H20)I,2 + NH3 ~ NH4(H20)0.1 + 2 H20 (51) 

but for relatively large H20 to NH 3 concentrations (which is the likely situation in 
the atmosphere) the equilibrium in the reaction scheme 

H30+(H20)w NH3; FH30+(H20)x(NH3)y~ NH3= NH~(NH3) Z 

H20 LNH,~(H20)x(NH3)y J H20 
(52) 

will be over to the left. Similar reaction schemes between water cluster ions and the 
high proton affinity species CHaOH and H2CO have been srtudied in the FA and 
their relevance to stratospheric ion chemistry considered 160. Reactions of the kind: 

H30+(H20)n + H2CO ~ H3CO+(H20)n + H20 (53) 

occur producing protonated hydrates, which in the particular case of reaction (53) 
are hydrated protonated formaldehyde ions only when n = 0, 1, 2. For n > 2 reac- 
tion (53) does not proceed and the water clusters are stable against reaction with 
H2CO. Clearly, the relative proton affinities of H20 and H2CO are important in 
determining the energetics of such reactions. As was mentioned in Sect. 2.2, Fer- 
guson sl) has suggested that the ions observed by Arnold et al. 7s' 79) in the strato- 
sphere (Sect. 2.2) are hydrated protonated sodium hydroxide. This implies that reac- 
tions of the kind 
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H30+(H20)n + NaOH ~ (NaOH)H+(H20)n + H20 (54) 

are occurring, which are energetically allowed because of the large proton affinity 
of NaOH 1°7). Further detailed laboratory studies of reactions of this kind are neces- 
sary as well as more in-situ observations of stratospheric ions and neutrals before 
these ideas can be substantiated. 

Although a great deal of data is not available concerning many of the associa- 
tion reactions of probable atmospheric significance, especially those involving the 
larger clusters, much can and has been gained by studying other clustering reactions 
which are more amenable to study with existing techniques. A body of data exists, 
largely from the laboratories of Kebarle 1°7) and of Castleman 126' 127, 178) on the 
rates of the reactions of a variety of cluster ions possessing various core ions 
(e.g. H3 O+, Li +, Sr + etc.) including critical thermodynamic data for such reactions 
and data on the bond strengths of the ligands as a function of the number of ligands 
clustered to the core ion. An especially interesting result from these studies is the 
apparent existence of "hydration shells", recognised by a significant change in the 
stability of the clusters above a given number of ligands within it 179). Based on the 
available data and a detailed consideration of the thermodynamics of  ion clustering, 
Castleman is°) has suggested that both positively and negatively charged cluster ions 
will probably act as efficient nucleation sites leading to aerosol formation in the 
atmosphere. 

Until recently, little reliable data was available on the temperature dependence 
of ternary association reactions. Good is 1) has reviewed the data available up to 1975. 
With the inception of the SIFT technique accurate temperature dependencies have 
been obtained for several ternary association reactions which indicates that the varia- 
tion of  the ternary rate coefficients with temperature closely conforms to a simple 
power law behaviour (k et T -n) as predicted by statistical theory, but with n much 
smaller than predicted 131-133). Such data is contributing to a growing understanding 
of the mechanistic aspects of ion-molecule association reactions 134' 1as) 

Negative ions are produced initially in the lower atmosphere via reactions (10b) 
and (26), but because of the high 02 partial pressure reaction (26) is dominant and 
so most schemes describing the evolution of the negative ions in the atmosphere con- 
sider O~- as the primary ion. Important loss processes for O~- are considered to be 
the ternary association reactions 

O~ +O2 +M ~ O~ • 0 2  +M 

O2- +N 2 + M ~ O 2 - ' N  2+M 

(55) 

(56) 

The rate coefficients for these reactions, for which the third body, M, was helium, 
have been determined at 200 K in a FA by Adams et al. 76) and very recently their 
temperature dependence has been studied by Fehsenfeld 182) who finds that the rate 
coefficients vary as T -2"s [reaction (55)] and T -4"2 [reaction (56)]. It is clearly very 
important in atmospheric modelling to appreciate that these reactions can have such 
rapid temperature dependences. A body of evidence exists which indicates that the 
magnitudes of the rate coefficients for ternary association reactions increases by about 
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a factor of two when N2 rather than He is used as the stabilising third body, although 
little is known concerning the influence of different third bodies on the temperature 
dependences. Nevertheless, simple rate calculations show that both reactions (55) 
and (56) are probably the dominant loss processes for O~ in all of the atmospheric 
regions, with reaction (56) being relatively more important at the lowest temperatures. 
A competing loss process for O~- in the stratosphere is the binary charge transfer 
reaction ~83) 

02 + 03 ~ O~ +02 (57) 

although it is never dominant. 

Following reactions (55) and (56), the weakly bonded ions 0 2 • O2 and O~- • N2 
undergo fast binary switching reactions with other abundant atmospheric gases: e.g. 

0 2  - 0 2 + C 0 2 ~  0 2 "  CO 2 + 0 2  (58) 

In this reaction, the more strongly bonded O~- • C O  2 ion is formed which then reacts 
with the relatively less abundant NO: 

O2- " C 0 2  + N O  ~ 0 2  " N O  + CO 2 (59) 

A detailed study of these switching reactions has been made by Adams et al. 76) who 
determined the relative bond strengths of a series of molecules to both O~- and O~ 
and recognised that the O~- • NO ion formed in reaction (59) is not the stable nitrate 
ion, NO~, but the more reactive peroxy isomer which reacts with NO: 

02 • NO +NO ~ NO2- +NO 2 (60) 

In the D-region and the stratosphere, the relatively stable NO2 so produced will 
react with 03 producing the nitrate ion Is4) 

NO2-+O 3 ~  NO3+O 2 (61) 

The extraordinary stability of the NO~ ion against electron loss is emphasised by 
the very recent re-determination of the electron affinity of NO3 (EA = 4.01 eV) 18s) 
which indicates a value even higher than previously thought. 

So the above ternary association reactions and binary switching reactions con- 
vert the O~- ions to the stable NO2 and NO~ ions. Other parallel (but probably less 
significant) reaction schemes which have been proposed involve the production of 
HCO~ and CO~ (e.g. from the O~ and CO2 reactionla6)). Significantly, however, 
CO~ reacts with NO and NO2 to produce NO~- and NO~ respectively. 

Ternary association reactions of the NO~ (and the NO~, CO~ and HCO~') ions 
with H 2 O can then proceed, thus producing the observed cluster ions 

e.g. NO3+H20+N 2 ~  NO3--H20+N 2 
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A good deal of laboratory data have been obtained recently for the rate coefficients 
and equilibrium constants for the ternary association reactions of several atmosphere 
negative ions with H2 O94' 187-191) 

The NO~- • (HaO)n clusters are expected to be relatively unreactive in the atmo- 
sphere except in regions where appreciable concentrations of strong acids exist. It is 
known 119, is6) that HNOa will replace H20 in these clusters and the product ions 
can then undergo further clustering with HNO 3 

HNO 3 HNO 3 
NO~'H20 >NO~-HNO 3 ) NO3(HNO3)2etc. (63) 

M 

So ions of the type NO~- (acid)n could well exist in the stratosphere. However it has 
recently been shown 219) that NO~" clusters react with H2SO 4 replacing the NO~- 
core ion with HSO~', e.g. 

NO3"HNOa+H2SO4---~HSO4"HNO3+HNO3 (64) 

Such replacement reactions would be most important in the troposphere. However, 
the large relative concentrations of water vapour in this region would tend to shift 
the equilibrium in the generalised reaction 

HSO4(acid) m + H20 ~-HSO 4 (H20) n + acid (65) 

to the right, thus returning the HSO~ hydrates as the dominant species. The minor 
neutral stratospheric and tropospheric species such as N20, N2Os and the freons, 
will surely play a part in the overall negative ion chemistry 163), but much more 
laboratory data and in-situ observations are necessary before this can be quantitati- 
vely assessed. 

3.2.4 Electron-Ion Dissociative Recombination 

When an electron neutralizes a positive ion, the energy released can be dissipated 
either in photon emission (radiative recombination), or by a third body encounter 
with the transient excited atom or molecule (three-body recombination) or by the 
fragmentation of the transient excited molecule (dissociative recombination). Ra- 
diative recombination only occurs with a very small probability and three-body re- 
combination only occurs at high pressures or high charge densities, neither of these 
being appropriate to the atmospheric plasma. It is the dissociative process, exemplified 
by reactions (5a) and (5b), which is dominant in the ionosphere. In fact, reactions 
(5a) and (5b) are almost entirely responsible for the loss of ionization in the iono- 
sphere above 85 km altitude (with N~ recombination contributing somewhat) as is 
readily shown by simple calculations based on laboratory determinations of disso- 
ciative recombination coefficients, are, for the dominant molecular ions O~ and NO +. 

Several laboratory groups have contributed to the determination of dissociative 
recombination coefficients during the last decade or so, but the greatest contribu- 
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tion has been made by Biondi and his co-workers 1°2' 104, 192-196) A comprehen- 
sive review of the experimental and theoretical work up to 1970 has been given by 
Bardsley and Biondi 1°3) but much laboratory work of significance to the ionospheric 
plasma has been carried out since, including the determination of are for cluster ions 
(see below). 

The several independent measurements of are (0~) made using different techniques 
collectively represent a most satisfactory situation. The several determinations of 
~e (O~) at 300 K achieved using the SA-microwave technique 19' 102, 193), the SA- 
Langmuir probe technique 99' 1Ol) and the value inferred at 300 K from a shock-tube 
experiment 198) are all in excellent agreement (are (O~) at 300 K = 2 x 10 - 7  c m  3 s - I ) .  

Also the dependences of are (0~) on the electron temperature, Te, determined in the 
SA, in the shock tube and in the ion trap experiment of Walls and Dunn 199) are quite 
consistent over a wide range of temperature (encompassing thermospheric tempera- 
tures) and establish that are (O~) ~ Te °'6. That the shock tube data (taken under 
conditions of equal electron and ion temperature) are in such good agreement with 
the SA and ion trap data (taken under conditions of elevated electron temperature 
only) implies that are (O~) is independent of the ion temperature over the tempera- 
ture range of the shock tube experiment (600 K - 2500 K). To complete this satis- 
fying picture, Torr et al. 2°°) have deduced a dependence of otre (O~) on Te from 
AE-C satellite data which apparently is not inconsistent with the laboratory data. 

For are (NO+), however, the situation is not so clear. The 300 K value is well 
established (ctre (NO +) = 4.3 x 10 -7 cm 3 s-1)192, 2Ol), but serious disagreement exists 
between the T e dependence of are (NO +) obtained from the SA experiment of 
Huang et al. 19s) and the ion trap experiment of Walls and Dunn 199) which give 
0tre ( N O  +)  ~ Te 0'37 and ~ T e  0"83 respectively. The recently reported Te dependence 
by Torr et at. 2°2) deduced from the night-time AE satellite observations strongly 
favours that obtained using the ion trap experiment. In a very recent review paper, 
Tort and Torr 36) reason that the long trapping times for the NO + ions in the ion 
trap experiment allows the ions to relax to the ground vibrational state as is also ex- 
pected for NO + ions in the night-time thermosphere, whereas they note that 
Huang et al. have indicated that the NO + ions in their afterglow experiment are prob- 
ably somewhat vibrationally excited. Hence the good agreement between the ion 
trap and satellite data. However, Huang et al. have carefully considered from the 
standpoint of theory the likely influence on the dissociative recombination process 
of vibrational excitation in the NO + ions and conclude that it cannot account for 
the slower decrease of are (NO +) with Te that is observed in the SA experiment. Thus, 
the problem remains unresolved but does serve to emphasise that the population dis- 
tributions of internal states of ions in the best conceived laboratory experiments and 
in the ionosphere may often be very different and that laboratory data should be 
applied to the ionospheric plasma with great care. 

Determination of the dissociative recombination coefficients of cluster ions is 
very challenging experimentally since it is almost impossible to establish one cluster 
ion species as the only positive ion in a plasma and so the raw data has to be decon- 
voluted to obtain are for each of the individual ion species which are present. The 
only significant amount of data obtained to date has again been obtained using the 
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SA-microwave technique 104' 194, 196) and relates to the Ha0 + (H20)n and 
NI-I~ (NH 3)m cluster ion series, although data relating to the reaction: 

O~" 02 + e ~ products (66) 

has previously been obtained 1°1' lo2) which indicated that are (O~ • 02)  is about an 
order of magnitude greater than are (O~). The data of Leu et al. 194) for the cluster 
ion series H3 O+ (H20)n for n = 0 to 6 showed that are markedly increased with n 
and approached the very high value of 10 -s  cm 3 s-1 for n = 6, almost two orders 
of magnitude greater than are (O~) at 300 K. This considerably enhanced are for 
cluster ions largely explains the rapid reduction in electron density in the iono- 
sphere near the mesopause 2°3), since it is below that altitude in the D-region 
(Fig. 3) that significant concentrations of cluster ions begin to be created. Subse- 
quently, Huang et al)  °4' 196) have investigated the electron temperature dependence 
o fa r  e for the cluster ions NH~ - (NHa)I, 2 and Ha O+ (H20)1, 2, 3 and found are to 
be essentially independent of Te. This feature of cluster ion dissociative recombina- 
tion reactions simplifies somewhat the quantitative modelling of the ion chemistry 
of the D-region. 

As is clear from Sect. 3.2.3, several species of cluster ions will be simultaneously 
present in the mesosphere and so ideally for detailed de-ionization rate calculations, 
the dissociation recombination coefficients are needed for them all including, for 
example, the NO + • (H20)n ions. Such data will be difficult to obtain and in the mean- 
time estimates of are have to be relied upon. Based on the available data, the very 
least that can be said is that are for all cluster ion reactions will be relatively large 
(~ 10 -6 cm 3 s- l ) .  

A desirable, but difficult extension of dissociative recombination studies would 
be the determination of are for excited ions such as vibrationally excited ions in their 
ground electronic states and the electronically excited O~ (4IIu) and NO + (3 Z) ions 
all of which undoubtedly exist in the ionosphere. As well as being of ionospheric 
significance, such data would also be of fundamental interest in that it would assist 
in clarifying theoretical models of the dissociative recombination process. 

3,2.5 Ion-Ion (Ionic) Recombination 

Ionic recombination is a general term used to describe the charge neutralization 
processes which can occur when a positive ion and a negative ion interact producing 
neutral particles. Three distinct mechanisms have been characterised according to 
how the energy released in the interaction is dispersed, as in the case of electron- 
ion recombination. They are 

(i) radiative recombination (photon emission) 
(ii) mutual neutralization (energy converted into internal and/or kinetic energy 

of the product neutrals) and 
(iii) ternary or 3-body recombination (energy carried away largely as internal 

and/or kinetic energy of a neutral third body). 
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Radiative ionic recombination only occurs with a very small probability and is 
unimportant in the ionosphere and so will not be discussed further. Mutual neutra- 
lization, exemplified by reaction (9) and the simpler case: 

NO + + NO2 ) (NO)* + (NO2)* (67) 

and ternary recombination, exemplified by 

NO + + NO 2 + N 2 --"+NO + NO 2 + (N2)* (68) 

where the asterisks denotes internal and/or kinetic excitation, are both important in 
the lower atmosphere. 

Both experimental and theoretical studies of ionic recombination have a long 
history dating from the beginning of this century (see the recent review by Flan- 
nery2°4)). It is sufficient to say here that most of the experimental work carried 
out prior to 1960 was concerned with studies of the ternary process which domi- 
nates the loss of ionization from an electronegative gas at high pressures (above 
about 0.1 atmosphere pressure). This process is recognised by an increasing efficien- 
cy of recombination with increasing background gas pressure and several experi- 
ments have established the order of magnitude of the ternary ionic recombination 
coefficient, including the most recent experiments of Mahan and Person 2°s). How- 
ever in none of the experiments have the ions been positively identified (by mass 
spectrometry) and so many of these experiments are of dubious validity, especially 
the very early experiments for which only poor vacuum techniques were available. 
The available data on binary and ternary ionic recombination up to 1973 has been 
reviewed by Mahan 2°6). 

Notwithstanding the uncertainties in the ternary association data, it is clear that 
the ternary process will dominate ionic recombination in the lower stratosphere and 
troposphere where the pressure is high. However, in the upper stratosphere and the 
D-region the pressure is relatively low and the binary process of mutual neutraliza- 
tion becomes the major ionic recombination loss process. The laboratory data avail- 
able on this process was very sparse prior to 1970206) and the nature of the recom- 
bining ions was uncertain. With the advent of the merged beam technique 2°7' 2o8) 
a concerted effort was made to accumulate data on mutual neutralization, especially 
for reactions of atmospheric interest. In common with all beam techniques, the cross- 
section as a function of interaction energy is the determined parameter in the merged 
beam experiment and the rate coefficient at a given temperature, which is the re- 
quired parameter in calculations of deionization rates in a plasma, is calculated from 
the cross-section data. In this manner the rate coefficients for several mutual neutra- 
lization reactions have been obtained, including that for reaction (67) and also for 
the reaction: 

NO + + NO 3 -'-'~products (69) 

both reactions (67) and (69) being of interest in D-region studies. The data obtained 
from the merged beam experiment together with a comprehensive discussion of the 
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theory of the mutual neutralization process is contained in a review by Moseley 
et al. 2°9). 

Following their successful application of the Langmuir probe technique to the 
determination of electron and ion densities and electron temperatures in flowing 
afterglow plasmas 116, 117), Smith and his colleagues have recently used the tech- 
nique to study mutual neutralization reactions 118-120) The first reactions studied 
were (67) and (69) and binary rate coefficients, ari, were obtained under collision- 
dominated conditions for which the kinetic temperature of the interacting ions could 
be defined and in which the rotational-vibrational states of the ions were expected 
to be their thermal equilibrium distributions. The ari obtained for both these reac- 
tions at 300 K was about one order of magnitude less than those inferred from the 
merged beam experiment at an equivalent temperature. Significantly, however, the 
FA measurements are in good agreement with theoretical estimates: 18). These results 
have cast some doubt on the validity of the merged beam technique for the determi- 
nation of thermal energy ionic recombination coefficients especially for reactions 
of molecular ions. It is likely that electronically excited ions may be a significant 
component of the ion beams but this alone cannot account for the very high values 
obtained for ari 2°9) and the major errors might be introduced in the conversion of 
the cross-section data to thermal energy rate coefficients. Fewer complications exist 
in the FA which is an inherently more appropriate medium in which to study ther- 
mal energy reactions. A study of the temperature dependence of reaction (67) over 
the temperature range 185-530 K 2:0), showed that O~ri O~ T -1/2 in accordance with 
theory, giving added credence to the FA results. 

Subsequent FA studies 119, 12o) have determined ~ri for several reactions includ- 
ing some ionospherically important cluster ion reactions, for example: 

H30 + (H20) 3 + NO3 -'-"~products (70) 

H30 + (H20) 3 + NO3- (HNO3) -"~products (71) 

An especially important result from these studies is that Otri is remarkably indepen- 
dent of the complexity of the reacting ions (in marked contrast to electron dissocia- 
tive recombination), only varying over the limited range (4-10)  x 10 -s  cm a s -1 
at 300 K, even for ions as different as those involved in reactions (67) and (71). This 
coupled with the relatively weak temperature dependence of ari in practice allows 
a single value for et a (~ 6 x 10 -8 cm 3 s -1 )  to be used for all mutual neutralization 
reactions in ionospheric de-ionization calculations without introducing serious errors. 
This value is in close accordance with estimates of ionic recombination coefficients 
obtained by Ulwick 211) from observations of ionization production and loss rates 
in the atmosphere in the altitude region 50-75 km. 

The accumulated mutual neutralization data from the FA experiments together 
with that available for the ternary recombination process, indicates that binary mu- 
tual neutralization is the dominant ionic recombination process above about 30 km 
in the atmosphere whereas below this altitude the ternary process becomes domi- 
nant 21°). It should be stressed that this generalization is based on dubious ternary 
recombination data and indeed on mutual neutralization data for moderate-sized 
dusters only. 
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Whilst the FA mutual neutralization data is probably the most reliable obtained 
to date, further data is required especially for the mutual neutralization of large clus- 
ters and there is a great need for reliable data on the ternary recombination process 
over the whole range of atmospheric pressures. It is also of interest from an atmo- 
spheric as well as a fundamental viewpoint to identify the neutral products of these 
neutralization reactions. This has been achieved for the relatively simple reaction 
(67)212), but it will be much more difficult for duster ion recombination reactions. 

As is mentioned in Sect. 2.2, a discussion of de.ionization processes in the Earth's 
atmosphere would be incomplete without a mention of the r61e of aerosols. The at- 
tachment of ions to aerosols in the stratosphere and troposphere has been considered 
by several workers 213). It is clear that their presence will enhance the loss of ions 
from the gas phase at a rate dependent on the nature, size and number density of 
the particles, and so this process, which could be the dominant ionization loss pro- 
cess, must be considered along with gas phase ionic recombination in detailed atmo- 
spheric de-ionization rate calculations. 

4 Cur ren t  S ta tus  o f  A tmosphe r i c  Ion  Chemis t ry  

The current understanding of the ion chemistry of the atmosphere has been achieved 
by co-ordinating the data obtained from in-situ ion composition measurements with 
the data obtained from appropriate laboratory experiments. This review has largely 
been concerned with the elementary ionic reaction processes involved in the overall 
chemistry and detailed chemical models of the ion chemistry of the atmosphere 
have been deliberately excluded since such have recently appeared in the 
literature 8, 73, 74, 147) However, it is appropriate here to summarise, through block 
diagrams, the chains of ionic reactions via which ions are formed, evolve and are 
finally lost from the atmosphere. To this end, it is convenient to consider separately 
three regions of the atmosphere: 

(i) the thermosphere (essentially the E- and F-regions of the ionosphere) in which 
the charged particles are positive ions and electrons only. 

(ii) the mesosphere (essentially the D-region of the ionosphere) in which the charged 
particles are positive ions, negative ions and electrons, the relative concentrations 
of the last two varying with altitude. 

(iii) the stratosphere and troposphere, in which the charged particles are positive 
ions and negative ions (together with charged aerosols). 

(i) The Thermosphere. The most important reactions are summarised in the simple 
scheme in Fig. 6. Only a few positive ion-neutral particle reactions are involved, all 
binary, which convert the primary ions (see caption to Fig. 6) into the terminating 
molecular ions, these eventually being lost via dissociative recombination with elec- 
trons. The thick inter-connecting lines in Fig. 6 indicate channels of enhanced reac- 
tivity or additional reaction channels which open when the reactant ions are elec- 
tronically excited (specifically O + (2D, 2p) and O5 (a 4Ilu)). The net effect of the 
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Fig. 6. A limited scheme describ- 
in.g the ion chemistry of the ther- 
mospheric plasma. The ionic 
species are arranged from top to 
bottom of the diagram in order 
of reducing recombination energy. 
The thick interconnecting lines 
indicate channels of enhanced 
reactivity or channels which open 
when the reactant ions are elec- 
tronically excited. The major 
primary ions are H +, He +, N + and 
O + in the upper part of the region 
and O +, N 5 and O 5 in the lower 
part of the region. The major ter- 
minating ions throughout the region 
are NO + and O 5 

presence of  any significant fractions of  excited ions, and also of  doubly-charged ions, 
would be to modify the equilibrium proportions of the terminating molecular ions. 
Similarly, if appreciable fractions of  the 02 and Nz molecules in the thermosphere 
are vibrationally excited (as theoretical estimates indicate 214)), the rate coefficients 
and branching ratios of the reactions involving these species could be radically changed, 
especially those reactions which are slow for ground state reactants [e.g. reaction 
(16)]. The influence of vibrational excitation within either the ions or the molecules 
on ion-molecule reaction rates and products is little understood and is an area where 
a real need exists for laboratory data. Also little data exists concerning the influence 
of internal excitation on the dissociative recombination coefficients of  atmospheric 
ions. Such data, when available, will contribute towards a more detailed understand- 
hag of the chemistry of  the thermosphere. 

(ii) The Mesosphere. Generalised reaction schemes for both the positive ion and 
the negative ion chemistry are presented in Fig. 7. The separate ion chemistries evolve 
through the chain of binary and ternary reactions A+ to E+ and A_ to E_ and, as 
indicated, positive ions can be lost at any point along the chain by either dissociative 
recombination or mutual neutralization. Negative ions can be lost by mutual neu- 
tralization, associative detachment and photodetachment. Whilst it appears from 
Fig. 7 that the negative ion chemistry is simpler than that for the positive ions, this 
is not so but simple indicates a greater degree of ignorance regarding the negative ion 
chemistry. The initial reactions in both schemes (B÷, C÷ and A_, B_, C_) have been 
reasonably well studied in the laboratory and it now seems probable that their rSles 
in mesospheric ion chemistry have been properly identified. However, there still 
exists a great deal of  uncertainty about stages D÷, E+, D_ and E_. In particular, the 
rSle of the mixed cluster ions, e.g., NO + • H 2 0 .  M, in the evolution of the 
HaO + (H20)n ions is not understood, a problem which will only be resolved by labo- 
ratory measurements of the rate coefficients and their temperature dependences for 
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the large number of ternary association reactions expected to be involved. The prob- 
lems are no less acute regarding the negative ion chemistry. The advent of the tem- 
perature-variable SIFT provides an opportunity to clarify some of these problems, 
although an extensive programme of measurements is required. 

Some problems remain regarding the neutralization rates of the ions since al- 
though the dissociative recombination coefficients, are, of the positive ions, includ- 
ing the water cluster ions, have been reasonably well studied estimate have to be 
made for are for several important reactions as yet not studied. Similarly, although 
mutual neutralization rate coefficients, ari, appear to be largely independent of the 
nature of the ions even when they are relatively big clusters, an should still be de- 
termined for the larger clusters now known to exist in the atmosphere. 

(iii) The Stratosphere and Troposphere. Any discussion of the ion chemistry of 
these regions must inevitably be more speculative than that for the higher altitude 
regions, largely due to the sparcity of observational data regarding the ion compo- 
sition at low altitudes, but also because of the much greater complexity of the neutral 
atmosphere which can compound the number of reactions occurring. Figure 8 is a 
general representation of the positive ion and negative ion evolution in the ion-ion 
plasma and necessarily contains many of the elements included in Fig. 7. Again the 
initial reactions are well understood and it is the stages D+, E+, D_ and E_ which 
are very uncertain. What is not in doubt is that a great deal more reactions will be 
involved compared with the corresponding stages of mesospheric ion chemistry, and 
marked global, altitudinal and local variations will occur. Minor neutral atmospheric 
constituents are expected to play vital r61es, the oxides of nitrogen (e.g. N20, N2Os) 
and acids (e.g., HNO3, HC1) influencing the negative-ion chemistry and the bases 
(e.g., NHa, NaOH) influencing the positive-ion chemistry. The sizes of the charged 
particles will be wide ranging, varying from those amenable to mass spectrometry 
to charged droplets or aerosols. Unfortunately the great difficulty in mass spectro- 
metric sampling of ions from such a high pressure, low ionization density plasma 
has so far prevented identification of the ion types in the troposphere. However 
existing techniques are continuously being improved and new techniques are being 
conceived so that such sampling will surely be achieved in the not-too-distant future. 

Loss of ions occurs via the processes of mutual neutralization, ternary ionic re- 
combination and attachment to aerosol surfaces, processes which urgently need fur- 
ther study in the laboratory. It is an interesting fact that the ion chemistry directly 
accelerates the loss of ionization from all regions of the atmospheric plasma. Atomic 
ions are converted into molecular ions, molecular ions into larger cluster ions which 
recombine more rapidly. The larger ions also act as nucleation sites for the forma- 
tion of aerosols, thus involving a transition from the molecular to the liquid state. 
The aerosols then provide efficient adsorption/recombination surfaces for ions from 
the gas phase. 

Low temperature plasmas, not least the environmental plasma, are indeed inter- 
esting and complex media. 
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the manuscript. 
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Plasma-Materials Interactions and Impurity Control 
in Magnetically Confined Thermonuclear 
Fusion Machines* 

Dieter M. Gruen I , Stanislav Vep~ek 2 , and Randy B. Wright l 

1 Chemistry Division, Argonne National Laboratory, Argonne, Illinois 60439, USA 
2 Institute of Inorganic Chemistry, University of Zurich, 8057 Zurich, Switzerland 

Progress achieved in plasma heating and magnetic confinement during the past decade has 
brought to the fore a number o f  problems which have to be solved i f  controlled thermonuclear 
fusion is to become an economically and environmentally acceptable energy source. Among 
them, the interactions o f  plasmas with solid surfaces represent a very serious obstacle to the 
achievement o f  a positive energy balance in the next generation o f  magnetic fusion devices. In 
present devices, plasma energy losses are dominated by radiation due to impurities released 
from the limiter and the vacuum vessel wall. The processes leading to impurity release are com- 
plex and still poorly understood, as are the mechanisms o f  impurity transport. The present 
chapter summarizes the status o f  this field at the beginning o f  1979. The various elementary 
processes are discussed and an attempt is made to point out  problems towards which future re- 
search has to be directed. Various approaches suggested up to now for impurity control as well 
as potential solutions to the materials erosion problem are discussed. Clearly, the elucidation o f  
plasma-materials interactions presents a challenge to a broad spectrum o f  chemists, physicists 
and materials scientists. 

Table of Contents 

1 Introduction . . . . . . . . . . . . . . . . . . . . .  47 

2 The Physics and Teelmology of Controlled Thermonuclear Fusion 47 

2.1 Thermonuclear Fusion Reactions . . . . . . . . . . . .  48 

2.2 Confinement System . . . . . . . . . . . . . . . .  49 

3 The Role of Impurities in Tokamaks . . . . . . . . . . . . .  59 

3.1 Effect of  Impurities on Plasma Characteristics . . . . . . . .  59 

3.2 Fluxes to the Wall . . . . . . . . . . . . . . . . .  61 

3.3 Survey of  Impurity Release Mechanisms . . . . . . . . . .  63 

4 Hydrogen Isotope Recycling . . . . . . . . . . . . . . . .  64 

4.1 Reflection . . . . . . . . . . . . . . . . . . . .  65 

4.2 Gas Re-emission and Trapping . . . . . . . . . . . . .  67 

* Work performed in part under the auspices of the US Department of Energy and the Swiss 
National Science Foundation 



D. M. Gruen et al. 

5 Impurity Release Mechanisms . . . . . . . . . . . . . . .  72 

5.1 Sputtering . . . . . . . . . . . . . . . . . . . .  72 

5.1.1 Physical Sputtering . . . . . . . . . . . . . .  72 

5.1.2 Physichemical Sputtering . . . . . . . . . . . .  75 

5.2 Chemical Erosion . . . . . . . . . . . . . . . . . .  75 

5.3 Desorption . . . . . . . . . . . . . . . . . . .  77 

5.3.1 Photon and Electron Induced Desorption . . . . . . .  77 

5.3.2 Ion and Neutral Impact Desorption . . . . . . . . .  78 

5.4 Vaporization . . . . . . . . . . . . . . . . . . .  79 

5.5 Blistering and Flaking . . . . . . . . . . . . . . . .  80 

5.6 Other Mechanisms . . . . . . . . . . . . . . . . .  81 

5.6.1 Unipolar Arcing . . . . . . . . . . . . . . .  81 
5.6.2 Metal Snow . . . . . . . . . . . . . . . . .  82 

5.7 Interactive Effects . . . . . . . . . . . . . . . . .  83 

6 Impurity Control . . . . . . . . . . . . . . . . . . . .  84 

6.1 Divertors . . . . . . . . . . . . . . . . . . . .  85 

6.2 Discharge Cleaning . . . . . . . . . . . . . . . . .  86 

6.3 Protective Coatings . . . . . . . . . . . . . . . . .  87 

6.3.1 Coated Limiters and Beam Dumps . . . . . . . . .  89 

6.3.2 In-Situ Deposition . . . . . . . . . . . . . . .  89 

6.4 Trapping Surfaces . . . . . . . . . . . . . . . . .  91 
6.4.1 Mechanism of  Chemical Trapping of  Deuterium and Tritium 

in Metals . . . . . . . . . . . . . . . . . .  92 

6.4.2 Characteristics of  a Trapping Surface in a Thermonuclear 

Reactor . . . . . . . . . . . . . . . . . .  93 

6.5 Near Surface Modifications and Secondary Ion Emission . . . .  94 

6.5.1 Ion Nitriding . . . . . . . . . . . . . . . .  96 

6.5.2 Plasma Nitriding . . . . . . . . . . . . . . .  96 

7 Conclusions . . . . . . . . . . . . . . . . . . . . .  99 

8 References . . . . . . . . . . . . . . . . . . . . . .  100 

46 



Plasma-Materials Interactions and Impurity Control 

1 I n t r o d u c t i o n  

During the last decade the field of controlled thermonuclear fusion has been char- 
acterized by a transition from an emphasis on plasma physics experiments toward 
broad, complex studies with increasing roles being played by engineering, material 
science, surface science and related disciplines. This change was due to increased 
understanding of plasma physics resulting in the building and operation of larger 
and more sophisticated devices with plasmas at higher temperatures and longer con- 
finement times. In turn, a new set of problems arose among which plasma-materials 
interactions giving rise to plasma impurities have become of major concern. 

It has become abundantly dear that the achievement of controlled thermonu- 
clear fusion as an economical and environmentally acceptable energy source repre- 
sents perhaps the greatest challenge to modern science and technology in that a whole 
range of complex problems need to be addressed among which plasma impurities is 
only one, albeit a very important category. The original enthusiasm for nuclear fu- 
sion as a "clean, infinite and cheap" energy source has been replaced, after more 
than twenty five years of research, by a sober view of the magnitude of a wide spec- 
trum of problems that must be solved in order for fusion to become a reality. It took 
more than thirty years for fission reactors to become commercially available after the 
demonstration of  scientific feasibility and one can hardly expect commercialization to 
be reached by controlled fusion until early in the next century 1' 2) 

Nevertheless, the need for new energy sources is a strong motivation in the 
search for future alternatives to the present energy supplies. The significant progress 
which has been achieved in fusion research during the past few years supports the 
expectation that scientific feasibility and energy breakeven can be reached by the 
next generation of large devices such as TFTR (Tokamak Fusion Test Reactor) and 
JET (Joint European Toms) coming into operation between ~1981 and 1985. These 
machines should open the way for an experimental fusion power reactor and ulti- 
mately a commercial fusion power plant. 

Detailed discriptions of the design and engineering requirements for full scale 
fusion reactors are contained in several excellent reviews which should be consulted 
for further information 3-s). Among the most recent of these is the FRD-II-report 2) 
and a review by McCracken and Scott 2°8). 

This chapter restricts itself to the set of problems associated with plasma mate- 
rials interaction which in some aspects, are related to plasma chemistry in a broader 
sense. 

2 T h e  Physics  and  T e c h n o l o g y  o f  Con t ro l l ed  T h e r m o n u c l e a r  F u s i o n  

First, a brief summary of the physical and technological aspects of the various ap- 
proaches towards controlled thermonuclear fusion will be given. The emphasis will 
be on Tokamaks which today present the most promising and best understood ap- 
proach to fusion energy. Consequently, the following discussion of plasma-materials 
interactions will be relevant predominantly to Tokamaks. There is, however, no 
doubt that similar problems arise in differing degrees with other magnetic and iner- 
tial confinement systems. 
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2.1 Thermonuclear Fusion Reactions 

The most promising fusion reactions require as fuel D, T or 3He: 

D + T  ,4He(3.5)  + n ( 1 4 . t )  

D + D .... ~ 3He (0.82) + n (2.45) 

T (1.01) + H(3.02) 

D + 3He .... ~ 4He (3.6) + H (14,7) 

(1) 

(2) 

(3) 

(4) 

The numbers in parentheses give the energy in MeV carried by the reaction prod- 
ucts. Reactions (2) and (3) proceed with comparable probabilities. The disadvantages 
of reaction (1) are twofold: 

1) tritium with a radioactive life-time of 12.5 y is not available in nature and has 
to be bred and adequately handled in the reactor; 

2) the largest part of the energy is carried by the neutrons which have to be ther- 
malized in a blanket surrounding the reactor vacuum vessel. 

The blanket contains lithium in order to breed the tritium necessary for contin- 
uous long term operation: 

6Li + n -~ T + 4He (4.8) (5) 

7Li + n --> T + 4He + n (-2.47) .  (6) 

One notices that 2.47 MeV is consumed in reaction (6). A significant advantage of 
this so-called D-T-Li cycle is the possibility of breeding tritium even with natural lith- 
ium 3,s,6) . Radiation damage as well as induced radioactivity in structural materials 
result from the large flux of fast neutrons. Since "-- 80% of the energy released in the 
D.T reaction appears as kinetic energy of the neutrons electricity will be chiefly pro- 
duced via a thermal cycle. 

The D-D reactions (2) and (3) do not need fuel breeding since deuterium is a 
stable isotope available in nature. The a He and tritium products can enter the reac- 
tions (4) and (1) respectively, giving the so called "D-D-T-SHe ' '  or "catalyzed D-D" 
cycle 3). About 40% of the energy yield appears as neutron kinetic energy, the re- 
maining ~ 40% is carried by charged particles and could be utilized for direct con- 
version to electricity and 20% appears as radiation. Only charged particles are produced 
in the D-SHe reaction. Higher-Z materials such as lithium, beryllium and boron, if used as 
fusion fuels, would provide fuel cycles almost free of  tritium and neutrons but would re- 
quire much higher reaction temperatures. However, the technological requirements for 
handling of the radioactive tritium, radiation damage, and induced radioactivity by 
the neutrons might be significantly relaxed if such "advanced" fuel cycles could be 
made to work in practical systems 7). 

A factor in favor of the D-T-Li cycle is its plasma fusion power density (Eq. 9), 
which reaches, at a temperature of ~" 10 keV l, a maximum value which is almost two 
orders of  magnitude higher than that of the D-D-T-SHe cycle at ~ 60 keV (see Fig. 1). 

1 The temperature of thermonuclear plasmas is conveniently described in terms of kiloeleetron- 
volts; 1 keV corresponding to a temperature of 1.1605 x 107 °C 
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Fig. 1. Relative fusion power densities for the D-T-Li 
and D-D-T-3He fuel cycles as a function of plasma 
temperature 3) 

Thus, the D-T-Li fuel cycle is, in spite of  its drawbacks, the most likely one to 
be used in the first fusion reactors. It fulfills the requirement of  being an "inexhaust- 
ible" energy source since the available lithium resources which represent the limiting 
factor should be sufficient to meet the future world energy demands for thousands 
of years s). 

In order to achieve an overall positive energy balance the D-T plasma has to be 
heated to the ignition temperature of ~ 5 keY and confined for a sufficiently long 
time 4). Energy breakeven is usually expressed in terms of the Lawson criterion which 
states that the product of  the plasma density, n, and the energy confinement time 
r e has to exceed a critical value which is a function of the plasma temperature 4, 8). 
At a temperature of  ~ 10 keV the Lawson criterion requires 

n .  ~'e >~ 1020 ( m -  a s). (7) 

By the end of 1977 Tokamak devices had achieved nre values in excess of  1019 m -3 s 
and ion temperatures of 2 - 3  keV. In the early summer of 1978, temperatures in 
excess of >~ 7 keV were achieved in the Princeton large toms, PLT, using auxilary 
neutral beam heating 9). Other confinement systems such as magnetic mirror de- 
vices and intertial confinement are also operating currently below the Lawson 
criterion but there has been continued development and substantial progress is 
continually being made. 

2.2 Conf'mement Systems 

In this section a brief review is given of  the various confinement systems and the 
state of the art achieved with each one up to the spring of 1979. Readers interested 
in more details will find them in several excellent reviews: Steiner 3) and Ribe 4) sum- 
marize the development until 1974; Ref. lO) gives a review of the world's major fa- 
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cilities for controlled fusion research in 1976 and Ref. 2) is a critical survey of the 
progress in this field from 1974 to 1977. Further references of interest are by Moss 11) 
and Bickerton12) 

Two fundamentally different plasma confinement systems are being studied: 
magnetic and inertial confinement. The former utilizes the fact that a charged par- 
ticle moving in a magnetic field is trapped in a helical trajectory with axes approxi- 
mately following the magnetic field lines. Confinement of the fusion plasma re- 
quires a magnetic field pressure which restrains the kinetic pressure of the hot plas- 
ma. Depending on the geometrical configuration, magnetic confinement systems 
can be divided into two classes called "closed" and "open". 

In a closed configuration, the magnetic field lines do not leave the confinement 
region. A typical example is the toroidal geometry represented by the Tokamak as 
discussed below. The charged plasma particles can escape from the confining field 
region due to collisional assisted diffusion across magnetic field lines, to charge ex- 
change processes and to plasma turbulence and other plasma instabilities. 

The "open" systems are represented by the mirror machines (Fig. 2). Charged 
particles are trapped in helical orbits along the magnetic field lines between two 
high field zones, the "magnetic mirrors", in the vicinity of the coils (Fig. 2a). There 
is a critical angle between the axes of the helical orbit and the axes of symmetry of 
the magnetic field. Particles moving in an orbit with a smaller angle than the critical 
one are not reflected by the magnetic mirrors but may escape out of the confine- 
ment region. Two consequences are obvious: 

1) the energy of the escaping electrically charged particles might be directly 
converted into electricity; 

2) the mirrors operate in a driven mode, i.e. theenergy required to heat and sus- 
tain the plasma has to be provided by an auxiliary source such as a neutral beam in- 
jector. 

The simple mirrors (Fig. 2a) are not stable with respect to magnetohydrody- 
namic instabilities and, therefore, other magnetic field configurations provided by 
Yin-Yang Coils (Fig. 2b) are used. A representative device using this approach is the 
2XIIB-experiment at Livermore 13' zs). The nre values obtained in the 2XIIB mir- 
ror system, nre = 1 × 1017 m-3s, Ei = 13 keV are far below the requirements for 

~ ' ~  PLASMA 

~ COIL 
CURRENT 

| ~ ~ . . . . . .  AxES OF 

MAGNETIC 
FIELD LINES MAGNETIC 

FIELO LINES 
(o) (b) 

Fig. 2a and b. Magnetic mirror confinement systems: a magnetic mirror; b Yin-Yang Coils, 
minimum B magnetic mirror 
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demonstration of scientific feasibility. The key technological and economical problems 
with mirror reactors appear to be the availability of adequate neutral beam injectors, 
direct conversion systems, and the low amplification factor of the plasma which is inher- 
ent to the mirror concept 2' 3). Design studies have begun on mirrors as fusion-fission 
hybrids 2, 3). In addition, novel approaches have been considered recently such as 
the Tandem Mirror and Field Reversed Mirror 14' l s) which appear to offer some ad- 
vantages. 

Several systems, employing both open and closed magnetic confinement such 
as the Z- and 0-pinches, and the steUarators will now be briefly discussed. 

The stellarators are similar to Tokamaks, both employing a closed toroidal mag- 
netic field for basic plasma confinement. The stabilization in stellarators is, how- 
ever, provided by special helical windings 16). They possess some potential advantages 
as compared to the Tokamaks with respect to confinement properties and the pos- 
sibility of steady state operation. Technical and technological limitations such as 
the small size of the presently available stellarators and the lack of appropriate, suf- 
ficiently intense heating systems have inhibited progress comparable to that which 
Tokamaks have so far achieved. 

The theta-pinch employs a pulsed magnetic field for plasma heating and confine- 
ment. The principle of operation is apparent from Fig. 3. After a weak, cold plasma 
has been formed by means of an auxiliary preionization system, switch S is closed 
leading to discharging of a capacitor bank C through the coil. The large primary cur- 
rent which flows in the toroidal, i.e. in the "theta" direction induces an axial mag- 
netic field, B, which drives the plasma rapidly inward, heating the ions and electrons. 
This shock heating phase is then followed by a slower adiabatic compression in which 
the plasma is compressed by increasing the magnetic field on a much slower time 
scale. In a more sophisticated concept, the "staged theta pinch", the shock heating 
and the adiabatic compression phases are driven by two circuits with different rise 
times and energy storage capabilities. During the adiabatic compression phase the 
plasma is heated to the ignition temperature of "-5 keV where the fusion reaction 
begins. During the burning phase the plasma is further heated by the a-particles from 
the D-T-reaction (Eq. 1) and, since B is approximately constant during this time, 
the plasma expands against the magnetic field doing work which can be used for 
direct electrical conversion. Of course, the larger part of the energy released by the 
fusion reaction is carried off by the neutrons (Eq. 1). 

PRIMARY ~ COIL 

c 

PLASMA Fig. 3. Principle of operation of theta pinch 
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Both the open and closed (toroidal) configurations are feasible but the latter is 
preferred because of the elimination of plasma losses at the ends. 

Theta-pinch concepts belong to the so called "high-/3" devices since the ratio of 
the kinetic pressure of the plasma to the pressure of the external confining magnet- 
ic field is relatively high: 

const pT = ( 8 )  

where p and T are the plasma density and temperature respectively, B is the magnet- 
ic induction of the confining field a' 4, 17). The high-~ devices have/~ values larger 
than >~ 0.1, typically ~ 0.8. The significance of/3 in reactor performance is apparent 
from the dependence of fusion power density, Ppt, on the parameters of the plasma 
and of the confinement: 

~2B4 <ov:> Ef 
Ppl = const, p2 < o v >  Ef = const. T2 (9) 

where < o v >  is the averaged product of the reaction cross section and particle veloc- 
ity, Ef the fraction of the energy released by one fusion event which is deposited in 
the plasma 3' 4). It is seen that the power density scales with p2 (significant for iner- 
tial confinement) and, at a given plasma temperature, with t32 and B 4 (significant for 
magnetic confinement). The Tokamaks, to be discussed later in this section, repre- 
sent low-/3 devices with/3 <0 . t .  

In the theta-pinch the plasma density is up to three orders of magnitude higher 
than in magnetic mirrors and Tokamaks and the confinement times are correspond- 
ingly shorter. Thus, the theta-pinch is inherently a pulsed device. The energy required 
for plasma heating and confinement is large as compared with the fusion energy re- 
lease which leads to stringent requirements on energytransformation and storage 
systems 3). The recent design study on the Reference Theta-Pinch Reactor suggest 
changes of  the operating conditions which reduce the stored magnetic energy 18' 19) 
Nevertheless, the magnetic energy storage still represents one of the most serious 
technological problems for the theta-pinch concept. Another difficult problem to be 
solved is the thermal loading and mechanical stress of the vacuum vessel wall. 

The inertial confinement concepts utilize the idea of heating a pellet of D-T-fuel 
either by absorption of light from a powerful laser, a relativistic electron beam or a 
heavy ion beam to the ignition temperature in a time short compared to vaporiza- 
tion of the pellet. The reaction time must also be short compared with the confine- 
ment time to allow a sufficient burn up of the fuel for energy gain. In addition, the 
range of the 3.5 MeV s-particles has to be shorter than the pellet radius if their ener- 
gy is to be efficiently deposited in the pellet. 

In order to meet these conditions the core of the pellet must be compressed by 
a factor of  10 a to 104 as compared to its solid or liquid density and heated up to 

10 keV on a time scale of ~ 1 nsec. The necessary power levels needed for the driv- 
er are of the order of hundreds of terawatts 2). Availability of drivers providing such 
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power at a sufficiently high repetition frequency, with reasonable efficiency and ac- 
ceptable reliability represents only one of the key problems relevant to all the iner- 
tial confinement systems. Although significant progress has been achieved recently, 
the present experiments are far below the breakeven point 2°' 2 l) 

Several large experiments are planned which should demonstrate pellet gain in 
excess of unity, i.e. scientific feasibility. The experiments with laser drivers are under 
development e.g. at Lawrence Livermore Laboratory and at Los Alamos Scientific 
Laboratory (USA)2°); those with relativistic electron beams at Sandia Laboratory, 
Albuquerque (USA) 21) and at Kurchatov Institute (USSR). They are scheduled to 
start operation in the early 1980's. 

The Tokamaks represent today the most promising and best understood ap- 
proach to fusion. The review paper by Bickerton 12) summarizes the status of 
Tokamak research in 1978. The physics of Tokamaks has been described by 
Artsimovich 22). The name "Tokamak" is a Russian abbreviation of "Toroidal Kamera 
Magnetik", i.e. "Toroidal Chamber Magnetic". 

The principle of operation and stabilization are shown in Fig. 4. The vacuum ves- 
sel contains the hydrogen isotopes at a pressure of the order of ~ 10-3 mbar. Electric 
current I t flowing through the toroidal windings, Wt, induces the toroidal magnetic 
field B t. After the required value of B t has been reached the gas is preionized, typi- 
cally by an auxiliary high frequency generator, and subsequently the primary winding 
of the main transformer is connected to a powerful power supply. The primary elec- 
tric current is schematically indicated as I m in Fig. 4. Transformers with an iron or 
an air core are being used in present Tokamaks and, therefore, no details of the trans- 
former design is included in the figure. The preionized plasma represents the second- 
ary winding. The initial fast change of the primary current induces a time dependent 
magnetic flux, era, which in turn induces a secondary toroidal current, Ipl, through 
the plasma. The vectorial sum of the potoidal magnetic field Bp of the plasma current 
with the toroidal magnetic field Bt form a helical structure of the magnetic confine. 
ment field in the Tokamak. The exact form of the helical structure is related to the 
Bp : B t ratio and, if properly chosen, provides the necessary stability of the plasma 
loop against magnetohydrodynamic (MHD) perturbations 22). The so called "safety 
factor", q, given by Eq. 10: 

Wt ~m 

1 ~,z/,~S " VACUUM 
BI P L A S M A ~  IP ~Zpl VESSEL Fig. 4. Schematic view of Tokamak 

confinement and stabilization system 
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27ra/Bp 1 B t (10) 
q = 2~rR/B t = A "B--p 

determines which of the MHD modes will be stable. R and a are the major and minor 
radius respectively, Fig. 4. The aspect ratio A = R/a in Eq. 10 is another important 
parameter characterizing the Tokamak. In present experiments and designs q is cho- 
sen to be > 1 near the plasma center and ~> 3 at the plasma edge. 

It is inherent to the toroidal geometry that the confinement field decreases 
across the plasma cross section from the internal edge at R - a, towards the external 
edge at R+a. Thus, the plasma would be driven outward into the R-direction if there 
were not adequate stabilization. The latter is provided by a set of poloidal currents 
Ip properly adjusted to give an additional perpendicular magnetic field Bz which sta- 
bilizes the plasma with respect to its radial movement. In operating Tokamaks the 
poloidal current, controlled by means of a computer programmed feedback system, 
determines the exact position as well as the shape of the plasma. It was shown rhea. 
retically that a vertically elongated plasma cross section should display better stabili. 
ty. An experimental device of this type is represented by Doublet III at General 
Atomic (USA). 

As already mentioned, the induced current Ipi heats the plasma due to joule losses 
which are proportional to the plasma resistance. With increasing temperature the 
plasma resistance decreases and the ohmic heating becomes less effective. Theoreti- 
cal analysis shows that the maximum temperature which can be reached in this way 
is below 2 keV, i.e. the plasma cannot enter the ignition region of"~ 5 keV 4). Therefore, 

windings 

so Ports for neutral Toroidal / 
injection field coils 

Vacuum vessel 
/ i 
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N 
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Fig. 5. Princeton Large Torus (PLT) 23) 
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auxiliary heating has to be applied immediately after the ohmic heating phase in 
order to raise the plasma temperature up to >~ 5 keV. Neutral beam injection, adia- 
batic compression, and various rf auxiliary heating systems are presently being in- 
vestigated. Once the ignition limit has been reached the energy of the a-particles from 
the fusion reaction (Eq. 1) is sufficient to compensate the total energy losses of the 
plasma in a stable regime 4). 

Operation of Tokamaks during the last 8 -9  years has brought about a significant 
understanding of their physics and engineering, as well as an increase in their size, 
complexity and cost. Representative of the present Tokamaks is the Princeton Large 
Torus (PLT) 23) shown in Fig. 5. Results obtained so far indicate that the next genera- 
tion of large devices may enter the breakeven regime. The Joint European Torus 
(JET) now under construction at Culham (G. B.) gives an idea of the size of these 
machines (Fig. 6). The estimated costs are of the order o f "  200,000,000 US dollars 
(1976). Future devices of this kind will be the TFTR (USA); JT-60 (Japan) and T-20 
(USSR). 

Fig. 6. Joint European Torus (JET) (With permission of Joint European Communities) 
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The large size of  these machines and future Tokamak fusion reactors is dictated 
by several factors, of  which, their relatively low power density is the most decisive. 

In parallel with the experimental and theoretical studies a number of  conceptual 
fusion power reactor design studies have been performed for each of  the confinement 
systems. The objective o f  such work is to uncover and analyze in a self-consistent way 
the technological problems presented by a particular approach, to judge its feasibili- 
ty  and to point  out  the critical problems towards which future research work has to 
be directed. A brief  summary o f  the past and present status of  the Tokamak power 
reactor design studies is an appropriate way to get an idea of  the wide range of  the 
requirements for future technological development as well as for fundamental  re- 
search related to this particular approach. Reactor design studies up to 1976 have been 
reviewed by  Conn 24) and a more recent summary can be found in Ref. 2). 

The conceptual design studies of  the University of  Wisconsin group has been 
chosen for discussion as an illustration of  the past development and future trends in 
this field. Table 1 summarizes the significant parameters of  three studies and Fig. 7 

Table 1. Comparison of the major characteristics of three conceptual tokamak power reactor 
designs of the University of Wisconsin 

Major characteristics UWMAK I UWMAK II UWMAK III 

Major radius R (m) 13 
Plasma radius a (m) 5 
Plasma height to width ratio 1 
Maximum toroidal field B T (T) 8.66 
Plasma current Ip! (MA) 21 
Plasma power density Pp (MW/m 3) 0.78 
Neutron wall loading Pn (MW/m2) 1.25 
Thermal Power Pth (MW) 5000 
Electrical Power Pe (MW) 1700 

13 8.1 
5 2.7 
1 ~2  
8.3 8.75 

15 15.8 
0.78 2.1 
1.16 2.50 

5000 5000 
1716 1985 

References: UWMAK 125) I_D, VMAK I126) UWMAK II127) 

Fig. 7. Cross section of a noncixcular Tokamak power reactor design-UWMAK II127). Most of 
the details are self explaining or they were described in Fig. 4. The RF heating system heats the 
plasma from the maximum temperature attainable with ohmic heating (~ 1.8 keV) up to ignition. 
The "Separatrix" represents a boundary of the magnetic confinement vessel. Charged impurities 
leaving the first wall (carbon curtain and graphite ISSEC) do not cross the separatrix but they 
are moving along the magnetic lines into the poloidal divertor where they hit the particle bom- 
bardment plates and are either trapped or pumped away by the cryopumps. The blanket con- 
tains lithium for the tritium breeding. The inner and outer shields protect the superconducting 
magnets from radiation. Helium and lithium are used as coolants for the inner and outer blanket 
respectively 
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shows a cross sectional view of UWMAK III. The philosophy of these three designs 
differs mainly in the technology which is assumed to be available. UWMAK 12s) is 
conservative in terms of materials choices and operating conditions, whereas 
UWMAK 1126) uses a slightly advanced technology. Both designs are of the same size, 
plasma power density and comparable neutron wall loading. Structural material of 
the first wall is stainless steel 316, but UWMAK II uses a carbon curtain liner to 
reduce the level of high-Z plasma impurities as well as the neutron load on the me- 
tallic wall (see Sects. 3 and 6). Among other problems it turned out that the low 
plasma power density which results in a large reactor size for a given power has sev- 
eral serious drawbacks. For example, the requirements for some materials of con- 
struction which would be necessary in order to meet future energy demands by re- 
actors of this type would be larger than the available resources and/or the world pro- 
duction26). 

These and further economic requirements have dictated the trend towards re- 
ducing the reactor size for a given thermal power. In order to achieve an adequate 
increase of the plasma power density higher values of,t~ (Eq. 8) have to be used (Eq.9). 
A convenient way to achieve this requirement is to use plasmas of a noncircular 
cross section (Fig. 7). 

The higher plasma power density and reduced size of UWMAK 11127) (see Table 
1) result in a significantly higher loading of the wall by neutrons, charge exchange 
neutrals, and radiation. To sustain these conditions at high temperatures, a molyb- 
denum based alloy, TZM, was chosen as the primary structural material. In addition, 
the UWMAK III design utilizes a number of materials and auxiliary equipment that 
assumes a rather advanced technology which has yet to be developed. In most res- 
pects the requirements cannot be unambigiously defined as yet. The recent paper on 
the selection of materials for first wall and divertor plates in magnetic and inertial 
confinement reactors represents one example of the present status 2s). With respect 
to Tokamaks, the problem of the materials for the first wall is twofold: 

1) the wall has to sustain a high temperature, an intense flux of fast primary 
(Eq. 1), slow secondary (Eq. 6) and reflected neutrons for a sufficiently long time 
to enable economical operation of future fusion power plants; 

2) the design of the first wall or the liner (such as the carbon curtain) together 
with the plasma confinement system, divertor, cold gas blanket, or other of the 
feasible components have to maintain a plasma sufficiently free of impurities to 
achieve and sustain ignition. This represents one of the most serious problems on 
the way to achieving the breakeven point in the near term machines. The remaining 
part of this chapter will deal chiefly with the impurity problem. 

The interaction of the plasma with the first wall is, in the current Tokamaks, 
significantly reduced by the so called "limiter" which is typically a metallic ring 
mounted inside the torus in order to keep the plasma away from the first wall. In 
turn, the interaction of the plasma with the limiter is a significant source of plasma 
impurities. In many of today's Tokamaks the plasma impurity level is dominated by 
limiter erosion. 
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3 T h e  Ro le  o f  Impur i t i es  in T o k a m a k s  

3.1 Effect of Impurities on Plasma Characteristics 

As has already been pointed out, the plasma materials interaction represents one of 
many serious problems which have to be solved if controlled fusion based on Toka- 
maks is to become an adequate energy source. 

Impurities are considered to be all elements present in the plasma except the 
D-T fuel. Their primary effect on the performance of the fusion plasma is two-fold: 

1) dilution of  the fuel resulting in a corresponding decrease of  the plasma power 
density (Eq. 9); 

2) enhanced energy losses which lead to the lowering of  the plasma temperature. 

Helium formed by reaction (1) is supposed to be removed due to recycling the 
fuel through an adequate recovery system. 

The power radiated by a contaminated hot plasma due to impurities which are 
released from surfaces such as the first wall and limiter due to the plasma attack is 
greatly increased with increasing concentration and atomic number, Z, of the ions. 
The type of impurity enhanced radiation depends on the plasma temperature and on 
Z. At the operating temperature of ~ 10 keV in future Tokamaks, metals with Z 
>~ 20 such as Fe, Ni, Cr, Zr, Nb, Mo, W, etc., are not fully stripped of electrons thus 
making recombination and line radiation the dominant energy loss mechanism under 
equilibrium conditions. These radiation losses appear to be significant even for light- 
er elements during the transient stripping process or at lower plasma temperatures 
when they are not fully ionized 2a, 29--36). 

To maintain a "burning" D-T plasma, the energy of the a-particles (Eq. 1) depos- 
ited in the plasma has to be larger than the plasma losses. This condition sets an up- 
per limit to the maximum tolerable impurity concentration. A quantitative estimate 
assuming Bremsstrahlung to be the dominant process has been performed by Ekhartt 
and Venus29), while a more detailed calculation has been done by Meade 3s). The 
results are summarized in Fig. 8. The solid line corresponds approximately to an im- 
purity concentration at which the radiation losses due to Bremsstrahlung are equal 
to the power deposited in the plasma by the a-particles. To achieve ignition the im- 
purity concentration must be less than the value given by the solid line. As already 
pointed out, Bremsstrahlung represents only a part of the total radiation loss. For 
heavy ions, the losses will be enhanced by line radiation which results in a signifi- 
cant lowering of the maximum tolerable impurity concentration as compared with 
the values given in Fig. 8 aT). Thus, from the point of view of plasma energy losses the 
tow-Z impurities appear to be less critical than the heavy metals. Therefore low-Z 
materials such as carbon, boron- and silicon carbides, beryllium, boron, borides, and 
others are considered as coatings for first walls and limiters 2s' 31, 3s, 39) 

The apparent advantage of using low-Z materials has several drawbacks however, 
such as their relatively high sputtering yields a°-42) and in case of carbon the chemi- 
cal reactivity with atomic hydrogen 4a-47). A high low-Z impurity concentration, 
even if it is below the maximum tolerable limit, would result in a corresponding 
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decrease of the fusion fuel and plasma power density (Eq. 9). Bohdansky, et al. 
have shown that the merit of low-or high-Z materials depends on the plasma edge 
temperature which is not yet known 48). 

Plasma impurities may also have a beneficial effect by cooling the plasma edge 
in the vicinity of the first wall. But this is partially offset by the fact that the sputter- 
ing yields due to impurities are higher as compared with that of hydrogen. Conse- 
quently, a relatively small concentration of impurities can significantly increase the 
wall erosion and plasma contamination. 

Of particular interest is the mechanism of impurity transport in the Tokamak 
plasma. Classical transport theory predicts an accumulation of heavy impurities in 
the plasma core with an adequate outward flux of hydrogen. However, various pro- 
cesses, such as plasma turbulence, can have an opposite effect and this problem is 
still a subject of theoretical investigation 49). 

In some recent experiments in large Tokamaks with a rather clean plasma, ob- 
tained after extensive discharge cleaning, a hollow electron temperature profile has 
been observed which may be due to accumulation of heavy metal ions such as tung- 
sten in the plasma core s°, s ~). Similar Te-profiles have been observed after introduc- 
tion of tungsten atoms from an auxiliary source into the Tokamak plasmaS2). It is 
expected that experiments on large devices will help one to further understand the 
impurity transport mechanisms. 
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Finally the plasma-wall interactions remit in erosion of the first wall which can, 
under long term operation, lead to significant changes of the wall thickness and 
composition. With primary particle fluxes of the order of 1019-1020 ions m-2 s -1 
and a sputtering yield of ~0.02,  erosion rates of the first wall up to several mm per 
year are expected 36). Such values appear to be too high for reliable long term opera- 
tion of  a fusion reactor. 

The fast neutrons will cause atomic displacement and transmutation reactions in 
the wall material. For example: after 20 years of operation, a niobium wall would 
contain 10 at % Zr, 0.06 at % Y, 0.28 at % He, and 0.5 at %H s3) . The impact on the 
mechanical properties of  construction materials due to displacement damage and 
radioactive transformation is under intensive study but does not properly fall under 
the subject matter of this chapter. 

3.2 Fluxes to the Wall 

Theoretical estimates of the erosion of the first wall and plasma contamination due 
to sputtering requires a knowledge of particle and photon fluxes to the wall, as well 
as data on the erosion yields. Sputtering will be discussed in a later part of this chap- 
ter. Here we shall briefly summarize some of the calculations done on primary fluxes 
in future fusion reactors. The calculations are rather uncertain because of the poor 
understanding of various parameters such as divertor efficiency, refueling, neutral 
beam heating, plasma temperature and density profiles, including the scrape-off 
layer in the case of divertor operated Tokamaks. 

Most reliable are the data on neutron fluxes which are determined by the plasma 
power density, reactor geometry and structural parameters. Most of the conceptual 
power reactor design studies contain a detailed neutronics analysis giving the energy 
as well as the spatial distribution of neutron fluxes. 

The fluxes of  the primary 14.1 MeV neutrons are expected to be in the range of  
1018 neutrons m -  2 s-  1 whereas the fluxes of the reflected neutrons with energies 
below 14.1 MeV can be up to an order of magnitude higher. 

The most essential plasma device characteristics that are needed in order to ob- 
tain impurity release rates are the fluxes of photons and of charged and neutral parti- 
cles to the wall. It will be necessary to have detailed information on the energy 
spectra and fluxes to walls, limiters and beam dumps of thermal electrons and ions, 
photons, a-particles, runaway electrons, charge exchange neutrals, neutral beam and 
impurity neutrals and ions. The effects of sheath potentials, secondary electron emis- 
sion and unipotar arcing need to be included in these calculations. 

Fluxes must be specified during each phase of device operation including start- 
up, heating, burn, fueling, shutdown and failure modes. Plasma failure modes, such as 
instabilities which cause much of the stored plasma energy to be dumped in a short 
time may remit in large particle or photon fluences to selected small areas of surfaces 
exposed to the plasma. 

Although much has been done to improve the data base in these areas in the last 
decade, little is known about low energy (E < 400 eV) charge exchange neutrals, a- 
particle, and thermal and runaway electron fluxes. 
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Table 2a. Plasma parameters and power balance for a beam-driven D-T tokamak and an ignited 
tokamak reactor 

Plasma parameters TFTR 23) UWMAK 11I 27) 

Discharge duration (s) 0.5 1900 
Time between discharges (s) 300 50 
B (O) (kG) 52 40 
I (MA) 2.5 15.6 
R (cm) 250 810 
a (cm) 85 400 a 
T e (O) (keV) 6 23 
N e (O) (crn - 3 )  1 x 1014 2.1 x 1014 
T i (O) (keV) 6 18 
Zef f 2 1 
Dominant ions in plasma T, D, (Fe, O) T, D, (C) 

ions in beam D 

Power balance 

Fusion events (MW) 25 5000 
Ohmic heating (MW) 0.18 0.9 
Auxiliary heating (MW) 32 (0.1 s 200 (1.4 s 
(Neutral beams - TFTR; RF-UWMAK) duration) duration) 

Loss to wall surface (MW) 47 440 
Charge exchange (E < 300 eV) (W/cm 2) 0.05 0.01 
Charge exehange (E > 300 eV) (W/cm 2) 3 0.5 
Radiation (W/era 2) 8 4 
Conduction (W/era 2 ) 15 0.01 
Alpha particles (3.5 MeV) (W/cm 2) 1 0.1 a 

Neutrons (14 MeV) (W/cm 2) 20 250 
Loss to limiter (MW ~W/em 2) 10 : 2000 a 0 

or divertor (MW :W/cm 2) 9 725 : 600 

a Estimated 

Table 2b. Fluxes of energetic particles and photons to the first waU 6) 

Particles Energy Flux 

D O ,D +,T O ,T + 1 - 5  x105 eV 
He + 1 - 3.5 x 106 eV 
Impurities 1 - 104 eV 
e -  1 - 10 s eV 
hv t0 -3  - 10 4 eV 
D 0, T O <1 eV 

1018 _ 1 0 2 0 m - 2 s -  1 
1016 _ 1 0 1 8 m - 2 s - 1  
1015 _ 1 0 1 7 m - 2 s - 1  
1017_ 1 0 1 9 m - 2 s - I  

< 100 W c m -  2 
1022am-2s  - 1  

a see text 
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The plasma parameters and power balance for a beam driven D-T Tokamak and 
an ignited Tokamak reactor are listed in Table 2a for illustrative purposes. The ranges 
of  photon and particles fluxes to be expected on the first wall are listed in Table 2b. 

It is of  interest to note that only recently has it been recognized that in large, 
dense Tokamaks, the energies of  the ions in the plasma core are much higher than the 
energies of the charge exchange neutrals that reach the wall. The latter are more near- 
ly representative of plasma edge temperatures as illustrated in Fig. 9 which shows the 
energy spectrum of the calculated flux of charge exchange neutrals that escape from 
TFTR immediately after neutral beam heating. The maximum in the distribution 
occurs at 200 eV, much lower than the 10 keV ion temperatures in the plasma core. 
This important finding has dramatically reoriented much of the surface physics work 
from sputtering yield measurements done at 10 keV energies to yield measurements 
in the sub-keV range. 

Selfsputtering, i. e. the sputtering of the first wall by the impurity ions can have 
a dramatic effect on these data because of the large sputtering yields of  heavy ions 
as compared to that of  hydrogen isotopes and helium. The resulting enhanced plasma 
contamination can lead to changes of many parameters (e.g., temperature and density 
profiles) and it can also influence the local as well as the overall plasma stability. 
Under certain conditions a positive feedback could develop leading to catastrophic 
instability and interruption of the plasma pulse. 

Only very limited data are available on the density and temperature of the gas in 
the shadow of the timiter. The actual composition of  this gas layer depends on many 
parameters of  the Tokamak operation as mentioned above, but the degree of ioniza- 
tion is generally rather low there. Since the gas density is in the range of "~ 1019 m-  3, 
the flux of particles with energies below 1 eV can reach values of ~ 1022 m -2  s-  l 
Such an estimate should be modified in devices using gettering surfaces but no exact 
values are available as yet. 

3.3 Impurity Release Mechanisms 

In concluding this section we should like to give a brief overview of the processes in- 
volved in the release of impurities due to plasma-wall interactions. These processes 
will be discussed in some detail in Sect. 5. 
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The initial contamination of a Tokamak plasma used to be dominated by oxygen 
and carbon which are released from the wall and from the limiter due to desorption 
(see Sect. 5.5.). These impurities were of primary concern in most machines until 
the discharge cleaning technique came to be routinely usedS4). In addition to the 
various desorption processes, a number of other impurity release mechanisms need 
to be considered. Among these are: 
- physical and physichemical sputtering 
-- chemical erosion 
- vaporization 
- blistering and flaking due to ion bombardment 
- arcing 
- emission of chunks (metallic dust particles) into the plasma 
- embrittlement (fracture by thermal shocks, etc.). 

The relative importance of each of these processes depends on the actual con- 
ditions in a particular Tokamak, on the materials used, the plasma parameters, and 
the time evolution of impurities. The plasma-wall interaction can be rather nonuni- 
form as is, for example, observed on the limiter ss, s6). In present Tokamaks, plasma 
contamination seems to be, after intense discharge cleaning, dominated by erosion 
of the limiter, the most important mechanism being evaporation, arcing, cracking 
and sputtering. Sputtering appears to dominate in the quiet phase of the discharge. 
The relative contribution of arcing to plasma contamination depends on the surface 
conditioning and it occurs only if the limiter is biased negative with respect to the 
surrounding "scrape-off" plasma. Evaporation takes place due to the local surface 
heating by fast electrons sT). Sputtering of the first wall by ions and fast charge ex- 
change neutral atoms will become an important impurity release mechanism in 
large devices and reactors 41, Sl, ss )  

4 H y d r o g e n  I so tope  Recycl ing 

Hydrogen isotope recycling is largely responsible for impurities introduced by a vari~ 
ety of sputtering and erosion processes occurring at the first wall and limiter s9). Sol- 
utions to the "impurity problem" therefore involve schemes for modifying the recy- 
cling processes and minimizing the erosion rates at the surfaces facing the plasma. All 
of these phenomena wilt assume even greater importance in future confinement de- 
vices and reactors which require hotter plasmas, longer confinement times, greater 
heating power and higher purity. 

Surface analytic and spectroscopic studies have shown 6°) that trapping and sub- 
sequent re-emission of hydrogen isotopes from walls dominate the fuel balance in 
ungettered discharges. Hydrogen isotope recycling' strongly affects plasma profiles, 
especially at the edge, hence substantially modifying impurity influxes. In D-T-burn- 
ing devices such as TFTR, wall recycling will strongly influence tritium inventory, 
which must be held to within well defined limits sl, 61). Therefore, to the many other 
factors which are important for the selection of a first wall material, must be added 
that of tritium retention. 
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4.1 Reflection 

The first wall in a magnetic fusion reactor is bombarded by positive ions, electrons, 
neutral atoms, and photons from the plasma which initiate a myriad of complex in- 
teractions contributing to the recycling problem. Ions and neutral atoms may be 
reflected or back-scattered from the wall with a change of charge, atomic state, and/ 
or energy. The relative magnitudes of  these effects which actually occur vary depend- 
ing on the ion species, energy, and angle of  incidence, the target species and condi- 
tion, and any near-surface alterations of the material resulting from plasma bombard- 
ment, ion implantation, thermal cycling, etc. Reflection coefficients for hydrogen 
ions and neutrals and their angle, energy, excited state, and charge state distributions 
are needed for plasma modeling calculations. As an indication of the importance of 
the problems, the particle confinement time in present devices is only t /5 to 1/10 
of the discharge time; this means that on the average, all plasma particles hit the first 
wall and are recycled into the plasma 5 to 10 times during one discharge. In future 
devices the importance of these problems will depend somewhat on the exact reactor 
configuration parameters, but a broad understanding of the recycling phenomena 
must be established under the actual operating conditions of  each reactor. 

The following discussion is taken from a review article by R. Behrisch 62) . 

Total backscattering yields and backscattered energy as well as energy and angular 
distributions of the backscattered atoms have been calculated analytically 63, 64)and 
by computer simulation programs which are able to follow the individual ion trajec- 
tories6S-67) Experimental determination of backscattering yields and distributions 
are difficult, as in the energy range of interest most of  the backscattered particles 
are neutral. The most successful way of ionizing the neutrals is a gas filled stripping 
cell, as also used in neutral particle measurements in plasma experiments 68). Such a 
cell could be calibrated to energies as low as 130 e V  69) . 

The results for total backscattering yields and backscattered energy of hydrogen 
ions on different materials are shown in Fig. 1063 --65, 70--72) The values are plotted 
as a function of a dimensionless reduced energy e given by7a): 

M2 a e -  - -  E (11) 
M 1 +M2 Zl Z2e2o 

where Ml,  Z 1 and M2, Z2 are the masses and charge numbers of the incident ions 
and the target atoms, respectively, e o is the elementary charge (e 2 = 14.39 x 10-1 o 
eV ' m; 'a 'is the Thomas Fermi screening length given by: a = 0.486 x 10-1o x 
x (Z]/a + Z2/3) - 1/2 and E is the incident energy in eV. In the two lower scales of  
Fig. 10 absolute energies for stainless steel (Fe) and Mo are introduced. The measured 
numbers show reasonable agreement with the calculated values only for some materials. 

Figure 11 shows an energy distribution of the backscattered positive, negative 
and neutral atoms 70). It can be seen that more than 90% of the backscattered atoms 
are neutral in this low energy range, while negative and positive ions have nearly equal 
intensities. All spectra indicate that the backscattered particles may have an energy 
up to nearly the incident energy, while a maximum is seen at around 1 to 2 keV. 
The position of this maximum does not depend strongly on the incident energy. This 
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means that for lower bombarding energies the maximum is shifted closer to the in- 
cident energy 6s, 66, 70). 

An example of an angular distribution of the atoms backscattered into different 
energy ranges for normal incidence is shown in Fig. 1274) . While those atoms back- 
scattered with low energy display nearly a cosine distribution, the high energy parti- 
cles show predominant backscattering at glancing angles (80 ° to the surface normal). 

The implication of these results to a fusion reactor is that part of the ions leav- 
ing the plasma are directly backscattered from the first wall into the plasma as neu- 
trals with energies up to near the incident energy. They may penetrate deep into the 
plasma and create more energetic charge exchange particles from the plasma than 
those neutrals released with thermal energy from the first wall. 

4.2 Gas Re-emission and Trapping 

When an energetic ion is incident on a surface it has a probability of penetrating into 
it and slowing down to thermal energies, or of being backscattered out of the surface 
with an appreciable fraction of its initial energy, as already discussed. Those ions not 
directly backscattered become neutralized and come to rest in the solid, thus con- 
tributing, for example, to the T-inventory. After slowing down they generally occupy 
interstitial positions and may diffuse further. Depending on the solubility, the diffusi- 
bility and the barrier at the surface, they may either diffuse into the bulk of the solid, 
they may be trapped in the implanted layer (generally at damage sites)7S), or they 
may in part diffuse to the surface and be re-emitted into the plasma as cold atoms. 
Re-emission and trapping processes must be quantified in first wall materials to es- 
tablish how surface properties affect the phenomena. 

During repetitive machine operation a considerable quantity of gas can be built 
up in the surface layers of the first wall, and re-emission rates should readily approach 
100% within a finite number of discharges. The exception to this is for metals which 
are strong hydride formers and exhibit high solubility for hydrogen isotopes (e.g., 
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Ti, Zr), where re-emission should be very small, at least near ambient temperatures. 
For example, titanium hydrides can be formed in a low pressure hydrogen discharge 
at "-- 700 °C. Hydrogen and helium interactive effects can be large. Strong enhance- 
ments in the trapping of hydrogen isotopes have been observed by a number of inves- 
tigators after helium or other ion pre-damage 76, 77). It was observed that the hydrogen 
tends to decorate the damage depth profiles of the damaging ion. 

The release of the trapped hydrogen isotopes is temperature dependent, so that 
temperature cycling in the presence of these interacting effects could be significant. 
In addition, the retention and mobility of hydrogen is dependent on the near-surface 
condition of the material. The presence of cold work was shown to increase the 
hydrogen isotope trapping in the absence of other ion damage 78). This shows that 
the influence of the metallurgical state of the material is important to the trapping 
effect. Measurements in insulator and semiconducting materials have shown that 
hydrogen is immobile in highly damaged or amorphous materials but extremely 
mobile under positive ion irradiation in polycrystalline materials 79) . 

The remaining part of this section is largely based on a discussion of the subject 
by W. Bauer s°). 

Hydrogen isotope retention in stainless steel is extremely important from both 
the plasma physics and environmental points of view. Recent measurements 6°) on 
Tokamaks have demonstrated that trapped hydrogen isotopes are desorbed from the 
first wall during a discharge and dominate the plasma refueling. 

Data from existing devices on the amounts of H isotopes trapped in the wall are 
now becoming available. For example, in Fig. 13 are data from PLT exposures for 
stainless steel and Si samples 81). One notes that nearly all the D trapped in stainless 
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steel is in the surface layer which is predominately carbon. In Si, bulk trapping may 
also have occurred. 

Several recent experiments have been conducted on the hydrogen retention 
characteristics of stainless steels. Figure 14 shows the depth profile of deuterium in 
316 stainless steel, measured by nuclear reaction profiling one hour after room tem- 
perature implantation with 14keV D~ to a fluence 4.1021 D m -2 82). Significant 
amounts of deuterium are observed at depths well beyond the incident particle 
range, indicating that hydrogen diffusion has occurred. Deuterium retention in the 
near surface region is also visible. 

In Fig. 15 hydrogen desorption data from linear ramp thermal anneals of  oxi- 
dized stainless steel are presented. 

The samples were exposed to milliampere currents of  300 eV hydrogen for sev- 
eral hours. The desorption data, taken 30 min and 17 h after bombardment show 
that a large amount of hydrogen (up to 6.1020 H m -2)  is retained in or near the 
sample surface, and that the hydrogen is easily desorbed. Similar experiments from 
other laboratories give general agreement with these results 83) . 

Experimental results indicate that hydrogen isotopes reside in the near surface 
region as well as in the bulk stainless steel after low energy bombardment. The total 
retention of hydrogen isotopes is relatively low, indicating that tritium retention in 
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Fig. 15. Linear ramp thermal desorption of oxidized stainless steel samples implanted with 
300 eV hydrogen at room temperature (Clausing, R. E., et. al.: in: Ref. 39), p. 573). The thermal 
desorption technique shows that: (1) a large amount of hydrogen is adsorbed in or near the 
sample surface, (2) the hydrogen is easily desorbed 

stainless steel first walls of  early D-T devices should be within acceptable environ- 
mental limitations. However, the hydrogen isotopes trapped in the oxide or radiation 
damaged layer at the surface is a major source of  the hydrogen isotopes recycled 
from the wall during a Tokamak discharge. In Tokamak devices operated with 
the first wall at room temperature, release of  trapped hydrogen isotopes from un- 
coated stainless steel surfaces during a discharge appears to be inevitable. 

The H isotope trapping behavior in other materials is different. The results of  
Langley et al. 84) and Erents et al. 85) present a fairly complete and consistent picture 
of  trapping and desorption effects during the implantation of graphite with low 
energy (<  20 keV) deuterium ions. By depth profiling the implanted deuterium it 
was found that the local deuterium concentration reached 0.6 atom fraction at a 
fluence of 1022 D m -2 . Above this fluence the deuterium concentration remains 
constant. The trapping efficiency was found to be 100% for fluences up to 1022 D m -  2 
but decreased with increasing fluence. 

Recent improvements in PLT a6) involving titanium gettering have revived interest 
in active metal coatings on first walls. The titanium gettering between discharges in 
PLT improved the base pressure of the Tokamak, and may have influenced the re- 
cycling of  hydrogen between the plasma and the first wall. Figure 16 shows the re- 
suits of  gas re-emission measurements sT) and their relation to the trapping coeffi- 
cients of several active metals as a function of  temperature. The data show almost 
100% trapping at room temperature for all three cases. However, before the concept 
of gettering can be applied to D-T devices such as TFTR, a technique for removing 
the trapped tritium from the Tokamak must be devised. As seen in Fig. 16, titanium 
must be heated to > 500 ° K before the hydrogen isotopes are rapidly released. 
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Fig. 16. Trap+ping coefficient for Nb, Zr, Ti targets bombarded with a 50 #A (0.7 mA/cm 2) beam 
of 18 keV D for 1000 s as a function of temperature. The numerals alongside the curves give 
the atomic concentration of the trapped ions at the centre of the focal spot. The solid curve for 
Zr is for a value of Q2 = 8250 eal/mole and the broken line for Q2 = 6940 cal/mole. The experi- 
mental points are for a nominal current of 50 gA 87) 

The effects discussed above are important, not only for the plasma first wall, but 
even more so for neutral beam injector components and beam dump areas, as well 
as divertor surfaces. (The role of  divertors in the control of impurities is discussed in 
Sect. 6.1 .) For divertor operation, it is desired that the collector surfaces be 100% 
gas absorbers. Surface physical and chemical conditioning of divertor surfaces could 
provide longer life and greater gettering surface areas. Re-emission from divertors 
and subsequent backstreaming to the plasma need to be taken into account. If this 
were to lead to 100% re-emission, it would correspond to a particle re-emission rate 
of 1022 m-2s  - 1. If  only 1% of the ions backstreamed into the plasma it could result 
in a neutral charge exchange flux to the wall as high as 1020 m -2 s -1 , assuming 100% 
charge exchange probability. Because of  the importance of trapping both for getter- 
ing and divertor operation, the characteristics of  trapping surfaces are discussed in 
more detail in Sect. 6.4. 

Re-emission rate data are needed during bombardment, as a function of time. 
Fluxes should be of the order 102o particles m - 2 s - 1 ,  and target temperatures should 
range up to 800 °C. Targets should include samples that have undergone radiation 
damage by hydrogen and helium ions and by neutral atoms. 

For the area of gas trapping, information is required on the conditions for hy- 
dride formation, the rate of such formation, and the stability of  the resultant com- 
pounds under the extremes of operating environments. In the case of chemical trap- 
ping, data on hydrogen retention should be obtained on damaged samples as a func- 
tion of temperature and particle energy. Considerable data exist on the stability of 
bulk hydrides and for the solubility of  hydrogen in metals, but essentially no data 
exist on the nature and stability of compounds formed as result of plasma-materials 
interactions. Although considerable information is available on gas release from ion 
bombarded samples, there is very little information on trapping and release mecha- 
nisms. 
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5 Impur i t y  Release Mechanisms 

Plasma contamination by impurities coming from walls, limiters, divertors, beam 
dumps, or background gas has become a problem of increasing importance as con- 
finement times, particularly in Tokamaks, have increased. The possibility that im- 
purities can concentrate in certain regions of Tokamak plasmas has placed an addi- 
tional premium on understanding the phenomena leading to plasma contamination 
and ultimately devising means for drastically lowering impurity levels. The deleteri- 
ous effects, particularly of high-Z impurities, on the performance of magnetically 
confined fusion machines stems from their effectiveness in strongly enhancing pow- 
er losses from thermonuclear plasmas due to increased line, recombination, and 
bremsstrahlung radiation. (See Sect. 3,) The important phenomena giving rise to 
plasma contaminant release are discussed in detail here, although they were surveyed 
in a general way in Sect. 3.3. 

5.1 Sputtering 

5.1.1 Physical Sputtering 

Accurate measurements of sputtering yields from particles escaping the plasma and im- 
pinging on first wall materials are required in order to assess the importance of physi- 
cal sputtering to the impurity generation problem, to the long-term integrity of first- 
wall materials and to provide data for plasma modeling calculations. The areas of 
sputtering where information is most needed for the fusion program (low-energy 
light ions on alloys, compounds, or ion-implanted surfaces) are among those least un- 
derstood. There are relatively few measurements of sputtering yields for the kinds of 
particles which are expected to impinge on the first wall, and those measurements 
which do exist are in poor agreement with existing theories 42). 

The low sputtering yields (< 10 -3) dictate severe experimental requirements for 
improved results such as ultrahigh vacuum and meticulous surface characterization. 
Nevertheless, these data must be obtained and reconciled with theoretical models in 
time to provide modeling input for future high-power reactors, where sputtering may 
become the dominant source of impurity introduction. Accurate sputtering yields for 
known heavy-ion plasma contaminants are also essential. Even small concentrations 
of heavy-ion impurities can initiate severe problems because of their large sputtering 
yields. 

Since any particle sputtered from the first wall will extract energy from the plas- 
ma in the course of being ionized, excited, dissociated, or when it undergoes radiative 
recombination, it is vitally important to have accurate measurements of the charge, 
energy, quantum state, molecular state, and angular distributions of sputtered parti- 
cles. Very little information exists on the energy and angular variation of sputtered 
species, and virtually none taken in-situ during Tokamak operation. Information con- 
cerning interactive effects on sputtering, including sputtering of alloys and compounds, 
preferential sputtering, and the effects of near-surface radiation damage and diffusion 
on sputtering, is required. A more complete understanding is needed of the effects of 
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surface structure and surface chemistry on the sputtering process. Finally, theoreti- 
cal models suitable for use in predictive modeling codes need to be developed and 
ver~fied~-particularly as regards the theory of light ion sputtering. 

Much of the available data for low energy hydrogen isotope sputtering is for 
higher (>26)  Z materials at energies of 100 eV and above. Collected data are shown 
in Fig. 17 for H and D sputtering of 304 and 316 stainless steel 88). The data form a 
rather consistent envelope and the semi-empirical curve developed by Smith 89) de- 
scribes the data rather well, except for the lowest energies. 
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Fig. 18a. Sputtering yields for dif- 
ferent materials in dependence on 
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at normal incidence and target 
temperatures between 50 °C and 
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For lower Z materials, less data are available than for stainless steel. In Fig. 18a are 
shown the data of Bohdansky et al. 42), for a variety of low-Z materials plus 316 stain- 
less steel and molybdenum. From these data, a trend in the energy dependence of the 
sputtering yields can be discerned. The position of the maximum of the yield as a 
function of energy shifts towards lower energies as the atomic number of the sput- 
tered species decreases. The peak in the carbon sputtering yield is reached at an 
energy on the order of 100-300 eV. It appears that due to the higher sputtering 
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yield at low energies a low Z wall may not result in lower impurity radiation for 
very low edge temperatures 4s). 

Most of the sputtering data are for pure materials. In fact, most investigators have 
attempted to avoid surface contamination in order to make measurements truly repre- 
sentative of the substrate material. In a Tokamak reactor the wall will be sputter 
cleaned and hence these data are relevant. The actual conditions in today's operat- 
ing Tokamaks are more complex. For example, carbon and other materials layers 
have been shown to build up on the surface of walls, and hence it is desirable to have 
sputtering data on samples with impurity layers 19s), 

5.1.2 Physichemical Sputtering 

The typical wall material probably does not present a rigorously clean surface to the 
plasma but has at least partial oxygen and carbon coverages. The sputtering rate and 
nature of the ejected species will be a strong function of surface composition. It is 
important to know the sputtering coefficient for removal of O and C absorbed on the 
machine walls. This has a serious bearing on the effectiveness of discharge cleaning. 
Included here is the question of the molecular state formed by the sputtered pro- 
jeetile and a simultaneously sputtered atom; for example MoO is known to be formed 
in significant amounts when O + sputters pure Mo 90) . To encompass these various 
chemical effects on the basic mechanism of physical sputtering the term "physichem- 
ical sputtering" has been used. 

To fully understand the influence of sputtering on plasma behaviour one would 
need to study sputtering of  realistic surfaces carrying adsorbed, chemisorbed, and im- 
planted impurities. One must monitor not only the gross material removal rate but 
also the nature of the molecular and atomic species which are ejected. It is partic- 
daffy important to include sputtering by plasma impurity species; while their flux 
may be lower than that of  hydrogen, their sputtering coefficients are much higher, 
so that their contribution is significant. 

A practical problem is that the sputtered chemical complexes often exhibit only 
a transitory existence. Traditional mass spectrometric techniques provide informa- 
tion on gross removal but little understanding of the mechanism involved. Data 
requirements in this area include gross removal rates, nature of ejected species, and 
changes to surface stoichiometry. In Sect. 6.5.1., the influence of surface chemistry 
on the nature of the sputtered species, and in particular on secondary ion fractions 
will be discussed. The role of surface chemistry and surface modification procedures 
on impurity control will be elucidated there. 

5.2 Chemical Erosion 

An operating CTR (Controlled Thermonuclear Reaction) device produces an extreme- 
ly reactive chemical environment, the most important aspect of  which is the highly 
reducing atmosphere resulting from the active forms of hydrogen that are produced. 
These can react readily both with adsorbed species and with the material of the wall 
itself. The former is expected to be more limited in magnitude, since it is restricted 
to monolayer quantities. The problem of reaction with adsorbed species would de- 
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crease as discharge cleaning techniques are more fully developed and as wall tempera- 
tures increase during machine operation. Chemical reactions with wall material will 
tend to maintain an oxide surface on stainless steel and insulators (e.g. Si02, A1203 
and others) in the reduced state and thus modify processes such as sputtering and 
gas re-emission. 

The question of surface chemical reactivity is critically dependent on the chemi- 
cal nature and composition of the wall and the chemical nature and energies of the 
particles arriving at the wall. It will be necessary to develop experimental techniques 
to monitor the changing chemical composition of the first wall resulting from the 
flux of catalytic reactive plasma particles. Since the presence of active forms of hy- 
drogen is inherent in all fusion devices, the potential for problems associated with 
surface chemical reactions of these species will always be present, only the form and 
magnitude of the problem will change. 

Chemical sputtering occurs when a bombarding species forms a volatile compound 
with the target material. An obvious example is the bombardment of carbon with hy- 
drogen where at elevated temperatures formation of CH 4 occurs with a simultaneous 
large rise in sputtering yield 91, 92). Figure 18b shows the dependence of erosion rates 
on temperature as measured by various authors 441). There is ample evidence that car- 
bon reacts readily also with thermal hydrogen atoms, the steady state concentration 
of carbon in the gas phase reaching up to 5 - 7  at % even if the bombardment by ions 
is negligible 96). Generally, the sputtering yields are a factor of about 10 to 100 higher 
than the reaction probability for thermal atoms. This difference is apparently due to 
the difference between the trapping probability for energetic ions and the sticking 
probability for thermal atoms 134). During sputtering, radiation damage of the target 
is produced within a layer of thickness comparable to the projected range which can 
influence the reactivity of the material. For example, annealed pyrolytic graphite 
shows a relatively low reactivity towards thermal hydrogen atoms which is, however, 
increased by more than an order of magnitude if radiation damage has been produced 
by irradiation with ions in the MeV range 2°6). More recent measurement which were 
performed by the Ziirich group have shown that different carbon materials including 
various kinds of pyrolytic graphite, isotropic nuclear graphite and glassy carbon which 
were exposed to the same fluence of ions (2 MeV - He +) display the same reactivity 
with atomic hydrogen within about a factor of 2, regardless of the reactivity of the 
undamaged material. The mechanism of the production of the radiation damage due 
to energetic ions in graphite has been studied in some detail by several groups 197-204). 
It seems to be well established that the large stress observed in the surface layer after 
the ion bombardment 197) is due to the shrinkage of the crystal lattice in the a crys- 
tallographic direction and an accompanying expansion along the c-axis, both occur- 
ing as a result of the formation of vacancies and interstitial clusters within and bet- 
ween the original basal planes respectivelyl98, 201,202). 

Similar chemical effects on sputtering have been found also for silicon 196, 20s), 
and silicon carbide and boron carbide 93, 94). In the case of the carbides the surface 
becomes depleted in carbon as sputtering progresses at elevated temperatures, and 
chemical sputtering tends to disappear. Since silicon displays a pronounced maximum 
of reactivity with atomic hydrogen at "--80 °C196) an opposite effect may arise at 
low temperatures. 
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Apart from the case of hydrogen on carbon and carbides, further chemical re- 
actions and chemical sputtering have been reported 9s, t47, 196) and one might anti- 
cipate that for situations where a volatile compound may be formed, chemical 
sputtering or chemical evaporation due to thermal H-atoms reactions is a possible 
mechanism in some temperature range 97). For example, oxides subjected to bom- 
bardment by hydrogen may lead to formation of H20 as well as surface hydroxyl 
groups 98). Certain other hydrides may be volatile. 

Data are required in this area for all candidate materials that contain atoms from 
the right hand portion of the Periodic Table on reaction rates as a function of parti- 
cle energy, wall temperature, wall composition, surface composition and production 
of gaseous products as a result of chemical reaction. 

The most pressing need is for data on stainless steel and the insulators used in 
present-day machines, especially in light of the fact that these materials are the first 
choice from an engineering standpoint for all devices. The general requirement is 
that sputtering of  all candidate materials be studied for hydrogen, C and 0 impact; 
this must be performed up to temperatures of 1000 °C. Any marked deviations from 
expected physical sputtering behavior at elevated temperatures would suggest chemi- 
cal sputtering, which would then require explanation from a chemical point of view. 

5.3 Desorption 

Desorption of impurities adsorbed on the first wall and limiters may significantly 
contribute to the total impurity influx into the plasma during a discharge. In addi. 
tion to thermal desorption, one must consider ion and neutral atom impact desorp- 
tion, electron induced desorption and photon induced desorption. Since thermal 
desorption is a relatively well understood process it will not be further discussed 
here although it is obviously of great importance to Tokamak operation. 

5.3.1 Photon and Electron Induced Desorption 

It is now known that the quantum process of photodesorption does occur and that 
it is surface-material sensitive. For clean metals it is an extremely inefficient process 
if it occurs at all 99-1Ol). Quantum efficiencies appear to be of the order of  < 10 -9 
molecules/photon, with corresponding cross sections of the order of < 10 -27 m 2 . 
Photodesorption from semiconductors appears to be a very efficient process with 
quantum efficiencies approaching 10 -2 molecules/photon and cross sections as high 
as 10 -21 m 2. Photodesorption is material dependent and therefore the material must 
be specified as well as the photon flux as a function of wavelength before estimates 
of the contribution to overall desorption processes can be made. Additionally the 
gaseous species present in the system which may adsorb and contribute to photo- 
desorption must also be known. 

Mass analysis of the desorbing species indicates that C02 is invariably a major 
component regardless of the substrate involved 1°2) . Carbon, which can be present 
as a surface contaminant, can be oxidized by gaseous oxygen and a photon induced 
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mechanism can lead to the breaking of the chemisorption bond, leading to release 
of gaseous CO2. X-rays of 15-50 keV, as well as bremsstrahlung radiation 1°4), have 
also been shown to induce photodesorption 1°3). 

As compared to photodesorption, electron-induced desorption, E.I.D., is rela- 
tively independent of substrate material. The electrons interact directly with the 
absorbed gases, being only slightly affected by the underlying substrate. The im- 
pinging electrons induce transitions in the adsorbed molecule, some of which occur 
to dissociative states giving rise to desorbing fragments which have attained suffi- 
cient excess kinetic energy to be able to leave the surface. As energy levels of the ad- 
sorbed molecules are not drastically changed compared to the gaseous species the 
cross sections for electron interaction should be quite close to those for gas phase 
electron-molecule collisions. Thus, cross sections for production of desorbing ion 
fragments range from a maximum of 10 -22 m 2 , and indirectly determined cross sec- 
tions for neutral desorption range from a maximum of approximately 10 -2° m 2 1ol) 

In the area of photon-induced desorption the following additional studies are 
required: 

1) more systems must be studied with emphasis on carbon and metal oxides; 
2) measurements of the wavelength dependence must be extended from the 

near U.V. (~ 2000-4000 A) to the extreme U.V. and x-ray ( "  10-3_  10-1 A) regions 
of the electromagnetic spectrum; 

3) theoretical studies are needed to establish a more complete understanding of 
the process so that predictions can be made concerning desorption rates and the ef- 
fect of various parameters on the photodesorption process. 

In the area of electron induced desorption, information exists on some simple 
systems (usually pure metals) using generally monochromatic energy electrons 
(~ 100 eV), but there are order of magnitude discrepancies between published values. 
The required additional data include: 

1) cross section vs. electron energy over a large energy range (e.g., 0 - t 0  keV) 
for systems of interest; 

2) effect of surface temperature on cross section values; 
3) nature of desorbing species (ratio of neutrals to charged particles); 
4) energy distribution of desorbed species; and 
5) theoretical modeling of the basic processes. 

5.3.2 Ion and Neutral Impact Desorption 

Ion and neutral impact desorption occurs from the sputtering of adsorbed species and 
could be a major mechanism by which impurity atoms are ejected from the wall sur- 
face. If the cross sections for desorption of surface species are large, ion and neutral 
impact desorption may occur more readily than the sputtering of wall material. 

Winters and Sigmund l°s) have investigated the sputtering of chemisorbed nitro- 
gen from tungsten using flash filament techniques. The high sputtering yields for 
the inert gases were accounted for by theoretical estimates which considered binary 
collision processes. Another experimental technique is to monitor the remaining 

78 



Plasma-Materials Interactions and Impurity Control 

surface coverage by a surface analytical method. Low energy ion scattering has been 
used by Taglauer, et al. 1°6) for such studies. 

Factors influencing the desorption cross sections of surface species are: 
1) the composition, binding energy, and location of the adsorbate; 
2) the composition, topography, and temperature of the substrate; and 
3) the composition, energy, and direction of the ion or neutral flux at the wall 

surface. 
Since desorption yields are strongly dependent on the energy of the incident 

particle, it is necessary to compare data with incident particle energies that are si- 
milar to those expected in the particle outflux from the plasma. Only limited data 
are available for desorption rates of interest to Tokamak operations. Ion impact de- 
sorption data have been obtained by McCracken 1°7) using 5.6 keV D + . 

Desorption yields for the three above mentioned processes can be combined 
with the expected particle fluxes to give estimates of the impurity influx for these 
desorption processes. The corresponding impurity influx from deuterium ion impact 
desorption is estimated to be about two orders of magnitude larger than that ex- 
pected from either electron or photon induced desorption. Therefore, the impurities 
released into the plasma during a short discharge (~ 1 s) will be dominated by deute- 
rium impact desorption while electron and photon induced desorption will occur 
only to a much more limited extent. 

5.4 Vaporization 

Thermal vaporization of wall, limiter, and beam dump material could be a serious 
contributor to plasma impurity release. Relevant data on the vapor pressures of can- 
didate first wall and limiter materials are in general known. It might be thought that 
adjusting the machine operating parameters so that the equilibrium wall temperatures 
are below a predetermined upper limit would keep the plasma impurity release rates 
due to vaporization processes within acceptable limits, particularly if materials with 
low vapor pressures are used. However, the situation is complicated by several pheno- 
mena which may give erroneous vaporization rates if equilibrium vapor pressure data, 
which are generally obtained from Knudsen cell measurements, are used as a basis for 
the estimates. Changes in surface topography and surface roughness due to sputter- 
ing, blistering and gas re-emission will greatly alter the kinetics of the vaporization 
process from those obtained using equilibrium techniques. The high power levels of 
photon radiation emanating from the plasma and its partial absorption by the near- 
surface regions of the wall is expected to raise the surface temperatures to levels 
which depend not only on the material, but also on its surface condition which may 
vary in different locations in the Tokamak. Finally, coatings are being seriously con- 
sidered as a method of achieving desirable surface properties on acceptable but 
different bulk substrate materials. The bonding character of coatings can result in 
serious alterations of evaporation temperature. The effects of these phenomena on 
vaporization rates under realistic machine conditions are areas of work in which a 
greatly expanded effort needs to be made before data useful to machine designers 
can be generated. 
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5.5 Blistering and Flaking 

Energy transferred to the bulk and near-surface region by impinging ions damages the 
lattice structure by creating vacancies, defect clusters, etc., and introducing the ion 
species as substitutional and interstitial impurities. Given sufficient thermal energy, 
which is readily available in the fusion reactor, the implanted impurities will migrate 
to grain boundaries and hence to the surface, to be re-emitted. Hydrogen, being ex- 
tremely mobile, is readily re-emitted. Helium mobilities are many orders of magnitude 
smaller than those of hydrogen in many solids (metals in particular) so helium will 
more readily aggregate into bubbles which migrate via stress and thermal gradients to 
form layer bubbles. The result is that either the bulk material will swell or the bubbles 
will appear as blisters on the surface to relieve the stress 1°8). In contrast, helium is 
more easily desorbed from graphite than hydrogen and the radiation damage is due 
to structural changes of the lattice rather than helium bubble formation a4, 197). Rup- 
ture and exfoliation can follow which will result in impurities entering the plasma. 
Erosion rates associated with helium blister exfoliation may exceed the sputtering 
produced by the helium atoms escaping from the plasma. 

Hydrogenic ion-induced blistering has been observed, but by itself will not likely 
present a problem to the first wall at elevated reactor operating temperatures. The ef- 
fects of blistering at high primary fluxes such as those found at beam dumps and com- 
ponents of neutral beam injectors, divertor throats and bombardment plates, are not 
known. 

The simultaneous irradiation with hydrogenic and helium ions can also present 
a serious blistering problem because of synergistic effects. Although there is a paucity 
of data, a D.T fusion environment is highly conducive to such synergistic effects. 
Such an environment contains 3.5 MeV He 4 formed by D.T reactions and 1 MeV T, 
3 MeV H, and 0.8 MeV He 3 formed by the D-D reactions in advanced fuel reactors. 
The energy spectrum of the central plasma can be expected to be Maxwellian at the 
Tokamak operating temperature (~ t0 keV). There is little or no information on the 
interaction between blistering and externally induced stress. Thermal and mechanical- 
ly induced stress will influence diffusion and this will have a direct effect on blister- 
ing. 

Blistering has been couched traditionally in the context of materials performance 
in a fusion environment, and, as such, has been considered a problem in the long- 
term sense. There exists, however, some indication that blistering.like phenomena 
may occur when hydrogen discharge cleaning techniques are used to condition the 
plasma containment chamber wails of existing devices. (See Sect. 5.6.2.) 

As discussed above, blistering will also occur at the divertor throat and particle 
bombardment plates, and will therefore be important for future reactors employing 
these devices. Blistering of neutral beam injector components must also be considered 
and therefore blistering should be considered a potential problem in a broader sense 
than has traditionally been accepted. 

Data have been collected in recent years on the effects of He implantation in 
metals lO9 - 111). Gas re-emission measurements have shown that, at low doses, essen- 
tially all of the helium is retained in the lattice. At a critical dose, which depends on 
a number of variables (energy, temperature and material) the surface deforms and 
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gas re-emission increases dramatically. This phenomenon has been observed in a 
large number of metals and alloys. 

Surface deformation effects have been found to be significantly altered with 
multiple energy implantationll2' 113). In one experiment 112) multiple energy pre- 
implantations were made to create a uniform helium concentration extending from 
the surface to a depth of "-" 700 A. During subsequent 20 keV implantations to flu- 
ences beyond the critical dose it was found that surface deformation was virtually 
eliminated when the preimplanted helium concentration was >~ 0.3 atom fraction. 

The helium implantation profiles, after incorporating the angular distribution for 
the 3.5 MeV alpha particles envisioned in a power reactor, are roughly Gaussian in 
shape and peaked at 1.5 to 4 gm. Calculated helium profiles show that surface defor- 
mation can occur if a critical concentration is reached. The likelihood of blistering is 
then determined by a competition between the accumulation of helium at a depth of 
several microns, and the erosion of the surface by D-T sputtering. 

Any redeposition of sputtered wall atoms between burn cycles will make blister- 
ing more probable and more rapid. It appears that stainless steel f'trst wails will suffer 
exfoliation for plasma edge temperatures below 100 eV, at all first-wall temperatures. 
Blistering can be expected to occur within ~ 103 h of operation of a fusion power 
reactor. 

5.6 Other Mechanisms 

5.6.1 Unipolar Arcing 

Although observed quite early in the development of plasma devices, unipolar arcing 
has only recently gained widespread attention as both a major source of plasma im- 
purities and as a potentially severe erosive effect for first walls, limiters and other ma- 
terial surfaces in close proximity to Tokamak plasmas. 

The principal method of  introducing metal impurities into early pinch dis- 
charges was considered to be arcing. The externally applied voltages, although low, 
still permit the occurrence of unipolar arcing between the plasma and the wall when 
driven by the sheath potential. Local electron emission from a cathode spot is bal- 
anced by a uniform flow back to the surface of energetic electrons in the tail of the 
Maxwellian distribution. 

It has been shown that under normal discharge conditions in many of the pre- 
sent Tokamaks the radiated power from metal impurities dominates the power bal- 
ance. The metals presently observed are predominantly iron from the stainless steel 
walls, and molybdenum or tungsten from the limiters. When the torus has been ex- 
posed to the atmosphere, oxygen and carbon are initially important. After a short 
period of operation and the use of hydrogen discharge cleaning (to be discussed in 
Sect. 6.2.), the low-Z impurities are reduced and the metal impurities are responsible 
for radiating more than 50% of the ohmic power. The evidence for the nature and 
concentration of the impurities comes from vacuum UV spectroscopy, from the ra- 
dial distribution of the total radiation, and from x-ray diagnostics. 

Cohen, et. al., have discussed the possible mechanisms of impurity release in 
PLT sl). Hydrogen sputtering has been unable to explain the observed metal fluxes. 
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There is still the possibility that the metals may be sputtered by multiply charged 
low-Z impurities such as oxygen and carbon. Self sputtering is also a possibility but 
at present the question is still to be resolved. Evaporation as a possible source of met- 
al impurities has also been dismissed. Unipolar arcing appeared to be the most likely 
mechanism leading to the observed impurity level al). 

By thorough investigation of the surface of the Tokamak toms, a great deal of 
evidence for the presence of arcs has been found on the toms wall, on the fixed lim- 
iters, on movable limiters and on specially prepared probes which have been inserted 
into the vacuum vessel sl '  114) Two types of arcs have been observed; one is fernlike, 
the other consists of narrow linear tracks. The material removed from the surface 
during an arc is ejected in the form of molten blobs as well as in atomic form. The 
duration of vacuum arcs is typically 10 - s  to 10 -~ s. 

Although a great deal of work has been done in the general field of gaseous dis- 
charges, it is clear that the severity of the unipolar arcing effect necessitates its specif- 
ic study in experimental plasma devices. In addition, standardized techniques for pro- 
ducing arcs and analyzing their behavior should be devised. These techniques could 
serve as ~ a means of screening candidate fusion materials for arcing, as well as allowing 
for the analysis of the means by which the consequences of arcing may be minimized. 
One possible technique involves the use of high-power plasma devices. Preliminary 
results indicate that arcing is, in fact, a function of metallurgical variables such as al- 
loy morphology, impurity level and distribution, and surface preparation. In fact, the 
minimization of the effects of arcing may be possible through the control of such 
material variables as well as through the control of the near-surface plasma condition 
(i.e., cool plasma gas blanket). Unipolar arcs can be reduced by lowering either the 
electron temperature or density, but since the theoretical threshold is at T e >~3 eV it 
will be difficult to eliminate completely. The use of hydrogen gas puffing, i. e., in- 
troducing an additional burst of gas into the toms during a discharge, has been effec- 
tive both in reducing the effective Z of the plasma (Zplasma = ne/ni) and in decreasing 
the depth of the observed arc tracks. This probably arises due to cooling the plasma 
boundary. The use of divertors would also be expected to be effective both by reduc- 
ing the plasma density near the walls as well as by screening impurities entering the 
discharge from the wall. The use of divertors will be discussed in greater detail in 
Sect. 6.1. 

5.6.2 Metal Snow 

During a plasma discharge, the walls of toroidal devices are exposed to intense fluxes 
of atomic ions and neutral particles which escape from the plasma and strike the first 
wall leading to a buildup of hydrogen in the near surface regions as discussed in 
Sect. 4.2. It has been suggested that as a consequence of the limited mechanical 
strength of the wall material pockets of trapped hydrogen gas lying closest to the sur- 
face may "explode" producing a "metal snow" 1 is). The bursting of a pocket can 
lead to the following consequences: 

1) sharp local pressure increases in the confinement vessel; 
2) release of metallic dust, i. e. intergranular material, blown into the pressure 

vessel; 
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3) deeper lying pockets can become unstable and "explode" in an avalanche- 
like effect; 

4) the effective area of the experimental vessel is increased by an amount equal 
to the surface of the now opened crevice. 

However, this pocket "explosion" effect appears not to be an annoying long tast- 
ing nuisance, but presents only a transient character: Prolonged exposure to intense 
atomic particle fluxes leads to its disappearance11 s). The presently available experi- 
mental data do not allow a final conclusion about the significance of this suggested 
mechanism of the plasma contamination to be drawn and more study is necessary. 

5.7 Interactive Effects 

Single-component irradiations have provided useful information concerning certain 
projectile/surface interactions which contribute to plasma contaminant release and 
surface damage and erosion, but they cannot yield any information about interactive 
(synergistic) surface effects. These arise when two or more plasma radiation compo- 
nents interact simulaneously with surfaces, together producing plasma contaminant 
release and/or surface erosion either larger or smaller than that expected from a 
simple summation of the effects caused by the individual radiation components. In- 
teractive effects can also occur after sequential irradiations. 

The present knowledge of the influence of synergistic effects on plasma contami- 
nant release, surface damage and erosion is extremely limited. Furthermore, in exist- 
ing plasma devices only integral surface effects, resulting from the simultaneous in- 
teraction of radiation components with surfaces, have been observed. Such integral 
effects cannot readily be extrapolated to plasma devices of different design and oper- 
ating parameters. The present paucity of information on interactive effects allows 
one only to speculate in a very cursory way about their potential influence on plasma 
contaminant release and surface erosion in fusion devices. Since the parameters of 
those plasma radiation components which interact with the first wall are expected 
to be significantly different from those parameters typical for neutral beam injector 
dumps (and possibly for limiters), a distinction between the effects expected for such 
components will be made wherever it seems appropriate. 

In addition to thermal desorption, gas desorption has been found to result from 
electron, ion and photon bombardment of surfaces. Therefore, siraultaneous particle 
and photon bombardments can be expected to alter desorption rates, as well as the 
nature and charge distribution of the desorbed species. Furthermore, simultaneous 
bombardment of a surface by neutrons and ions could affect diffusion processes, 
e.g., by radiation-induced segregation. In turn, desorption processes can be influenced 
by altering the diffusion of species from the bulk to the surface. The type, energy, 
and angular distribution of particles expected to strike neutral beam injector dump 
areas (such areas can represent 1/9 of total first wall area) can cause synergistic ef- 
fects on gas desorption which can be quite different from those expected from the 
interaction of plasma radiations with the first wall. 

The simultaneous bombardment of a metal surface by energetic and chemically- 
active deuterons and by energetic but chemically inert helium ions can be expected 
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to result in interactive chemical and physical trapping, and gas release. The simul- 
taneous formation of metal deuterides and helium blisters could lead to altered plas- 
ma contaminant release. Again, synergistic effects on gas release and vaporization 
from beam dump areas can be expected to be quite different from irradiated first 
walls, due to the significant difference in the parameters and types of the radiation 
components. 

Chemical, and possibly also physical, sputtering rates can be affected by inter- 
active effects, due to the interaction of chemically active and inert particles with 
surfaces. Changes in the surface topology (e.g., roughness and stresses) and the chemi- 
cal state may affect not only sputtering rates, but also the species of sputtered parti- 
cles and their energy and angular distributions. Again, the effects on beam dump 
areas may be quite different from those on the first wall or the limiter. 

Synergistic effects are also expected to affect surface damage and erosion in fu- 
sion devices. For example, tow-energy photons of sufficient flux, striking the skin 
of blisters produced simultaneously by energetic particle bombardment, can cause 
skin heating to a temperature above that of the substrate due to reduced thermal 
contact of the blister skin with the bulk. In turn, this may reduce the yield strength 
of the skin and cause accelerated blister growth, rupture, and possibly flaking. Inter- 
active effects on surface roughening and erosion can be expected from the simul- 
taneous occurrence of physical and chemical sputtering of surfaces bombarded simul- 
taneously by chemically active and inert particles. The power deposition by the si- 
multaneous impact of ions, electrons, and photons on blistered surfaces may lead to 
synergistic effects on vaporization. The simultaneous formation of deuterides of the 
target material and helium blisters could lead to interactive effects on the changes 
of the chemical state of irradiated surfaces. Furthermore, the simultaneous bom- 
bardment of a surface by ions and neutrons can lead to synergistic effects on irradia- 
tion-induced surface segregation. It is very likely that the types of interactive effects 
which affect processes leading to surface damage and erosion will be different for the 
neutral beam injector dump areas (high deuterium radiation component) and the 
first wall (comparatively low deuterium radiation component). 

Plasma simulation experiments along with single and simultaneous multiple ion 
irradiation studies are needed to investigate the possibilities of interactive effects 116). 

6 I m p u r i t y  Con t ro l  

The previous discussion has shown that plasma impurities present a complex set of 
problems whose solution is crucial to the successful operation of fusion reactors. The 
many and often subtle factors that govern plasma-materials interactions are still only 
partially understood. Consequently, the methods used today to control impurities 
are to a degree empirical in nature and cannot yet be precisely defined. It is likely 
that in the end a variety of approaches will be used to keep plasma impurities at mini- 
real levels. The techniques are conveniently divided into divertor and non-divertor 
methods. The latter depend on modifications of one sort or another of the composi- 
tion or structure of the surfaces facing the plasma. As will be seen in Sect. 6.5., meth- 
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ods for enhancing the ion fraction sputtering yield of surfaces can be expected to 
make their greatest contribution to impurity control in divertor operated machines. 
Therefore, divertor and non-divertor methods are to a degree interrelated. 

6.1 Divertors 

The magnetic divertor was already mentioned with reference to the Tokamak power 
reactor design, UWMAK III (Sect. 2.2 and Fig. 7). The objective of a magnetic diver- 
tor, first suggested by Spitzer 1 z 7), is to reduce the plasma wall interaction by mag- 
netically channeling charged particles near the wall into a remote divertor chamber 
where they are trapped and/or pumped away. Thus, the primary fluxes of charged 
particles towards the wall are reduced (unload mode) as are also the fluxes from the 
wall into the plasma (shielding mode). The fast charge exchange neutrals and sput- 
tered neutral species are not affected by the divertor. 

In order to reduce significantly the impurity influx into the plasma they have to 
leave the wall as ions (See Sect. 6.5.) or be ionized within the scrape-off layer before 
reaching the separatrix (see Fig. 7). The latter denotes the magnetic surface separat- 
ing the magnetic lines which are closed within the confinement region and those 
which penetrate into the divertor chambers (Figs. 7 and 19). 

There are three fundamental categories of divertors: toroidal, poloidat and bundle 
divertors. The toroidal divertor has been tested on stellarators but it is unsuitable for 
Tokamaks because of its geometric incompatibilityl 18). Figures 19a, 19b show sche- 
matically a poloidal and a bundle divertor respectively. The bundle divertor has been 
tested at Tokamak DITEI 19) since 1976; examples of devices utilizing a poloidal 
divertor are DIVA (JAERI, Japan, operation since 1974), T-12 (Moscow, USSR, 
1977), ASDEX (Garching, F.R.G., 1978), PDX (PPL, 1978). The article by 
Shimomura and Maeda ]2°) summarizes the state of art in 1978. A strong reduction 
of plasma core radiation by heavy ions has been demonstrated by all divertor exper- 
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Fig. 19. A schematic view of a-poloidal and b-bundle divertor (see text) 
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iments performed so far. A decrease of the level of low-Z impurities, such as oxygen 
was seen in DIVA but it was not verified in DITE. Experiments with impurity injec- 
tion into the main as well as into the divertor chambers have shown that the back 
diffusion from the divertor is low. 

Since the plasma is in part pumped away by the divertor, efficient refueling is 
necessary in order to keep a constant plasma density. An adequate refueling method 
has to maintain a sufficiently low rate of production of charge exchange neutrals. The 
possible effects of the divertor on the MHD-stability of Tokamak plasmas and a de. 
tailed understanding of the processes in the scrape-off layer require further investiga- 
tions. 

6.2 Discharge Cleaning 

Discharge cleaning has become a standard method of surface conditioning in present 
Tokamaks because it helps to reduce oxygen and carbon impurities to a tolerable lev- 
el. Discharge cleaning has been a well known method used by physicists studying 
glow discharges and has also been successfully applied to clean the stainless steel wall 
of the Intersecting Storage Rings (ISR) at C ERN 1 zl). The vacuum requirements are 
extreme in the latter case since the accelerated particles have to travel distances of 
many thousands of kilometers before undergoing collisions in the storage rings. After 
24 h of baking at 300 °C a base pressure of ~ 10 -11 mbar had been reached, which 
was increased orders of magnitude during the operation because of impurities de- 
sorbed from the wall due to bombardment by ions and photons. Since such a pressure 
increase prevents effective operation of the ring, a detailed investigation of various 
surface cleaning procedures has been performed by Mathewson and co-workers lzl). 
It turned out that only discharge sputter cleaning provided a sufficiently clean surface. 

The recent progress in the application of discharge cleaning techniques to Toka- 
maks is apparent from a comparison of the papers presented at the conferences on 
plasma wall interaction during the last "~ 3 years 38-40). It is generally accepted that 
a relatively cold hydrogen discharge plasma is the most appropriate method compat- 
ible with Tokamaks, although various groups utilize somewhat different discharge 
techniques, such as 50 Hz discharge 122, 12a), 5 kHz discharge 124), rf discharge and 
thermally produced H-atoms 12s, 126), and a weak, pulsed toroidal discharge s2, 127). 
The latter method seems to be preferred since it requires no equipment in addition 
to that provided by the Tokamak itself. The discharge duration varies between 

0.5 ms s2) and 20 ms 127) with a repetition frequency of ~ 120 s-  t and ~ 3 s-  1 re- 
spectively. The toroidal field is low and the electron temperature is typically ~< 30 eV. 
In order to obtain the efficient removal of oxygen and carbon impurities the tem- 
perature of the vacuum chamber has to be raised to ~ 200 °C. The optimal clean- 
ing conditions are found by following mass spectroscopically the rate of production 
of H20, CH4, CO and CO 2 . According to recent results on TFR the initial coverage 
of the wall surface with a monolayer of oxygen was reduced to less than 0.01 mono- 
layer after 2 h of such a discharge cleaning procedure. Similar results are obtained 
by the Taylor method124). 

As mentioned at the beginning, the present discharge cleaning techniques pro- 
vide Tokamaks almost free of low-Z impurities. However, very little is known about 
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the mechanisms of the surface chemical processes 12a, 129) that occur during discharge 
cleaning and it is possible that such knowledge could help to develop even more effi- 
cient and economical cleaning techniques. 

6.3 Protective Coatings 

The material for the first wall has to meet a number of  requirements. Besides having 
a low erosion rate and resulting low plasma contamination, the criteria as listed in 
Table 3 for selecting wall materials in the near term experimental fusion reactors have 
also to be considered 28). With respect to a long term commercial power reactor the 
priority list of  these criteria is different and the availability of the material resources 
has to be considered as well, as shown in Table 4. 

Obviously, no one material meets all the requirements, although titanium and 
vanadium alloys have many desirable characteristics. A comparison of the data given 
in Table 4 with the priority list of  Table 3 reveals, however, that stainless steel re- 
mains the primary choice for the near term experimental fusion reactors because of 
the existing industrial capability and a large data base. 

The overal requirements on a single material can be significantly relaxed by com- 
bining several materials in the first wall design 13°-t33). One alternative is to use a 
composite structure consisting of  a metallic vacuum wall with an adherent protective 
coating that faces the plasma. The other choice may be a metallic vacuum wall with 
a nonmetallic liner placed between the vacuum wall and the plasma, such as the car- 
bon curtain in UWMAK II and III (see Fig. 7), or a coated graphite or silicon carbide 
liner. 

Both alternatives have several advantages in common: 
1) separation of structural and surface requirements; 
2) greater freedom in the material selection for the surface facing the plasma; 
3) possibility to obtain desired microstructures which minimize erosion due to 

blistering and flaking. 
In addition, the thin, low-Z coating concept offers several advantages as com- 

pared with the separate liner: 
1) cooling is provided by thermal contact with the metallic wall; 
2) no problem with mechanical support exists provided there is good adherence 

between the coating and the wall; 

Table 3. Criteria for selecting wall materials in near term experimental fusion reactors 28) 

1. Industrial capability and existing data base 
2. Compatibility with coolants and tritium 
3. Fabricability and joining 
4. Mechanical and thermal properties 
5. Induced radioactivity 
6. Cost 
7. Radiation damage 
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Table 4. Criteria for selecting first wall materials a in fusion reactors in general priority order 28) 

Criteria Favored materials Less favored 

1. Radiation damage and lifetime 
a) Swelling (dim. stability) Ti, V, Mo, SS c Nb, A1, C 
b) Embrittlement C, Nb, V, Ti, SS Mo, A1 
c) Surface properties V, Ti, A1, C SS, Nb, Mo 

2. Compatibility with coolants 
and tritium 
a) Lithium Ti, V, Nb, Mo, SS (AI, C) b 
b) Helium SS, Ti, Mo, A1, C (Nb, V) b 
c) Water SS, AI, Ti (C) b 
d) Tritium Mo, A1, SS Ti, V, Nb, C 

3. Mechanical and thermal 
properties (irradiated) 
a) Yield strength Mo, Nb, V, Ti, SS AI, C 
b) Fracture toughness SS, Ti, A1 V, Nb, Mo, C 
c) Creep strength Mo, V, Ti, SS C, A1, Nb 
d) Thermal stress parameter Mo, A1, Nb, V Ti, SS, C 
M = 2eyk(1 - v) 

aE 

4. Fabricability and joining SS, A1, Ti Nb, V, Mo, C 

5. Industrial capability and SS, At, Ti, C Mo, Nb, V 
data base 

6. Cost C, AI, SS, Ti Mo, Nb, V 

7. Long lived induced V, C, Ti, A1 SS, Nb, Mo 
radioactivity 

8. Resource availability (USA) C, Ti, Mo, AI, SS Nb, V 

a Alloys Ti-6A1-4V, V-20Ti, TZM, Nb-1Zr, 316SS, A1-6061. This is an illustrative list. 
b Materials in parenthesis are unacceptable with stated coolant. 
c Stainless Steel. 

3) because of  the small thickness o f  the coating (~< 250/am) exotic and relatively 
expensive materials can be used; 

4) a great variety of  existing coating technologies presently exist; 
5) materials with a relatively high rate of  helium product ion under neutron irra- 

diation can be used since the helium can readily diffuse out  of  the thin coating; 
6) there exists the possibility of  in-situ redeposit ion which can significantly reduce 

the downtime o f  the power plant. 

Two aspects concerning the preparation and properties of  protective coatings as 
related to controlled fusion devices should be noted. In present and near term devices, 
erosion o f  the first wall is small as compared with that of  the limiter. Thus, refracto- 
ry  coatings on the limiter resistant against thermal shocks are desirable in the near 
future 130-13a). On the other hand, the erosion of  the first wall will become more im- 
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protant in future thermonuclear power reactors which have to be designed for long 
term operation. Remote repair or in-situ re-deposition of coatings will be required at 
this stage. 

We shall consider the two alternative approaches in the following parts of this 
section. 

6.3.1 Coated Limiters and Beam Dumps 

As already pointed out, protective coatings on limiters may be desirable for present 
and near term devices such as PLT and TFTR. Similar requirements may also exist 
for protective plates and beam dumps in TFTR. Since these devices are not designed 
for continuous, long term operation with a D-T plasma, the protective coatings can 
be prepared by conventional techniques before installation of the timiter and beam 
dumps into the machine. 

Among the possible candidates, graphite, tungsten, molybdenum and copper may 
serve as substrate materials with carbides (e. g., SiC and B4C), borides (e. g., TiB2) 
and silicides as candidate coatings. Conventional techniques such as high temperature 
Chemical Vapour Deposition (CVD) and plasma spraying could be used to apply the 
coatings. Their use in TFTR and other plasma devices will depend on the outcome of 
a variety of materials testing procedures. 

6.3.2 In-situ Deposition 

The possible methods of in-situ deposition have been discussed by Stacey, 
et al. 13°-132), Veprek, et al. 134), Chin and Ohkawa t3s), and more recently at the 
"First Wall Coating Workshop ''136). An optimal method has to be as simple as pos- 
sible, compatible with the Tokamak design, and should provide ~ 100 to 200/~m 
thick coatings with desirable properties within a reasonable time. 

Good adherance of the coatings to the substrate is most critical with respect to 
thermal shocks, to radiation damage, and to chemical changes over long-term expo- 
sure to a hydrogen plasma. To achieve the desired adherence properties requires a 
proper choice of materials with respect to their thermal expansion and chemical com- 
patibility, as well as careful control of the deposition conditions 137). 

Obviously all methods involving corrosive reactants and/or products such as ha- 
lides are unsuitable for in-situ deposition in Tokamaks because of the danger of unde- 
sirable chemical side reactions with reactor components. Another limitation is the 
wall temperature required for the particular deposition method, since it is an ex- 
tremely difficult technological task to heat large Tokamaks to ~ 500 °C and achieve 
a uniform temperature over the whole vacuum vessel 138). Most of the conventional 
CDV methods utilize much higher temperatures which have to be well controlled 
within small limits las' 137). Thus, the presently available conventional CVD tech- 
niques do not meet the requirements for in-situ deposition and new heterogeneous 
systems must be developed if this approach is to present a feasible alternative. Such 
systems have to operate at temperatures below "-- 500 °C and should involve non-cor- 
rosive reactants and products. 

89 



D. M. Gruen et at. 

There has been great progress in the field of plasma spraying during the last 
10-20 years and it is today a well developed technique currently being used in indus- 
tryla9, 14o). Various materials ranging from refractory metals, oxides, nitrides and 
carbides to organic polymers can be deposited in this way. The apparent limitation is 
the requirement of having a good match of the thermal properties of the substrate 
and the coating. The achievable deposition rate allows preparation of a well adherent 
coating over an area of ~ 20 m 2 within an hour. Thus, ~ 100 h would be necessary to 
deposit a protective coating on the wall of a Tokamak reactor of the size of 
UWMAK III. Simultaneous operation of several plasma spraying devices may reduce 
the time requirements. 

The obvious problems associated with the application of plasma spraying in a 
Tokamak power reactor arise from the necessity of using remote handling techniques 
because of the induced radioactivity. Such techniques for large scale plasma spraying 
in geometrically complicated devices are not presently available and would have to 
be developed. 

The material of primary interest suggested for the first wall coating by Stacey 
et al. was beryllium 13°- 132). The alternatives are beryllium oxide, boron carbide, 
boron nitride and elemental boron 133). Because of the pronounced chemical attack of 
pure elemental boron by a hydrogen plasma observed by Kingcade et al. 141), (see also 
Ref) 42)) boron rich borides of the overall composition B4sMex with x ~ 4, Me = C,N, 
and various metals, could be more suitable 142). 

The application of low pressure plasma CVD for in-situ redeposition was sug- 
gested by Veprek, et al) 34) and more recently by Chin and Okhawa 135) and by 
Rovner, et al)  43). This technique was successfully applied to the depostion of various 
dielectric materials for the electronics industry 144), for optical fibres 14s), and for de- 
position of amorphous semiconductors 146). 

With respect to the re-deposition of a coating on the first wall, the obvious advan- 
tage is the compatibility with Tokamak operation since it requires a minimum Of aux- 
iliary equipment and modification, particularly if a continuous, high frequency dis- 
charge is used. The power requirements for such an approach appear to be accept- 
able ls4). An rf heating system, if incorporated into the reactor design (e. g. 
UWMAK III) could be advantageously used for these purposes. 

In order to obtain the excellent dielectric properties desirable for electronic ap- 
plications the growth rate of coatings is limited to about 10/am per hour at ~300 °C, 
but well adherent layers can be grown at much higher rates if the requirements on 
dielectric strength are relaxed and temperatures of ~ 400-500 °C allowed 147). Since 
the depostion takes place simultaneously on the whole surface, only several hours 
should be necessary to redeposit a ~100-200/am thick coating 134). 

In contrast to plasma spraying, low pressure plasma CVD does not require any 
remote handling technique. However, there is yet no experience with large scale 
applications of this method, particularly in metallic vessels. This is the first goal to- 
wards which future studies have to be directed. Very little is also known about the 
adherence of the coatings deposited by low pressure plasma CVD and their resistance 
against thermal shock. The choice of the best material for such coatings is presently 
open to discussion. 
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Carbon, although advocated by some researchers 143), does not appear to be ac- 
ceptable as a coating becatise of its high chemical sputtering and its reactivity with 
atomic hydrogen at the expected temperature of the first wall of 500-700 °C. Bulk 
graphite may, however, prove to be suitable as a mechanical support of a separate, 
appropriately coated, liner and/or limiter. 

The application of silicon carbide is not without obvious problems because of 
its high sputtering yield 14a) and the difficulties associated with depositing a well 
bonded, homogeneous compound. Anderson and Spear 149) have found that "silicon 
carbide" prepared by this technique contains few Si-C bonds and it represents rather 
an agglomerate of silicon and graphite. A more detailed study of plasma deposited 
hydrogenated a-Sil -x  Cx films has been performed by Wieder et al. 211). 

Because of its lower sputtering yield boron carbide might appear more suitable 14a) 
provided the thin film coating would show better resistance against thermal shocks 
than bulk boron carbide ss). However, there is limited experience with the deposition 
of this material at low temperatures and similar problems as in the case of SiC are to 
be expected. The mechanical and thermal properties of such materials deposited at 
low temperatures might be significantly improved by using ion plating 1 so), but it 
is not clear yet if this technique can be applied to large scale devices. This technique 
would also require some kind of remote handling similar to plasma spraying, and 
achieving a reasonable overall redeposition rate might represent a serious limitation. 
Nevertheless, similar effects can be obtained by biasing the R. F. plasma with respect 
to the vessel wall as in the case of low pressure plasma CVD discussed above. 

Many of the material problems mentioned can be circumvented by application 
of boron rich borides as suggested recently 142, 1 sl). In particular, the impurity 
stabilized t~-tetragonal polymorphs as represented for example by B4aB2C2, B4sB2Nz, 
and B48 B2Me 2 appear promising. These are refractory materials which can accomo- 
date relatively large deviations of chemical composition from the exact theoretical 
stoichiometry without significantly altering their properties, since impurities can be 
substituted by isolated boron atoms. Encouraging results on the deposition of boron 
and carbon doped boron coatings at ~< 400 °C were obtained recently 142). 

6.4 Trapping Surfaces 

In Sect. 4.2. on gas re-emission and trapping, the beneficial effect of titanium getter- 
ing on plasma recycling was discussed. The results of gas re-emission measurements 
for several active metals are shown in Fig. 16, Because of the importance of trapping 
of hydrogen isotopes both for plasma recycling and for divertor action, the character- 
istics of trapping surfaces need to be understood in detail. The subject is of great im- 
portance to impurity control since sputtering, which may become the dominant 
high-Z impurity release mechanism in future high temperature Tokamaks, is closely 
linked to plasma recycling. 

Various schemes for attenuating the energetic charged particles in the divertor 
region have been mentioned, including direct conversion, glancing collisions with 
surfaces, collisions with cold gas, reactive (chemical) and non-reactive trapping. Chem- 
ical trapping occurs when energetic particles, in particular H +, D + and T +, interact 
with certain metals to form hydrides, deuterides and tritides. The particles are cap- 
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tured by the metal and quickly come to thermal equilibrium. In the case of He + 
particles, no chemical trapping can occur but a certain fraction of incident particles 
will be retained by implantation in the metal. Only titanium coatings prepared by 
thermal, in-situ evaporation have been used in Tokamaks so far. In view of the 
high temperatures necessary for hydrogen desorption from titanium (Sect. 4.2.), 
other materials are desirable for devices operating with D-T fuel. 

6.4.1 Mechanism of Chemical Trapping of Deuterium and Tritium in Metals 

Experimental measurements on deuterium trapping in solid metal targets s, I s2-1 s6) 
have shown that this may be a promising technique for "pumping" a useful fraction 
of the ion flux in the divertor. 

The total particle flux from a ~" 6 GW (thermal) reactor will be ~ 6 x 1022 ions 
s- t .  To maintain a sufficiently large mean free path in the divertor region for the 
incoming ions (say 10 -s  mbar pressure) would require a pumping speed of ~ 108 
£s- 1 at thermal energies. Handling the required throughput of D, T and He by con- 
ventional pumps would pose formidable problems. Chemical trapping could reduce 
pumping speed requirements by a factor of about 20 assuming 100% trapping effi- 
ciency, 5% burnup and zero trapping of He. A great incentive therefore exists for 
investigating trapping mechanisms and efficiencies. 

The trapped D and T could be recovered by heating the trapping surface outside 
the reactor to temperatures at which decomposition pressures of 5 x 10 -2 mbar are 
produced. Vapor booster pumps handling "" 103 mbar £s- l at these pressures could 
then be employed. 

Studies of trapping in solid targets have shown that the trapping efficiency of 
hydrogen isotope ions in solids depends on ion energy, bombardment time and 
target temperature. Trapping also has been found to be most efficient in those metals 
which form stable metal hydrides. Some results obtained by McCracken, Jeffries 
and Goldsmith ls3) are shown in Fig. 20 where trapping efficiency after a fixed arbi- 
trary bombardment time (total dose of 5 x 1022 ions m -2 of 18 keV D ÷) is plotted 
against temperature range for each of four metals. It is to be noted that the trapping 
is efficient over only a certain temperature range. 

These results can be understood on the basis of the following considerations lsa). 
The 18 keV D + ions have a mean range of ~- 2 × 10 -7  m lsS). After slowing to thermal 
energies, deuterium diffuses through the lattice without being able to escape from the 
surface over a certain temperature range because the activation energies for diffusion 
are much lower ls9-16t) than the heats of formation of the metal deut erides 162-16s). 
The decreasing trapping efficiencies at higher temperatures are due to the increasing 
probability of the diffusing D atoms to overcome the potential barrier for escape 
from the surface. The expected correlation between the heats of formation of the 
(stoichiometric) metal deuterides and the temperature at which the trapping efficien- 
cy has decreased to some arbitrary value is observed I s3). 

At temperatures in the liquid nitrogen range and below, the diffusion coefficient 
of deuterium in metals falls to very low values and therefore the deuterium concen- 
tration rises rapidly in a layer whose depth equals the projected range of  the incident 
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Fig. 20. Trapping efficiency of Nb, Zr and Er for 18 keV D + ions as a function of temperature. 
Total ion dose= 5 × 1022 ionsm -2 153) 

ions. It has been found experimentally for all the metals studied to date lsa) that at 
low temperatures, the trapping efficiency decreases quite abruptly at a dose equiva- 
lent to 1022 ions m-2 .  I f  distributed evenly throughout the solid to a depth equiva- 
lent to the initial projected range of  the ions in the metal, the M/D ratio would be of 
the order of  unity, tt appears that as the surface layers are converted to a bulk hy- 
dride phase, no further uptake of deuterium occurs. 

At higher temperatures, the trapping efficiency remains high at doses larger than 
1022 ions m - 2  because the diffusion coefficient is large enough to prevent the build- 
up of saturation layers near and on the surface. 

6.4.2 Characteristics of a Trapping Surface in a Thermonuclear Reactor 

The preceding discussion has made clear that trapping is inefficient both at low tem- 
peratures (for a dose of>~ t022 ions m - 2 )  and at high temperatures. The low temper- 
ature limit is determined by the low diffusion rate of  the gas in the solid leading to 
saturation of the surface layers of the metal. The high temperature limit is determined 
by the decomposition pressure of  deuterium in the metal deuteride. However, at in- 
termediate temperatures, trapping efficiencies greater than 90% may be obtained. 
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For practical application in a thermonuclear reactor, it is important to determine 
whether the total fluence which can be trapped with high efficiency fulfills the require- 
ments placed on a trapping surface. 

The 6 x 1022 particles leaving the 6 GW(t) reactor per second carry 150 MW of 
power. With approximately 5 × 101 m e of trapping surface (some 10% of the reactor 
vacuum wall area), the power loading becomes 3 × 106 Wm -2. The maximum ion 
current density which has to be considered is ~ 1 x 1021 ions m-2s  - 1 or 
1.9 x 10 s mA • m -2.  Such ion current densities incidentally are experimentally ac- 
cessible with ion sources of the duoplasmatron type. 

In a recent study 1s6) a tensimetric technique was developed for measuring 
15 keV D + trapping in Ti metal. The formation of the TiD 2 phase in the surface and 
nearsurface regions was monitored by decoupling the 0 - 2 0  scan of an x-ray diffracto- 
meter as well as by scanning electron microscope studies. Micro sized "reaction 
zones" appear to serve as nucleation centers for the TiD 2 phase. Insight into the 
mechanism of chemical trapping was obtained by correlating the results from the 
three types of measurements. 

6.5 Near Surface Modifications and Secondary Ion Emission 

Proposals for reducing the high-Z impurity influx fall into two categories: modify- 
ing the plasma edge and modifying the wall surfaces. Assuming that most of the in- 
flux is the result of sputtering by charge-exchange neutrals originating in the plasma 
edge, the sputtering yield would be reduced by lowering edge temperatures by tech- 
niques such as cold gas puffing. Alternatively, a magnetic divertor creates a "scrape 
off" region in which ions at the plasma edge are prevented from colliding with the 
wall and ions ejected from the wall are removed before they enter the plasma (see 
Sect. 6.1). For divertor action to be effective, neutral sputtered particles must be 
ionized, requiring the use of a gas layer 166) to effect charge exchange ionization. The 
risk inherent in this approach is that the gas layer would most likely increase the 
charge exchange neutral flux to the wall and thus be self-defeating. 

A novel approach to impurity control first suggested by Krauss and Gruen 167) 
is to select wall materials in such a way as to maximize the fraction of atoms which 
are ejected from the wall as ions. Three possible fates of particles ejected from a 
Tokamak surface facing the plasma are shown in Fig. 21. If the particle ejected from 
the surface is neutral, it will penetrate the scrape-off region (in a divertor operated 
Tokamak) to a depth determined by the kinetic energy and trajectory of the particle, 
and density of the gas in this region. If the particle becomes ionized in the scrape-off 
region, it will be swept into the divertor. Otherwise, it will penetrate the plasma (a). 
If, on the other hand, the particle is ejected as a low energy ion, it may simply return 
to the wall (b). This mechanism of impurity removal would be operative in Tokamaks 
with and without divertors. If the ion has high kinetic energy;and small ejection 
angle, it will penetrate to the edge of the scrape-off region and then be swept into 
the divertor (c). From Fig. 21, it may be seen qualitatively, that the influx of impu- 
rities could be strongly affected by the charge state, kinetic energy, and angle of 
emission of the sputtered particles. 
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Fig. 21. Schematic eros~seetion of a 
divertor-equipped Tokamak showing 
some of the possible fates of a particle 
ejected from the wall as: a neutral (a), 
a low energy ion (b), and a high energy 
ion (c) 171)  

A variety of  techniques leading to increased ion fractions are under investigation 
with a view to assessing the potential of  this approach for impurity control in 
Tokamaks167-171). 

Since oxygen forms an ionic bond with most metals, a metal atom associated 
with such a bond frequently escapes as an ion when ejected from the surface. Several 
authors have suggested that this effect be exploited for impurity control in 
TokamaksaO, 167-173) 

The alkali metals and possibly the alkaline earths are the only elements to form 
an ionic bond with hydrogen 174), and one might therefore expect that the inevitable 
presence of  surface hydrogen in a reactor environment would further increase the al- 
ready high ion fraction of these elements. However, not only the ionicity but also the 
bond strength determine the ion fraction of the sputtered products. Thus for tita- 
nium, the positive ion fraction for an oxygen covered surface lies between ~ 20 and 
100%170, 175, 176) and for hydrogen coverage may go as high as ~ 40%. On the other 
hand for beryllium which may have an ionic molecular bond with hydrogen but is a 
very weak hydride former, hydrogen has no effect on the secondary ion yield 168). 

Still another approach to increasing secondary ion fractions makes use of a tech- 
nique analogous to high energy discharge cleaning to alter the chemical composition 
of the near surface region, to a depth of  several tens of microns. Such in-situ discharge- 
induced ion implantation techniques could be used to modify Tokamak surfaces in 
such a way as to lead to increased ion fraction yields in sputtering. 

In the remaining part of  this chapter one such approach, the nitriding of metal 
surfaces, will be discussed in some detail since it could lead both to higher ion frac- 
tions and to a lower effective-Z than that of  the pure metal. 
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The nitriding can be easily performed using a low pressure discharge either in 
pure nitrogen or in a mixture of nitrogen with other gases, generally with hydrogen. 
The sample to be nitrided can either form the cathode of a discharge ("ion nitriding") 
or it can be simply immersed in the plasma at a floating potential. 

6.5.1 Ion Nitriding 

The ion nitriding of steel was investigated fifty five years ago 177) Today it represents 
a well established industrial technology 178-180). The nitriding is conventionally per- 
formed in a mixture of nitrogen and hydrogen at a total pressure of several mbar. The 
sample to be nitrided represents the cathode of a de glow discharge. In spite of nu- 
merous studies which were performed, the mechanism of ion nitriding is still not 
known 17a-la°). Hydrogen has evidently a beneficial effect on the chemisorption of 
nitrogen atoms on the surface. The nitrogen bulk diffusion appears to be the rate 
determining step during formation of thick nitride layers. Also the sputtering of the 
surface followed by redeposition of the sputtered material plays an important role. 
Nitrided surfaces of titanium and zirconium have been prepared by operating a dc 
glow discharge in a mixture of 20% N 2 and 80% H 2 at 20-50 mbar 181). The discharge 
was confined between a stainless steel anode and the sample at about 500 mA with a 
de potential of 360-400 V. The temperature of the sample was about 900 °C. The 
kinetics of  metal nitride formation are enhanced by about a factor of three in the dc 
discharge technique compared with either rf discharge or thermal nitriding methods. 

The golden-yellow nitrided surfaces were characterized by energy-dispersive 
x-ray and electron diffraction techniques. The results show that the nitrided surfaces 
contain mononitride phases. Depth-profile measurements were performed by argon- 
ion etching and surface analysis by means of x-ray photoelectron spectroscopy. 

The kinetics of the formation of surface nitride layers are discussed in terms of 
a reaction involving nitrogen-hydrogen molecular ions with the substrate. Diffusion 
of nitrogen into the bulk determines the rate of growth of the nitride layer. 

6.5.2 Plasma Nitriding 

In earlier work no reaction was observed to occur when metallic samples at floating 
potential were exposed to nitrogen discharge. It is difficult to elucidate the details 
of the plasma conditions used in work 18°) on plasma nitriding reported in the litera- 
ture but two effects appear to be the probable cause of the contradictory results that 
have been obtained: 1) impurities and 2) a low degree of nitrogen dissociation. 

Aubry and Streiff have shown that the rate of nitriding with molecular nitrogen 
stron~y depends on the purity of the nitrogen 182). Under ultraclean vacuum condi- 
tions nitrogen is dissociatively chemisorbed on metallic surfaces such as Mo, W, and 
others 183) and at elevated temperatures it diffuses into the metal 183, 184) The sat- 
uration coverage of polycrystalline molybdenum and tungsten surfaces is 3 - 6  x 1018 
N atoms m -2 but the sticking probability decreases by several orders of magnitude 
before this value is reached 183-1as). On such a saturated surface there are additional 
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endothermic sites which can be occupied by atomic nitrogen up to a coverage of 
>~ 1.2 x 1019m -2 186) 

The effect of an intense low pressure discharge in nitrogen is threefold: 
1) If the degree of dissociation is high enough the metal surface is readily satu- 

rated due to direct adsorption of atoms which can also occupy single isolated sites 
(the dissociative chemisorption of molecular nitrogen requires two adjacent empty 
surface sites). 

2) Since the sites which are endothermic with respect to N 2 can be populated by 
N atoms, the total coverage can be significantly higher in the discharge than in mole- 
cular nitrogen. 

3) The sample at floating potential is charged negatively with respect to the sur- 
rounding plasma and the surface is bombarded by ions with energy of a few eV. This, 
as well as further exothermic processes such as recombination and de,excitation help 
to keep the surface free of impurities. 

More recent experimental work has indeed confirmed that an intense low pressure 
discharge in nitrogen is an efficient nitriding agent. For example, 8-MoN has been 
prepared by nitriding of Mo metal for several hours in a nitrogen discharge at a pres- 
sure of "1.8 mbar and a temperature of ~800 °C187). The stability of this phase is 
marginal in 1 arm of molecular nitrogen at this temperature. No data on its stability 
are known at lower pressures but according to the Le Cl~telier-Braun principle, as 
well as according to the results of  Reiter Is4) and others 1as) the temperature of de- 
composition for 2 MoN ~ Mo2N + 1/2 N 2 has to decrease with decreasing nitrogen 
pressure. Without using a plasma the 8-MoN modification can be prepared only by 
a long term nitriding of the metal in 1 atm ammonia at ~700 °C188). 

A detailed kinetic study Of the nitriding of Mo, Ti and Nb in a nitrogen discharge 
has been performed recently by Wirz 189) and in Ref. 194' 21o); nitriding of titanium 
and zirconium was also investigated by Konuma and Matsumoto tg°' 191) 
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Fig. 22. Appearances of various phases 
of molybdenum nitride during nitrid- 
ing (s-strong, m-medium, w-weak). 
Nitrogen discharge, p = 1.33 mbar, 
sample temperature 645 ° C 189) 
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All authors have found that the reaction rates are approximately proportional 
to the square root o f  time indicating that bulk diffusion is rate determining. How- 
ever, the detailed measurements by Wirz have shown that the rate can actually be 
described by a single rate constant only within a limited time interval. This is mainly 
due to the complicated depth profile of  the nitrogen concentration arising from the 
stepwise appearance of  the various nitride modifications during the nitriding. This 
is illustrated for molybdenum in Fig, 22 which shows a typical dependence of  the 
sample weight increase on time together with the nitride modifications as found 
by x-ray diffraction (for details see Ref)89)). Figure 23 shows the nitrogen depth 
profile measured on a sample which was nitrided under the same conditions for 
~91  'a. One sees that there is a thin surface layer of  6-MoN followed by the 
~'Mo2Nl _+x and 7-Mo2N 1 _+x modifications. Nitriding of  5/~m thin metal foils has 
indicated that the reaction rate changes with appearance o f  the various phases 189). 

Similar results were obtained also by nitriding titanium and niobium 210). Table 5 
summarizes the experimental overall rate constants for long term nitriding of  thin 
metal sheets (time of  nitriding several hours or more). 

Table 5. Experimental kinetic constants for nitriding 
of titanium, niobium and molybdenum immersed in 
a low pressure nitrogen discharge at floating potential 
(according to Ref. 189)). A is the preexponential factor, 
Eac t is the activation energy 

A Eac t . 
[~g2 m-  4 s-  1 ] [kcal mole- l I 

Ti 1.6 x 1018 44.2 

Nb 2.9 x 1012 24.3 

Mo 1.45 x 1015 31.0 
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As pointed out above, stainless steel is of primary interest for the near term large 
Tokamaks. Little work has been done on the nitriding of  stainless steel by this method 
so far. Measurements performed by the Zurich group 192) revealed that the reaction 
rates are an order of magnitude higher than those for titanium at ~600 °C (see Ta~ 
ble 5). However, nitrided steel is unstable under exposure to hydrogen plasma 194a). 

In order to be of  interest as protective coatings for Tokamaks the nitride layers 
have to possess reasonable stability upon bombardment with energetic ions, against 
thermal shocks, and be permeable to hydrogen in order to avoid a buildup of hydro- 
gen in the bulk material which would cause flaking. By careful analysis of the x-ray 
diffraction pattern Wirz lag) has shown that a large stress buildup occurs in the surface 
during nitriding. This may negatively influence the stability of such a layer but no 
consistent experimental data are available yet. Veprek, et al. 2°7) have observed flak- 
ing of the nitride layer upon bombardment with MeV He + at a dose of  ~ 2 × 1022 
ions m -2, which is in the range of the critical dose for blistering of metals 41) . 

The nitride layer on titanium and niobium reduces the rate of diffusion of atomic 
hydrogen into the underlying metal. The measurements were performed by following 
the weight changes of samples immersed in a hydrogen low pressure discharge and by 
x-ray diffraction from the sample surface 193'194). Depending on the experimental 
conditions, a reduction of the hydrogen diffusion rate up to two orders of magnitude 
has been observed for the nitrided sample as compared with the untreated metal. The 
rate of hydrogen diffusion through the nitride layer obviously depends on a number 
of parameters, such as the crystallinity of the metal, the conditions of nitriding, the 
thickness of the nitride layer and also on the temperature during nitriding, but more 
detailed studies are necessary in order to obtain consistent data. 

Similar measurements were also performed on stainless steel. The nitride layer 
was attacked by the hydrogen discharge and therefore no quantitative data on the 
hydrogen diffusion could be obtained 192' 194a). This system also requires further 
investigation. 

7 Conclus ions  

Plasma impurities are recognized to be a limiting factor in the performance of present 
day Tokamaks. Unless solutions to the impurity problem can be found, further pro- 
gress towards fusion as an energy source will be seriously jeopardized. 

More data are needed on erosion rates by physical and physichemical sputtering, 
hydrogen trapping, reflection, retention and desorption, on structural changes due to 
radiation damage and to long term exposure to hydrogen plasma. In addition, new 
materials have to be developed and characterized with regard to their performance 
in fusion plasma environments. 

The control of impurity release and transport requires a better understanding of 
the complex phenomena of plasma-wall interactions including the processes occuring 
in the scrape-off layer in the limiter shadow. In order to establish the feasibility of 
suggested solutions such as divertors or surface modifications, experiments have to 
be performed not only in the laboratory but also in-situ in fusion devices. The latter 
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includes the study of trapping efficiencies, recycling, secondary ion and neutral emis- 
sion and various desorption phenomena. 

Most of the studies performed so far have yielded data on individual processes 
and there is almost no information on synergistic effects. For example, measurements 
of sputtering yields have to be performed under conditions where the surface is si- 
multaneously exposed to low energy and thermal particles, uv- and x-ray radiation, 
etc. 

Discharge cleaning, although routinely used to obtain plasmas almost free of low- 
Z impurities, is not yet sufficiently understood and fundamental investigations could 
help to improve its efficiency. 

Protective coatings of limiters, beam dumps and first walls can significantly re- 
lax the material requirements with respect to plasma-wall interactions and structural 
integrity. Although coatings for near term experimental devices may be prepared us- 
ing state of the art technology, coatings in a future power reactor will probably re- 
quire the development of new techniques, preferably permitting in-situ deposition. 

The importance of the impurity problems discussed in this chapter are fully rec- 
ognized as evidenced by the fact that several Tokamaks are under construction or in 
operation with significant machine time devoted to study impurity release, transport 
and controls. 
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1 I n t r o d u c t i o n  

Until recently optical communications were restricted by the lack of fast mono- 
chromatic light sources and sensitive photodetectors. Prospects for optical commu- 
nications improved considerably about two decades ago when a powerful light source 
became available with the invention of the laser. After that, the transmission medium 
was the bottleneck of an optical communication system. At that time an intensive 
search for a new transmission medium was started, particulary because free space 
propagation could be ruled out for civil use as a consequence of the relative frequent 
occurrence of atmospheric disturbances. 

At a fairly late stage in 1966 optical fibers were first considered seriously to be 
a possible transmission medium by Kao and Hockham 1). In 1969 Jones and Kao 2) 
demonstrated that minimum attenuation losses in bulk silica can be as low as 5 db/km. 
The actual breakthrough was achieved in 1970 with the preparation of fibers with 
optical losses below 20 db/km a). Since then rapid progress has been made in this 
field all over the world. 

Today fiber-optic transmission systems offer several advantages over conventional 
copper wire and coaxial cable systems. Among these are increased bandwidth, smal- 
ler size, lower weight, lack of crosstalk, and a very low susceptibility to electromag- 
netic interference. It is to be expected that these advantages will open widespread 
application of fiber-optic transmission systems in the future. This seems to be sup- 
ported by the fact that a great number of public and in-house trial systems are under 
test all over the world. 

2 Opt ical  F ibers  fo r  T e l e c o m m u n i c a t i o n  

Figure 1 shows a schematic view of an optical telecommunication line. Such a line 
consists of a source, normally a GaAs laser or a light-emitting diode, typically operat- 
ing in the wavelength region between 0.8-0.9/am, a transmission line, the optical 
fiber, and a receiver, typically an avalanche photodiode. As can be seen from Fig. 1, 
the fiber guides the light in a central region, called the core. This core has a refractive 
index which is somewhat higher than the surrounding cladding. Because of the greater 
refractive index the light is confined to this region. For fibers with losses near the in- 
trinsic minimum of attenuation, it is important that a cladding protects the light from 
dust particles and other impurities present on the outer surface of the fiber. 

Systems as shown in Fig. 1 can be used in several applications which differ in the 
information that can be transmitted per unit time and unit length of the transmission 
line. High-quality fibers as obtained, for example, by means of the nonisothermal plas- 
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ma deposition process are intended for high-capacity and long-distance transmission. 
To give an impression of the capability of these fibers it should be realized that 
t 5,000 telephone calls can be simultaneously transmitted in one single fiber over a 
length of 1 km. A conventional coaxial cable (9.5 mm o.d.) is able to carry 10,800 
telephone channels at the same time over a distance of 1.55 km. An optical cable, 
having the same geometric dimensions as a coaxial cable, allows a package of at least 
15 fibers and this means that the information carrying capacity will be about 20 times 
larger. 

In the following, the light guiding properties will be discussed that are impor- 
tant for optical fibers and that possibly impose some constraints on the preparation 
process. 

2.1 Attenuation and Pulse Broadening in Optical Fibers 

The most important requirements to be met by optical fibers are low optical losses 
and high transmission bandwidth. Sources of  attenuation are absorption and scat- 
tering. Intrinsic absorption losses in the ultraviolet region are caused by electronic 
transitions. In the visible and infrared, Rayleigh scattering and excitation of vibra- 
tions are the dominant loss mechanisms. In between the visible and infrared region 
there is a transmission window which is attractive for optical communications. In 
this wavelength region absorption is sensitive to trace impurities of  the transition 
elements, as indicated in Fig. 2, and to water incorporation. As can be seen from 
this Figure, impurity contents of transition elements in the order of some ppb may 
raise the absorption losses by several db/km. 

With respect to attenuation the demands on the preparation methods s) are just 
as stringent as in semiconductor fabrication. This means that ultrapure starting sub- 
stances must be used. Fortunately, it turns out that most of  the glass-forming oxides, 
such as SiO2, GeO 2, B203, P2Os etc., can be obtained from commercially available 
semiconductor-grade liquids and gases. 
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Fig. 2. Practical absorptivity I spectra 
for transition elements in fused silica 
prepared by flame hydrolysis; absorp- 
tivity is given in terms of ppbw metal 4). 
(Reproduced by permission of The 
American Ceramic Society) 

The practical absorptivities indicate the overall effect of the transition element when it is 
incorporated into fused silica by the flame hydrolysis method. The absorptivities do not 
reveal the absorbing power of the individual valence state (i.e. true absorptivity). 
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The second source of  attenuation is the intrinsic scattering of  light caused by 
density fluctuations of  the glass on a microscopic scale. This type of  scattering loss 
may be increased by additional inhomogeneities such as small bubbles, striations, 
imperfections at the core/cladding interface, and others. In a well-prepared fiber 
all additional losses are small compared with intrinsic losses. Figure 3 shows the atten- 
uation achieved up to now for wavelengths near the transmission window. 

For high transmission capacities pulse broadening during the time of  flight of  an 
optical signal travelling through the fiber should be as small as possible. The main 
causes o f  the broadening are mode dispersion and material dispersion. Mode disper- 
sion depends on the actual path of  the light through the fiber and can be influenced 
by the index profile in the core of  the fiber. Three different fiber types are illustrated 
in Fig. 4. For a step index fiber the maximum delay time between fast on-axis and 
slow off-axis rays is given by 7) 

1 
r = N l  " & ' -  

c 

where 

NI = nl - X dnl (1) 
dX 

is the material group index in the fiber core and where A is the relative difference of  
the refractive index between core and cladding. I is the fiber length and c is the vacu- 
um velocity o f  light. For a one per cent difference in refractive index between the 
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Fig. 3. Spectral loss curve of germania- 
doped-silica-glass-core fiber separated 
into inherent u. v. absorption toss 2, seat- 
tering loss and inherent i.r. loss 6). (Re- 
produced by permission of lEE) 

2 Instead of "absorption loss in u.v. region" the lettering in the Fig. 3 should read "absorp- 
tion loss as extrapolated from the u.v. region" as is obvious from the text 6). 
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Fig. 4. Ray paths, cross section and refractive index profiles in different types of optical fibers 

core and the cladding Eq. (1) predicts a delay difference of 50 ns/km, corresponding 
to a bandwidth of 20 MHz • km. This value is too low to be of much use for high 
transmission capacities over long distances. Very high bandwidths can be achieved 
by reducing the core diameter to a value where only one optical mode is propagated. 
However, the small diameter core (~ 5 tim) produces problems when coupling light 
into the fiber and when splicing two fibers together. One way to overcome these dif- 
ficulties is to compensate the different geometrical pathways in multimode fibers 
by equalizing the optical pathways as shown in the right-hand part of Fig. 4. Opti- 
mum compensation is possible provided the index profile as a function of the radius 
has a parabolic or near parabolic form 7). Fibers of this type are referred to as "graded 
index" fibers. In order to achieve fibers having a graded-index profile the prepara- 
tion method should be capable of approximating the theoretically desired profile as 
closely as possible. Optimum profiles lead to a theoretical reduction of the delay 
time between the fastest and the slowest modes by a factor of  ~ 103 compared to 
step index fibers. 

Another reason for pulse broadening is material dispersion. This effect deter- 
mines the lower limit of pulse broadening for a given source wavelength, spectral 
width and fiber material. A typical value for silica is 80 ps/(km • nm) at a wavelength 
of 900 nm. 

2.2 Preparation Methods 

Up to now three chemical vapor deposition (CVD) techniques have proved suitable 
for the preparation of high quality optical fibers: the "outside vapour phase oxida- 
tion (OVPO)" process a), the "modified CVD (MCVD)" process 9) and the "plasma- 
activated CVD (PCVD)" process 1°). The last mentioned process will be the main 
subject of this article. To give a better appreciation of the principles the alternative 
processes will be described briefly. 
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Fig. 5. Schematic view of the outside vapour 
phase oxidation (OVPO) process 

All the processes start with highly purified and volatile compounds such as SiCI 4, 
GeC14, BC13, POCI3, 0 2 , . . . .  In the OVPO process the oxidation is carried out with 
the aid of a burner (Fig. 5) and the resulting soot stream of oxides is directed towards 
the outside surface of a rotating mandrel. During deposition the mandrel is traversed 
relative to the burner, which allows the deposition of uniform layers with constant 
or varying dopant concentration. After deposition the mandrel is removed and the 
porous soot preform is sintered to form a clear glass body from which the fiber is 
drawn. 

Both step index and graded index fibers have been prepared by this process, using 
GeO2 und B203 as dopant materials. Deposition efficiencies of about 45% have been 
obtained. The deposition rate is typically between 0.4-1.6 g/min and blanks yielding 
10 km fibers have been made. 

The modified CVD process (Fig. 6) has found widespread application through- 
out the world. The starting gases are fed into a rotating silica tube. On their way, a 
hot zone must be passed where the reactions to the oxides take place. The high tem- 
perature zone is produced by a moving burner heating the tube locally to a tempera- 
ture of 1400-1600 °C. In common with the soot process the reaction leads to the 
formation of soot particles in the gas phase which, after deposition on the tube walls, 
are refined to a transparent layer. After deposition the tube is collapsed to a rod and 
a fiber is drawn (Fig. 7). By multilayer deposition the desired refractive index pro- 
fries can be approximated. Efficiencies have been reported of about 50%, depending 
on the compounds. Typical deposition rates are 0.1-0.37 g/min. 

For both the OVPO process and the MCVD process the correct temperature set- 
ting during the course of the respective process steps has an important bearing on 
the quality of the final preform. The reason is that both processes consist of a first 
step where reactions in the gas phase lead to soot particles which settle out afterwards, 
and of a second step where the soot is melted to a transparent glass. In the first step 
the efficiency for oxide formation critically depends on the temperature of the gas 
and differs from one oxide to another 11). The second step is sensitive to temperature 
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Fig. 7. Collapsing and fiber drawing stages for 
optical fiber preparation 
Schematic drawing; in reality the three stages 
follow one another in time 

because insufficient melting leads to bubbles which give rise to additional light attenu- 
ation in the fiber. 

Therefore a plasma-activated process seemed to be attractive, which would allow 
the temperature to be kept as low as possible to avoid thermal reactions in the gas 
phase. As a consequence soot particles would also be avoided and a melting process 
would no longer be necessary. 

3 Plasma-Activated Depos i t ion  fo r  Opt ical  P r e fo rm  Prepara t ion  

This section gives a description of the plasma process as far as it has been described 
in recent publications l°' 12-14). The individual preparation steps: coating of a silica 
tube on the inner surface, collapsing and drawing, are common to the MCVD and 
the plasma processes. However, the processes differ in the way the deposition is 
undertaken. This step is the most important step in fiber preparation since it deter- 
mines the fiber quality to a large extent. Collapsing and drawing are important for 
dimensional and mechanical properties of the fiber. In the following only the depo- 
sition process by the plasma will be considered. 

3.1 General Aspects 

The first mention of a plasma for low-temperature deposition of glassy oxides seems 
to have been made by Sterling and Swann 1 s), who reported the deposition of amor- 
phous silicon dioxide layers with the aid of a 1 MHz radio frequency discharge at 
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1.3 - 10 -4  bar gas pressure in a mixture of silane and nitrous oxide or carbon diox- 
ide. The authors found growth rates of 2-10/~m/h with the substrate temperature 
up to 200 °C. According to the authors this temperature is sufficient to remove 
water which tended to be incorporated into the films. Secrist and Mackenzie 16) 
reported the deposition of silica, germania, boron oxide, titanium oxide and tin 
oxide layers by decomposition of various metal-organic compounds via a microwave 
oxygen discharge. The pressure setting was at 3.2 • 10 - a  bar and the substrate tem- 
perature was at some hundreds of °C. In an extensive study of the deposition of silica 
films by glow discharge 17) the same authors reported a deposition rate of about 
7 • t0 -4  mg/(cm 2 - min) of silica onto a platinum foil kept at a temperature of  
306 °C. 

From these papers it appeared then that low-temperature deposition of silica 
and other oxides which may be used as dopent materials for the preparation of op- 
tical waveguides should be possible in principle. Hydrogen-containing compounds 
as the starting substances can be ruled out, however, since it is known from litera- 
ture 18) that water incorporation in the layers leads to absorption peaks at 1370 nm, 
at 950 nm, and at 725 nm wavelength which are the first, second and third over- 
tones of the 2730 nm OH fundamental vibration. Therefore water impurity should 
be as low as possible to get low attenuation in the interesting wavelength region of 
0.6-1.6 tam. This last requirement led to the use of chlorides as the starting com- 
pounds. 

For a fiber with a length of 1 km and with a core of 50/~m diameter, a total of 
about 5 g of oxide material is needed. In order to be economical the process should 
be capable of a deposition rate of 0.1-1.0 g/min at least. It is clear therefore that 
the rate had to be some orders of magnitude higher than the rates used by earlier 
investigators in order to fulfill the economic requirements. 

There are a large number of methods for producing a plasma. Because of con- 
tamination problems in optical fiber preparation an electrodeless high-frequency plas- 
ma was selected. Initial experiments with capacitively and inductively coupled plas- 
mas at some MHz gave unsatisfactory results because in the first case the visual ap- 
pearance of the deposit was affected by the position of the induction coil. These 
problems were overcome by using a frequency of 2.45 GHz and by adopting a micro- 
wave cavity as the reactor. This had the further advantage that the stray fields could 
be much more easily screened in this ultra high frequency range. 

3.2 Experimental Set-Up 

The experimental set-up normally used is shown schematically in Fig. 8. The gases, 
various chlorides and oxygen, are supplied with the aid of flow controllers. Typical 
values of  the gas flows Qi are 30 ~ Qo2 ~ 500 sccm, 2 ~< Qsich ~< 140 sccm, and 
some tens of sccm for the other chlorides in use (sccm = standard (STP) cubic cen- 
timeter per minute). The reactor consists of  a microwave cavity and a furnace cap- 
able of heating the substrate between room temperature and 1200 °C. The cavity is 
connected to a 2.45 GHz generator with a maximum power of  200 W. A sorption 
pump is used to maintain a clean atmosphere within the tube during deposition. The 
pressure in a typical run is selected between 1.3 • 10 -3 and 2.7 • 10 -2 bar. 
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Fig. 8. Experimental set-up for the plasma- 
activated chemical vapour deposition (PCVD) 
process 

The silica tube, which is normally of Heralux quality 3, is etched with dilute hy- 
drofluoric acid on the inside, rinsed with distilled water and dried in a stream of flow- 
ing nitrogen. After installation of the tube in the reactor the tube is evacuated to a 
pressure below 10 - s  bar. During this and the following steps the temperature of the 
tube remains at 1100 °C. In the procedure that follows, the tube is kept under a con- 
stant flow of oxygen of some tens of sccm for half an hour without changing the tem- 
perature. During this step the pressure increases into the 10 - 3  bar region. Finally an 
oxygen plasma is traversed over the deposition area for 10 min. 

All gases used are of high quality. Nitrogen is of 99.999% and oxygen of  99.998% 
purity. Silicon tetrachloride 4, germanium tetrachloride s and boron trichloride 6 are 
of electronic quality. 

3.3 Local Deposition of Silica 12) 

In the experiments reported in this section the cavity is stationary and the time depen- 
dence of the local deposition is followed. The mass flows Qi, the pressure p inside 
the tube, the power Pm and the substrate temperature Ts are held constant. 

3.3.1 Deposition Profile of  Silica: Experimental Results 

Figure 9 shows typical results selected for three different periods of deposition out 
of a series of experiments between 5 and 35 min with 5 min as the increments. The 

3 Heralux: tradename of Heraeus quartz glass articles. 
4 Silicon tetrachloride from Wacket Chemic. 
5 Germanium tetrachloride from Preussag. 
6 Boron trichloride from Elekttoschmelzwerk Kempten. 
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t = 15 min 

t = 25 min 

t = 35 min 

Fig. 9. Static deposition of SiO 212). Ts = 970 °C, QQ2 = 30 sccm, QSicl4 = 3.2 sccm, 
p = 1.1 • 10 -2  bar, Pm = 75 watts, initial tube i.d. = 6 mm. The flow of the gases is from left 
to right. (Reproduced by permission of The Electrochemical Society) 

conditions are specified in the caption. The photographs were obtained from tubes 
which had been inserted into a liquid whose refractive index was slightly different 
from that o f  pure silica after the deposition experiment. The focus of  the microscope 
was at the tube axis. Note that some cracks can be distinguished in the deposition 
area. These cracks appeared on cooling the substrate down to room temperature. 
They can be avoided if the substrate temperature is increased beyond 1100 °C. Chan- 
nels are visible at the neck of  the tube which are more prominent as the cross section 
becomes smaller. At the small cross sections hemispherical defects can be seen on 
top of  the layer. These are not observed in optical waveguide fabrication where the 
change o f  the inner cross section o f  the tube is always small. In the following it will 
be assumed that the deposit is perfectly smooth. 

From Fig. 9 it can be seen that the deposition profile is steeper on the side of  
the incoming gas flow. Further it will be noticed that the deposit possesses rotational 
symmetry. Since the tube is not rotated during deposition it is obvious that the 
influence of  the gravitational force can be ignored in the explanation of  the profile 
form. When the location of  the maximum is compared with the middle of  the mic- 
rowave cavity it can be seen that it is shifted in the direction of  the incoming gas 
flow. This shift strongly depends on the pressure in the tube and on the micro- 
wave energy applied, the maximum more displaced the lower the pressure and 
the greater the energy. 

To obtain more quantitative insight the logarithm of m l / R  2 lrp is plotted in 
Fig. 10 against x, the length coordinate of  the tube. Here m I is the deposited mass 
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Fig. 10. Deposited mass of silica 
per unit length ml as a function 
of the length coordinate of the 
tube x 12). The flow of the gases 
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by permission of The Electro- 
chemical Society) 

per unit length, R is the inner radius of  the tube and p is the density of  silica. The 
zero of  x is chosen arbitrarily. By definition 0 ~< m I /R  2 ,rp ~< 1. As can be seen, the 
increase and the decrease are both exponential. It is clear from the Figure that the 
curves can be brought to coincidence by shifting them vertically. With respect to 
the logarithmic plot this means that 

ml (x, t) = g( t ) .  m ° (x). (2) 

If, with fixed x, ml is plotted for different times from 5 min to 35 min, g(t) is found 
to be a linear function. Thus 

ml (x, t) = mi ° (x)- t. (3) 

This result is trivial for short times where the thickness of the deposited layer is thin 
compared with the diameter of  the tube. But in our case it is valid to a value where 
the diameter of the tube is halved - or, which is of more physical importance since 
it determines the gas flow velocity - where the cross-sectional area is only one fourth 
of the initial value. 

3.3.2 Deposition Profile: Discussion 

Since no investigations concerning the underlying basic steps of the deposition have 
been made, a simple phenomenological model will be considered and the results will 
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be compared with the observations. Before doing so we mention the fact that the 
efficiency of the plasma process is complete within an experimental error of some 
per cent. This means that all silicon tetrachloride entering the tube is oxidized to 
silica and deposited upon the walls. This result has been confirmed by moving the 
reactor repeatedly at constant velocity over some length of the tube and by finally 
measuring the thickness of the deposit. When the value of the constant flow of sili- 
con tetrachloride and the deposition period are known, the efficiency of the reac- 
tion can be calculated. 

The high efficiency may be better understood if one recognizes that in a mix- 
ture of silicon tetrachloride and oxygen the chemical equilibrium is totally shifted 
to silica at the temperatures we apply. The activation energy for the reaction pre- 
vents the thermal reaction from proceeding rapidly under the experimental condi- 
tions chosen. Thus the plasma merely acts as a "catalyst" to overcome the activation 
energy of the reaction. 

The model which is considered now assumes the optimum and simplest case: the 
silicon tetrachloride molecules passing the tube are activated on entering the plasma 
region and diffuse in all directions, ready for deposition on the tube wails. This is 
somewhat oversimplified but the consequences should show where the model holds. 
The term "activate" is used in ignorance of the true mechanisms, but for our pur- 
pose of a phenomenological description this knowledge is not necessary. Since we 
have laminar flow the equations that describe the deposition are 

( ( R ) 2 ) O c  = D / ~ 2 c  1 ac a 2 c ~  
2V m 1-- ~X \~)r 2 +--  - -  + r Or ax 2 ] 

(4) 

and 

Jr=R = - D O C  1 
Or r=R 

(5) 

with the boundary conditions for our problem of rotational symmetry 

c(R, x) = 0, c(r, o) = f(r) (6) 

where c is the concentration of the active species, r the radial coordinate, x the coor- 
dinate in length of the tube, R the inner radius of the tube and where f(r) is the con- 
centration of  the active species at x = O. v m gives the averaged velocity of the flow, 
D is the binary diffusion coefficient of the species within oxygen atmosphere and Jr 
is the radial flow density of the species to the wall. The flow density J?--R is directly 
connected to the deposition profile defined in Eq. (3): 

m ° (x) = Jr=g (x)" 2" zr. R- msio2 (7) 

where msi02 is the molecular weight of SiO 2 in grams. 
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The solution of Eqs. (4) - (6) can be written in the form of a series which con- 
verges rapidly. Therefore we only take the most prominent first term and obtain 

A.  exp ( - y +  • R) x~>O 

m? = (8) 

A" exp(3'-  • R) x~<0 

where A is a function of r and is determined by the boundary condition (6). It fol- 
lows from the exact form of 3 '+ and 3'- that 

3'+ = _ a__ + + ( x + ) 2  
2 

3' = + + ( x - ) 5  

where a = 2.  v m • R (9) 
D 

and where x +, x - ,  respectively, are determined by the boundary condition. For our 
rough estimate theoretical considerations suggest that 

x + ~ x - ~ 2 . 4 ,  (10) 

which is the first zero of the Bessel function of zero order. 
Under the experimental conditions p = 1.1 • 10 -2 bar, T s = 970 °C as used for 

the experiment given in Fig. 9, we get for typical diffusion constants 

Do2-o2  = 237 cm2/s (11) 

Ds~14-o 2 = 76 cm2/s (12) 

Dsio2_o2 = 112 cm2/s. (13) 

Diffusion constant (11 ) is obtained from Landolt-B6rnstein tables 19), (12) and (13) 
are calculated from 

: 172 1+ +Mk, ( )no 
TDjk p(V]/3 + V~/a) 2 X/~jMk (14) 

with p in atm, D in cm2/s, and n D = 1.65, wh6re V i is the molar critical volume and 
Mi is the molecular weight of species i. 

From the evaluation of the experiment shown in Fig. 9 we get 

%+xp = 0.8 3'e-xp = 1.9. 
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Inserting the value + 7exp = 0.8 into Eq. (9) and using v m = 847 cm/s as obtained from 
the experimental conditions we get 

D = 79 cmZ/s. 

This value is close to the binary diffusion coefficient given in Eq. (12). Having in 
mind the qualitative nature of  our discussion the good agreement should not be over- 
emphasized. The assumption of an abrupt transition boundary is incorrect. In reality 
there will be a transition region of some length. This will lead to a smoothing out of 
the entrance slope. This is confirmed by evaluation D from 3'~-xp which leads to an 
inconsistent remit. If v m = 0 then 7e+xp = 7e-xp = 7 should hold with 3' independent 
of the diffusion constant. If v m 4 :0  then we expect + 7exp (7 and ")'e-xp) T which turns 
out to fail for 7gxp. Thus it is thought that 7gxp reflects the increasing electric field 
strength rather than the effect of upstream diffusion. 

The main conclusion that can be drawn from our discussion is that the forma- 
t ion of macromolecules in the gas phase can be ruled out under the experimental 
conditions applied. This was not obvious from the beginning in view of the results 
of MCVD- and OVPO-processes where dust formation is observed in the gas phase. 
For the PCVD-process a gradual formation of soot in the gas phase can also be ob- 
served for increasing pressures. In the following only those experimental conditions 
will be considered where the soot formation can be neglected. 

3.3.3 Properties of the Layers 

I Influence of the Tube Temperature 

The deposition proceeds even at room temperature, but it has been found that the layers then 
have unsatisfactory properties and are by no means suited for the preparation of an optical pre- 
form. The layers have large inner stresses and they peel off if the thickness increases to values 
in the #m range. It is thought that the chlorine content is rather large at tow temperatures and 
that the deposit looks more like a silicon-oxygen-chlorine polymer, similar to what has been 
found by other authors in the case of a SiF4/O 2 gas mixture 20). If the temperature of the tube 
is increased to some hundred degrees centigrade the layers no longer peel off but they may form 
cracks on cooling down to room temperature. These cracks totally disappear at deposition tem- 
peratures higher than ~ 1100 °C. 

11 Impurity Content of the Layers 

As mentioned earlier, the starting materials are of high pgrity. Because we work in a dosed sys- 
tem and because we have an electrodeless discharge there should be no sources of additional 
impuritie~ Neutron activation analysis revealed that all the transition metal impurities that strong- 
ly affect the transmission properties of the optical fibers are lower than 1 ppm. From fiber trans- 
mission measurements we know that, besides traces of OH, some impurities must be lower than 
1 ppb because 0nly the intrinsic attenuation of the material is found. The chlorine content is 
rather large at 0.1%, even at the deposition temperature of 1000 °C. Fortunately the chlorine 
does not affect the optical properties in the interesting region of 0.6 #m - 1.5 #m. 
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3.4 Co-Deposition of Silica and Germania 13) 

For the light guiding effect of optical fibers it is important to have a core with a 
refractive index somewhat larger than that of the surrounding cladding. Therefore 
the core normally consists of  silica doped with other oxides to increase the refrac- 
tive index. In the following we therefore discuss the simultaneous deposition of silica 
and germania in the silica tube. 

3.4.1 Local Deposition of Doped Silica 

As described before, the cavity is held in a fixed position. Instead of silicon tetra- 
chloride alone, now silicon tetrachloride together with germanium tetrachloride enter 
the tube and react with oxygen to form the corresponding oxides. The deposition pro- 
file is given in the lower part of  Fig. 11. The detailed experimental conditions are 
given in the caption. Since the germanium tetrachloride flow is only 5% of the silicon 
tetrachloride flow, it is not surprising that there is no essential difference between 
Fig. 10 and Fig. 11. The different slopes can be accounted for by the different ex- 
perimental conditions, as is also to be expected from Eq. (9). 

Microprobe analysis of the deposit parallel to the tube axis gave the concentra- 
tion of germanium within the profile. The upper curve of Fig. 11 gives the result of 
the concentration C G ~  2 within the layer in arbitrary units. I f  both the local depo- 

sition profiles of silica Sim° (x) and of germania Gem0 (x) were identical in position 
and shape., a constant concentration would result. In fact this is not the case, as can 
be seen from the Figure. Having regard to our previous discussion on the deposition 
mechanisms for pure silica, this could hardly ever be expected. First, there is no rea- 
son why the transition boundary to the activated species should be at the same posi- 
tion for both oxides, and second, from Eq. (9) we expect the deposition profile to 
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Fig. 11. Simultaneous deposition of SiO 2 and Gee 213). Ts = 900 °C, Q02 = 50 sccm, 
OSiCl 4 = 2.7 sccm, QGeCI 4 = 0.14 seem, p = 8 • 10 -3 bar, Pm= 65 watts. The flow of the gases 
is from left to right. (Reproduced by permission of the Electrochemical Society) 
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have a longer tail in the case of germania because of its greater molecular weight. This 
is indeed observed, germania being found even beyond the area measured in Fig. 11. 

It is interesting to note that the actual shape of the germanium concentration shows 
a maximum and a minimum, but this has not been fully investigated up to now. Of 
course, as for the profile of silica and germania alone, the concentration profile also 
depends on the experimental conditions. 

3.4.2 Deposition of Doped Silica Layers 

As pointed out in the introductory sections, a layer of some length with constant 
thickness has to be deposited in order to get an optical preform. Therefore we shall 
now discuss the consequences of the shape of the local deposition profiles on  the 
properties of a single layer of doped silica. 

I Reactor Movement in the Direction o f  the Gas Flow 

If the plasma, and therefore the dope profile of Fig. 11, is moved along the tube with constant 
velocity, a layer of constant thickness is deposited. Because the concentration of germanium 
varies over the length of the local deposition profile the concentration shows a variation over the 
thickness of the deposited layer. This is illustrated in Fig. 12a for the case where the reactor is 
moved with the gas flow. From the deposition profile and from the concentration curve of Fig. 11 
the actual variation of the germanium concentration over the layer thickness can be calculated. 
For detailed information the reader is referred to the original pape rl 3). The experimental result 
is shown in Fig. 13 a. The photograph displays the cross-sectional view of a collapsed preform 
with only one layer deposited. The overall view gives the secondary electron picture. The areas 
of high germanium dope are clearly visible because the coefficient for secondary electron emis- 
sion is larger than that of silica. Further, a germanium microprobe trace through the center of 
the preform is also given. Figure 13a agrees qualitatively very well with Fig. 12a. 

htubej st tube  
I 

~'/'~.~ /'~/Jl Ge- corr....entrafion |I AZI~II/ /I 

preform preform 

o) b) 

Fig. 12 a and b. Variation of dope concentration over the deposit thickness for single layer depo- 
sition (schematic) 13) (a) moving the reactor with the gas flow, (b) moving the reactor toward 
the direction of the gas flow. (Reproduced by permission of The Electrochemical Society) 
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. H 

Fi~ 13a. Microprobe analysis 
of preform core. Reactor 
moved in the direction of the 
gas flow 13). 

T s = 800 °C, QQ2 = 50 sccm, 
Qsic! 4 = 2.9 seem, 
QGeC14 = 0.3 seem, 
p=  1.1" 10-2 bar, 
t' m = 150 watt~ 
Doped core ~ 1 mm diameter. 
(Reproduced by permission of  
The Electrochemical Society) 

11 Movement of  the Reactor Against the Gas Flow 

This case is given in Fig. 12 b and Fig. 13 b. In contrast to the predictions of Fig. 12 b, a deep dip 
occurs in the center of the concentration measurement. This is due to the depletion of german- 
ium in the outer layers during the collapsing step because of the evaporation of  germanium oxide 
at these high temperatures. This effect also occurs in Fig. 13a, but it is hidden somewhat by the 
dip already expected from Fig. 12a. 

Fig. 13b. Microprobe analysis of preform core. Reactor moved against the gas flow direction 13). 
T s = 1040 °C, QO2 = 55 seem, QSiCl4 = 2 seem, QGeCi 4 = 0.2 seem, p = 9.3 • 10 - 3  bar, 
Pm = 90 watts. Doped core ~ 1.5 mm diameter. (Reproduced by permission of The Electro- 
chemical Society) 
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3.4.3 D e p o s i t i o n  o f  a D o p e d  Mul t i layer  S t r u c t u r e  

In t he  case o f  m u l t i m o d e  opt ica l  f ibers  a well  de f ined  radial  va r ia t ion  o f  dope  con-  

c e n t r a t i o n  in t h e  f iber  co re  is r equ i red  for  h igh  da ta  t r ansmiss ion  capac i ty .  T h e r e f o r e  

Fig. 14a. Interference micrograph of the core of a step index preform built up of 46 individual 
layers 13). T s = 900 °C, Qsicl 4 = 2.8 seem, QGeCl 4 = 0.3 seem, p = 1.3 " 10 - 2  bar, Pm= 100 watts. 
Doped core - 0.6 mm radius. (Reproduced by permission of The Electrochemical Society) 

Fig. 14b. Interference micrograph of the core of a graded index preform built up of 
2000 layers 13). T s = t000  °C, QO2 = 50 seem, Qsicl 4 = 2.5 seem, QGeCI 4 = 0.3 secm, 
p = 2 • 10 - 2  bar, Pm = 100 watts. Doped core ~ 1.0 mm radius. (Reproduced by permission 
of The Electrochemical Society) 
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it is important that the process is capable of multilayer deposition resulting in a 
smooth approximation of the desired index profile. 

Figure 14a shows a double beam interference photomicrograph of a preform 
core where the preform was built up of 46 layers by moving the reactor back and 
forth over some length. After deposition the tube was collapsed into a rod and a slice 
was polished and coated with aluminium on one side. Though the flow was not 
changed during the experiment, the individual layers can clearly be detected as a 
consequence of the foregoing discussion. 

Each layer has its own germanium concentration variation over its thickness, 
which finally results in the wave-like appearance of the interference lines. This ex- 
ample shows the problems that might rise if an attempt is made to approach a refrac- 
tive index profile by deposition of only a few layers, even in the case of a step index 
profile. 

Figure 14b displays a graded index profile which was produced by the deposition 
of 2000 layers. Because of the thinness of the layers they can no longer be detected 
individually. For both preforms the germanium depletion in the center is obvious 
from the circular interference lines. 

Other arbitrary dope profiles can simply be realized by proper variation of the 
flow of germanium tetrachloride during deposition. 

3.5 Deposition of Silica Doped with Materials Other than Germanium 

Many materials are known which change the refractive index of silica on doping. For 
optical fibers the additional requirement is that there should be no additional losses 
on doping. Up to now Gee2, P20s, AI2Oa, B203, Ti02, and F have proved to be 
suitable for such purposes but there may be more. In the following we discuss the 
dopants that have been studied with the plasma process. 

3.5.1 Deposition of Silica from SiC14/SiF4/O 2 Gas Mixtures 14) 

Previously it had been shown that plasma deposition of silica from SiF4/O 2 20) gas 
mixtures at 200 °C led to silicon oxygen fluoride polymers with a refractive index 
lower than 1.4. Since it is also known from a recent paper zO that fluorine-doped 
fibers may be used for optical communication purposes, we studied the system 
SiC14/SiF4/O z using plasma-activated CVD. Figure 15 shows the results of the sta- 
tionary experiments, with the detailed experimental conditions given in the captions. 
The position of the microwave cavity middle is given in the Figure. The cavity itself 
had an inner width of 10 mm. Figure 15a shows the result that one would have ex- 
pected from the foregoing discussion: the deposition of silica from SiC14/Oz alone 
is local, transparent and shifted some centimeters in the direction of the incoming 
gas flow. The situation drastically changes when SiF4/O 2 is used instead of SIC14 
(Fig. 15b): the deposition is expanded in area, is opaque and nearly symmetrical 
about the cavity position. This makes it obvious first that the simple model that was 
used to describe silica deposition in Sect. 3.3.2. is restricted to the system SIC14/O2, 
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(a) 

(b) 

(c) 

Fig. 15a-c. Stationary deposition experiments 14). Tube diameters o.d. = 10 mm, i.d. = 8 mm, 
T s = 1100 °C, p = 1.1 • 10 -2  bar, Pm = 170 watts, 
(a) Qsicl4 = 9 seem, Q02 = 110 seem 
(to) QSiF4 = 4 seem, Qo 2 = 110 seem 
(c) Qsicl 4 = 9 seem, QSiF 4 = 4 seem, QO 2 = 110 seem. 
The gas flow is from left to fight. (Reproduced by permission of The Electrochemical Society) 

and second that the silicon-transporting compound itself may have a drastic influence 

on the deposition kinetics. Figure 15 c gives the result of  simultaneous deposition 
from SiC14/O 2 and SiF4/O 2. Without further discussion it is mentioned that this fig- 

ure is not  just a superposition of the two previous examples. 

The change of the refractive index with changing ratio QsiF4/Qsicl 4 while the 

flows Qsix 4 = QsiF4 + Qsicl 4 and Q02 remained constant is given in Fig. 16. The 

QsiFJOSiX~ 102 
5 10 15 20 25 30 35 

I I I ~ I , I I 

\ 

-0.5 ~ ' ~ e  

- lo ' ~ ' x ~  

- 1 . 5  " ~ ~ ( ~ " x . ~  
An. 102 ~ e  

-2.0 

Fig. 16. Change of refractive index as a function of silicon tetraftuoride in the gas phase 14). 
Qsix4 = 10 seem. (Reproduced by permission of The Electrochemical Society) 
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Fig. 17. Cross section of a fluorine doped graded index fiber etched with dilute HF 14). Graded 
core of ~ 35 ,m diameter. (Reproduced by permission of The Electrochemical Society) 

crosses and the dots belong to two different microwave cavities. Recently it has been 
reported that the incorporation of up to 3 at% of fluorine in silica decreased the 
refractive index linearly 22). A decrease of  An = 0.5 10 -2 per at% was found. From 
Fig. 16 thus we expect a maximum of 4 at% of fluorine in our layers. We have also 
found that the fluorine content increases with decreasing substrate temperature. 

From Fig. 15 one would be sceptical of successfully preparing fluorine-doped 
optical fibers. However, experiments on deposition of fluorine-containing layers by 
moving the reactor over some length resulted in an excellent deposit which was ab- 
solutely clear over the deposition length. Figure 17 shows an etch figure of a fluorine- 
doped fiber with grading of the refractive index in the core. First 400 layers of pure 
silica were deposited, followed by 1070 layers with constant fluorine concentration 
and by 820 layers with a decreasing fluorine content. The fluorine-doped areas are 
clearly visible, with the etch rate being greater for larger fluorine content. The etch 
Figure directly resembles the form of the refractive index profile: in the ring shaped 
cladding the refractive index is lowered compared to the surrounding substrate and 
in the core the index gradually increases from the value in the cladding to the sub- 
strate value. 

3.5.2 Incorporation of Boron Oxide 

Boron oxide can easily be deposited from BC13/O 2 gas mixtures. It is normally incor- 
porated in the first buffer layer because it decreases the softening point of silica and 
therefore replaces the fire-polishing step often applied to guarantee a starting tube 
with smooth surfaces. 
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Fig. 18. Typical optical 
attenuation curve of a fiber 
produced by means of PCVD. 
The upper mad lower curve, 
respectively, indicate the 
accuracy of the measurement 

Besides the binary systems discussed so far, the tertiary system SiO2/GeO2/B203 
has also been deposited from a SiCI4-GeC14-BCI 3-O2 gas composition, giving ex- 
cellent optical preforms. 

3.6 Optical Properties of the Resulting Fibers 

The optical fibers resulting from the plasma deposition process show no particularly 
different properties as regards attenuation between 600 nm and 1100 nm compared 
with those of fibers prepared by thermal means. Figure 18 shows a typical attenua- 
tion curve with the losses near the intrinsic limit. The water peak at about 950 nm 
corresponds to an impurity level of"~ 1 ppm OH. 

Since the reaction zone in the plasma process is capable of high speed, a large 
number of layers can be deposited per unit time. This allows smooth approximation 
of a desired index profile. Figure 19 shows the impulse response of a fiber z3) with 
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Fig. 20. Cumulative distribution of 
the attenuation values of 200 succes- 
sive fibers 24). (Reproduced by per- 
mission of the Institute Internazio- 
hale deUe Comunieazioni) 

a refractive index profile which is near the optimum. From the evaluation it turns 
out that the pulse broadening from mode dispersion is lower than 150 ps/km. 

The PCVD process has now been in operation under pilot plant conditions for 
some years. Figures 20 and 21 give the attenuation and full width half maximum 
pulse broadening of  200 successive fibers selected at random from the production 24). 
The Figures reflect the good control that can be achieved by the PCVD process under 
production conditions. 

:f 
6O 
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pulse dispersion i ns / km] 

Fig. 21. Cumulative distribution of 
the pulse dispersion values of the 
same fibers as used in Fig. 20. Both 
the 50% and the 10% values are given 
which indicate the broadening at 
50% and 10% of the pulse height, 
respectively 24). (Reproduced by per- 
mission of the Institute Internazionale 
delle Comunicazioni) 
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4 S u m m a r y  

This chapter gives an introduction into the preparation of optical fibers by means 
of the plasma.activated chemical vapour deposition (PCVD) method. 

First of all the physical properties of optical fibers and some of the factors in- 
fluencing these properties are briefly discussed. From this it follows that preparation 
methods for optical fibers have to fulfill extreme requirements with respect to the 
impurity content of the materials involved as well as the precise optical and geomet- 
rical structure of the fiber. 

Up to now three preparation methods, namely the OVPO, MCVD and PCVD 
method have been proven suitable for the preparation of high quality optical fibers. 
A short review of the OVPO and the MCVD method is given. A more detailed dis- 
cussion of the PCVD method is presented. Emphasis has been laid on the descrip- 
tion of experiments in which pure and GeOz-oxide doped silica have been deposited. 
It turns out that the PCVD method has some unique properties such as deposition 
without soot formation in the gas phase, moderate substrate temperature, high depo- 
sition efficiency and the possibility of rapid reactor movement. Besides germanium, 
other dopant elements such as boron and fluorine have also been successfully depos- 
ited simultaneously with silica. 

High quality optical fibers obtained using the PCVD method demonstrate that 
the plasma activated deposition fulfills the extreme requirements for optical fibers 
almost ideally. This is underlined by the optical properties of a large number of fibers 
prepared under the same PCVD conditions on a pilot plant scale which show a nar- 
row distribution in their attenuation and pulse broadening values. This in turn is 
directly correlated with the good process control which is achievable. 
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