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1 Introduction 

Mass Spectrometric Methods for Trace Analysis of Metals 

Today, mass spectrometry is widely used. Its field of application ranges from 
structural analysis of organic and inorganic compounds, the main area of mass 
spectrometry, to the study of reaction kinetics, measurements of isotopic abundances 
and quantitative determinations in biochemical, medical and environmental in- 
vestigations. The analysis of metals on trace (ppm) and ultratrace levels (ppb, ppt) is 
one of the longest employed mass spectrometric applications. Determination of 
metal isotopic abundances 1), investigations of terrestrial minerals and meteorits 2), 
and decomposition and fission products in nuclear physics a~ have been analyzed on 
a large scale, due to the availability of commercial mass spectrometers. 

During the last three decades, trace analyses of elemental impurities in materials 
such as semiconductors, superconductors, nuclear reactor components 4) have become 
increasingly important, because very low amounts of these elements fundamentally 
affect the quality of the material. Recent developments of instrumental and methodic 
conditions of mass spectrometry allow precise and accurate quantitative investi- 
gations down to the ppb-range from a total of microgram amounts of samples. The 
lower limit of detection, the easier handling of the instruments available and the 
efficient and fast processing of modem data systems are a few of the reasons 
that have expanded the applications of mass spectrometric techniques in the last 
years to metal analysis in biological, medical and environmental samples. The global 
biological consequences of the dispersal of poisonous metals such as lead, mercury, 
cadmium, thallium etc. in the environment have resulted in an urgent need for reliable 
data collections of trace metals in human tissues, body fluids 5), in the atmosphere 
and hydrosphere and in soils 6"7). 

Because of its extraordinary high sensitivity and specificity mass spectrometry 
has become a standard tool besides other powerful analytical methods for the 
trace analysis of metals, such as emission spectroscopy, atomic absorption spectros- 
copy, neutron activation analysis or electrochemical methods. 

The rapid development of mass spectrometric technology and the wide field 
of applications exclude a complete and comprehensive discussion of mass spectro- 
metric possibilities for trace analysis of metals. Therefore, this report will give a 
brief outline of the principles of mass spectrometry (MS) and the fundamentals of 
qualitative and quantitative mass spectrometric analysis with emphasis on recent 
developments and results. The classical methods of analysis of solids, i.e. spark- 
source MS 4,s) and thermal ionization MS 2, as well as newer methods of metal 
analysis are described. Focal points in this survey of recently developed techniques 
include secondary ion M S  9), laser probe MS a°), plasma ion source MS TM 12), gas dis-. 
charge MS TM and field desorption MS x4'15). Here, a more detailed description is 
given and the merits of these emerging methods are discussed more explicitly. 
In particular, the results of the FD techniques in elemental analyses are reviewed 
and critically evaluated. 
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2 Principles of Mass Spectrometry 

As reported elsewhere in more detail ~6), a mass spectrometer consists of three major 
components: an ion source for producing a beam of gaseous ions from a sample, 
a mass analyzer (in Fig. I a magnetic field) for resolving the ion beam into its 
characteristic mass components according to their mass-to-charge ratios, m/z ~, 
and an ion detector for recording the mass and the relative abundance and 
intensity ~ of each of the ionic species present (Fig. 1). 

Entronce slit 
Lenses 

Ion beam I / /  

,on, ot oo I IIJUl " ~ M°gnetExit_ 

J,~,..-\ -- Collector 

J--Ion source J Analyzer J Detector J 
Fig. 1. Schematic diagram of a mass spectrometer (for explanations see text) 

2.1 Ion Source 

Special methods for producing ions will be described in Section 4. The common 
principle of these methods involves the production of gaseous ions from a solid 
sample. In general, singly charged positive ions will be formed, but also multiply 
charged or negative ions can be produced. Before entering the mass analyzer 
of a magnetic instrument, the ions produced in the ion source are accelerated by 
passing through a potential of some thousarld volts. On the flight path the ion 
beam is focused onto the entrance slit of the analyzer by a series of electrostatic 
lenses. 

2.2 Mass Analyzer 

The analyzer must be operated at low pressures, in general below 10 -6 m m  (Hg) 
to prevent collisions between the ions produced and the neutral molecules of the 

1 See "Recommendations for symbolism and nomenclature for mass spectrometry" from IUPAC TM 
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residual gas, mainly nitrogen, oxygen and water. These collisions would deflect 
the ionic species from their flight path and would prevent an exact separation 
o f  the different mass peaks. For  mass separation, the commonly used methods 
involve deflection in a magnetic field (single focusing) or in a combination o f  
electrostatic and magnetic fields (double focusing), separation by different velocities 
(time-of-flight mass spectrometer) or in alternating electric fields (quadrupole mass 
spectrometer). 

2.2.1 Single Focusing Instruments 

In the presence of  a magnetic field perpendicular to the direction of  the motion 
of  the ion beam, each ion experiences a force at right angles to both its direction 
of  motion and the direction o f  the magnetic field, thereby deflecting the ions to a 
circuit. The raclius of  the circuit is proportional to (m/z) 1/2 (Eq. (1)) so that the 
magnetic field is sufficient for mass analysis o f  an ion beam: 

(B = flux density, r -- circulation radius, m = atomic mass unit, U = accelerating 
voltage of  the ions, z = number o f  electronic charges). 

Mono-energetic ions with various masses and/or different charges pass the 
magnetic sector with different circular paths. The radius of  a circular path from 
an ion with large mass number is greater than that of  an ion with lower mass 
number (Fig. 2). 

M a g n e t i c  f ie ld  

• I . . . .  

J E n t r a n c e  s l i t  Radius of the ~. D e t e c t o r  
c i rcular  flight path 

Ion beam for rnl 

Fig. 2. Single focusing principle. In a magnetic field ions are deflected to a circuit with a ratio 
proportional to (m/z) ~j2. So the ions m I and m s are separated according to their mass-to-charge 
ratios. In addition to mass separation, the ions with same m/z ratios but with small differences 
in their directions are focused at the same point. 
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By using a magnetic scan, i.e. a continuous change of the magnetic field at 
constant accelerating voltage, the ions with different masses pass the exit slit 
one after another. Depending on the type of ion source, the ions entering the 
mass analyzer reveal a certain degree of inhomogeneity in their direction. Besides 
mass separation, the magnetic field displays a focusing action like that of a cylindric 
lens so that ions having the same m/z ratio and the same velocity are focused 
on the same point. 

2.2.2 Double Focusing lnstrmnents 

The thermal energy of the ions, the instability of the accelerating voltage and the 
construction of the ion source produce an ion beam with more or less large energy 
spread. With an energy spread of more than 10 eV the ion beam must be focused 
before entering the magnet by use an electric sector field. The deflection radius 
of ions in a homogeneous electric field perpendicular to the direction of motion of the 
ion beam is given by 

2U 
r -  E (2) 

(E = electric field strength). 
In a particular arrangement of the magnetic and electric sectors (Mattauch-Herzog 

geometry) simultaneous double focusing for all masses can be achieved in the same 
plane 17), permitting the use of  a photographic plate (Fig. 3). 

Photoptot • 

Electric sector 

1 
Entrance sl i t  I 

I 31~9' 
Fig. 3. Double focussing instrument of the Mattauch- 

Ion beam Herzog geometry 

2.2.3 Resolution 

Double focusing instruments produce ion beams with a small energy spread and a 
mass resolving power of  about I00,000 can be achieved. Single focusing instru- 
ments only display resolution powers of about 1000. A resolution of 1000 means 

6 



Mass Spectrometric Methods for Trace Analysis of Metals 

that signals for the ions at m/z 1000 and m/z 1001 can just be recorded separately. 
Resolution is usually defined in "10 percent valley definition", which implies that 
two adjacent ion peaks of equal intensity are to be considered as separated when the 
valley between them is not greater than ten percent of the peak height. 

2.2A Time-of-flight Mass Analyzer 

In a time-of-flight mass spectrometer, mass separation results only from the 
mass-dependent velocities of the ions. Linear time-of-fiight instruments employ 
neither electric nor magnetic fields. After acceleration, a beam of mono-energetic 
ions passes a field-free tube. Ions of different masses will pass the space at varying 
velocities and can be registered as a function of their time of flight. This kind of 
mass analyzer needs a pulsed production of ions for which the spread in time must 
be much smaller than the approximate time of flight of the ions. 

2.2.5 Quadrupole Mass Analyzer 

In a quadrupole mass analyzer the ions are stimulated to oscillations in an electric 
quadrupole field. The quadrupole field has a dc voltage and a rf  voltage compo- 
nent and mass scanning is accomplished by varying both types of voltage while 
keeping their ratio constant. Thus, ions with varying m/z ratios can be detected. The 
assignment of the mass numbers to the ion signals is uncomplicated as there is a 
simple correlation between voltage and detected ion masses so that a linear mass 
scale can be achieved. In addition the resolution, which is approximately pro- 
portional to the transmission (ratio of collector ion beam to entrance ion beam) 
can be varied in a simple mode by changing the voltage ratio. 

2.3 Ion  Detection 

The use of a particular detection- and recording-unit mainly depends on the intensity 
and stability of  the ion beam. The three major types of ion detectors include Faraday 
cup, electron multiplier and photographic plate. 

2.3.1 Faraday Cup 

Ion beams of the order of 10 - 6  to 10 -3  A can be detected with a Faraday cup. The 
ions are captured in a metallic collector (Faraday cup) and the voltage drop across a 
large resistance placed between ion collector and ground is measured. Double collector 
systems are often used for recording two different ion species simultaneously, 
a technique which allows the determination of the ratio of isotopes with high 
precision. The major advantages of this detection system are the elimination of 
errors caused by fluctuations of ion currents, registration of changes in isotopic 
ratios during measurements and the shortening of the analysis time. 
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2.3.2 Electron Multiplier 

An electron multiplier can amplify an ion current up to a factor of  107. Each ion 
which impinges on the metal surface of the first dynode of the multiplier causes the 
emission of a number of secondary electrons. These are accelerated to another 
electrode inducing consecutive, additional electron emission thus producing a cas- 
cade of electrons. 

This process is repeated several times, using ten stages or more. The multi- 
plication factor depends on the material and number of the dynodes and of the 
voltage between them. After amplification the signals can be registrated with a 
recorder, oszillograph or on-line with a computer and stored on magnetic tapes 
or disks. 

2.3.3 Photographic Plates 

Recording with photographic plates is possible if the mass spectrometer focuses ions 
of  different masses in a plane. This is achieved by double focusing instruments of 
the Mattauch-Herzog geometry. The photographic plate integrates simultaneously 
the ions received from all masses within a certain mass range. For example', if the 
ratio of  the lowest to the largest mass is 1:36 all signals from m/z 18 to m/z 648 
can be recorded using a particular magnetic field strength and accelerating voltage. 
Ions produce a latent image on the ion-sensitive emulsion of the photographic plate. 
As in black-and-white photography this image is developed and fixed and shows 
more or less black, sharp lines, according to the intensity of the ion beam. Some 
thousand ions are enough to produce a visible line on the ion-sensitive emulsion 
of the plate 19~. 

3 Principles of Qualitative and Quantitative Mass 
Spectrometric Analysis 

The outstanding sensitivity and the high specificity of mass spectrometry allow 
qualitative as well as quantitative analysis. 

3.1 Qualitative Analysis 

The qualitative determination of a metal is realized by comparison of the mass 
spectrum of the sample with those of a reference sample. Using low resolution mass 
spectrometry the sample must have a simple composition to prevent superposition 
of atomic ions and cluster ions from the components. An alternative possibility is 
the identification of a metal from a more complex sample using high resolution mass 
spectrometry. High mass resolution enables a precise mass determination in the 
ppm range, i.e. ___0.1 m.m.u. (millimass unit) at 100 m.u. (mass units). Complex 
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mixtures frequently require pretreatment prior to mass spectrometric analysis. The 
definite identification of the metal is a prerequisite for quantitative analysis. 

3.2 Quantitative Analysis 

Assuming constant instrumental conditions, the intensity of an ion current is a 
measure of  the quantity of a sample. To determine the absolute amount of a sample, 
the intensities of an ion signal from a sample and a standard must be compared. 
This may be achieved as follows: 

3.2.1 Quantitative Analysis with an External Standard 

The standard is measured mass spectrometrically at different concentrations and 
the signal intensities are plotted against these concentrations. Utilizing this standard 
curve, the concentration of a sample can be determined. The disadvantage of 
methods working with an external standard is the separate treatment and measure- 
ment of sample and standard. 

3.2.2 Quantitative Analysis with an Internal Standard 

More precise is a method using an internal standard. The sample is spiked with a 
known amount of  a reference sample and both sample and standard are treated 
and measured simultaneously in the mixture. Most precise determinations can be ob- 
tained using compounds labelled with stable isotopes as internal standards (isotope 
dilution analysis), since they exhibit different mass spectra but completely identical 
chemical properties. For details and examples of  applications of  the isotope dilution 
method see Ref. TM. Because of the limited sample availability the time of measuring 
the ions must be utilized optimally. One possibility is the fast repetitive scanning 
over a preselected mass range by varying either the magnetic field strength or the 
accelerating voltage. 

Another method involves "selected ion monitoring", in the course of which the 
chosen ionic species are focused on the detector by variation of the accelerating 
voltage. Again, multiple detectors are used to obtain most precise results. Here, often 
two ion beams are recorded simultaneously to prevent errors resulting from 
fluctuations of  the ion currents and to increase the intensity. A detailed comparison 
of the different methods has recently been described TM. Evaluation of a quantitative 
mass spectrometric determination and a comparison with results from analytical 
methods can be effected under three aspects: First, accuracy which means the 
deviation of the measured value from the real value; second, precision (defined as 
standard deviation) which is a measure of the reproducibility of a result repeating the 
analysis of a sample; third, sensitivity (in mass spectrometry defined as coulomb/#g 
for solid samples) that characterizes the ratio of signal height to sample amount 
used for analysis. 
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4 M a s s  Spectrometric Methods  for the Trace 
Analysis  of  Metals  

4.1 Thermal Ionization Mass Spectrometry 

The first thermal ionization source was developed by Dempster in 1918. The solid 
material to be analyzed is applied to a hot metal filament and ions are produced 
by thermal surface ionization TM at a temperature of  ~2000 °C. A commonly 
used thermal ionization source is the three-filament ion source, developed in 1953 
by Inghram and Chupka 22~. This ionization source consists of two parallel filament 
strips for the sample and an ionization filament in a plane perpendicular to and 
between the other two filaments. Fig. 4 shows a sectional view of this kind of ion 

i ~  ~ ~ .  ~.  ~.  ~. ~1 i ~  ~ ~ -~. ~ ~ . ] - ~ l  - 

/ /  

] 
i 

i 

i 
! 

F'q I I ~ ' ]  ... 

Ion b e a m  

E n t r a n c e  s l i t  

C o l l i m a t i n g  slits 

Sa_mpte_ 3it am_e_n_ts 

I o m s a t i o n  f i l a m e n t s  

B a s e  p l a t e  

I n s u l a t i o n  

C u r r e n t  s u p p l y  

Fig. 4. Schematic diagram of a triple filament 
thermal ionization source 

source. The filament consists of a high-melting metal with a high work function 
like tungsten, tantal, platinum or rhenium. In Table 1 are listed the melting points 
and work functions of the most frequently used metals. 

The dissolved or suspended sample is applied to the filaments by a syringe and 
evaporated to dryness. By heating these filaments the sample is vaporized and im- 

10 
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Table 1. Melting points and work functions of metals which 
are often used as filament strips in thermal ionization sour- 
c e S  TM 

Metal Melting Point Work Function 
(°c) (eV) 

W 3990 4.54 
Re 3180 4.97 
Ta 2996 4.13 
Ir 2443 4.57 
Rh 1960 4.57 
Pt 1769 5.55 

pinges the ionization filament, which is heated to a very high temperature and the 
metal vapor is dissociated into atoms. The metal atoms transfer an electron to 
the ionization filament because of  its high work function. In the first step of  this 
process, the ionization energy of  the atom must be afforded while in the second 
step an energy amount  that is equivalent to the work function o f  the metal is gained. 
Mostly, the work function is smaller than the ionization energy and the process 
needs thermal energy to take place. This is the reason for heating the filament. The 
ionization yield [3 for one element, that is the ratio o f  the number o f  positively 
charged particles n÷ to the number of  neutral particles n o evaporated from the 
filament, depends on the ionization energy I o f  the element, the work function W 
of  the filament and on its temperature T and is described according to Langmuir  
and Saha z4) by 

13= n ~ + = e x p [  e n o  ( k - l )  I ' T  (3) 

The thermal ionization source is useful for an exceedingly large number of  metals 
and metal compounds having first ionization potentials below approximately 9 eV 
(Table 2). 

Table 2. Ionization energy (in eV) of some metals which 
are often determined as trace metals by mass spectro- 
me fry TM 

Cs 3.89 T1 6.12 Mg 7.64 
K 4.34 Cr 6.76 Cu 7.72 
Li 5.4 V 6.8 Fe 7.9 
Sr 5.69 Ti 6.83 Sb 8.64 
In 5.79 Sn 7.3 Pt 8.96 
A1 5.98 Pb 7.42 Au 9.23 
Ca 6.11 Ag7.57 Hg 10.4 

11 
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Because of the very high second ionization potentials only singly positive charged 
ions are formed and the interpretation of mass spectra is simple. Surface ionization 
is routinely applied to sample analysis in the range of micro- and nanogram. At 
best, sample amounts of 10 -14 g can be detected. Because of the low energy spread 
by the ions formed, single-focusing instruments can be used for analysis. Appli- 
cations of thermal surface ionization include determination of isotopic abundances 
in mineralogy, age determination in geology 25~ and analysis of fission products in 
nuclear chemistry. An example for the thermal ionization MS is the determination 
of calcium impurities in high-purity compounds and in feldspars by Heumann et al. 26~. 
Calcium must be separated from the matrix before mass spectrometric measurements 
because of the superposition of 4°K with the 4°Ca isotope. This superposition 
depends on the much higher ion yield of potassium under the conditions of thermal 
ionization mass spectrometry. For analysis, a two-filament thermal ionization source 
with rhenium filaments is used. Calcium is applied as CaC12 after mixing with ~Ca  
labelled standards. For one analysis about 1 pg of calcium is needed. As shown in this 
study, the enrichment of the standard greatly affects the precision of the result 
from an isotope dilution analysis. Table 3 shows the results of calcium determinations 
in alkali salts with a low enriched standard. 

Table 3. Determination of calcium in alkali salts by isotope dilution mass spectro- 
metry using an enriched **Ca standard 26) 

Compound Experiment Ca-content Standard diviation 
No. (ppm) 

Sabs Srel 
(ppm) (%) 

KCI 
(ultra pure) 

KNO 3 
(pure) 

NAN03 
(pure) 

1 3.2 
2 2.9 
3 2.5 
average 2.9 0.35 

1 1.0 
2 1.0 
3 1.4 
average 1.1 0.2 

1 and 2 <0.2 

12 

18 

In the determination of metals from biological and medical matrixes, thermal 
ionization mass spectrometry is seldom used aT). Disadvantages of thermal ioni- 
zation MS are the great fluctuations in the results, caused by different instrumental 
requirements. Isotope fractionation resulting from vaporization of the sample and 
the dependence of this process on temperature are the main sources of error. 
However, the development of computer-controlled sample preparation and measure- 
ments have minimized these errors 28-3°). 

12 
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4.2 Spark Source Mass Spectrometry 

The method of spark source MS was developed by Dempster in 193531}. During the 
last two or three decades, this technique was utilized in the trace analysis of 
impurities in high purity elements, such as semiconductors, superconductors, 
nuclear reactor components and magnetic, thermoelectric or luminescent materials. 
There is an urgent necessity for the determination of trace elements in these materials, 
because they are characterized by the presence or absence of particular elements in 
the ppm or ppb range. 

The principle of spark ionization is as follows: A spark is formed directly 
between two electrodes, consisting of or including the sample material to be analyzed. 
In the radiofrequency spark source a potential of about 100 kV is generated in the 
form of short pulses, which produce a spark discharge between the two electrodes. 
In the vibrating arc source an arc discharge is produced by breaking a current- 
carrying contact between two electrodes. This discharge can be repeated rapidly 
by an oscillating motion of the electrodes (Fig. 5). 

/ 

Elect r o d e ~ ' ~  

Ion beam 
Entrance slit 

Oscillator _l_ 

-L_ 

t Collimating slits 

Fig. 5. Schematic diagram of a rf spark source. 
The electrodes contain the sample material and 
ions are produced by spark discharge between 
these electrodes TM 

Because of the high energy density on the surface target of the arc discharge, 
a definite amount of  sample is abruptly vaporized. This kind of rapid vaporizing 
causes only a small segregation of the components of the sample and the chemical 
composition of the surface area is reproduced exactly. At very high arc energies 
the mass spectrum i's a sum of the mass spectra of the single elements of the electrode 
materials. If  only singly positive charged ions are formed, the resulting spectrum 
can readily be used for quantitative determinations. Often, multiply charged atomic 
ions as well as singly charged cluster ions are formed, for example from iron the 
Fe +, Fe 2+, Fe 3+, Fe~, Fe3 + ions. 
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Mass Spectrometric Methods for Trace Analysis of Metals 

I f  signals of  multiply charged ions superimpose signals of  atomic ions from 
trace elements, then trace analysis can be disturbed. To ensure a more efficient mass 
resolution of  the ions generated by spark source mass spectrometry, double focusing 
mass spectrometers are used. Fig. 6 shows a photographic detection of  a mass 
spectrum of  a high-duty steel sample ( 1 6 ~  C r - 1 0 ~  Ni). Different exposure times 
produce eleven spectra with graded, step-like blackenings 32). 

Registration of  ions with a photographic plate is quite expensive and time consum- 
ing and, in addition, qualitative and quantitative interpretations are sometimes dif- 
ficult. Thus, more and more efforts are being made to use spark source mass 
spectrometry with electric registration 33). This technique is applied to the analysis 
of  all trace metals with a precision o f  about 5 ~o. The main applications are in 
metallurgy and geology for simultaneous determinations o f  many elements in a 
sample, in particular when this is impossible with other methods. At best, concen- 
trations at 1:10 s can be registered. The sample consumption is about 1 mg for 
one analysis. 

For  several years, multi-element analysis o f  biological materials and environmental 
samples have been performed using spark source MS 34 -36). One example is the analy- 
sis of  ashed mammalian animal blood by high-resolution spark source MS 37). 
Sample electrodes are prepared from a standard o f  low-temperature dry-ashed human 
blood. The samples are mixed with very pure graphite applying a technique of  
preparing sample electrodes under high pressure in slugs 3s~. The mass spectrometric 
results and the concentration range as reported by the International Atomic Energy 
Agency are shown in Table 4. 

Table 4. Concentrations of some metals in animal blood determined by spark 
source mass spectrometry. Comparison of the concentration ranges of some ele- 
ments obtained by the International Atomic Energy Agency (IAEA) with values 
from mammalian animal blood as reported by the United Kingdom Atomic Energy 
Commission (UKAEC) TM 

Element IAEA Animal blood 66/12 

SSMS Values IAEA Range 

UKAEC Mamma- 
lian blood 
(Mean values) 

Na 1930 1990 
Mg 59 41 
AI 0.32 0.37 
K 2250 1690 
Ca 44 60 
Cr 0.07 0.02-0.56 0.023 
Mn 0.35 0.08-0.38 0.026 
Fe 1050 835-3270 475 
Cu 2.4 0.77-3.3 1.07 
Zn 10.2 11.5-22 6.5 
Ag 0.02 0.19 
Sn 0.009 0.13 
Sb 0.002 0.0047 
Hg <0.006 0.0065 
Pb 0.4 0.27 

All values in/tg per g wet weight. 
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As shown by this example, the samples mostly must be ashed (dry or wet) to 
prevent a superposition of metal ions and organic ions in the mass spectrum. Heavy 
metals such as Pt, Au, Hg, TI, Pb and Bi have been detected from blood, homogenized 
liver and urine without prior ashing, in concentrations below 1 ppm 39). 

In spite of  the wide field of applications, disadvantages of spark source MS are 
the great instrumental expenditure of using double focusing mass spectrometers 
and the time- and labor-consuming interpretation of the photographic plates. 
Besides this, there are difficulties in producing electrodes, for the samples must 
often be treated before mixing with the matrix element. 

A higher accuracy of the results may be achieved by automatic evaluation of the 
photoplates, using an absolute calibration method working without standards 4°). 

4.3 Special Methods 

In addition to the ion sources described, there are other mass spectrometric methods 
for trace analysis of  metals. Some of them are only used in exceptional cases and 
others are still under instrumental and methodological development. 

4.3.1 Electron Impact Mass Spectrometry (EIMS) 

In this method the sample is vaporized in a micro-oven placed in the ion source 
or out of a Knudsen-cell. Many metals can be analyzed qualitatively and quanti- 
tatively by this technique as metal organic compounds (see Refs.41"42)). The metal 
chelates have lower volatilities than the metals and in many cases the mass 
spectra reveal higher sensitivities for these compounds compared with the analysis 
using direct evaporation of the metal. The latter technique of direct metal analysis 
by ElMS is only applied if the ionization energies of the metals are too high for 
thermal ionization mass spectrometry 2). 

4.3.2 Secondary Ion Mass Spectrometry (SIMS) 

This mass spectrometric method for trace analysis is mainly used in multi-element 
analysis of  surfaces and thin films. Also, microscopic distributions of elements in 
depth concentration profiles and in adsorption processes are determined 9,43~. A 
stable ion bombardment by a primary beam of a few kV is capable of ionizing atoms 
and molecules from the surface of a solid sample (about 100 A deep). 

The principle of  this process is shown schematically in Fig. 7a. Mass spectrometry 
of the secondary ions provides a sensitive multi-element analysis of fresh surfaces. 
Figure 7 b shows the spectrum of a vanadium surface containing zirconium near the 
surface a4~. With a current intensity of 5 x 10 -8 A a surface area of 0.1 c m  2 w a s  

bombarded with 3 keV Ar ÷ ions. Only 100 seconds were required for recording 
of the spectrum. In this time a monomolecular layer of vanadium oxide was 
analyzed which corresponds to a weight of about 10 -8 g. Zirconium in the surface 
is identified by registration of the mass lines 90, 91, 92 and 94. These lines represent 
the naturally occuring isotopes of this group IVa element. In the secondary ion 

16 



Mass Spectrometric Methods for Trace Analysis of Metals 

PRIMARY ION 

cps 
b)  

10 v 

10 6 

I0 s 
160. 

10 ~ -- _ _  _ 

14 ~ 

10 3 . -5-- "B" 

10 2 H~~ 

10 ~ 
I ~ I 0 10 

,,51V', 

No0  ÷ II 

_ At" ~_%_~v_T~_ 

O; 

T I I I I I I 
20 30 40 50 

S'v°" oxidized vanadium 
log. sca (e  

Ip = 5x10-SA 

A = 0,1cm z 

?.__" v0; 
,0H; ]- 
- -  q;V-,VOH~ v* • i l  .2 y~O 

Z r  ~ Z r 0  ° V.Ot 

I I I  t i l l  , 1  ' 1 1 1  I I I  I r t r  
60 70 80 90 100 110 120 130 140 150 m 

Z 

Fig. 7a. Energy transfer from a primary ion to the ejected secondary particles .3). b SIMS analysis 
of a mono-layer of a vanadium surface which contained zirconium. An enhancement in sensitivity 
can be achieved by recording the relevant mass range for zirconium only (m/z 90-m/z 95) ~) 

spectrum they appear as Zr ÷ and together with oxygen as ZrO +. The ratio of 
the intensities of V + : Z r  ÷ is about  5 x  104:1. This means, if the same ionization 
probabilities for vanadium and zirconium from an oxidized surface are assumed, 
that 20 ppm of zirconium can be identified in a mass spectrum which extends 
from mass 1 to 100. Since just  one layer of the metal surface is analyzed the total 
amount  of Zr in this analysis can be calculated to be 2 x 10 -1 3  g. 

Difficulties of SIMS are the complexity and large dynamic range of the ion beams 
produced. This may complicate the identification of the positive ion spectrum and 
cause sometimes an insufficient reproducibility of the results. Impor tant  advantages, 
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however, are the small energy spread of the secondary ions (about 10 eV), so that 
single focusing instruments can be used and the fact that the sample can be analyzed 
at room temperature. On the other hand a very high vacuum of approximately 
10 -9 Torr is necessary to obtain a primary ion beam of high intensity and to 
avoid surface contamination. 

4.3.3 Gas Discharge Mass Spectrometry 

Gas discharge, one of the oldest known ionisation methods 4s) has been used lately 
as a promising method for mass spectrometric analysis of trace elements in solids TM. 
Hollow cathode or coaxial cathode ion sources have been described for the analysis 
of conducting solids and solution residues 46A7). Ionization takes place by use of  a 
discharge gas, usually argon, between a cathode, containing the sample, and an 
anode. In contrast to rf spark source mass spectrometry, the ion flux is extremely 
stable and the obtained ion currents are of high intensity. The observed fluctuation 
is __+ 1-2 %, so that good isotopic ratios can be obtained from a single scan. The 
sensitivity for trace elements is below the ppm level (see Fig. 8). 

1000. 
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Fig. 8. Spectrum of 60 ppb lead in stainless steel, 
determined with a hollow cathode ion source ~) 

With co-axial cathode ion sources, multi-element isotopic dilution analyses have 
been performed and results with a precision of 2-5 % with electric detection can be 
obtained 47). However, more work is needed to reduce interferences caused by the 
high internal energy of the ions produced. 
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4.3.4 Laser Probe Mass Spectrometry 

Very promising is the development of a laser probe mass analyzer for metal analysis 
of high spatial resolution 1°'49) Foils or thin sections of less than 2 #m are evaporated 
and ionized by pulsed laser beams in vacuum. Lasers (rubin or Nd-YAG) with 
power densities between 107 and 10 ~,~ W/cm 2 produce, when optimally focused, 
a spatial resolution higher than 1 #m. Time-of-flight or double focusing instruments 
are used for mass analysis. 

The laser ion source can be used for trace analysis of all elements down to the 
sub-ppm range. The main advantage of this method compared with spark source 
mass spectrometry is that little sample preparation is required so that minute 
sample amounts which are difficult to handle can be investigated. A mixture of the 
sample with the conducting material, such as graphite is not necessary, because 
the conductivity of the sample has no influence on the ion production. 

The spot of sample analysis can be varied by manipulation of the sample so that 
the distribution of an element in the sample can be examined. The laser probe 
mass spectrum recorded by Heinen et al. 49) (Fig. 9) illustrates the determination 
of iron traces in a cell of an uterus gland of a pregnant animal. 

4.3.5 Plasma Ionization Mass Spectrometry 

In this method lx'12) designed for the analysis of inorganic solutions, ionization 
occurs at atmospheric pressure. 

The sample solution is injected into the ion source, dispersed in a carrier gas and 
ionized by an electric discharge between two electrodes. A quadrupole analyzer 
is used for the resolution of the ion beam. 

An example for plasma ion mass spectrometry is the investigation of a silver 
solution at a concentration of 3 rag/1 ~1). When a sample of this solution is nebulized, 
the spectrum shown in Fig. 10 is obtained. 

The isotopic peaks of silver ~°TAg+ and l°9Ag+ suggest a high sensitivity for 
this metal. Metal impurities of 23Na+, 63Cu+ and 65Cu + are detected besides peaks 
due to organic ions. Furthermore, corresponding to m/z 19 (OHm-) and m/z 30 
(NO + ) which come from nitrogen, oxygen, carbon dioxide, and water present in the 
carrier gas argon are found. The method of plasma ion mass spectrometry is very 
sensitive and only small amounts of sample are used. The detection limit for some 
metals (Ag, As, Co, Pb) is below 1 ppb. 

4.3.6 Field Desorption Mass Spectrometry (FDMS) 

FDMS 14) is a soft ionization technique which expands the applicability of mass 
spectrometry to highly polar and/or thermally labile compounds and therefore has 
found numerous analytical applications in biochemical, medical and environmental 
research 5°-53). Although originally designed and developed for ionization of organic 
compounds of low volatility the technique has unexpectedly proved to be a powerful 
tool in the analysis of a large number of metals. 
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Fig. 10. Mass spectrum of 3 mg/l silver solution obtained by an atmospheric pressure ion source TM 

The extraordinarily high sensitivity of FDMS for alkali metal ions was discovered 
already during the early investigations of organic salts 54). The mass spectra obtained 
always revealed the signals of sodium and potassium ions to be several orders of 
magnitude more intense than all organic ions when the spectra were recorded on 
photoplates and the emitter temperature was raised to red heat 55). These observations 
prompted studies to exploit the potentialities of tlae technique in the trace analysis 
of metals and led to the development of FDMS as a novel method for the identification 
and determination of metal cations. Since these investigations were carried out in the 
authors' laboratory during the last three years, and this is the first survey of metal 
analysis by FD, it appears appropriate to describe in more detail the principle, 
experimental techniques and results obtained in the following. 

The principles of field ionization and FDMS have been treated comprehensively 
for organic molecules. ~4) For the desorption of metal cations under similar conditions 
(high electric field, activated emitter) two points have additionally to be considered. 
Firstly, a large number of metal cations desorb at considerably higher sample 
(emitter) temperature than organic ions. Thus, with growing input of thermal energy 
the original concept of FD is increasingly superimposed by high-temperature effects. 
Secondly, because the metal traces have to be determined preferably in medical or 
environmental samples, destruction of the complex organic matrix is necessary in order 
to avoid overlapping of metal cations and organic ions. In this respect, the 
original aim of FD analysis, namely soft ionization and detection of intact, large, 
organic molecules is completely reversed. 

21 



Ute Bahr and Hans-Rolf Schulten 

The experimental technique for the trace analysis of metals simply involves the 
production of an emitter of  acceptable quality. In general, 10/am tungsten wires are 
activated at high temperature with benzonitrile 54) in a multiple activation device. As 
the result of such an activation process, the tungsten wire is covered with dendrites 
of  partially ordered pyrocarbon. Due to the small radii of  curvature of the tips of the 
microneedles, the field strength is enhanced to a level suitable for FDMS. These 
emitters are mechanically stable, which is important for repeated use; they can also 
be chemically and thermally strained. This property is a prerequisite for the pyrolysis 
of the organic matrix and desorption of the metal cations, and last not least, the 
surface area of the emitter is sufficient for sample application. 

The sample can be easily applied by dipping the activated emitter into a solution 
or suspension of the substance. The amount of sample, i.e. organic matrix plus 
metal, deposited on the emitter should be in the range of 10 #g to a few ng. 
Diluted solutions which are supplied by a microsyringe can be concentrated most 
effectively by evaporation of the solvent under the control of a stereomicroscope as 
illustrated in Fig. 11. Furthermore, this method enables the transfer and deposition 
of known amounts of sample solution onto the emitter surface and thus provides 
essential experimental conditions for quantitative determinations. 
In order to reduce the analysis time and to facilitate the handling of the FD 
procedure, also for non-experts in mass spectrometry, a simplified ion source is 
employed. 

Fig. 11. Syringe technique: the sample solution or suspension is supplied with a 10 #L microsyringe 
to the activated emitter wire. The microscope photographs show a magnification of approximately 
1 : 3556) 
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As shown in Fig. 12 the emitter is adjusted mechanically using a micromanipulator 
or pushed in a predetermined, fixed position and the focusing of the ion beam can be 
performed by changing only two electrical potentials. In routine use the negative po- 
tential of  the cathode is fixed and the positive potential of  the emitter and one 
focusing lens of the collimating system are varied. More experimental details of 
the FD method for trace analysis of metals such as emitter heating, ion recording, 
use of  external and internal standards, sensitivity and detection limit will be given in 
connection with some recent applications in the following. 
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Fig. 12. Schematic drawing of an FD ion 
source for fast and simple analysis of 
trace metals in a single focusing magnetic 
mass spectrometer tT) 

4.3.6.1 Determination of  Cesium Using an External Standard 

After the first qualitative studies of lithium-, sodium-, calcium-, and silver-halides 
and other inorganic salts with complex anions had revealed the types of  ion 
occurring in FD mass spectra and the high sensitivity of the method for metal cations 
had been demonstrated 55) the principal question arose whether quantitative data 
could be obtained. I f  so, it was essential in the use of FDMS as an analytical 
technique for metals to evaluate the sensitivity, precision and accuracy for these 
determinations. Since pilot tests showed an extraordinary sensitivity for cesium the 
first approach to the quantitive determination of metals by FD was started with this 
alkali metal. 

Quantitative determination of the monoisotopic element cesium can only be per- 
formed by using a radioactive isotope or a different alkali element as an internal 
standard or by establishing a calibration curve as an external standard. A plot of  such 
a curve is given in Fig. 13 for [Cs] + sT) For measurements, a number of standard 
solutions of  CsC1 in CC14 are prepared and analyzed. The resultant values are 
displayed with an error of 22 ~ corresponding to 2tr (tr = standard deviation). 

This plot correlates the sample amount applied to the FD emitter with the peak area 
of the evaporation profile. The range of sample amounts covered by this curve extends 
from 1000 to 0.3 pg of cesium corresponding to 7.5 pmol to 2.3 fmol. 

When a linear extrapolation to smaller sample amounts is applied, a detection limit 
for [Cs] ÷ of about 10 fg is derived from the calibration curve in Fig. 13. However, 
measurements in this range of concentration could not be performed since no solvents 
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containing less than about 1 pg/l cesium were available. The original trace for the 
detection o f  about 350 fg or [Cs] ÷ by field desorption and single ion monitoring 
is shown in Fig. 14. It can be derived that this sample amount corresponding to 
2800 counts is by far more than the detection limit since the noise level is only about 
20 counts/s  57). 

From Figs. 13 and 14, it can be derived that the sensitivity of  the F D  method 
for alkali metal ions exceeds that for organic compounds.  The observed sensitivity 
of  about 10 -9 C//tg is of  the same order of  magnitude as that of  conventional 
EIMS for the detection of  organic compounds.  One of  the reasons for this pheno- 
menon is that the particles that are to be detected are already present as positive 
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ions on the emitter surface. Field desorption of these monovalent ions from the 
matrix on the emitter is obviously much more efficient than field desorption of 
organic compounds. For organic compounds, the processes of thermal decomposition 

• and evaporation of neutral molecules that do not undergo ionization compete 
effectively with the ionization process, whereas this is not valid for field desorption 
of metal cations. 

The increase in sensitivity in the alkali metal ion series from lithium to cesium 
corresponds to the variation of the lattice energies and desolvation energies of  the 
alkali elements. These energies decrease from [Li] ÷ to [Cs] ÷ thus favoring the 
desorption of [Cs] ÷ as compared to that of  [Li] ÷. This effect is also reflected in the 
observation that [Cs] ÷ desorbs at a lower emitter temperature than [Li] ÷. 

In order to test the capacity of  FDMS for quantitative trace analysis, cesium was 
determined in a number of samples. Solvents, body fluids, and environmental 
samples were investigated by single ion monitoring of m/z 133 and measurement of 
the peak areas of the evaporation profiles by ion counting. The results of  these 
analyses are compiled in Table 5. 

Table 5. Determination of cesium in spectrograde solvents, body fluids, and environmental samples 
by field desorption mass spectrometry using an external standard ~7) 

Counts a Concentration Cs 

Solvents Water dist. (1 pl) 8,100 0.9 pg/#l 
Carbon tetrachloride (1/d) 29,000 3 pg/#l 
Methanol (1 #i) 5,100,000 350 pg//~l 

Body fluids Human blood (0.2 pl) 34,000 18 pg//fl 
Human saliva (0.2/~1) 720,000 300 pg//~l 

Environmental Drinking water (1 #1) 18,000 2 pg//~l 
samples Seawater (0.3/~1) 666,000 165 pg/#l 

Natural aerosol (1-3 #g) 760,000 65 pg 

• The number of counts corresponds to the intensities obtained for the calibration measurements. 

The organic solvents investigated were of  commercially available quality (carbon 
tetrachloride, Uvasol, E. Merck AG, Darmstadt, West Germany; methanol, analyzed 
reagent, J. T. Baker Chemicals B.V., Deventer, The Netherlands). Drinking water 
was taken from the tap in our laboratory and seawater from the North Sea near the 
coast of The Netherlands. The aerosol was directly sampled on a FD emitter ~s" 59) 
for 2 h on the roof of our laboratory on May 13, 1977. Samples of body fluids were 
taken from volunteers and analyzed without further treatment. 

To obtain these data the FD ion currents were recorded on a homebuilt single 
focusing mass spectrometer of low resolution equipped with a FD source with 
micromanipulator 6°~. The FD ion source employed is schematically described in 
Fig. 12. The FD emitter (at + 8 kV) is positioned at a distance of 2 mm from the 
counter electrode (at - -  4 kV). Only the first lens (at approximately + 2 kV) is used 
for the focusing of the ion beam whereas all other reflection plates a re  at ground 
potential. With an entrance slit width of 0.1 mm and an exit slit width of  0.5 mm, a 
resolution of about 300 (10 ~o valley definition) is achieved. This experimental set-up 
considerably simplifies the operation of the FD mass spectrometer because it allows 
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an easy, a fast and reproducible optimizing of the FD ion currents which is 
particulary relevant for quantitation. 

The ions are detected using a channel electron multiplier (Valvo) and a combined 
counter/ratemeter registering unit (Ortec). The channel electron multiplier is operated 
at --3 kV. A linear emitter heating current (EHC) programmer is employed for the 
desorption of the samples. In all cases the EHC is raised at 0.19 mA/s from 0 to 
100 mA (see Fig. 14). All measurements for the calibration curve of [Cs] ÷ (see Fig. 13) 
are made with one FD emitter starting from small sample amounts. 

For trace determinations of cesium cations the procedure is executed in two steps: 
First, 3 pl of a standard solution containing a known amount of cesium chloride is 
applied to the emitter by means of the modified syringe technique TM and a signal at 
m/z 133 is recorded. Second, between 0.2 pl and 1 #1 of sample are applied to the 
same emitter and desorbed under identical conditions. From the peak areas of the 
evaporation profiles obtained in both measurements, the unknown amount of the 
alkali element present in the sample is calculated. Usually, one analysis (calibration 
+ sample analysis) can be performed within 30 rain. Thus, cesium in sample sizes of 
0.2 to 1 td, which contain 0.3 to 1000 pg of the element, can be determined. The accuracy 
of repeated measurements of a standard solution is +_ 10 ~o and that of the technique 
for the determination of unknown concentrations __+ 20 7o. A sensitivity between 1.4 and 
2.5 x 10 - 9  C per #g is obtained for cesium. Since a good sensitivity value for an 
organic FD ion, namely the molecular ion of cyclophosphamide, has been reported to 
be 1 to 2x  10 - i t  C per/~g6i~ it is clear that FDMS is about a factor of 100 more 
sensitive for the [Cs] ÷ ion. 

However, also two critical points of the technique have been observed: 
a) After multiple use, the ionization efficiency of FD emitters decreases. If very 

small amounts of the sample are coated on the FD emitter, this detrimental effect 
is minimized. In the FD analysis of alkali cations, because of the high sensitivity 
of the technique, only minute amounts of the trace metal are required and thus a 
quantitative determination with an external standard is possible. 

b) In general, with rising complexity of the matrix increasing fluctuations of the 
FD ion currents occur. Whereas the evaporation profiles of [Cs] ÷ from the pure 
solvents exhibit a smooth shape, the investigations of the seawater, of the organic 
samples, and the aerosol reveal stronger fluctuations of the ion current. In the 
analysis of the organic samples, the coated emitter is heated to about 50 mA for some 
minutes without the high voltage applied in order to evaporate and destruct the 
organic material. Then the analysis is performed as with other samples. Carrying out 
this procedure with the high voltage applied to the emitter, it is found that, by moni- 
toring of m/z 133, no significant loss of cesium occurs. 

Because of these observations it is of interest to evaluate the capacity of the FD 
technique using an external standard in a very complex sample matrix and to 
explore the disturbing influences occurring in trace metal determinations of authentic 
samples. 

4.3.6.2 Cesium Determination in Physiological Fluids and Tissues 

The physiological medium of living cells mainly consists of alkali and alkaline earth 
ion solutions. The different concentrations of sodium-, potassium- and calcium-ions 
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in the various compartments of  a living organism as well as the transport of these 
ions through cell membranes provide the basis of all physiological processes and is 
therefore decisive for the function of these organisms. In the body cesium ions 
occur in traces only. An important toxic effect of higher cesium concentrations in the 
body is the blockage of potassium currents through biological membranes. However, 
the study of these effects requires an analytical method which is able to detect 
cesium concentrations in very small samples (e.g. milligrams of tissue material) down 
to the ppb range (1 ppb cesium = 1 #g cesium/kg) 62). 

It has been shown that a concentration of  I mmol/l cesium in Tyrode solution as 
the outer medium of cardiac Purkinje fibers - -  part of the excitable system of the 
heart - -  is sufficient to suppress the potassium outward current (pacemaker current) 
nearly completely 63~. When the concentration of cesium exceeds 20 mmol/1 all 
detectable potassium currents in cardiac Purkinje fibers are blocked. Since this effect 
occurred within one or two minutes it was believed that cesium ions are able to 
block the potassium channels in the membrane from the outside. One possible 
explanation would be based upon the fact that cesium ions are bigger than 
potassium ions (diameter [Cs] + = 1.77/k; [K] + = 1.33 A). Therefore, if they even- 
tually invade the potassium channels, they should be hampered in their motion or 
even immobilized because of their bigger size. I f  this was the case, cesium ions would 
invade potassium channels whenever they reach cell membranes and would irrever- 
sibly block them. Besides, cesium ions should not be detectable inside the cells of the 
excitable system, since they are unable to penetrate the cell membranes. 

From the standpoint of all classical microanalytical experiments on organic cell 
materials containing alkali ions this hypothesis seemed to be correct. However, the 
only reason opposite to this was that a concentration of cesium, which would be 
enough to block all potassium channels (about 100 nmol/1), was too small for such 
measurements. 

As mentioned above by means of FDMS using an external standard and the single 
ion monitoring mode, a cesium concentration of 135 nmol/1 has been found in 
human blood 57~. This measurement alone leads to some doubts about the hypothesis 
of blockage from the outside of  the membrane described above, since all channels 
should be blocked under normal conditions. In order to check this hypothesis and 
because FDMS may even quantitatively determine cesium concentrations as low as 
about 0.1 nmol/l, measurements with this technique have been made with untreated 
Purkinje fibers and heart muscle from sheep as well as human saliva and urine. In 
addition, experiments with Purkinje fibers and heart muscle cells have been performed 
after treatment of the whole heart for 1.5 respectively 30 min with a Tyrode 
solution containing 1 mmol/1 cesium. The tissue material is homogenized and the 
obtained suspension deposited on the FD emitter by the syringe technique without 
any further pretreatment. After establishing a reliable calibration curve, cesium 
concentrations in untreated Purkinje fibers and heart muscles are measured in a range 
of 880 nmol/1 up to 1070 nmol/1. 

According to the calculations on channel numbers this is sufficient to block all 
potassium channels in the membranes. If  cesium ions are able to block the 
potassium outward current in the excitable system of the heart at all, they do not do 
so by plugging the channels from the outside of  the membrane. After the application 
of a Tyrode solution, containing 1 mmol/l cesium, for only 1.5 rain and a prolonged 
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wash-out period, cesium concentrations in Purkinje fibers and heart muscle tissues 
increased to values between 14/~mol/l and 19 #mol/1. After the use ofa Tyrode solution 
for 30 min, cesium concentrations increased to 42-71 #mol/l (Fig. 15). 
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Fig. 15. Measurements of Purkinje fibers and heart muscle tissues with a typical calibration curve 
for [Cs] +. The preparations were measured under normal conditions (see text). Ordinate: 
arbitrary units, abscissa: concentration of cesium in mol/l 6~} 
(9 Heart muscle ® Purkinje fiber 
® Heart muscle after 1.5 min Cs ® Purkinje fiber after 1.5 min Cs 
@ Heart muscle after 30 rain Cs @ Purkinje fiber after 30 min Cs 

These relatively high concentrations measured by FDMS can also be detected by 
other methods with adequate accuracy, although the FD method has the advantage 
that tissues need no pretreatment. Parallel measurements of the same preparations 
by atomic absorption and emission spectroscopy have revealed no significant devia- 
tions from the authors' results. 

Hence, Purkinje fibers take up so much cesium after the application of a cesium 
solution described above that the intracellular cesium concentration is still about 
100 times higher after wash-out than under normal conditions. The speed of this 
take up is indicated by the measurement after 1.5 min of treatment with cesium. 
That cesium ions are transported very quickly through the cell membranes into the 
cells is not astonishing because the concentration gradient from the outside to the 
inside of the membrane is rather high (1 mmol/l to 1 #mol/1). If cesium ions are 
transported in a solvated form into the cells, one has to consider that their radius 
is somewhat smaller than that of solvated potassium ions. An exchange of cesium 
ions for potassium in leakage or pump currents would be possible. For the pacemaker 
outward current, however, potassium ions have to pass in an unsolvated form through 
special potassium channels. However, for the unsolvated ions, cesium is larger than 
potassium. One can imagine two possible mechanisms by which cesium can prevent 
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the potassium transport: Firstly, blockage of potassium channels from the inner 
surface of the membrane or secondly, a very slow transport of  cesium ions through 
potassium channels. If, at the inner surface of the membrane, the potassium ion 
concentration was about 0.15 mol/1 and the cesium ion concentration about 
15 pmol/1 and both ions passed through the same channel system, then cesium ions 
would need 100,000 times longer than potassium ions to migrate through these 
channels. This is only valid if the pacemaker current is reduced to 10 ~o of  its 
normal value. 

Summarizing the quantitative resultsobtained by FDMS using an external standard, 
the following facts emerge. In all cases where a reliable calibration curve can be 
established the method yields a precision of about 10 ~o and an accuracy of about 
20 ~.  One can expect that the appliration of the FD technique will allow the deter- 
mination of metal concentrations (1 #g - -  1 mg/l) in environmental samples, body 
fluids and tissues and thus will help to explain experimentally observed effects in 
biosciences, e.g. pharmacology, neurophysiology and toxicology. 

4.3.6.3 Analysis of  Directly Sampled Natura l  Aerosols 

A rapid sampling method for direct aerosol analysis using FD-mass spectrometer has 
been described 59~. In a predominantly inorganic aerosol three alkali metal cations and 
a number of  cluster ions of  intact salts have been identified under the conditions of  
high mass resolution (R > 15,000, 10 per cent valley definition) using photographic 
registration. 

The stereoscan micrograph of the FD emitter used in Fig. 16 shows the branched 
structure of carbonaceous needles grown on the 10 #m tungsten wire at high enlarge- 
ment. The micrograph-was taken after a 4-hour exposure to natural air in the jet 
collector, at a flow rate of  3 1 min-1. Numerous solid particles were caught in the 
dendritic emitter. 

In the upper left of  Fig. 16 some of the larger, probably inorganic particles can be 
seen to exhibit a crystalline structure. The analysis of this and similar samples has 
revealed that this type of aerosol consists almost exclusively of  inorganic material. 
From the known dimensions of  the emitter and a comparison with a micrograph of 
the unloaded emitter it is estimated that less than 1 #g of aerosol particles are 
impacted, which has turned out to be sufficient for analysis. This sample material 
was collected on a roof top of the Institute of Physical Chemistry, Universily of  Bonn, 
on December 12, 1974, during the afternoon hours. A total air volume of 800 1 was 
drawn through the collector jet at an average flow rate of 3 1 m i n - 1  The weather 
was cloudy with showers before and after the collection period, and the visibility was 
good. 

After exposure to the air blast the loaded field emitter is directly transferred into 
the mass spectrometer and pumped to 10 .5 Torr. A trace of acetone is injected into 
the ion source to optimize the ion current by adjusting the emitter in front of the 
slotted cathode plate of  the spectrometer. The mass spectrum of the sample is then 
recorded on a photoplate. 

Forty one lines are observed in the spectrum of the aerosol 36 of which can be 
assigned to ions of  inorganic salts and to cluster ions of these salts (Table 6). Several 
intense lines are accompanied by weaker signals which are attributed to less 
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Fig. 16. Scanning-electron micrograph of a FD emitter after direct impact of a natural aerosol from 
the top. Single aerosol particles are seen to be caught in the branched structure of the carbonaceous 
microneedles 59~ 

aboundant isotopes. Five spectral lines are too weak to be precisely measured and 
identified. They cannot be attributed to inorganic components and are thought to 
result from traces of organic material in the aerosol which.is pyrolyzed at higher 
temperatures. 

The inspection of Table 6 shows that Na +, K +, NH4 + and a trace of Rb ÷ are 
present as cations in the aerosol. Rubidium is detected as a natural trace element in 
potassium salts. The densitometer readings provide approximate information on the 
relative abundances, although ammonium compounds may be underestimated due 
to some evaporation of their neutral components, especially at higher temperatures. 
The only anions detected in the aerosol are NO 3, SO ] - ,  HSO 4 and C1-. The 
predominance of the nitrate ion is noteworthy, stressing the importance of aerosols 
as a sink for NO/ in  the atmosphere. NO2 has been shown to react rapidly with NaCI 
to form NaNO 3 and NOC1 as an intermediate of presumably short lifetime in the 
atmosphere. The product NaNO 3 is most abundantly observed in the aerosol, 
besides some unreacted NaC1. 

It is evident from these results that FDMS using photographic detection has a 
considerable advantage over most other analytical techniques of giving direct informa- 
tion on metal cations and intact inorganic salts present in the aerosol. The most 
abundant ions are "salt ions", e.g. single cations, or molecules M and clusters of n 
molecules, bearing an additional cation, of the general formula (n × M + cation). 
In addition, airborne, organic material of low volatility can also be analyzed by this 
technique. 
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Table 6. Field desorption analysis of directly sampled aerosols 59). FD-mass spectrum of a natural 
aerosol, collected in Bonn, December 1974. The identified ions are arranged in groups of similar 
chemical nature, in the order of decreasing densitometer readings (w = weak; vw = very weak; 
S = saturation; i = isotopic ion) 

Formula Densitometer Accurate 
of ion reading mass 

Formula Densitometer Accurate 
of ion reading mass 

H2 O+ 2,8 18.011 i 2 167.923 
(NH4)2SO4H + 3.5 133.028 Na3CI(NO3)2Na + 1 250.904 
i vw 135.024 Na2SO4Na + 2.2 164.921 
NH4HSO4H + 2.8 116.002 NazSO4(Na +)2 1.5 2 x 93.955 
NH~ 2.0 18.034 Na~SO4NO3Na ÷ 2 249.899 
Na + S 22.990 NasSO4NO3fNa+)2 1.5 2x 136.444 
NaC1 Na ÷ 5.5 80.948 K+ S 38.963 
i 3.8 82.945 i S 40.962 
(NaCI)2Na + w 138.907 KN()sK + 2.5 139.915 
NaNO3Na ÷ S 107.967 i vw 141.913 
i 3 108.946 NaNO3 K+ 5 123.941 
i 3 109.972 i 3 125.939 
Na2(NO3)2Na + 5 192.972 Na2(NO3)2 K+ 3 208.919 
i vw 193.942 i vw 210.917 
i vw 194.949 Na3(NO3)3K + vw 293.897 
Na3(NO3)Na + 3 277.923 NaK(NO3)2K + vw 224.893 
Na4(NO3),,Na + vw 362.900 NaC1K" w 84.912 
Na2C1NO3Na + 3.5 165.926 Rb + w 96.922 

In a first pi lot  study analyzing 1 #1 human b lood which was appl ied directly to the 
F D  emitter  sodium, potassium, calcium, rubid ium and cesium were found in one 
analytical  run 51~. Thus, it could be expected that  F D M S  using photographic  detect ion 
should also be applicable to biological  or medical  samples without  pretreatment .  

Clearly, the advantages o f  photopla te  registrat ion for  metal  analysis include:  high 
mass resolution, which facilitates identif ication;  simultaneous and integrating record-  
ing o f  all F D  ions over  a wide mass range (e.g. from m/z 18 to m/z 600) which 
allows mult i -element  analysis and  reliable, long-time, and space-saving storage of  the 
obtained data.  Quant i ta t ive results, however, are somewhat  tedious and expensive to 
achieve. 

Again,  an external s tandard  is used for cal ibrat ion,  but  the corresponding ion 
response curve o f  the photographic  emulsion can only be established by graded 
exposit ion of  different t racks of  the photoplate .  Therefore,  graduated  amounts  o f  the 
metal-containing s tandard  have to be applied to the emitter  and desorbed.  The latent 
image generated by the metal  cat ions  is developed, similar to a photographic  film, and  
the blackening is measured step by step with a densitometer.  When the densi tometer  
readings are plot ted versus the number  o f  ions a logari thmic scale is obta ined 
(blackening function) which serves as a cal ibrat ion curve for quanti tat ive determina-  
tions. 

The dynamic  range of  photographic  detect ion is smaller in compar ison  with 
electric registration. However,  the values for precision and accuracy found are more  
suitable than those noted for single ion moni tor ing  (p. 27) and are comparable  to 
results from spark source ionization. I f  a compara tor ,  a da ta  system and the suitable 
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software were available the time consumption for the assay could be reduced 
drastically, but of course this means a considerable investment in instrumentation. 

Summarizing the results of FDMS using external standards, electrical or photo- 
graphic recording, it becomes clear that a shorter analysis time, an easier handling 
and a higher quality in the trace analysis of metals would be desirable. Therefore, 
two essential improvements have been introduced : 

a) the time averaging technique by a multichannel analyzer (mca); 
b) the stable isotope dilution technique for internal standards. 

4.3.6.4 Determination of  Lithium by FD Spectra Accumulation 

As in the case of organic ions 64) the quantitative determination of metal cations is 
improved by integrating electrical recording in order to avoid disturbing influences 
caused by the fluctuations of the FD ion currents. 

In order to put the quantitative trace analysis of metals on a firm methodological 
footing, a magnetic mass spectrometer was coupled with a multichannel analyzer. 
Using this approach the first FD determinations of  the distribution of the lithium 
isotopes 6Li and 7Li (natural abundance 7.5 ~o and 92.5 ~ ,  respeotively 65~) in some 
commercial lithium salts and in environmental sample were performed 66). Measure- 
ments were carried out with a double focusing mass spectrometer (Varian MAT 731) 
using a mono FD ion source of our own construction and indirect heating of the FD 
emitter by a tunable argon laser (Spectra Physics, Model 166). The ion currents were 
recorded electrically and accumulated by a multichannel analyzer (C-1024, Varian), 
the magnetic scan of the spectrometer controlling the multichannel analyzer externally 
during accumulation. 

The determination of the isotopic distribution of the metals presented in this 
contribution is a facile analytical procedure because 

a) the ion currents are powerful; 
b) the emitter quality plays only a subordinate role; 
c) the coupling of the mass spectrometer and the multichannel analyzer can be 

quickly modified to accommodate a variety of  analytical problems; 
d) the averaging of several hundred scans requires only 10 to 30 min. An experi- 

mental accuracy of serveral tenths of  a percent is achieved by accumulation of several 
hundred scans. 

For instance, the isotopic distribution of a "Li-enriched lithium Iluoride (Rohstoff 
Einfuhr GmbH,  Diisseldorf) was determined to be 91 .7~ 6Li and 8 .3~  7Li. Over 
300 scans were averaged in the assay and this procedure reduced the mean 
experimental error to 0.3% since the LiF sample showed such a high degree of 
enrichment of 6Li that it was suitable as internal standard for the quantitative 
determination of lithium. In a sample of Rhine water taken at the bank of the river, 
Kilometer 625 (August 25, 1977), approximately the mean natural distribution was 
found. The knowledge of these two distributions permits the quantitative determina- 
tion of the lithium content of Rhine water by the method of isotopic dilution. 
Evalution of the experimental data (36.0 pg of the Li standard were added) gave a 
value of 8.3 #g Li/1 for the water sample. The total error of this determination did 
not exceed 5 Vo. 
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These results clearly demonstrate that FDMS, in conjunction with a multichannel 
analyzer, represents a powerful method for the trace analysis of metals. Obviously, 
the unavoidable statistical fluctuations in the FD ion currents have lost their 
detrimental effect on the FD assay and the signal-to-noise ratio of the signals in 
question has been improved considerably by spectra accumulation. In addition, it 
can be expected that by use of the isotope dilution technique quantitative deter- 
minations of high sensitivity and accuracy can be accomplished without prior treat- 
ment of the original biological or environmental sample. 

4.3.6.5 Trace and Ultratrace Analysis of  Lithium 

In order to exploit the utility of FDMS as a direct (no pretreatment) analytical 
technique for the determination of traces (ppm range) of lithium in mineral water 
and ultratraces (ppb range) in tap water, wine and high-purity solvents 67~, the signals 
are again accumulated by a multichannel analyzer (Varian CAT-1024). This device is 
triggered by the cyclic magnetic scan of the mass spectrometer (for a detailed descrip- 
tion of this instrumental set-up see Ref. 68~. For stable isotope dilution the same highly 
6Li-enriched lithium fluoride is used as mentioned above66L The solid is dissolved in 
doubly distilled, demineralized water for preparing the standard solutions. The 
minute lithium content of this solvent (0.55/ag/l) is determined prior to the FD assay 
and considered in the calculation of the results described in Table 7. 

High precision (2-7 ~ )  is achieved by accumulation over 100 scansL Relative to the 
sensitivity of FDMS, the observed concentrations of lithium in mineral water are 
extremely high. The ion currents from 1-/~1 samples can be measured over several 
hours. Lithium at such levels can be determined by methods such as atomic absorption 
spectrophotometry (AAS) with approximately the same precision. Therefore, a com- 
parison between the results of mineral water analyses by FDMS and AAS, gives 
evidence for the accuracy of both techniques (Table 7). 

Since the solutions studied contain only minor concentrations of accompanying 
substances, it is possible to determine lithium from microlitre samples at levels of 
10 -7 to 10 -4 g/1 without any pretreatment. The time required for one analysis is 
about 20 to 30 min. In general, it is found that 1 pg of lithium present on the 
emitter is sufficient for a determination. This means that lithium concentrations as 
low as 50 ng/l can be determined in microliter samples using stable isotope dilution 
and FDMS. 

In view of the influence of a complex matrix on the FD determination, e.g. in 
physiological fluids and tissues, and the importance of the use of lithium in 
medicine a further step was to exploit the utility of FDMS in combination w~th signal 
accumulation and stable isotope dilution (internal standard) in this field. Lithium 
salts are used in the chemotherapy of manic-depressive psychoses 6m. The transport 
phenomena of lithium through cell membranes ~m and the mode of therapeutic action 
in elevated lithium levels 71~ are areas of biomedical research which are of special 
interest for the therapy of certain affective disorders. Concerning the accurate deter- 
mination of very small lithium concentrations in the range of the normal physiological 
level, there is a special need for a reliable analytical technique, in particular, if only 
microliters of the sample are available. 
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Table 7. Trace- and ultratrace-analysis of lithium by FDMS 67). All samples 
are applied to the emitter by the syringe technique without pretreatment. For 
one analysis 1/~1 of mineral water and about 3 ~1 of the other samples are 
needed 

a) Determination of lithium in three mineral waters and in a tap water 
sample. Comparison of the results with those obtained by atomic ab- 
sorption spectrophotometry (AAS) 

Sample Concentration of Li (ng/ml) Standard error (~o) 
FD-MS AAS 

Water 1 188 + 7 ~  180 + 5-10~ 
2 188 + 49/0 190 __. 10~o 
3 722 + 39/0 720 _+ 8-109/oo 
4 3.8 + 6 ~  

b) Determination of lithium in high purity solvents by FDMS 

Sample Concentration of Li Standard error 
(pg/ml) (~ )  

Solvent 1 519 4 
2 422 6 
3 541 6 

c) Determination of lithium in tour wines from different regions and of 
different quality by FDMS 

Sample Concentration of Li Standard error 
(ng/ml) (%) 

Wine 1 13.9 4 
2 15.5 5 
3 18.9 9 
4 55.0 4 

Water 1: Gerolsteiner Stern Heilwasser, DolomitqueUe, Gerolsteiner 
Sprudel GmbH; 
Gerolsteiner Stern Tafelwasser, Gerolsteiner Sprudel GmbH; 
Heilwasser Vulkania, Niirburg Quelle, H. Kreuter & Co; 
Tap water of the Institute of Physical Chemistry, Bonn; 
Mehringer Zellerberg, Moselwein 1975, APNr. 17050 0533875; 
Enclave des Papes 72, C6te du Rh6ne, French red wine; 
SchloBb6ekelheimer Kupfergrube, Riesling 1974, 
APNr. 4750053/01/74; 
Scharzhofbet'ger feinste Auslese, Eiswein 1970; 
Methanol, "Distilled in glass", Burdick & Jackson Laboratories, 
Inc., 1953 South Harvey Street, Muskegon, Michigan 49442; 
Propan-2-ot, "Distilled in glass", Burdick & Jackson Labora- 
tories, Inc. ; 
Ethanol, 95 ~ ,  for spectroscopy, Merck, Darmstadt, FRG. 

Water 2: 
Water 3: 
Water 4: 
Wine 1 : 
Wine 2: 
Wine 3: 

Wine 4: 
Solvent 1 : 

Solvent 2: 

Solvent 3: 
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Table 8. Lithium levels determined in physiological fluids by FDMS 
using stable isotopes as internal standards TM 

a) Plasma Li Saliva Li Urine Li 
(m mol/1) (In tool/l) (m mol/1) 

0.61 + 0.013 1.81 -I- 0.09 14.43 + 0.46 

b) Volunteer Plasma Li Saliva Li Urine Li 
No. (#mol/l) (]zmol/1) (#tool/l) 

1 2.43 _+ 0.14 1.24 ___ 0.13 4.69 + 0.22 
2 1.44 +_ 0.07 0.84 +__ 0.08 4.29 ___ 0.14 
3 1.30 __+ 0.11 1.30 __+ 0.03 7.54 _+ 0.17 
4 0.88 + 0.03 2.79 + 0.10 6.70 +__ 0.16 
5 2.01 4- 0.09 2.41 + 0.13 15.74 + 0.76 

a) Lithium concentration in body fluids sampled from a patient 
under lithium therapy. Each determination represents the mean 
of three measurements. 

b) Normal lithium levels in body fluids of live healthy volunteers. 

The results o f  F D M S  as a microanalytical method for the determination o f  the 
trace element lithium in human body fluids, such as plasma, saliva and urine are 
shown in Table 8. 

These data demonstrate that lithium can be determined from human body fluids 
at the normal level o f  some/ lmol  1-1 with a precision between 2 and 10 ~ using 
only microliter amounts o f  sample. Since there is no possibility for interference from 
organic ions in the mass region where the lithium ions are detected, F D M S  is a 
highly specific analytical procedure. Finally, the accumulation o f  the signals by means 
of  a multichannel analyzer compensates for the fluctuations of  the F D  ion currents 
and thus provides quantitative data o f  high precision even in the analysis of  complex 
biological samples. Thus, it has become clear that, at  least in lithium determinations, 
the disturbing influence of  the matrix is neglegible. 

Summarizing the results obtained by F D M S  for the trace analysis of  lithium, the 
following principal statements can be made:  The routine application o f  F D M S  to 
environmental and medical samples appears feasible. As mentioned above the method 
can be utilized for the determination of  lithium in body fluids at therapeutic levels 
(ppm region) as well as at the normal level (ppb region). The use o f  stable isotope- 
enriched internal standards, together with the outstanding sensitivity o f  field 
desorption for alkali metal cations and the high specificity of  mass spectrometry, 
allows a quantitative determination o f  lithium in microliter amounts o f  body fluids, 
such as plasma, saliva and urine. The assay permits a determination of  lithium even 
at ultratrace concentrations where routine spectroscopic procedures cannot be applied. 
The analysis o f  plasma requires a simple protein precipitation whereas saliva and 
urine can be analyzed without pretreatment. The precision of  the data obtained 
ranges from 2-10 ~o. At concentration levels where other analytical methods can be 
employed for comparison, the accuracy of  the FD results is confirmed (see e.g. 
Ref.73)). The time consumption for one analysis in routine work is about 20-30 rain. 
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4.3.6.6 Determination of Thallium in Biological Samples by FDMS 

Once the capacity of quantitative FD for alkali and alkaline earth cations was establish- 
ed the investigations were expanded to a wide variety of metals. One focal point in 
this analytical expansion of the method represents the toxic, heavy metal thallium. 
This metal exerts a pronounced toxic effect on mammals. Poisonings by thallium ions 
normally proceed very slowly; they are accompanied by loss of hair, severe 
polyneuritic symptoms and tachycardia, and can culminate in paralysis of the 
central nervous system. Atomic absorption is a common spectroscopic method for 
the determination of thallium concentrations down to a few ppm TM. The direct deter- 
mination of thallium from human urine reveals a limit of detection of approximately 
30 ppb, whereas direct estimation from plasma and brain tissue is not successful with- 
out pretreatment. 

Since thallium naturally occurs as a mixture of two stable isotopes and since 
isotopically enriched thallium is commercially available, stable isotope dilution 
appears to be the method of choice for a mass spectrometric quantitation. 

In the determination of thallium by the isotope dilution technique three analyses 
are necessary. 
a) The determination of the thallium isotopic abundances of the samples shows 

that there is no variation in the normal isotope ratio, within the standard 
deviation; 

b) the isotopic abundances of the standards are calculated from an average of 
8 measurements each obtained by accumulation of about 100 scans; 

c) determination of the mixtures: two independent dilutions are prepared and both 
analyzed twice. Fig. 17 shows the isotopic abundances of naturally occuring 
thallium standard, and of brain tissue measured by this procedure. 

For a forensic study by FDMS a mouse is fed a portion containing thallium 
chloride (80 rag) 7s). After the animal's death (5 h after application) the brain is 
removed (0.20 g), homogenized with doubly distilled water (~1 ml), and then 
further diluted to give a suspension (2.0 ml). For the preparation of the solution of 
the internal standard, isotopically enriched elemental thallium (Rohstoff Einfuhr 
GmbH und Handelsgesellschaft Ost, Diisseldorf, FRG) is dissolved in nitric acid 
(0.1 M) to give a thallium concentration of I mmol/1. The samples are applied by the 
syringe technique and the sample solution (2/A) is used for one analysis on the 
average. The FD ion currents are recorded electrically as described above. 

Evaluation of the data from FDMS reveals a thallium concentration in the mouse 
brain of 4.0 + 0.3 mmol/kg fresh weight, which results in 0.8 _ 0.06/~mol thallium 
in the complete brain. Thus, only 0.3 ~o of the total amount of thallium applied can 
be determined in the brain tissue. 

The slow time scale of thallium poisonings and the relatively low amount of thallium 
found in this study indicate that the toxic metal is transported slowly into the 
brain tissue. 

Although the desorption of thallium occurs at relatively low emitter heating 
currents (20-25 mA) no interference from organic ions can be observed in the 
investigation of the brain tissue homogenizate. For a FD mass spectrometric investi- 
gation, however, the concentration of about 90 mg/1 thallium is high as compared to 
sample amounts usually required for an alkali metal determination. In order to as- 
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Fig. 17. Isotopic abundances o f  thallium recorded electrically by FDMS and signal accumulation in 
a multichannel analyzer. For  each measurement 50 cyclic magnetic scans are performed, a natural 
abundance of  thallium, theor. : m/z 203 = 29.5 ~ ,  m/z 205 = 70.5 %s7); found: m/z 203 = 29.2 ~o, 
m/z 205 = 70.8~,  standard deviation + 0.18, mean error = 0.08; b stable isotope-enriched internal 
standard, measurement certificate of  the Russian manufacturer (supplied by Rohstoff  Einfuhr GmbH,  
D/isseldorf, FRG.) :  isotope Z°3Tl = 87.0~,  isotope 2°5T1--- 13.0~, found: m/z 203 = 87.7~o, 
m/z 205 = 12.3 ~o, standard deviation 4- 0.46, mean error = 0.20; e quantitative determination of  
thallium traces in brain tissues. Found:  m/z 203 = 43.01 ~o, m/z 205 = 56.99 ~ ,  standard deviation 
-I- 1.28, mean error = 0.57 
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Units 

10 
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, \ \ \ \ \ \ \ \ \ \  
I I I I l 
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Thallium on Emitter 

Fig. 18. Accumulated peak heights of  the thallium isotope at m/z 203 (29.5 % natural abundance) as 
a function of  the total sample amount of  thallium desorbed in one FD analysis TM 
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certain the detection limit of FDMS for thallium, sample amounts between 10 ng 
and 10 pg thallium dissolved in distilled water have been applied to the FD emitter 
and completely desorbed. During the whole desorption the FD ion currents in the 
mass region m/z 200 - -  m/z 208 are accumulated by the use of the multichannel 
analyzer (Fig. 18). 

About 10 pg thallium can be recorded at a signal-to-noise ratio of 3:1 which 
corresponds to approximately 50 fmol. Although these values are obtained from 
solutions of  the heavy metal in distilled water and a considerably reduced sensitivity 
of the method is to be expected from biological samples, these pilot studies have 
prompted highly interesting pharmacological and pharmacokinetic investigations. 

4.3.6.7 Quantitative Trace Analysis of  Thallium in Biological Materials 

The recent discovery of high-level thallium pollution in the environment has focused 
attention on the teratogenicity (fetus malformation). For detailed investigations in 
this field a method is required which enables the quantitative detection of thallium in 
extremely small tissue samples (embryos, placenta tissues etc.) thus permitting to 
establish a correlation between measured values and teratological findings. Regarding 
the pharmacokinetics of thallium in a test animal (mouse) the first results obtained 
by FDMS have been reported 76~. 

In order to determine the distribution of thallium with time in an organism we 
administered orally 160 mg of thallium per kg body weight to mice. After fixed periods 
of  time the acutely poisoned mice were killed and the thallium concentrations in the 
heart, liver, kidney and brain were determined by FDMS (Fig. 19). 

According to the results it would appear that the brain possesses an inbuilt barrier 
for thallium, which however, breaks down as a function of dosage after loss of the 
excretory function of the kidney (see curves a and b in Fig. 19). In constrast, in the 
remaining organs a short-term enrichment of thallium takes place, followed by a 
washing-out process. High concentrations are again observed in the kidney 77) only 
after ca. 12 h. After 24 h an increased concentration of about the same order of 
magnitude is found in all organs. 

For the teratological investigations pregnant mice were given doses of 8 mg Tl/kg 
body weight. At this dosage 50% of the embryos were found to have serious 
malformations of the skeleton (Fig. 20). 

The teratogenic dose 50 % was lower than the corresponding lethal dose 50 % by 
a factor of approximately 40. As an example, one mother proved to have 
5.1 x l0 -s mol/1 of thallium in the kidney, 1.5x 10 -6  mol/l in the brain, and 
2.6 × 10 -5 mol/l in the uterus together with the embryos. These values were found one 
hour after administration of the thallium. Furthermore, experiments with this line 
of  test animals revealed that even one thousandth part of the lethal dose 50 % still 
gave 12.5 % of fetal malformations. I f  this were transformed to humans it would mean 
that an oral dosage of ca. 10 microgram of thallium (per kg body weight) at the 
time of formation of the extremities and organs in the embryo would result in a 
significant enhancement of malformations. 

Consecutively, a quantitative measurement of the time dependent thallium distri- 
bution in organs of  mice by FDMS 78" 90) was performed'. The results of this recent 
investigation can be summarized as follows. The time dependent distribution of the 
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Fig. 19. Distribution of thallium with time in the heart O, liver V, kidney IS], and brain A of mice 
after administration of 160 mg Tl/kg body weight. Curves a and b for the brain show the variation in 
increase of thallium concentrations according to doses of 80 and 130 mg/kg of the toxic heavy 
metal 76) 

toxic heavy metal thallium in mouse organs was determined after feeding 80, 130 and 
160 mg/kg of thallium. Quantitative measurements were performed by FDMS using 
stable-isotope dilution. No pretreatment of the tissue samples, other than homo- 
genizing and centrifugation, was necessary. The precision of the data obtained was 
about + 10~. The main results are: 
a) Heart, liver, kidney and stomach show an organ specific initial uptake of thallium 

during the first 2-3 h; 
b) this uptake is followed by a period of wash-out to relatively low thallium levels; 
c) brain thallium uptake is comparatively low and constant during the first 12 h, 
d) in the terminal stage (24 h) all organs, i.e. including the brain, contain increased 

thallium levels of the same order of magnitude. 

4.3.6.8 Laser-Assisted Field Desorption Mass Spectrometry 

Since the introduction of FD as new ionization technique in mass spectrometry, a 
number of methodological and technical improvements have been accomplished. 
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D 

v , 

Fig. 20. Skeletons of mice embryos. Left: normally developed embryo; center and right: damage 
after a single dose of 8 mg Tl/kg body weight to the mother animal TM 

The focal points in this previous work have been an approach to the understanding 
of the basic principles of  field ionization and field desorption processes, developments 
in the production and detection of FD ions and the utilization of the analytical 
capacity of the technique. 

In order to supply the required thermal energy for the desorption of metal cations 
which desorb at temperatures higher than the alkali metal ions and to extend the 
technique to the area of high temperature chemistry, indirect heating of the FD emitter 
using a laser has been developed 79). From both theoretical and practical considerations, 
one would expect laser heatingto offer advantages over direct heating by: increasing 
the ionization efficiency and thus the sensitivity; facilitating high-resolution FD 
measurements; and giving access to very high emitter temperatures. 

The experiments were carried out with a Varian MAT 731 double focusing mass 
spectrometer. The combined EI/FI /FD source commercially available from Varian 
and a home-made source for FD only were used. The mono FD source is superior 
in two respects: first, the adjustment of the FD emitter is fast and easily performed 
by means of the micromanipulator and second, the source is much less sensitive to 
contaminations because of its simple and open construction. The 514 nm line of  a 
tunable argon ion laser, Spectra Physics model 166, was used for indirect heating of 
the emitter. Fig. 21 shows the experimental set-up. 

A lens of 20 cm focal length is used to focus the laser beam on the emitter. With 
this the original laser beam diameter of 1.5 mm can be condensed to produce a hot 
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Fig. 21. Set-up of a mass spectrometer equipped with combined electron impact/FD ion source and 
laser for indirect heating of the FD emitter and the sample. The laser beam passes through a quartz 
window and strikes the emitter wire perpendicular to the direction of the ion beam produced. 
Simultaneously, observation of the emitter and measurement of the emitter temperature by a pyro- 
meter are possible ~) 

spot 16 #m in diameter. However, because the emitter diameter is about 80 #m 
(corresponding to an average length of the carbon microneedles of 30-40 #m) the 
beam is deliberately defocused to generate a hot spot of the same size as the activated 
wire. With this arrangement a power density of 35 kW cm -2 on the FD emitter is 
obtained from a 1 W laser line. The laser power is measured with a pyroelectric power 
meter, type PR 200, from the Molectron Corp. For the relatively low temperatures 
required for the detection of organic ions (e.g. up to about 300 °C) the argon ion 
laser is adjusted to provide power ranging continuously from 1 to 200 mW. For high 
temperatures, however, the laser has to be adjusted optimally to make up to 2.2 W 
available at 514 nm. A mirror system movable in two dimensions (Fig. 21) enables 
any desired point of the emitter to be heated. 

Indirect laser heating offers the advantage of producing high emitter temperatures 
without significant reduction of the emitter lifetime. This is because only the central 
part of the wire is heated and only the emitter surface, not the tungsten core of the 
wire, suffers the highest temperatures. In contrast, direct heating of emitters to 
temperatures above 1200 °C results in considerably shortened lifetimes, due to the 
fact that the unactivated sections of the emitter wire, having less surface area, are 
unable to dissipate the thermal energy sufficiently rapidly. Thus, laser heating offers 
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a par t icular  advantage in the analysis of  metal  cations that  require higher emitter 
temperatures  than alkali metal  ions. 

A m o n g  these are the alkaline earth metals and, for instance, such elements as 
Ba 79), Cd s°) and Zn. Fig. 22 shows the isotopic dis tr ibut ion of  cadmium using the [Cd] ÷ 
ion generated by laser-assisted F D M S .  It  has been found that  integration of  the order  
of  100 cyclic scans permits the determinat ion of  isotopic distr ibutions of  metals by 
F D M S  up to a few tenths of  a percent precision 2, which is comparable  with that  
observed in the investigations of  organic compounds  64' sl, 82). 

Similar results of  the investigation of  isotope abundance ratios o f  Cu, Sn, Ag, 
Te, Cd and Sb have also been obtained using Si wiskers (instead o f  carbon micro- 
needles) as F D  ion source s3~. However,  as only single mass sweeps have been recorded 
the obtained accuracy is only a few percent. 

In  cont inuat ion of  our efforts to analyze metals by laser-assisted F D  a great  
number  of  metals, inorganic metal  salts and metalorganic compounds  have been 

m/z 111, 

ECd]" 

m/z 110 rn/z 

m/z 112 

rnh 

m/z l~S 

A ~ _ 

Fig. 22. Determination of the natural abundances of the eight stable cadmium isotopes by FDMS 
under laser-assisted desorption. The theoretical values areaT): m/z 106 = 1.22% (found values in 
brackets, 1.2%), m/z 108 = 0.88% (0.86%), m/z 110 = 12.4% (12.4%), m/z 111 = 12.8% (12.8%), 
m/z 112 = 24.1% (24.2%), m/z 113 = 12.3% (12.1%), m/z 114 = 28.9% (29.1%) and m/z 116 
= 7.6%(7.2%). 
The [Cd] + ion is released from cadmium chloride and 28 scans are accumulated in a multichannel 
analyzer. Recently this toxic metal has also been determined from a biological matrix ~). 

2 Previously, it has been demonstrated that by use of a double detector and ion counting optimal 
precision and sensitivity in the quantitative determination of isotopic distributions can be 
achieved aS~. 
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TaMe 9. Laser-assisted field desorption mass spectrometry of metals and alloys 8s~ 

Metal Metal cation Intensity of metal e.h.c. Laser Melting point Emitter 
(Intensity) impurities (mA) (W) (°C) temperature 

(°C) 

W 0.01 [Rb] ÷ 300 70 5 3410 2250 
Sb 0.3 42-45 --  630 700* 
Fe 300 70 2 1535 
Hf99~o 500 [Ba] + 3000 70 4.5 2150 2200 
Hf95~ 1000 [Ba] + 300; 70 4.4 2150 2200 

[HfO] + 0.1 
Zn 24000 35 --  420 500* 
Cu 30000 70 --  1083 1100 
Mn 50000 [Fe] + 1000 70 0.4 1244 1260 
,Sn 100000 70 0.1 232 950 
Ti 200000 70 1.2 1675 1840 
Zr 400000 45 2.5 1852 1890 
Ag 1000000 70 --  962 950* 
A1 3 000 000 50 --  660 680* 

Alloy Intensities of metal cations 

Cr80/Al20 [Cr] + 100000; [All + 10000 70 0.2 1150 
Cu70/Zn30 [Cu] + 50000; [Zn] + 2000 70 --  900 
Fe71/Crl8/ [Fe] + 10000; [Cr] + 20000 70 0.3 1160 
Ni8/Mo3 [Ni] + 100000; [Mo] + 0.01 

* The emitter temperatures were measured by a pyrometer or taken from a calibration curve ss~. 

studied. Here, it has become Obvious that  many  high-melting metals do not  yield 
any F D  spectra using conventional,  direct emit ter  heating but  do so by laser 
assistance. 

As shown in Table 9 metal  powders  with a particle size between 5 #m and 
15 pm of  tungsten, ant imony,  iron, hafnium (two qualities), zinc, copper,  manganese,  
tin, t i tanium, zirconium, silver and a luminium can be analyzed by laser-assisteA 
F D M S  84~. The intensities of  the ion currents o f  the singly charged metal  a toms  
increase from top to bot tom.  Whereas  by direct heating o f  the 10 #In F D  wire emitter  
with heating currents between 110 and 130 mA,  corresponding to temperatures  o f  
approximate ly  1400 °C, the emitters are destroyed ss~, laser heating allows temperatures  
up to 2300 °C. Thus, a new range in the appl icat ion o f  F D  in high temperature  
investigations is opened up. I t  is par t icular ly  noteworthy that  the technique can be 
used for the identification of  trace impuri t ies  in metal  powders  as well as for the 
quali tative and (if  a cal ibrat ion curve can be established) quanti tat ive determinat ion  
of  the composi t ion of  alloys. F r o m  the compar ison between the observed temperature  
of  the emitter  (and sample) at  the outset  o f  an intense ion current  for the singly 
charged metal  cat ions and the melting po in t  of  the metal,  it can be derived that  
desorpt ion occurs after melting o f  the metallic sample. In  considering this point  it 
is obvious why no cations are found for tungsten and molybdenum. 
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Table 10. Laser-assisted field desorption mass spectrometry of metalorganic and inorganic com- 
pounds ag~ 

Compound Metal Abundant FD ions (m/z) e.h.c. (mA) 
cation + Laser (W) 
(intensity) 

BeO [Be] ÷ 0.1 Be(9) 70 
+ 2  

MgCI~ [Mg] + 3000 Mg(24); MGC12(94) 70 
+ 2  

BaTiO 3 [Ti] + 200000 taSBa(138); *STi(48) 70 
+ 0.6 

K2Cr207 [Cr] + 3000 K352Cr2OT(333); K2C1(113); 70 

K 52Cr4Ox4(627 ) + 4 

CloHj4FeO1, [Fe] ÷ 3000 5~Fe(56); CwH14S6FeO4(254) 70 
+ 2  

Br3Co(C6HsPF2) 3 [Co] + 3000 t3aBa(138); CoBr(138); 70 
Br3Co(C6HsPF2)3(734 ) + 2 

CoCI 2 [Co] ÷ 30 13SBa(138); COC12(129); Co(59) 70 
+ 2  

(CsHs)2Ni [Ni]* 3000 Ni(58) 70 
+ 5  

ZnSO, [Zn] + 30 Zn(64) 70 
÷ 2  

SrTiO a [Sr] + 12000 SaSr(88) 70 
+ 0.06 

YC1 a [Y]+ 300000 Y2C15(353); Y3CIs(547); YC½(159); 70 
YC13(194 ) + 2 

Ag2SO 4 lAg] + 300000 AgaCl(249); mTAg(107); AgNaCl(165); 42 
Na2Cl(81) + 0 

CdCO a [Cd] + 6000 * V~CdCO3(174) 70 
+ 0  

BaTiO a [Ba] + 400000 laSBa(138) 70 
+ 0.3 

HgCt 2 [Hg] + --  2°2HgCI2(272) 0 
+ 0  

CsHsTI [TI] + 100000 2°5T1(205) 30 
+ 0  

PbSO 4 [Pb] + 600 2°aPb(208) 70 
+ 1 

(CHaCOO)2Pb [Pb] + 300 2°8Pb(208) 70 
+ 0  

UO2 (NO3) 2 [002 ]+ 3000 238UO20N103)(332); (238UO2)2(NO3)3(726), 70 
23aUO2(270) + 1 

The metal cations are listed with increasing atomic weight from top to bottom. Their intensities are 
given in arbitrary units. The abundances of the other FD ions drop from left to right. The emitter 
heating current (e.h.c.) indicates the applied direct heating; the indirect heating by an argon ion 
laser is given by the laser power in Watts. The experimental details are described in Ref. ~). 
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Together with lanthan and other rare earth metals such as cerium, praseodymium 
and neodymium, more than 20 metals have been analyzed in inorganic and metal- 
organic compounds by FDMS s9). Some results listed in Table 10 demonstrate the wide 
applicability of laser-assisted FDMS. Molecular ions, cluster ions and fragments can 
often be generated by indirect heating alone. In contrast, the optimum conditions 
for the desorption of the metal cations in most cases are met only when additional 
transfer of thermal energy by the laser is supplied. 

In summarizing the results of FDMS in the analysis of metals, the following 
principal facts emerge. Although the area of metal trace analysis is covered by a 
number of well-established analytical techniques, such as the mass spectrometric 
variants described in this chapter but also spectroscopic, electrochemical and radio- 
chemical methods, in a number of cases the use of FDMS has become attractive 
because of the following characteristics: 

a) First, only minute sample amounts of the order of a few microliters are needed 
and many samples such as physiological fluids or tissue homogenizates can be analyzed 
without pretreatment; 

b) second, in combination with stable-isotope enriched internal standards, the 
technique exhibits an unmatched reliability since matrix effects are effectively excluded. 
Thus, with regard to the accuracy of the results the alternative is either no result 
where no ions are detected or an accurate result if FD ions are detected. The inter- 
mediate situation, namely an incorrect result which looks accurate appears much 
less probable than with other techniques using an external standardization principle; 

c) third, the same mass spectrometer with a combined EI/FD ion source can be 
utilized for an unequalled variety of analytical problems, e.g. identification of thermally 
labile drug metabolites, trace determinations or biocides, molecular weight deter- 
mination of natural products, pyrolysis studies of polymers and microorganisms, etc. 
and metal assay without any modification. The FD technique offers the option to 
investigate organic components in the first step and, consecutively, inorganic traces 
in one and the same sample. 

5 Valuation and Prospects 

Regarding the ratios of the applied sample amount and the information obtained, mass 
spectrometry can be considered as one of  the most efficient analytical procedures. One 
of its principal disadvantages, the destruction of the sample, can usually be neglected 
because only sample amounts between 10 -6 and 10-12 g are consumed. The consider- 
able instrumental effort and labor involved as well as the high demands on patience, 
ability and technical comprehension of the person who operates the instruments, 
might be the main arguments against a more rapid expansion of mass spectrometry 
as a routine procedure for the trace analysis of metals. On the other hand, the sensi- 
tivity, reliability and accuracy obtainable by mass spectrometric investigations are 
characteristics which can be used for the standardization and control of other analytical 
procedures which, on their part, supply comparable data more quickly and less 
expensive. Used as a definitive analytical technique in this manner, the outlook for 
the application of MS in the trace analysis of  metals appears very promising and a 
rapid expansion of this field can be expected in the near future. 
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Taking into account all facets o f  mass spectrometry, we may conclude now that a mass spectro- 
meter is not only a spectrometer. It is, in fact, a whole laboratory containing synthetic, separating, 
and spectrometric stages. Synthesis is performed in the ion source, especially in the chemical ionization 
chamber, and in collision gas cells. Crude ion mixtures of  very different origins can be separated 
directly by a mass spectrometric analyzer system. And in a second analyzing stage spectroscopy proper 
may be realized giving information about the structure, quantity, and reactivity of  selected ions. 
Combined in the hands of  a skilled analyst, mass spectrometry becomes a powerful tool. Applied 
correctly, lower detection limits, reduced chemical noise, often drastically reduced analysis time - -  
thus requiring less man-power - -  may result. 

However, we must not forget one very important point o f  view: Mass spectrometry has not yet 
come to an end but is developing further very rapidly and often offers unexpected new ways of  
analysis. Therefore, it is worthwhile for an analyst to consider new aspects and to follow the trends 
in modern organic mass spectrometry. 
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1 Introduction 

Practical Aspects and Trends in Analytical Organic Mass Spectrometry 

Today, mass spectrometry is a well established tool in analytical organic chemistry. 
Worldwide, many analytical data are collected daily by mass spectrometry. But 
at this point, two crucial questions have to be asked: (a) Is mass spectrometry really 
one single, well-defined method and (b) is mass spectrometry in fact a spectroscopic 
method as it is for instance infrared spectroscopy or nuclear magnetic resonance? 

Answering the latter question, it is perhaps most likely to define what we are 
expecting of a spectroscopic method. IR and N M R  spectroscopy clearly show that 
a spectroscopic method has to provide information on one selected type of qualities 
of  the analyzed molecules. So, infrared spectroscopy yields e.g. information on rota- 
tions and vibrations of atom groups, N M R  provides data about the neighbourhood 
of atoms in the molecule. In this way, we expect one special type of information 
from one type of spectroscopy. Coming back to our starting point, we may now ask 
the question whether mass spectrometry belongs to the same kind of  spectroscopy. 
Most organic chemists will agree with such a statement TM reflecting upon how the 
analytical tool mass spectrometry is normally used in organic chemistry. Namely, it 
is a tool for the determination of the molecular weight, for the registration of a mass 
spectrum (in most cases, only very few peaks can be unterstood !) and sometimes for 
the determination of the elemental composition of ions by peak-matching. Very 
often, mass spectrometry is used as a detector only in combined gas chromato- 
graphy/mass spectrometry or combined liquid chromatography/mass spectrometry 
due to its outstanding sensitivity and rapidity. All of these methods are well 
established and represent the conventional, "classical" mass spectrometry. 

But yet this enumeration of different conventional applications of  mass spectro- 
metry demonstrates that organic mass spectrometry is neither a well-defined 
spectroscopy nor a uniform method. The diversification of mass spectrometry often 
leading to the creation of new names is both its great potential and its problematic 
disadvantage simultaneously. Problematic because only the specialist can be master 
of all the different mass spectrometries, not every laboratory has available the 
adequate machines for all methods, and because in some cases the routine 
application of one type of mass spectrometry becomes very expensive. On the other 
hand, mass spectrometry still offers a lot of new aspects and possibilities. The 
development of  the art has not yet come to an end although this is believed by some 
organic chemists. It is quite obvious that conventional mass spectrometers must be 
improved. This can for instance be done by simplifying the operation of  the 
apparatus or by a simpler access to analytical results using more sophisticated 
computer and microprocessor techniques. Due to such a development, mass spectro- 
metry will surely find access to more analytical fields of  science. But there is still a 
collection of newer mass spectrometric methods which has not yet found wide spread 
application. The intention of this survey is to show some more recent developments 
in comparison with conventional mass spectrometry. In order to understand these 
newer aspects, we have to recall some important fundamentals of mass spectro- 
metry. 
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2 The Vacuum 

It is well-known that a conventional mass spectrometer consisting of  an ion source, 
an ion accelerating field, an analyzer, and a detector must be pumped out to a high 
vacuum. But very often, we do not bring in mind why this is done and how it works. 
The following chapters illuminate the most important aspects. The aim of  a mass 
spectrometer is to pick out one ion type and to transfer it without any loss to the 
detector, that means, without any interaction between these selected ions themselves, 
with related ions, or with foreign neutral particles present in the system. This is 
normally achieved by use of  a high vaccum. Here, the question arises, how good the 
vacuum really must be. I f  no interactions between particles in the mass spectrometer 
are allowed to occur, the mean free path length must be longer than the dimensions 
o f  the apparatus. According to the kinetic gas theory, the mean free path length 2 
is 

I 
2 - n(2r)2 n ~ "  (1) 

As the number o f  particles depends on the pressure p, the Boltzman constant k, 
and the temperature T according to 

P 
n k T '  (2) 

the mean free path length 2 is mostly influenced in mass spectrometry by pressure p. 
and diameter r of  the ions. As in our case the temperature can be kept constant, 
Eqs. (1) and (2) may be combined and written in the form 

kT 1 kT K 
= p(2r) 2 rt~ = p(2r) ~ rt2 p(2r)2 • (3) 

Or, in other words, if we regard one single type of  particles the product 

2 x p  = K '  (4) 

remains constant as well. In Table 1 the  products K '  o f  some gases and vapors are 
compiled 1~. As the average o f  K '  is about 5 • 10 -3 cm torr, a rule of  thumb for the 
estimation of  the mean free path may be deduced: 

5 × 10 -3 
-- (cm).  (5) 

p (torr) 

In accordance with this rule the mean free path in a mass spectrometer pumped 
down to 10 -6 torr is astonishingly long: 

5 × 10 -3 
2 - 1 × 10 -6 cm = 5 × 103 c m .  (6) 
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Since the dimensions of a common organic molecule are about ten times larger than 
those of the small molecules listed in Table 1, the mean free path is in fact much 
smaller for such species, namely up to 100 times shorter, taking into account the 
diameter as the square according to Eq. (2). Therefore, it is concluded that the 
vacuum in a mass spectrometer must be about 10 -6  torr or better if collisions are to 
be avoided. In terms of analytical performance, one very important consequence 
of this high vacuum must be kept in mind here, namely that the first step of the 
separation of a compound has already been achieved. The'ions present in a mass 
spectrometer have been isolated one from the other. Therefore, the behavior and fate 
of  selected ion species may be observed and studied. In fact, a mass spectrometer 
represents a powerful tool for the separation of very complex mixtures or, in other 
words, for the elimination of any "chemical noise" from an ion of  interest. This 
excellent analytical quality has rarely been utilized in conventional mass spectrometry. 
On the contrary, its range of application is actually still growing and will be discussed 
later. Coming back to our starting point, it can be concluded that the pressure should 
be at least 10 -3  torr or higher if an interference between particles is desired. 
In practice, reactions between ions and neutral particles are now commonly induced 
using local relatively high pressures in chemical ionization source chambers and 
collisional activation cells. These features will be discussed in the following 
chapters. 

Table 1. Values of the product K' of pressure and mean free path of common gases and vapors 

gas K' = 2p gas K' = 2p 
(cm x torr) x 10 -3 (era x torr) x 10 -3 

H 2 Hydrogen 9.0 CO 2 Carbon 3.0 
He Helium 13.6 dioxide 
Ar Argon 4.8 H20 Water 3.0 
02 Oxygen 4.9 NH 3 Ammonia 3.5 
N 2 Nitrogen 4.6 C2HsOH Ethanol 1.6 
HC1 Hydrochloric 3.3 C1 Chlorine 2.3 

acid 

3 Production of Ions in the Mass Spectrometer 

Today, many ionization methods yielding different types of ions are available. 
Therefore, the organic analyst has preferably to ask first what type of information 
he expects from an analysis. Among the most important questions are: 
1) Must the molecular weight only be determined? 
2) Is the purpose of the analysis a quantitation of one or several compounds? 
3) Has a structure to be elucidated? 

Once these analytical questions have been answered, considerations concerning the 
volatility of the sample will follow. At the end of this questionnaire, the analyst has 
to choose the adequate ionization method. But very often, the procedure is getting more 
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complicated, as mostly more than one single question should be answered at the same 
time. Fortunately, modern mass spectrometry has prepared a series of different 
ionization 33) and fragmentation methods. Therefore, more and more problems can be 
solved today sometimes by combination of different ion producing methods. The 
following fundamental aspects may illustrate the most important technical possibili- 
ties. 

3.1 Ions Produced from Volatile Samples 

Ionization and fragmentation of a molecule as well as its volatilization are 
energy-consuming processes. Since the energy ranges may sometimes be very similar, 
it is worthwile to recall the corresponding data. 

In general, the ion source of a mass spectrometer is heated to 200-250 °C in order 
to avoid condensation of the sample on the ion source itself. In this connection, it 
must not be forgotten that thermal fragmentations may occur at these elevated 
temperatures, thus simulating mass spectrometric fragmentations. A well-known 
example is the elimination of water from alcohols. In all cases, the analyst has to 
pay attention to this problem, especially when a too intense fragmentation should 
be avoided. However, in most cases, a compromise between volatilization of samples, 
a contaminated ion source, and analysis time must be found. This problem has to 
be solved in any case and with all ionization methods. 

3.1.1 Electron Impact Ionization (El) 
(Review I°4~) 

Due to the historical development, electron impact ionization is by far the most 
frequently used technique for the production of ions in organic mass spectrometry. 
Undoubtedly, electron impact ionization offers many advantages like high sensitivity, 
simple operation of the ion source and quite good reproducibilities of  the results. 
On the other hand, one well-known disadvantage is the very often low intensity 
of the molecular ion. In this connection, we should keep in mind some points 
which are of  special interest in the following considerations. Astonishingly 
enough, the organic analyst very often forgets that the ionization energy of a 
molecule is only about 7-I0 eV (170--230 kcal/mol). As the energy of the ionizing 
electron beam is usually about 70 eV, the generated ions may acquire additional 
internal energy. The type of this surplus energy may be estimated by a simple 
calculation. A 70 eV-dectron is travelling at a velocity of about 5 x 10 ~ cm/s. Since the 
average molecular diameter of  an organic molecule is about 10 -7 cm, the impacting 
electron passes through the sample molecule in ca. 2x  I0 -16 s. Ionization occurs 
within this short period. In comparison with this time, the fastest molecular vibration, 
a C - - H  stretching vibration, has a period of about 10 -14 s. Therefore, all atoms can 
be considered to remain in their actual state 2). Thus, additional internal energy is 
stored in the form of electronic excitation by a Frank-Condon type process. The 
magnitude of this energy is not limited as in chemical ionization (see 3.1.2). Obviously, 
it is in the range of the bond energies of organic molecules, namely 1-10 eV 65). These 
odd electron ions are therefore in a highly excited state and thus undergo extensive 
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fragmentation. The energy needed for such a fragmentation can be evaluated from 
the energy of the bonds. In large molecules it is about 3-4 eV for a single bond 
(C--C:3.6 eV; C--H:4.3  eV; C--O:3.7 eV; C--C1:3.5 eV; etc), about 6-8 eV for a 
double bond (C=C:6.3  eV; C=O:7 .8  eV; etc.) and about 9eV for a triple bond 
( C -  C: 8.7 eV; C-- N: 9.2 eV). The result of these fragmentations is then illustrated 
by the EI mass spectrum. Unfortunately, a mass spectrum does not only indicate 
simple cleavage products of the molecular ion. Very often, cleavage products ions are 
still sufficiently excited to undergo further fragmentation, thus complicating the inter- 
pretation of a spectrum. Additionally, in many cases, rearrangement reactions may 
occur, yielding energetically very stable structural subunits not present in the primary 
molecule. 

In view of this situation we may conclude that in terms of the analytical potential, 
electron impact ionization offers a good fingerprint of a sample compound, but 
frequently gives rise to a very complex spectrum which cannot be fully understood. 
Although the sensitivity of  electron impact ionization is high, the intensity of the 
molecular ion is often very low due to extensive fragmentation, thus hindering 
molecular weight determination as well as structure elucidation. 

3.1.2 Chemical Ionization 
(ReviewsXg, is, 34, is, 22, 81,104)) 

The technique of chemical ionization mass spectrometry (CIMS) was first described 
in 1966 by Munson and Field 3~. Today, this method is well established and widely 
applied as a versatile tool in many branches of  analytical chemistry. Instead of  more or 
less uncontrolled high-energy processes induced by electron impact, selected ion- 
molecule r~actions with well-defined energy transfer are used in chemical ionization. 
The reacting ion species are generated through bombardment of the so-called reagent 
gas with a beam of  high-energy electrons (typically, ~400 eV) at a relatively high 
pressure of ~ 1 torr. At this pressure, the mean free path --  according to the rule 
of thumb (Eq. (5)) - -  is shortened to the range of about 5/lOO of a millimeter or less. 
Thus, the mean free path is much shorter than the dimensions of the ion source, the 
collision probability and the interactions between the particles being increased. For 
instance, gas-phase Bransted acids (CH; ,  Ha O+ , C4I-~, NH + etc) can be generated 
within the ion source. If a sample M of low concentration is now introduced into this 
reagent gas, a proton may be transferred, providing that the proton affinity PA of M 
is greater than that of A: 

AH + + M- -}MH + + A + A H .  (7) 

This exothermic proton transfer produces the energy AH, depending on the differ- 
ence of the proton affinities: 

AH = PA(A) - -  PA(M).  (8) 

In Table 2 the proton affinities of  the most commonly used reagent ions and of 
some typical organic functional groups are listed. 
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Table 2. Proton affinities of commonly used reagent ions 19' 14) 

Reagent ion Energy (eV) Reagent ion Energy (eV) 

NH 3 8.9 /'420 5.9 
H20 7.4 C2H 6 5.7 
0 2 4.4 H 2 4.4 
N 2 4.9 CH3OH 7.9 
CH, 5.5 i - -C,  Hlo 8.4 

A sample molecule protonated by such a Bronsted acid may acquire additional in- 
ternal energy (similar electron impact ionization). However, this surplus energy cannot 
exceed AH of the protonation reaction. Therefore, the fragmentation of the protonated 
sample MH +, in turn, depend on AH. By an appropriate choice of the reagent gas 
AH +, the magnitude of AH can be controlled and thus the extent of the fragmentation 
of the sample ion MH ÷. 

This control of the internal energy (AHmx) and the fact that most of the 
commonly used reagent gases generate even electron ion species such as MH +, 
(M--H) +, or (M--H) -  are both responsible for more simple fragmentation reactions 
than in the case of radical cations produced by electron impact ionization. But 
not only reagent gases transferring a charge or a proton are used in chemical 
ionization, even real chemical reactions may be induced. For instance, vinyl methyl 
ether in a mixture of nitrogen and carbon disulfide (5: 75: 20) may be employed in 
reaction with olefinic couble bonds. The corresponding reaction product induces a 
typical bond cleavage pattern, at the former site of the double bond, thus enabling 
the location of olefinic bonds in an unsaturated compound 29) (Fig. 1). 

(1) /jr~ + ? -  ,y+ 

f 
Fig. 1. Location of olefinic bonds in unsaturated compounds by chemical ionization reaction with 
methyl vinyl etherS9): generation of two pairs of fragments by two reactions, (1) and (2) 
respectively 
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Obviously, other types of reagent ions than Bronsted acids may be prepared and 
used for chemical ionization, namely charge transfer reagent ions (rare gases 4' 5), 
nitrogen 6), N j N O  mixture 7' 8)), gases giving other positive reagent ions (tetramethyl- 
silanel0~, aminesll, 22,13)), and reagent ions producing negative ions (see 3.1.4). 

Compared with electron impact ionization we may conclude that in chemical 
ionization the magnitude of the additional internal energy of the sample ions can be 
limited, thus diminishing the extent of fragmentation and increasing the intensity of 
the sample molecular ion, respectively. 

3.1.3 Field Ionization 
(Reviews :32, zs, 26, 36,104)) 

In field ionization (FI) mode an electron is extracted from the sample molecule in 
the gas phase by a very high electric field of about 1 V/A (10 T to 5 x 108 V/cm). These 
high electric fields are generally generated by applying a high voltage on tips or edges 
of metal or organic polymers. This ionization is effected on non-excited molecules by 
means of a "tunneling" effect, and during ionization no additional energy is 
transferred to the ions. Therefore, field ionized molecules are commonly stable and 
tend to fragment to a very small extent only. This implies that in field it,nJzation 
a molecular ion can very often be recognized but no fragment ions. Since fragment 
ions are representatives of structural subunits, field ionization spectra, frequently 
showing one or few peaks only, suffer from the lack of structure information. 

Therefore, field ionization mass spectrometry is applied in analytical chemistry 
to molecular weight determinations only. 

3.1.4 Generation of Negative Ions 
(Reviews :2z. 20.18.31, lo4)) 

As early as in 191216), Thomson detected the negative ions oxygen O-  and chlorine 
C1- in his first mass spectrometer. Then, about half a century passed until new 
attempts were made for the analytical application of negative ions. Using a normal 
electron impact ion source, spectra of negative ions were compared with those of 
positive ions in a comprehensive study 1~). The results obtained by this usual 
ionization technique (El) (20-70 eV electron impact) were discouraging. With respect 
to molecular weight determination and structure elucidation the resulting spectra of 
the negative ions provided considerably less analytical information than those of  the 
positive ions and were considered to be of limited value. Today, the reason of this 
failure is well understood. In a normal electron impact ionization chamber, negative 
ions may be generated mainly by three mechanisms: the resonance electrbn capture, 
the dissociative resonance electron capture and a non-resonant process. 

1) the resonance electron capture process takes place with very low-energy electrons 
only: 

M + e - ~ M - .  (9) 
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These electrons must be in a very narrow energy range (thermal electrons) and 
may be generated in rather low concentration from higher energy electrons by 
collisions with the ion chamber walls. Therefore, the probability of negative ions 
to be produced by this process in a normal electron impact ion source is very 
low. 

2) The dissociative resonance capture takes place when low energy electrons of up 
to about 15 eV collide at low pressure with sample molecules: 

M + e--* ( M - -  F)-  + F" . (10) 

The electron energy is still high enough to transfer a rather large amount of 
internal energy to the molecular ion. Therefore, cleavage of a bond is induced 
resulting in the loss of a radical fragment F'. 

3) In a non-resonant process, the ionizing electron e is not attached to the sample 
molecule, but only transfers energy to it: 

M + e ~ ( M - - F ) -  + F  + + e .  (11) 

The resulting fragmentation of the molecule into two electron even species is 
usually induced by electrons with energies above 10 eV. 

These three processes are not very abundant compared with normal electron 
impact ionization involving an electron loss of the sample molecule. Thus, under 
the conditions of low-pressure electron impact, many compounds give only few 
negative fragment ions and frequently no molecular ions. Consequently, the 
analytical efficiency of conventional negative ion mass spectrometry was rather low. 
In order to enhance the abundances of negative ions, methods producing more 
electrons of very low energy had to be developed. A practicable way to achieve this 
was found when ionization at relatively high pressures in chemical ionization chambers 
became possible. There again several ionization mechanisms may be distinguished: 
4) Slowing down of ionizing electrons (three-body attachment): 

Relatively high-energy electrons e* may be slowed down by an inert buffer gas B, 
thus generating a high concentration of thermal electrons: 

M + e *  + B ~ M - "  + B * .  (12) 

Argon, for instance, has been shown to be a suitable buffer gas enhancing the nega- 
tive ion abundance by several orders of magnitude 2°' 21). Methane or isobutane is 
also a commonly used buffer gas. 

5) Ion attachment: 
Under chemical ionization, a rather high concentration of negative reactant ions 
R-  is produced; these undergo attachment to the sample molecule M: 

M + R -  ~ [MR]- .  (13) 

6) Charge Exchange: 
Instead of an attachment the negative reactant ion may transfer its charge only 
to the sample: 

M + R - ~ M -  + R .  (14) 
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Argon, nitrogen, carbon monoxide, for instance, have been reported to be suitable 
for charge exchange reactions producing spectra resembling conventional electron 
ionization spectral 5~. 

Once the abundance of negative ions was grasped the analytical applications of 
these reactions were tested. In terms of analytical power, there were recognized two 
main features. On the one hand, negative ion mass spectra very often tend to provide 
structural information complementary to that available from positive ion spectra TM. 
On the other hand, the sensitivity of negative ion mass spectrometry of some 
compound classes is much higher than that of positive mass spectrometry. This espe- 
cially applies to halogenated samples like pesticides. In order to make use of these 
findings, derivatization ofnon-halogenated compounds with pentafluorobenzaldehyde 
or pentafluorobenzoyl chloride may improve their detection limit. For instance, 
primary amines after such a derivatization may be detected at the femtogram 
(10 -15 g) level by negative ion gas chromatography-mass spectrometry 22~. 

3.2 Ions Produced from Poorly Volatile Samples 
(Reviews :23,1~)) 

A sample attaining a vapor pressure of 10 -6 torr or higher without thermal 
degradation may be analyzed by mass spectrometry using conventional sample inlet 
systems. If  thermolysis occurs prior to adequate evaporation, the sample has to be 
derivatized in order to transform it into a thermally stable and evaporable form, or 
the sample must be converted into an ionized gas by special techniques. Chemical 
derivatization is well known and will not be discussed here. However, derivatization 
usually results in an increase in molecular weight and in view of the limited mass 
range of a mass spectrometer this technique may not be applied in every case. 
Therefore, dealing with samples of low volatility, the analyst is confronted mainly 
with two types of samples: (a) compounds containing thermally labile, mostly very 
polar groups like OH, COOH, NH2, NRCO, etc, and (b) high molecular weight 
compounds (m/z 600 up to few thousands). 

In both of these two cases, the heat of evaporation is greater than the energy of 
the thermal degradation of the molecules. Therefore, methods omitting evaporation 
prior to ionization had to be looked for. Several attempts were made to overcome this 
problem TM. Today, the most promising methods using ionization of the sample in the 
solid state directly from a probe surface are field desorption (FD), desorption 
chemical ionization (DCI), 252Cf-plasma desorption technique, and laser-induced 
desorption technique. 

3.2.1 Field Desorption 
(Reviews :35.27, 23, lO4)) 

This ionization technique is extensively utilized in biomedical and environmental 
research because of its applicability to a wide range of samples from inorganic salts 
to polar metabolites. The sample is normally adsorbed on dendritic needles grown 
on a thin tungsten wire (the so-called emitter). When a high electric field is applied 
to this adsorbed sample layer, ionization will occur (--~ 1 V/A). Similar to field 
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ionization (see 3.1.3), a rather small energy amount is transferred to the ionized 
molecule (~0.1 eV), thus increasing the probability of detecting intact molecular 
ions. As for structure elucidation not only the molecular weight must be known but 
a moderate fragmentation may additionally be induced by heating the probe emitter. 
However, there are some disadvantages facing these striking features. Thus, the ion 
currents produced by field desportion ionization often fluctuate and are normally less 
intense than after electron impact or chemical ionization. This not only limits both the 
sensitivity and the precision but very often prevents the application of field desorption 
itself. A possible way to overcome these shortcomings is the "emission-controlled 
desorption" by means of a computer-controlled heating of the emitter wire keeping 
constant the ion production 13°). Indeed, this technique is not very simple to perform 
and requires a very clean ion source (not always available at any time in an analytical 
routine laboratory), and the emitters are rather expensive. Hopefully, further develop- 
ments will overcome these problems enabling a more frequent use of this very valuable 
technique also by less skilled people. 

3.2.2 Desorption Chemical Ionization (DCI) 

In view of the ionization of samples of low volatility, desorption chemical ionization 
(DCI) is one of the most promising new techniques. The sample is placed on a 
heatable probe tip ~ or on a field desorption emitter probe 42) and introduced directly 
into the plasma of a chemical ion source. It was shown that by such an exposure of 
the sample to the ion plasma, mass spectra can be obtained at much lower temperatures 
than usually required 43). This extraordinarily simple sample handling and the appar- 
ently more intense and better reproducible ion beam than in field desorption ionization 
have obviously induced a rapidly growing field of applications of DCI. This develop- 
ment is also supported by a growing number of DCI probe devices available from 
different manufacturers at relatively reasonable prices. Although many applications, 
for instance to underivatized peptides 43), to cyclic adenosine monophosphate, 
guanosine, and thiophosphoric acid pesticides 42), as well to creatinine and arginine 44) 
have been reported, the analytical potential of DCI is not yet exhausted and 
will obviously result in many new possibilities in analytical research (for recent 
publications see~)). 

3.2.3 2szCf Plasma Desorption 

Samples adsorbed on a solid probe surface are not only desorbed by a chemical 
ionization plasma but also by charged particles originating from an atom nucleus 
decay as well. This has been shown for the Californium isotope 2523~' 38, ag, 40). Samples 
like cystine, xanthinetyrosine, tetrodotoxin and others have been desorbed by the 
252Cf fission products and the corresponding mass spectra have been recorded by a 
special time-of-flight mass spectrometer. The major problem involved in this ioniza- 
tion technique is a low ion yield. Therefore, single ion counting, very high trans- 
mission of the mass spectrometer, and a low ion background are essential to 
obtain an interpretable mass spectrum. The fragmentation of the samples is normally 
much weaker than in electron impact ionization but more intense than in field 
desorption ionization 41). Although samples with molecular weights over m/z 1000 
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have been analyzed and the technique seems to be very promising, the technical 
problems discussed above will probably hinder a worldwide routine application in 
analytical laboratories. 

3.2.4 Laser Desorption 

Laser desorption technique has recently been shown to be useful for the ionization 
of non-volatile biomolecules s4). Quasimolecular ions are desorbed by submicrosecond 
laser pulses delivering about 106 Watt/cm 2 to the sample. Ionization occurs mainly 
by alkali attachment and, for some classes of molecules, by proton transfer as well. 
The internal energy of these ions is rather low giving rise to a moderate fragmentation 
only. 

This interesting way of ionization is actually being extended to other fields of  
application sS), especially to the desorption of poorly volatile samples from a stain- 
less steel belt transporting the effluents of a liquid chromatograph into the ion- 
source~OL Successful attempts were also made. to enhance the ionization probability 
by combined laser desorption/chemical ionization. Recording of mass spectra of 
thermally very labile molecules has been possible, for instance of the trisaccharide 
raffinose (MW 504) s7), of serveral steroid glucuronides and of bile acid conjugates sS~. 
Obviously, laser desorption ionization is still further developing and will yield further 
progress, especially in the analysis of  biomolecules. 

3.3 Ions Generated from Precursor Ions within the Mass Spectrometric 
Analyzer 

Up to now, we have placed the origin of the ions exclusively into the ion source. 
The mean residence time of ions in the ion source has been shown to be about 
10-6 s. That means, a fragment ion which is generated in a shorter period of time 
(10 -7 s or less) from a precursor ion, due to excess internal energy, will be extracted 
out of the ion source together with all other ions. It is accelerated in the high- 
voltage field of  the ion source to the standard kinetic energy and analyzed together 
with other ions yielding the conventional mass spectrum of the sample. 

In fact, here we are doing the contrary of what should be performed by an 
analyst, namely a new mixture of ions with mostly unknown structures is synthesized. 
Even in the case of  pure compounds, a very complex ion mixture is created instead 
of attempting to simplify the analytical task. However, the mass spectrometer has yet 
separated this new mixture in distinct components, thus repairing the primary damage. 
The only remaining disadvantage in a conventional mass spectrum is the fact that we 
very often do not know where a fragment ion originates from. In the case of pure 
compounds we only know that a fragment ion has been generated from the 
molecular ion, but we do not know whether this was done in one single or several 
fragmentation reactions. Or, in other words, we do not know the genetic relationship 
between the ions present in a conventional mass spectrum. 

The consequence of this missing genetic information is far-reaching. Mainly, the 
interpretation of a conventional mass spectrum becomes rather difficult and 
must be based on experience, on the intuition of the specialized analyst, and on 
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the knowledge of a plethora of wellknown fragmentation reactions. Mostly, an 
interpretation equals a puzzle which has to be solved and brought to a plausible 
whole. However, even this comparison is not absolutely correct, because in the puzzle 
the position of a fragment, compared with its neighbouring fragments, is une- 
quivocally determined by its exterior form, the colors, and the drawing con- 
tours. Consequently, the origin of a fragment in the puzzle is always directly 
perceptible by different criteria. Unfortunately, a fragment in a conventional 
mass spectrum is not characterized very clearly. In most cases, it is assigned 
to one single criterion only, the m/z number. Therefore, a conventional mass 
spectrum contains a lot of hidden, "blocked up" information. Many attempts 
were made to gain these hidden informations (see Chapter 4). Two types of ions are 
generated after leaving the ion source and the acceleration field within the analyzer 
of the mass spectrometer, the metastable ions and the ions produced by collisional 
activation. 

3.3.1 Metastable Ions 
(Reviews :z, 65, 50,104.59)) 

According to the length of the flight path through the analyzer and the velocity 
attained in the accelerating field behind the ion source, the flight time of the ions 
through the analyzer is in the range of 10 -5 s, i.e. about then times longer than 
their mean residence time in the ion source. Therefore, ions with a mean lifetime of 
10 -5 s, the so-called metastable ions, may decompose within the analyzer of the mass 
spectrometer according to the equation 

m? / -  ~ m ~ / -  + m  ° .  (15) 

As every fragmentation reaction needs energy, only ions containing enough excess 
internal energy will undergo fragmentation. Eq. (15) must then be written in the 
form 

tm~/-] * ~ m2 ÷/- + m ° + E ,  (16) 

excited product neutral energy 
precursor ion ion particle 

according to the fact that metastable ions are excited, "hot" ions and are thus not only 
susceptible to bond cleavage but also to isomerization or rearrangements in order to 
release their surplus energy E. 

Interpreting this situation, the following consoquences for the analytical chemist 
can be derived from Eq. (16): 
a) The structure of the product ion m2 +/- must not necessarily be considered as a 

copy of a part of its precursor ion m~/-  since rearrangements may occur. There- 
fore, the knowledge of the structure of rn2 +/- has to be interpreted with caution. 

b) As the momentum (mlv) and the kinetic energy (1/2mlv2) of the precursor ion 
picked up in the accelerating field are distributed between the products, 
rn2 +/- cannot pass the analyzer at the settings for its precursor. Thus, special 
techniques must be applied (compare Chapter 4). 
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c) A fraction of the excess internal energy E may be released in the form of 
additional kinetic energy during the dissociation process of  thc products rrt2 +/- 
and my. In fact, a certain spread of the velocity of  m~/ -  may be observed, as 
a small velocity component due to this energy release in any direction must 
appear. This dissociation velocity, in particular, can be opposed wholly or partially 
to the original direction of  flight of  m~/ -  (Fig. 2, case a). The result is a 
somewhat smaller final velocity of  m2 +/- and, accordingly, a diminished kinetic 
energy of  m2 +/-. In case b (Fig. 2) the contrary occurs. Obviously, any energy 
amount between these two extremes is possible leading to a broadening and to a 
substructure of the peaks 49' 2, 59) AS the amount of internal energy transformed 
into kinetic energy depends on the dissociation reaction, the energy release is a very 
sensitive tool for the comparison of fragmentation reaction types (example in 47)) 
and thus an additional tool for the structure elucidation of ions. 
Unfortunately, very often a small fraction of a distinct ion type only is metastable; 
thus, the corresponding product ions are of low abundance. I t  is quite natural 
that an enhancement of ion decomposition has been attempted. A possible 
way has been found in the so-called collisional activation. 

- 6 v  i 

. -  

. . . . .  ® , ®  
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Fig. 2. Peak broading due to kinetic energy release upon dissociation of the product particles 
m2 + and m3 ° (case a: diminution; case b: increase of primary kinetic energy) 

3.3.2 Ions Produced by CoUisional Activation (CA) 
(Reviews :69, 30, 2, 50, 70,104-)) 

The fragmentation .rate of ions within the analyzer can be enhanced if additional 
energy is pumped into ions surviving the travel through the mass spectrometer, 
i.e. if ions with lifetimes longer than 10 -s  s are decomposed. In other words, the 
fragmentation of stable ions must be induced by some sort of activation after they 
have left the ion source. In this connection, an old well-known observation has been 
helpful: It  has been recognized that the abundance of ions decreases with increasing 
pressure in the mass spectrometer. In accordance with the rule of thumb (Eq. (5)), 
the mean free path already at a pressure of  l0 -4 torr is reduced to a smaller value than 

63 



Urs Peter Schlunegger 

the dimensions o f  a mass spectrometer. Therefore, the collision probability of  an orga- 
nic molecule is increased leading to more frequent collision-induced decompositions. 
As the number of  the ions is decreased by such decompositions, the sensitivity of  the 
mass spectrometer is reduced accordingly. To avoid this loss of  sensitivity many 
attempts were made to improve the vacuum in the mass spectrometer. However, 
systematic research performed during the last ten years reveals that such collision 
processes can provide valuable information on the structure and origin of  ions 69' vo). 
Therefore, collisons of  ions with neutral target gas molecules like helium or nitrogen 
molecules are allowed to occur within collision chambers introduced into the ion 
beam. This may be performed in the first field-free or in the second field-free 
region of  a double focusing mass spectrometer (Fig. 3) or in a double 79's°) or 
triple61.77.78) quadrupole system. If  an organic ion impinge upon the collision gas - -  
preferably helium --  electronic excitation of  the impact ion occurs. In the first 
approximation, this process may be regarded as an inelastic impact. In this event, a 
small fraction of  the kinetic energy of  the impinging ion is transformed to internal 
excitation energy. If  the target gas is a small a tom or molecule, and especially if it is 
inert (high ionization potential), then the energy transfered to the target gas may be 
neglected96.97). Therefore, helium is preferably used as target gas. In this case, the 
energy amount  transformed to internal energy is approximately equal to the loss of  
kinetic energy of  the ion before collision. This energy can be measured directly from the 
shift of  the peak center toward lower energies in the mass spectrometer, thus 
permitting the determination of  the internal energy fraction transformed to translatio- 
nal energy. 

, •  2 FFR 
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Fig. 3. Inverse Nier-Johnson geometry. 
1 FFR: first field-flee region, 2FFR: 
second field-free region, a, b, e: slits. 
Observation windows are in 1 FFR and 
2 FFR with or without collision gas 
cells 

This additional internal energy of  the impinged ion is converted within a few pico 
seconds into vibration energy giving rise to further fragmentation. The mechanism of  
this collisional activation corresponds, in principle, to electron impact ionization. 
Therefore, it is obvious that a collisional activation spectrum corresponds to an 
electron impact spectrum as well. As experience reveals, 70 eV spectra and collisional 
activation spectra of  ions with 8--10 keV are almost similar as regards the main 
fragments and their relative intensitges 65' s o ,  6 6 9 ) .  
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In other words, collisional activation is a valuable tool for providing mass spectra 
generated from stable, "cold" ions. Thus, the analyst does not only have a very sensitive 
tool for the elucidation of  ion structures but also a powerful instrument for 
structure elucidation. 

4 Ions in the Analyzer of a Mass Spectrometer 

Up to now, it has been shown that in many cases several ion types can be generated 
from one single compound: a) very excited ("hot") ions susceptible to fragmentation 
and isomerization, b) ions of  low internal energy ("cold ions") without any fragmenta- 
tion and c) different ion species containing various internal energy amounts inducing 
moderate decomposition of the parent ion. 

In conventional mass spectrometry, these different ionization methods are usually 
applied to the generation of a suitable fingerprint type mass spectrum only. The 
points of interest are molecular weight and a fragmentation that permits to perform 
a reliable comparison of the spectrum of an unknown compound with those in a 
spectrum library. The corresponding methods are well known and well established in 
every mass spectrometric laboratory and will not be discussed further. Thus, the aim 
of this survey is a discussion of more recent mass spectrometric work dealing with 
ion structure elucidation and with reactivities of ions. But how can we look at the 
reactivity and structure of an ion? The logical way is at first to isolate the ion of 
interest and then in a second step to study the behavior of  this ion. Especially important 
is to know the origin and the mode of fragmentation of the ion. In other words, 
we would like to know all the possible precursors of the ion under study as well as 
every reaction or fragment generated from it. Therefore the measuring procedures 
used for the elucidation of the structure and reactions of the ions will be discussed 
in the following sections. 

4.1 Detection of the Fate of Ions 
Review :sot) 

Metastable ions decompose during their flight through the mass spectrometer (see 
3.2.1). According to the reaction Eq. (15), the momentum as well as the kinetic energy 
is partitioned between the precursor ml +/-~ and its products m~ -/- and m °. As the 
magnetic analyzer represents a momentum filter and the electric field an energy 
filter, m2 +/- cannot reach the detector at the same settings as the precursor m~ +/-. 
This has already been known in the ease of the conventional "metastable peaks". 
However, the "metastables" in the conventional mass spectrum do not represent the 
metastables themselves but the product ions rn2 +/- of fragmentations of  metastable 
ions. The product ions may be associated with their precursors - -  the metastables - -  
by the well known formula 

m* - ( m p r ° a u c t ) 2  (17) 

mprecursor 
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The broad' ions m* can be recorded with single focusing and double focusing mass 
spectrometers embodying conventional Nier-Johnson or Herzog-Mattauch geo- 
metries. However, Eq. (17) involves a problem. Since m* is a quotient only, the mass 
of the precursor ion and that of the product ion is not exactly defined. Thus, an 
unequivocal assignement of m* to a precursor/product ion pair is not guaranteed. 
It is therefore not astonishing that attempts were made to overcome this shortcoming. 
Recalling Eq. (15), it can be stated that a product ion m2 +/- still travels with the same 
velocity as that of the precursor ion m~ +/-). But the kinetic energy and the momentum 
are diminished according to the smaller mass of mr2 +/-). Therefore, a product ion 
n~ ÷/-~ can pass the analyzers at the settings for the precursor ion m~ ÷/-) only if (a) 
the analyzer settings are reduced to the appropriate values ofm~2 ÷/-), (b) the momentum 
and kinetic energy of the precursor ion m~ -/- are augmented by additional acceleration 
to [m~ -/- ]* in order to increase simultaneously the corresponding values of the product 
ion so that [rr~+/-] * can pass the analyzer at the primary setting for m~ "/-. The 
different technical possibilities will be discussed in the following, especially DADI/ 
MIKE spectrometry. 

4.1.1 DADI/MIKE S0eetrometry 
(Reviews :49, 50, 51,1o4)) 

This measuring procedure was developed simultaneously by two indenpendent teams 
and published as Direct Analysis of Daughter Ions (DADI *s)) and the more physical 
denomination Mass analyzed /on Kinetic Energy Spectrometry (MIKES46)). This 
technique may only be applied using a double focusing mass spectrometer embodying 
an inverse Nier-Johnson geometry (Fig. 3). In the first step, the ions are accelerated to 
an appropriate velocity so that they are travelling through the mass spectrometer 
with a kinetic energy W r In accordance with the kinetic energy W~, the electric field 
(energy filter) is set to the value El, thus focusing the ions onto the detector D. 
Therefore, the ions which have passed the magnetic field M (mass analyzer, 
momentum analyzer) and the intermediate slit S 2 will reach the detector' if they still 
contain the kinetic energy W r This is not the case if the kinetic energy has diminished 
to a value W 2 due to fragmentation of m~/-  to m2 +/- in the second field-free 
region (2FFR). Only the product ion m~ -/- can reach the detector if the electric field 
E 1 has also been reduced to a value E2, corresponding to the remaining fraction of the 
kinetic energy of m2 +/-. This is accomplished according to Eq. (15) if 

E~ = m~ E1. (18) 
m 1 

Thus, it is possible to pick out an ion of interest by the magnetic field and to 
focus all its product ions, generated by fragmentation in the second field-free region 
(2FFR), onto the detector if the energy analyzer (electric field) is scanned from 
the  precursor ion beam value E 1 downward. A DADI or MIKE spectrum will 
result representing a fragmentation spectrum of the ion selected by the magnet. An 
example is shown in Fig. 4. It is quite obvious that the number of product ions depends 
on the internal energy amount of the precursor ion. Very often, the internal energy is 
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too small to induce further fragmentation. In this case, collisional activation may 
help, although this type of ion spectrum ("cold" ions, see 3.3.2) is physically different 
from the D A D I / M I K E  spectrum generated by unimolecular processes (excited, 
"hot"  ions) (Fig. 4). But in therms of the analytical organic chemist, a collisional- 
activated spectrum can frequently be considered simply as an enhanced DADI/  
MIKE spectrum. 
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Fig. 4. Dissociation of the N-acetylleucyl ion 
P (m/z 156). A: DADI/MIKE spectrum (uni- 
molecular process), B: linked scan B/E 
= c~nst. (unimolecular process), C: DADI/ 
MIKE spectrum (collisional activation), D: 
linked scan B/E = const. (collisional activa- 
tion) 

However, here we have to pay attention to another important point. The shapes 
of the different peaks resulting from unimolecular processes and from collision- 
induced fragmentations are normally rather different (see Fig. 4). The broadening of 
the peaks due to transformation of  internal energy into kinetic energy 2) is a very 
sensitive indication of the type of reaction involved in a fragmentation step 
(see also 3.3.1). Therefore, this energy release may be used for the differentiation 
of reaction type s47" ~). 
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4.1.2 Linked Scans 
(Review :~o4)) 

Using DADI/MIKE spectrometry, ion fragmentations are observed in the second field- 
free region of a double focusing mass spectrometer embodying the inverse Nier- 
Johnson geometry. This technique is not practicable in conventional mass spectro- 
meters with the energy filter preceding the magnetic field. Product ions generated in 
the second field-free region of a conventional double focusing mass spectrometer give 
rise to the wellknown broad, "metastable" peaks according to Eq. (17). In order to 
overcome this problem attempts have been made to simulate DADI/MIKE spectra 
by observing ion fragmentations in the first field-free region (see Fig. 3). In 
accordance with reaction Eq. (16) it must be stated again that in this case a product ion 
generated in the first field-free region can pass the analyzer (a) only at reduced 
settings or (b) if its kinetic energy and momentum are increased. 
1) It was shown that in the first case of constant kinetic energy of the precursor 

ion (constant accelerating voltage), both the mass and the energy filter settings must 
be diminished such that the ratio of the electric to the magnetic field strength re- 
mains constant 52' 53.5~ 
In oractice, first the precursor ion is focused onto the detector in the conventional 
mode. Then, its product ion spectrum is recorded by scanning the magnetic (]3) 
as well as the electric (E) field simultaneously so that B/E remains constant. 
In terms of analytical power, this measuring procedure has some advantages com- 
pared with the original DADI/MIKE spectrometry: Frequently, the linked scan 
peaks (B/E = constant) are more abundant than the corresponding DADI/MIKE 
signals, since the number of excited metastable ions susceptible to fragmentation 
is usually greater than that present in the second field-flee region. Additionaly, the 
double focusing system in the linked scan mode is still working producing narrow 
and well resolved peaks. Therefore, assignment of the singals to the masses is 
normally readily which can sometimes be rather problematic in DADI/MIKE 
spectrometry, especially in the case of coUisional activation spectra (see Fig. 4). 
However, these advantages have to be paid by some disadvantages: a) An additio- 
nal rather complicated electronic unit producing a linearized signal of the magnetic 
field probe (Hall probe which is used for the generation of the electric field 
strength) must be available, b) If no microprocessor-controlled unit or even a com- 
puter is available, the calculation of the appropriate mass units is rather time- 
consuming and complicated. 
A further disadvantage is the loss of the very useful information about the energy 
release (transformation of internal energy to translational energy, see 3.3.1) due to 
the still working double focusing system. 

2) The second possibility for the observation of fragmentations occurring in the 
first field-free region of a mass spectrometer involves an additional acceleration of 
the ions instead of a diminution of the analyzer field settings. This mode of 
operation, a linked scan keeping the ratio Ez/V constant (V = accelerating voltage) 
was developed prior to the E/B linked scan s~' ss~. Again, it simulates a DADI/ 
MIKE spectrum. But the E2/V-linked scan has some disadvantages: The scanning 
of the accelerating voltage leads to a defocusing of the ion source, thus providing 
non-constant sensitivity. In addition, the practical mass range is reduced by the 
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limited high-voltage stability of  the mass spectrometer. As in this linked scan mode, 
the mass spectrometer is still double focusing, the peaks are narrow and well 
resolved. Resolving powers of some thousands (10~  valley) are possible. Un- 
fortunately, the information on the energy release is lost as in the B/E-linked scan 
procedure. Naturally, the E2/V-linked scan may also be combined with collisional 
activation in the first field-free region sg). 

4.1.3 Recording of Ion Fragmentations with Quadrupole Mass Filter Systems 

In the normal scan mode ofa  quadrupole mass filter, no product ions of fragmentations 
occurring within the analyzer system can be recorded. Attempts to overcome this 
lack have led to the development of  triple quadrupole mass spectrometers. The mass 
of interest is selected from the ion main beam by use of a first quadrupole mass 
filter. In a second "RF-only" quadrupole, producing a focusing but no mass filtering 
effect, collisional activation may be performed. The resulting product ions are then 
separated in a third quadrupole mass spectrometer and recorded 6°' 61.77, 78) Analogous 
studies using double quadrupole systems 8°) have been carried out. Resolving power 
readily providing unit mass resolution in the product ion spectra faces the 
disadvantageous loss of  information of energy release. Additionally, the question arises 
if the collision efficiency of the relatively slow precursor ions is really adequate to the 
state of the art (see 3.3.2). 

4.1.4 Consequences 

Since D A D I / M I K E  spectrometry was developed first it has most widely been applied 
to the recording of ion spectra. Providing many advantages like simple principle, easy 
technical realization and additional information on the energy release, D A D I / M I K E  
spectrometry is now used worldwide in many laboratories. All the other methods 
mentioned above offer minor advantages which can however not overcome the dis- 
advantages. Probably, the most efficient way of recording ion spectra is to use a com- 
bination of methods according to the analytical problem. For instance, a DADI/  
MIKE-scan, with or without collisional activation, may be assisted by a B/E-linked 
scan for the assignment of masses of fragments, providing reliable analytical results. 
(This is especially important in view of the possible appearance of the so-called 
artefact peaks 55'56) which may give rise to errors in the interpretation of ion 
spectra.) 

Finally we should keep in mind one very important principle: The mass 
spectrometer is a separating system itself. Thus, a double focusing mass spectrometer 
is a double separating system; one may be used as mass separator and the other one as 
ion spectrometric device as it is realized in D A D I / M I K E  spectrometry. Trends for the 
improvement of  this type of mass spectrometry ("MS/MS") by the addition of a 
third or even a fourth analyzer are going on: Many applications have shown its 
excellent analytical potential (see Chapter 6.)  66, 67, 68.82,83). 
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4.2 Detection of the Origins of the Ions 
(Review :50)) 

The uncritical observer will see the origin of all ions in a mass spectrum generated from 
the molecular ion of the analyzed compound. For the analyst, the situation is not so 
simple expecially in the case of mixtures, unknown compounds or rearrangement 
processes occurring in the mass spectrometer. All these points may lead to misinter- 
pretations of a conventional mass spectrum. Thus, very early attempts were made to 
detect the origins of  ions appearing in a mass spectrometer. As the information' 
available from these methods is very valuable for the analyst - -  especially in 
connection with data concerning the fate of ions (see 4.1) - -  the different ways of the 
detection of ion origins will be discussed in the following sections. 

4.2.1 Accelerating Voltage Scan (AVS) 

This technique was already described in the middle of the s i x t i e s  62' 63, 64) and the 
principle is easily understood. 

A product ion m2 +/- generated in the first field-free region of a double focusing 
mass spectrometer (see Fig. 3) is, in the first approximation, travelling with the 
velocity of its precursor ion. However, its kinetic energy makes up only a fraction of 
the main beam energy and therefore it cannot pass the energy analyzer at the 
settings for the precursor ion m~ -/-.  This is only possible if the product ion 
m2 ÷/- is additionally accelerated to [m2/-]* to attain a value equal to the kinetic 
energy of the main ion beam. 

In practice, the product ion rn2 +/- of interest is firstly focused onto the detector in 
the conventional way. Then, the accelerating voltage is scanned upward keeping 
constant the settings of  the analyzer at the initial values chosen for the detection of 
m~ -/- . Thus, the kinetic energy of the precursor ions generating a product ion of mass 
m 2 is raised to a higher level so that the energy fraction of [m~-/-] * also increases to 
that of the main ion beam in the analyzer. By this way, all possible precursor ions can 
be detected successively according to their mass. 

The technical realization of this scan mode is rather simple. Today, it is 
available in most double focusing mass spectrometers but very often unused. 

One disadvantage of this method is that the scanning of the accelerating voltage 
gives rise to a defocusing and changing sensitivity. Nevertheless, the accelerating 
voltage scan should taken into account by the analyst. 

4.2.2 Linked Scan 

In the accelerating voltage-scan mode, the kinetic energy of both the precursor ion 
and accordingly of the product ion is increased while the settings of the analyzing field 
remain constant. On the other hand, it should be possible to lower the field strenghts 
of the analyzer keeping constant the kinetic energy in order to detect the precursors of 
an ion of interest. This type of scanning mode has been realized only recentlyS2L 
It offers the advantage that the working conditions of the ion source remain constant 
and therefore no defocusing takes place. The precursor ions are succesively detected 
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by a linked scan in such a way that the ratio of the square of the magnetic field 
strenght (B 2) to the voltage E at the energy analyzer is kept constant. 

This procedure may only be applied by means of an additional relatively complex 
electronic unit of high accuracy. The mass resolving power is not superior to that 
of the accelerating voltage scan (AVS), and the information on the energy release is 
lost. Therefore, the more simple scan mode, the AVS, is normally preferred for 
practical purposes. 

4.3 Detection of Selected Reactions of Ions 

Up to now scan methods allowing (a) the detection of all possible precursors of  an 
ion (constant product ion spectrum of a mixture) and (b) the detection of all product 
ions of a selected species (constant precursor-ion spectrum) have been discussed. 
Recalling process Eq. (15) it may be deduced that all these scan methods do not provide 
direct information on the neutral particle m °. However, the analytical chemist 
usually wants to know all ions undergoing one special type of fragmentation or, in 
other words, he would like to look for all ions losing one special neutral species. 
It is obvious that such a scan may produce invaluable information (a constant 
neutral loss spectrum) about, for instance, a mixture of homologuous compounds. 

Indeed, the concept of a constant neutral spectrum was developed more than ten 
years ago 89). It has been applied to the analysis of various reactions involving a loss 
of hydrogen atoms and molecules from toluene ions. The spectra were obtained by 
scanning of the magnetic field with iterative adjustment of the electric field in a 
double focusing mass spectrometer. Only recently has this "by hand scan" been 
replaced by a fully automated computer-controlled scan 9s'91'94'9°). The constant 
neutral spectrum ("functional group scan") is produced by controlling the magnetic 
(B) and electric (E) field strength of the mass spectrometer such that the ratio B/E 
(1 - -  E) 1/2 remains constant. Obviously, this scan type may be realized even more 
conveniently using quadrupole systems, e.g. in a combination of a magnetic analyzer 
with a double quadrupole system 92), in a triple quadrupole system 93), or in a double 
quadrupole analyzer 8°). 

5 General Considerations 

Numerous ionization and scan methods used in modern mass spectrometry have now 
been discussed. This catalog does not reveal the picture of a conventional spectroscopic 
method but the idea that a mass spectrometer in fact represents a whole laboratory. 
Therefore, the analyst has to ask the question what his aim really is, which type of 
information he wants to know. In order to get an answer to this question some 
principal tasks have to be distinguished, namely 
a) must a sample be characterized in the form of a fingerprint type spectrum, for 

instance in order to look for its possible structure by comparison with the 
spectra of a library; 
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b) must the elementary composition of one or more ions be determined; 
c) must a known compound be detected within a more or less complex mixture of  

other compounds, 
d) has the structure of a selected ion to be elucidated and, in connection with this, 

is the reactivity of the ion our point of interest. 
The first two problems can usually be solved by conventional mass spectrometry, 

combined gas chromatography/mass spectrometry (GC/MS) (see e.g. TM 74)) or liquid 
chromatography/mass spectrometry (LC/MS) (e.g. 75)) and will not be discussed 
further. 

The third task - -  the mixture analysis - -  may be performed by GC/MS or 
LC/MS. In this connection, gas chromatography and liquid chromatography are 
principally used for the isolation of the compound of interest or, in other words, 
for the elimination of the "chemical noise" from the interesting molecules. But 
here, the more recent mass spectrometric methods discussed before (Chap. 4) offer 
new possibilities. Thus, since the analyzer of a mass spectrometer is a separating 
device, it may be worthwile to examine whether the elimination of chemical conta- 
minants or impurities may not be performed by the mass spectrometer itself in a 
more convenient, less time-consuming and less expensive way. Therefore, this feature 
will be discussed in more detail in Chap. 6. In the fourth case - -  structure and 
reactivity determination - -  conventional mass spectrometry may generally be useful 
only in combination with chemical derivatization, labelling experiments and intuition. 
In contrast, the more modern mass spectrometric methods offer different very effective 
ways of structure and reactivity elucidation. Selected examples will be described in 
the next chapter. Before discussing the corresponding application, the different 
techniques are recalled (Tab. 3). Although similar information may be acquired by 
different mass spectrometer types, it is obvious that an instrument embodying the 
inverse Nier-Johnson geometry is the most versatile one (magnetic sector preceeding 
the electric sector). Regarding all these methods, we must remember the fact that in 
many cases the best way to solve problem is by a combined application of 
different scan modes. The more information is obtained, the more easily a reaction or 
a structure may be understood. 

6 Practice of Modern Mass Spectrometry: Selected Examples 

In the introductory part of this survey, it has been stated that modern mass 
spectrometry is no more one single spectrometric method. In several chapters some 
of the most important actual techniques and possible trends in modern mass spectro- 
metry have been discussed. The complexity of the numerous ionization techniques, 
scan modes and different mass spectrometer types - -  at least at first sight - -  
may create a feeling of obscure diffuseness. However, this complexity of performing 
mass spectrometry clearly demonstrates what a mass spectrometer really can be, 
namely a complete laboratory in itself including synthetic and analytical parts. 
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Therefore, the modem mass spectrometrist at first will reflect upon the reactivity of 
the molecule to be analyzed. The corresponding findings combined with facts about 
the separation and isolation problems will consequently lead to the technical 
realization of an analysis. Obviously, this way of utilizing mass spectrometry has 
induced quite a plethora of new possibilities in analytical work. As it is impossible to 
report all more recent work in this field, selected examples of using the reactivity of 
ions and modern scan methods may illustrate trends of modern mass spectrometry. 

6.1 Determination of Fragmentation Pathways, 
Rearrangement Reactions and Ion Structures 

Recalling the possibility to detect the product ions generated from one single 
precursor (Chap. 4. l) or to look for the precursors of one distinct ion (Chap. 4.2), it 
is obvious that fragmentation pathways may be analyzed in a very convenient way. 
In contrast to conventional mass spectrometry, modem methods can directly 
elucidate genetic relationships between ions present in a mass spectrum. A relatively 
simple example 9a~ is described in Fig. 5 (N-Tosylprolinylacetate). 

It has been demonstrated by DADI/MIKE spectrometry (see 4.1.1) that the 
molecular ion at m/z 297 produces the tropylium ion (m/z 91) and the tosylium ion 
m/z 237 (M + "-60, loss of acetic acid), and m/z 224 (loss of the acetylated side chain). 
But yet in this first generation of product ions, a rearrangement has been detected: 
the McLafferty rearrangement related to the reaction step m/z 297-~ 237.1 The 
reaction m/z 237 ~ 173 which cannot be interpreted by conventional fragmentation 
rules, thus indicating a second rearrangement. The third generation of ions produced 
from the rearrangement ion at m/z 173 provides a set of information which is 
consistent with a sulfur-free species. These findings have been corroborated by peak 
matching and deuterium labelling experiments 99' 5o~ 

This example clearly demonstrates that not only fragmentation pathways but also 
rearrangements may be detected as well as preliminary information on ion structure. 
This information very often represents the basis of the interpretation of a conventional 
mass spectrum. It has been used for instance in the case of poly(oxo-steroids) found 
in biological material. They have been suggested to be androstanes containing four 
oxygen atoms. The question was how to localize the position of these atoms. 
In a comparative study several of these tetraoxocompounds were synthesized 
and the conventional mass spectra recorded. Some of them exhibit a prominent peak 
at m/z 122 (like 3,17-dihydroxy-5fl-androstane-I 1,16-dione (Fig. 6). The elemental 
formula for this fragment was determined by peak matching to be CaHloO. The 
high abundance of this ion gave rise to the question if it could not be used as a 
diagnostic signal. Therefore, it was important to know where this intense ion 
originated from and which one of the four oxygen atoms remained in the fragment 1°°). 
The answer to these question was given by DADI/MIKE spectrometry (D I a). It 
was shown that the ion at m/z 122 can be generated by two routes (Fig. 7). The 
first route involves a three-step process with consecutive loss of ring D, water from 

i For nomenclature and results see 5°,. 
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297 

25/+ 
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22L, 

t55 

I ~-43 

JC3 H5 02 (-73) 

(3 

222 
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82 

68 

McLafferty 

- HAc 

~I-'C H 3 

-SO 2 

+ -  

C12Ht5 N 

III1:-  

ll- 8 cH21+ 
I~ C H 2 " ~ ]  + 

01+ 
Fig. 5. Fragmentation pathways and rearragement reactions of N-tosylprolinyl acetate 9m 

ring A, and finally of the AB ring system. In the second and simpler route a loss of 
the whole AB ring system and subsequently of ring D occurs. Thus, the detection of 
the origin of the fragment proved that the key ion at m/z 122 was the oxygen-contain- 
ing ring C of the analyzed steroid. 

Here again, principles of ion structure elucidation have been applied, although 
structure determination has not been the aim of the study. However, if an ion 
structure has to be elucidated, as many findings as possible about the ion in 
question must be collected and compared with one another. This has been accom- 
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H O . . . ~  H 
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248 

I ' ' ' ' 1  . . . .  ~ . . . .  I ' ' " t ' " ' l  ' ' ' ' l  
1 O0 200 300 

Fig. 6. Conventional mass spectrum of 3,17-dihydroxy-5-androstane-I 1,16-ione. Which of the four 
oxygen atoms is in the promininent ion at m/z 122 (C8HloO)? 
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Fig. 7. Formation of the pro- 
minent ion at m/z 122 by two 
routes detected by DADI/ 
MIKE spectrometry. 
a m/z320-* 248 ~ 230-, 122 
b m/z320-~ 194--* 122 
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plished in the case of a key ion at m/z 178 of Bisamidin ~°1) - -  an intermediate in the 
synthesis of hexahydroporphines (Fig. 8). In the first step, all possible precursors of 
m/z 178 are looked for using accelerating voltage scan (Sect. 4.2.1). The second step 
involves the corroboration of all these detected relationships by DADI/MIKE 
spectrometry verifying the different precursor --, m/z 178 transitions. To be sure, the 

-'C H3 C|6H25N4 (294:d21) 

-C4H6N 

CI7H28N 4 (312: d24) 

131- 

2~,o- 

.CH 3 

I -'c"3 C8~o"3 ~Is4.d~ 

~ -'C H 3 

219-- 

HN+ H N ~ I  

- NH 3 

~I-27(HCN) 

Nil 
C13H22N 3 (239:d18) 

-c3~ 

CIoH16 N~190: d12) 

-42  (CH2N 2 ) 

C7HsN 
1 0 9 - -  

H N NH 2 
C6H9N 2 (115:d 6) 

C4 H7 N (75:d6) H N----C---~C 
3 

Fig. 8. Structure of the key ion at m/z 178 of bisamidin elucidated by DADI/MIKE spectrometry, 
accelerating voltage scan, accurate mass determination, and deuterium labelling x°x) 
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whole procedure has been repeated with a deuteriated (d2+) homologous species (all 
methyl groups labelled). Yet, at this point, a rather clear idea of the structure of the 
m/z 178 has been obtained. The next step involves the study of the fate of 
m/z 178 using again DADI/MIKE spectrometry and, vice versa, accelerating voltage 
scan. Since all fragmentation reactions of the tested molecule and also the labelled 
bisamidin can be explained by conventional fragmentation rules, the suggested ion 
structure at m/z 178 can be considered as confirmed. There is only one main point 

(A) 

C13H1003 

x 100 

-CO 2 

C12H100 

94 
170 .l.,,ll IOIj I 

I 

.1.,,.1. l,r ,ll ] . , ,  I.I 170 i 

115 

,,t,   tl'i + 

x 1 x 100 xl0 

142 

• I , 153 
., .I 

I 

16! 

II ~ 128 
89  . l ,  

170 "1:1"" ,,1,1 

141 

I I  h I 
I 

° HII ] ~?~ I ..... LI ,,l, .1 
I 

, , ,  itl,I 
i 

Fig. 9. Structure elucidation of the (M-CO2)+" ion at m/z 170, generated from diphenyl carbonate A, 
comparing diphenyl ether B, ortho phenyl phenol C, an para phenyl phenol, respectively, by 
DADI/MIKE Spectrometry and linked scan (E2/V = const.) upon collisional activation 1°2" ~o3.5o) 
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which must not be forgotten. The structure of the ion at m/z 178 was deduced accord- 
ing to its reactivity only or, in other words, all the observed transitions are based on 
unimolecular processes involving only excited, "hot"  ions. Therefore, a certain 
ambiguity remains in this way of structure elucidation. According to more recent 
knowledge, an unambiguous determination of ion structures may be performed by 
collisional activation where stable, non-excited ions are observed (see 3.3.2). The 
determination of the structure of  the [M--COz] +' ion generated from diphenyl car- 
bonate may serve as an example 1°2'1°3's°). In this case, the collision-induced 
dissociation spectra of the ion in question (M--CO2) ÷" at m/z 170), of  ortho and 
paraphenylphenols and of diphenyl ether were compared directly (Fig. 9). They 
revealed the identity of  the (M--COn) ÷" ion with electron impact ionized diphenyl 
ether within experimental error. These examples of ion structure elucidation are 
picked out of a plethora of similar works being reported in accordance with the 
availability of  the corresponding equipment in analytical laboratories (for reviews 
see30, 50, 69,104.)). 

6.2 Sequencing of Oligomers 

By definition, a structural subunit is repeated periodically in an oligomer or in a 
polymer inducing a corresponding periodicity of  fragmentation in the mass spectro- 
meter. I f  a fragmentation series due to such a periodicity of structure is detectable, 
an analysis of the sequence of monomers in oligomers is possible. This may be 
discussed in the case of amino acid sequencing in peptides 1°5' 106,107. lOS, 76) 

Upon electron impact ionization, peptides are cleaved on both sides of  the 
carbonyl group (Fig. 10). Each of the resulting fragments X, Y, Z ... is composed of 
a different number of  amine portions A, B, C ... and carbonyl groups. The amine 
portions A, B, C ... representing the different amino acids are composed of the 
repeating amide subunit and the amino acid characterizing side chains R 1, R z, R 3 ... 
Thus, the amino acid sequence can be deduced from the fragmentation pathway 
X ~ (X--CO) --, Y - ,  (Y--CO) ~ Z ....  o rX - ,  (Y + A) ~ Y ---, (Z + B) ~ Z .... 
respectively. Therefore, tracing the mass difference 28-A-28-B-28-C-... by DADI/  
MIKE spectrometry, for instance, the sequence characterizing ions may be detected. 

R 3 R 1 

""~N N ~ N  "" 
" 0 ,  J _i i 0 

i 2 1  i 

• - C ~ B ~ A 2 s ~ - -  
, t 

i ,, ,, 
i i 

I 

Z , : 
i 

y ', 

', b x 
,, 

Fig. 10. Principle of the amino acid 
sequencing using DADI/MIKE spec- 
trometry (upon electron impact ioni- 
zation) 
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Thus, the following procedure successfully elucidates the sequence of amino acids 
in oligopeptides (Fig. 11). 
1) Detection of the molecular ion, if necessary by field ionization. 
2) Recording of a DADI/MIKE spectru m of the molecular ion. Amine portions and 

side chains of the more complex amino acid appear in the spectrum if the 
correct ion is analyzed. 

3) DADI/MIKE analysis of the (M--'OCH3) + ion must indicate the loss of CO 
and the whole first amino acid, if the correct ion is selected by the magnet 
settings. 

4) The first amino acid can be characterized by analysis of the (M-59) ÷ ion (loss 
of A). 

5) In the next step, the ion (M-59-A) is set by the magnet and the corresponding 
product ion spectrum (DADI/MIKE spectrum) is recorded by a scan of the 
electric field of the energy analyzer. If the sequencing is still on the correct way, 
loss of CO (28 amu) occurs. 

6) Consecutively, the generation of all ions may be traced by recording the product 
ion spectrum until a loss of 42 amu due to ketene elimination from the 
N-acetyl group finishes the sequencing. 

1: 

2:  

3 :  

4 :  

5:  

6 :  

7: 

8: 

detect  M ÷" 

D A D I  

1 
of M ÷" 

l i l i  
side chains 

M+_" 31 

- - 2 8  

M ÷-~ 59 

- - 2 8  

Fig. 11. D A D I / M I K E  sequencing ,procedure in an 
106 107 108) N-acetyltripeptidemethyl ester ' • 

However, there is no need to record all these product ion spectra because the com- 
plete amino acid sequence may frequently be deduced directly from the DADI/MIKE 
spectrum of the molecular ion. This has been utilized for the sequencing of poly- 
peptides. As it is possible to determine the sequence of amino acids in oligo- 
peptides even in a peptide mixture by DADI/MIKE spectrometry ~°6' 76), the poly- 
peptide is hydrolyzed to dipeptide subunits. The sequence of the different peptides is 
analyzed in the mixture and the data stored in a computer. In a second step, one 
single amino acid is hydrolytically split off from the original polypeptide. The 
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remaining part is again analyzed in the same manner, yielding dipeptides which 
overlap the amino acid sequence of  the first analysis. By combination of both di- 
peptide sequences, the amino acid sequence of the original peptide is deduced by a 
computer program ~°9). Interestingly, this sequencing has been performed using nega- 
tive chemical ionization in a triple quadrupole mass spectrometer. Although this 
method was applied to neuropeptides at the picomol level, an extension to the femto- 
mol level appears to be feasible. The new techniques have been applied to other 
fields of  analytical work. For instance, sequencing of nucleotides H°'tH'x34) and 
polysaccharides ~ ~2) have been studied using field desorption ionization and collisional 
activation. D A D I / M I K E  spectrometry is also helpful in the structure elucidation of 
natural lipids 124~ and glycerophospholipids ~23~. These examples clearly demonstrate 
the great analytical potential of modern mass spectrometry. It can be taken for 
sure that more and more applications will be developed. 

6.3 Analysis of Complex Mixtures 

The analysis of mixtures represents on of the most crucial tasks of the analyst and 
therefore emphasis has been laid on the development of  mixture separating techniques. 
Unfortunately, conventional mass spectrometry complicates to a large extent the 
analysis of mixtures due to the creation of an additional mixture of fragments in the 
ion source. So far, it is not astonishing that mass spectrometry - -  after an 
initial success in the analysis of  petrochemical mixtures - -  has lost its importance in 
this field with the introduction of gas chromatography. This set-back has been over- 
come by combination of mass spectrometry with gas chromatography. 

At this point it is worthwhile to bring into mind what we are really doing in 
combined gas chromatography/mass spectrometry. There are two outstanding features 
to be recognized, namely the excellent separating power of  gas chromatography and the 
extreme sensitivity of mass spectrometry enabling analysis in the nano-, pico- or 
even femto-gram region. Within this system, due to its separating power, gas 
chromatography has overtaken the task of eliminating the accompaning components 
or impurities from an selected compound. In terms of analytical chemistry, gas 
chromatography is responsible for the elimination of the "chemical noise" (with 
reference to the electronic noise, the well-known st lsitivity-limiting feature of  every 
spectroscopic method). Recalling the philosophy of modem methods in mass 
spectrometry (see Chapter 4) we may conclude now that in this connection a double 
focusing mass spectrometer or a dual- or triple-stage quadrupole mass filter represents 
an analogous system: a separating device combined with an analytical tool. In the 
past few years, many successful attempts have been made to eliminate the chemical 
noise by the mass spectrometer itself. Thus, some selected examples will be discussed 
in the following sections. 

6.3.1 Analysis of Selected Components in Complex Mixtures 

As shown before, ions of  interest were isolated and analyzed by D A D I / M I K E  
spectrometry for the detection of fragmentation pathways or structure elucidation. 
This means that even in chemically pure compounds, an analysis of  the mixture must 
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be performed. This principle was again applied to peptide mixtures for the determina- 
tion of amino acid sequences 76). The extreme case, the sequencing of oligopeptides 
with identical amino acid composition but different sequences of the latter has been 
shown to be also possible 1°6). In fact, this is an analysis of isomers of identical 
molecular weight. 

The great potential of these methods has been applied to different fields of 
analytical work. For instance, very complex mixtures of coal liquefaction products 
have been analyzed directly without prior treatment or fractionation of the sample 113). 
The approximate molecular weight profile of the coal liquid has been determined by 
isobutane chemical ionization. Nitrogen-containing components have been recognized 
by using ammonia as chemical ionization reagent gas. Compounds of special interest 
have been analyzed directly by DADI/MIKE spectrometry and compared with 
authentic compounds for verification of their structure. For instance, tetrahydro- 
quinoline has been detected and differentiated from tetrahydroisoquinoline directly 
in the crude coal liquid. This example demonstrates very well the excellent separating 
power of DADI/MIKE spectrometry. But not only the elimination of chemical 
noise is outstanding but also the extreme sensitivity of a DADI/MIKE spectrometer. 
The latter property is demonstrated by the specific determination of particular trace 
components in gasoline using electron impact and chemical ionization 114). Thiophene, 
tetrahydropyran, and n-propylenzene may be quantified directly at levels of 
< 25 ppm, < 50 ppm, and < 500 ppm, respectively. These new techniques may not 
only be applied to petrochemical mixtures but they are also very valuable in 
pharmaceutical chemistry. For instance, the fairly labile compound prostaglandine- 
dinoprostone may be determined directly in pharmoceutical preparations by a linked 
scan (B/E --- constant) analysis after chemical ionization using ammonia reagent 
gas 116~. The specificity of the method is maintained for both prostaglandin and 
steroid product types with little interference from excipients such as suppository or 
ointment bases. So far, sensitivity is obviously influenced by the ionization method. 
In accordance with this, the logical next step consists in the testing of materials in 
the negative ion mode. As discussed before (see Sect. 3.1.4), the sensitivity of 
compounds with electronegative subunits may be enhanced by several orders of 
magnitude using negative ions. Simultaneously, more electropositive components are 
discriminated; thus, the chemical noise present in the mixture is further diminished. 
This procedure has been applied to different complex mixtures. For instance, 
hippuric acid (~65 #g) may be detected directly in 2 #1 of urine 115) without prior 
treatment or purification. Similarly, about 100 ng of glucose in 1/~1 of urine were 
detected by monitoring the loss of HC1 from the (M + C1)- ion generated by 
chemical ionization. Analogous methods involve the direct detection of the preser- 
vative benzoate in shampoo samples, salicylic acid as an impurity in aspirin, the 
antioxidant BHA (butylated hydroxyanisole) in dried yeast, and ascorbic acid in 
3 pl of urine 117). 

Surveying all these examples of direct mass spectrometric analysis of mixtures not 
only sensitivity and elimination of chemical noise are outstanding but there is an 
additional feature worthwhile to be mentioned, namely the possibility of analyzing 
directly very complex materials such as biological samples. Thus, time-consuming 
purification steps are avoided. In many cases, an analysis utilizing one of these new 
mass spectrometric techniques will be less expensive and carried out much more 
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rapidly than a conventional analytical procedure. Typical examples are the detection 
of cocaine in coca leaves (detection limit < 1 ng, quantitative accuracy of about 30 %) 
and in urine ( ~  few ng/pl), the detection of other drugs in 1 #1 urine sample in 
the nanogram range (40 ng phenobarbital, 80 ng-caffeine, 60 ng mescaline, 25 ng 
morphine, etc.) ~8), the determination of orgauophosphorus insecticides directly 
desorbed from soil samples 119~, and the quantification of N-methylsulfamethazine in 
swine tissues at the nanogram level 12°). Also, the methodology has been applied to 
clinical chemistry, as e.g. in blood serum testing of  traces of  pyridine, dimethyl ether 
and urea, respectively (1-22 ng). The analysis frequency is reported to be up to 
50 samples per hour tzt~. A simplification of analyzing polycyclic aromatic hydro- 
carbons in cancer research has also been published. The purification of  metabolites 
produced in human or rodent cells can be greatly facilitaded. Additionally, a new, 
as yet unidentified metabolite was detected by the new mass spectrometric 
technique122k 

Considering the ability of directly analyzing such complex mixtures, crude extracts 
or even whole biological samples, DADI/MIKE spectrometry and analogous methods 
are obviously very suitable for screening tests. This has been utilized for the 
direct analysis not only of the coca leaves of cocaine l~s~ but also of the constituents 
in mushrooms (Helvella esculenta ~25~) of morphine, papaverine, coniine, and atropine 
in plant materials with a detection limit of about 1 to 10 ng of alkaloid t26), and for the 
identification of other alkaloids linke ubine, mescaline, hordenine, and uberine in 
crude cacti extracts 127' lZS, 129) 

In view of all these possibilities of simplifying analytical procedures, more 
applications especially in routine work can be expected. 

6.3.2 Detection of Molecules Yielding a Selected Ion Type 

One special ion type may be generated by different precursor species. This is 
especially true if a mixture of homologous compounds has to be analyzed. In 
this case, the analyst woud like to know where the ion of interest does originate from 
and the methods for the detection of fragment ion origins may be applied 
(see 4.2). The following examples may illustrate some possible applications. 

For analytical purposes, amines especially biogenic amines, are frequently 
derivatized using N-dimethylnaphthalenesulfonylchloride to form the so-called 
dansyl amides. These derivatives generate the N-dimethylaminonaphthalene ion at 
m/z 171 upon electron impact ionization, especially in the case of low energy 
electrons131k Thus, the transition m/z (171 + SO 2 + amine --  1) ~ 171 was applied 
to demonstrate the presence of biogenic amines in a mixture. Sixteen different 
biogenic amines could be identified without preliminary separation by an acceleration 
voltage scan. 

A similar type of analysis has been reported from environmental chemistry. Alkyl 
phthalates used as placticizers have become ubiquitous contaminants of our en- 
vironment. In mass spectrometry, the prominent ion at m/z 149 generated from 
phthalic acid ester plasticizers is well known. It may be used for the detection of all 
possible precursors by accelerating voltage scan. This type of mixture analysis was 
realized for common plasticizers*32k Obviously, the time required for the analysis is 
much shorter than that needed for a conventional analytical procedure. But here the 
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question arises if the direct mass spectrometric method is as accurate as the conven- 
tional one. A comparative study developed for the analysis of a mineral oil fraction 
may give the answer. Steranes and terpanes present in a shale extract were 
analyzed qualitatively and quantitatively by both methods, the gas chromatography- 
mass spectrometry as well as the accelerating voltage scan 132~. The values obtained 
(Table 4) impressively demonstrate the high efficiency of the direct mass spectro- 
metric analysis without prior separation. 

Table 4. Comparison of quantitative determination of terpanes and steranes in a shale extract by 
gas chromatography-mass spectrometry (GC-MS) and the direct mass spectrometric analyses of 
mixtures'(acceleration-voltage scan, AVS) 

Terpanes Yield ~o Steranes Yield 

GC-MS AVS GC-MS AVS 

C3~ 1.0 1. I C29 10.3 10.1 
C30 13.6 13.2 C2s 7.6 6.3 
C29 2.3 2.2 C27 1.9 1.8 
C21 0.4 0.4 C2z -- 0.6 
C2o 1.4 1.7 

total: 18.7 total: 18.6 total: t9.8 total: 18.8 

6.3.3 Detection of Molecules Undergoing a Specific Reaction 

Up to now, two methods of analyzing mixtures have been discussed: (a) recording 
of the spectra (based on unimolecular processes or collision-induced dissociations) 
of selected ions and (b) the search of possible precursors of a selected ion type. 
In the first case, the analyst must have recognized the ion of interest within the 
mixture, in the second case he must be sure that the ion considered is a typical 
fragment ion unequivocally characterizing the interesting precursors. But very often 
the analyst neither knows which one of a homologous series of compounds is 
present in the mixture nor whether a typical product ion is generated by all possible 
precursors. In this case, the neutral loss scan (see Sect. 4.3) may be very suitable 
for the detection of all ions undergoing a specific fragmentation reaction. This 
optimization of chemical information has been utilized for the detection of the 
molecular weight profiles of special compound classes. For example, all negative 
ions, produced by chemical ionization of isobutane, which undergo loss of a neutral 
fragment of 44 mass units can be regarded as as carboxylic acids. Thus, in one 
single scan, the presence and the molecular weight of any carboxylic acid in a 
mixture are indicated 95). An analogous experiment was used for the detection of pyrro- 
lizidine alkaloids in senecio plant species 133~, as well as of bromides and nitro 
compounds in a synthetic mixturea°): The logical extension of this experiment 
consists in a combination of chemical and physical methods. This is performed by 
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derivatizing the entire sample by a reagent which is both  chemically selective for the 
compound  class in question and which yields derivatives generating a characterist ic 
neutral  loss upon  ionization. This combinat ion  of  a chemical with a spectroscopic 
test effectively increases the selectivity of  the analysis. F o r  instance, this type of  
analysis has been applied to a coal  l iquefaction mixture containing alcohols  and  
phenols. This mixture has been treated with an acetylating agent to form the 
acetyl derivatives of  those compounds  bearing hydroxy groups. The react ion mixture 
has been analyzed by a constant  neutral  loss scan for all ions which produce a neutral  
fragment o f  mass 42 - -  the well-known loss o f  ketene from acetylated compounds .  
By this way, the corresponding molecular  weights have been recognized and a profile 
of  the quanti tat ive composi t ion  has been established 95' 97). 

The great analytical  potent ial  of  this method  facilitating screening and profi l ing o f  
selected compound  classes will undoubtedly  find further appl icat ions in the near  
future al though only few examples have hi therto been reported.  
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This review starts with the basic principles of resonance phenomena in physical systems. Especially, 
the connection is shown between the properties of these systems and Fourier transforms. Next, we 
discuss the principles of nuclear magnetic resonance. Starting from the general properties of 
physical systems showing resonance phenomena and from the special properties of nuclear spin 
systems, the main part of this paper reviews pulse and Fourier methods in nuclear magnetic resonance. 
Among pulse methods, an introduction will be given to spin echoes, and, apart from the principle of 
Fourier transform nuclear magnetic resonance, an introduction to the technical problems of this 
method, e.g. resolution in the frequency domain, aliasing, phase and intensity errors, stationary state 
of the spin systems for repetitive measurements, proton decoupling, and application of Fourier 
methods to systems in a nonequilibrium state. The last section is devoted to special applications of 
Fourier methods and recent developments, e.g. measurement of relaxation times, solvent peak 
suppression, "rapid scan"-method, methods for suppressing the effects of dipolar coupling in solids, 
two-dimensional Fourier transform nuclear magnetic resonance, and spin mapping or zeugmato- 
graphy. 
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1 Introduction 

In the last three decades, nuclear magnetic resonance has become a powerful tool for 
investigating the structural and physical properties of matter. Today, nuclear magnetic 
resonance is the physical method most widely used in analytical chemistry. For 
special applications, e.g. relaxation time measurements, there is available a variety of  
modifications of the basic nuclear magnetic resonance experiments such as pulse and 
spin-echo methods. In the course of this development and when electronic com- 
puters were provided at a reasonable price, Fourier transform spectroscopy w a s  
applied to nuclear magnetic resonance in the middle of  the sixties. At that time, 
Fourier methods were already used to a large extent in far infrared spectroscopy (see 
Refs.2a-27) and references cited therein). 

When dealing with the Fourier transform method in infrared spectroscopy, the 
basic principles of optics have to be described. For nuclear magnetic resonance and 
especially for Fourier methods in this field, the basic principles are twofold and are 
found in two different chapters of standard textbooks of physics. First, most of  the 
essential features of  Fourier transform nuclear magnetic resonance (FTNMR) are 
exhibited already by simple vibrating systems which show resonance, free and forced 
vibrations. Secondly, we have to take account of  the special properties of  nuclear 
magnetism and of the quantum mechanics and thermodynamical statistics involved 
because a nuclear spin cannot be treated classicaUy as a rotating top and because the 
measured signal in nuclear magnetic resonance arises from an ensemble of nuclear 
spins. As already pointed out in Ref. 26~ (Vol. 58 of this series), Fourier transform 
methods are easily handled by modern commercial instruments well-equipped with 
computers, but the experimenter is recommended to gain some insight into the 
method which, in this case, is based on a mathematical formalism, the Fourier 
transform. In this review, the application of Fourier transform methods to nuclear 
magnetic resonance cannot be treated without the mathematical aspects. But it is 
hoped to be helpful to the reader that some of these aspects are introduced with an 
illustrative example, a simple oscillator. Of course, some mathematical formulae are 
unavoidable, but it is always attempted to explain the meaning of this mathematical 
"shorthand" in the text or by means of a figure. However, it will not be possible 
to derive in a rigorous way all the mathematical expressions used in this brief review. 
In this respect, the reader is referred to the literature 1. 

2 Resonance Phenomena in Physics 

As mentioned in the introduction, it seems useful to divide the discussion of the basic 
prinEiples of  nuclear magnetic resonance into two parts: the physical phenomenon of 

I In the references, there are compiled a number of books and reviews dealing with nuclear magnetic 
resonance 1-15) and with pulse and Fourier methods in nuclear magnetic resonance 16-22). 
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resonance explained in context with a simple example and the basic properties of  
nuclear magnetism. Starting with the first par t  2, let us consider the simple oscillator 
shown in Fig. 1. One end of the elastic spring with spring constant D is f'txed, and at  
the other end, a magnet  o f  mass m is mounted.  By means of  an electric current in 
coil L, a force F may be exerted on mass m. Including a friction term proport ional  to 
the velocity, the equation of  mot ion (Newton 's  law) reads 

(t28 ds 
m d- ~ + med-~ + Ds = F ,  (1) 

where s is a displacement from the equilibrium position small enough that  Hook ' s  
law may be applied to the spring, i.e. the repulsive force to reduce the displacements 
is proport ional  to the displacement (D • s). I f  an alternating current is applied to the 
coil, the force and the corresponding displacement will be periodic with the frequency 
to of  the alternating current (Q < too): 

F(t) = F o cos (tot),  

s(t) = A(to) cos (tot - -  tp), (2) 

where F o is the strength of  the external force while A(to) and q~ are the ampli tude o f  
the displacement s and the phase shift between force and displacement, respectively. 
In order to determine the properties of  the system experimentally, there is the 
possibility of  applying the periodic force for a variety of  frequencies to and 
measuring the amplitude A(to) and the phase shift (p(to) as a function of  frequency 
(see Fig. 1). The essential properties o f  the system to be determined are its eigen- 

frequency too = V D / m  and its damping constant O. For  co = too, the system is 
at resonance with the external force. At this frequency, A(to) exhibits the usual 
resonance maximum,  the width o f  which is proport ional  to O. The phase shift varies 
from tp = 0 to tp = n for to ~ oo, passing through the value n/2 at resonance with a 
slope proport ional  to Q. Thus, the eigenfrequency too and the damping constant  Q 
can be extracted from the experimental data  A(to) and tp(to). Instead of  these, one 
could also measure the two quantities A cos tp and A sin tp. Note  that  

s(t) = A cos (tot - -  tp) = (A cos tp) cos (tot) + A sin tp) sin (tot). (3) 

After dividing A cos q~ and A sin tp by the strength F o of  the external force, we 
obtain the real par t  A cos tp/F o and the imaginary part  A sin q~/F o of  the complex 
response function 

A . A 
- -  e '~° = - -  + i sin tp) Fo Fo (cos ep 

which is independent o f  F0 for the linear system under consideration (linear system 
means that  the displacement is proport ional  to the applied force, see Eq. (1)). The 
real and imaginary part  of  such a complex response function contain the same infor- 
mation about  the oscillating system, namely the value of  the eigenfrequency too and 

2 For more details about resonance phenomena, the reader is referred to any of the standard 
textbooks in physics. 
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Fig. 1. Mechanical oscillator system and its dynamical properties: The measurement at various 
frequencies (upper part) yields the typical resonance curves, and the measurement as a function 
of time (lower part) yields typically damped oscillations 

o f  the damping  constant  
" K r a m e r s - K r o n i g "  integral relations 3 : 

f'(oa) - f ' (oo) = _2 f co'f"(o/) , 7z 0 / 2 _  c° 2 d o  , 

2 o  [ f ' ( o g ' ) -  f '(oo) 
f"(og) - -~- J co,2~- ~ do9', 0 

Q. The two parts  are related with each other  by the 

(4a) 

(4b) 

3 See, for example, expecially with respect to nuclear magnetic resonance, Ref. 8). 
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where we have used the abbreviations f '  = A cos q~/F o and f '  = A sin tp/F o for the 
real and imaginary part, respectively. Eq. (4) shows that f'(co) can be calculated if 
f'(co) has been measured for a sufficiently wide frequency range and vice versa. 
Note  that in Eq. (4) co is the frequency for which f '  or f '  is to be calculated and that 
co' is the frequency over which the integration is to be carried out. 

Now let us return to more practical considerations. It would be very time consuming 
if the measurements mentioned in context with Eq. (2) were performed separately for 
a large number o f  frequencies waiting every time until the transient oscillations o f  
the system have disappeared, and a steady state is reached. The more elegant way is 
to sweep the frequency of  the force, i.e. of  the current in the coil, from a value 
well below resonance to a value above and to obtain the required information in one 
measurement. Mostly, the frequency is swept in a linear way co = a • t where a denotes 
the frequency change per second. For  small a and rather long time for one sweep 
(slow passage), the experimental results are equal to the expressions Eqs. (4a) and 
(4b) and represent the required information (see Fig. 2). For  a rather high sweep 
rate a and corresponding small sweep time (rapid passage), deviations and wiggles will 
occur in the experimental data. I f  the sweep time becomes as short as the time for a 
few oscillations o f  the system, the rf-field acts more like a pulse as discussed in the 
next section and will excite a free damped oscillation of  the system. 

A sin~ 

Ac0s~ 

, x\ ,,-x, 

Fig. 2. Absorption mode signal 
A sin ~a (upper part) and disper- 
sion mode signal A cos ~ (lower 
part) as a function of sweep rate 

Q2 
a: ( ) a ~ 0.16~-4; (--.--) 

Q2 02 
a = 1.6-~-; ( ......... ) a = 4~-. 

Only for sweep rates a small com- 
pared to ~o2]4, the undistorted data 
are obtained (slow passage con- 
dition). 

The other approach to the problem of  determining the properties o f  the oscillating 
system (Fig. 1) is to apply a short and strong electric pulse to the coil. This 
means exerting a strong force F on the mass m during a short period At. Its 
reaction will be a damped free oscillation (see Fig. 1) 

1 

s(t) = Po sin (co~t) e- 2 Qt (5) 
mcoo 
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where 090 = l//o~ g - -  (Q/2) 2 and Po = F " At are the actual eigenfrequency in the case 
of  damping and the momentum transferred to the mass by the pulse, respectively. 
F rom this so-called "impulse response function" (Eq. (5)), also the characteristic 
quantities mo and Q can be derived. For  a system with a single resonance or eigen- 
frequency, they are easily evaluated from the period of  one oscillation and from the 
exponential decay of  the vibration amplitude (see Fig. 1). Another  important  property 
of  the impulse response function (Eq. (5)) is that  it can be used to construct the response 
of  the system to any external force even if this force acts not  for a short time but for a 
longer period. In this case, the force may be divided into pulses of  small duration for 
which the displacement s may  be calculated by means of  Eq. (5). The response of  
the system to an arbitrary external force can be calculated by a summation over 
all the short-pulse responses: 

~o 

I 1 s(t) = 1, sin (~OoX) e-  -~ ~' Fe~t(t - r) dr  (6) 
m ( . o  o 

where F,~(t) is the external force as a function of  time. Eq. (6) is called a 
"convolut ion".  For  a linear sweep experiment, the dispersion and absorption mode 
signals are derived by means of  Eq. (6) as follows (cf. Fig. 2): 

c o  

Fo sin(~or)  e - 5 ° ' c o s  a r t -  r 2 dr A cos ~o - mo~; 

A sin tp = - -  F° sin (~o~)r) e -  ~ ~ sin art - -~ r 2 dr  

(7) 

where a is the sweep rate and r9 = a t  the frequency at time t during the sweep. The 
integration over z means summing the contributions originating from the external 
force at different times r. For  rather small sweep rates a, we may  neglect 

a z2 in the argument  of  the cos- and sin-function, respectively, and may write 
2 
cos (a t r )  = cos (cgt) and sin (at-c) = sin (cot). We shall see that this "slow passage" 
form of  Eq. (7) is the Fourier  t ransform of  the impulse response function which is 
discussed below (see Eq. (8)). 

If, instead of  a single resonance frequency, the system has a number  of  resonance 
frequencies (with possibly different damping constants) as it is the case usually for a 
nuclear magnetic system, the question arises how to derive all the quantities % and Q 
from the damped  free oscillation which is now the superposition of functions like 
that  in Eq. (7). I t  should be noted that  the application of  a short pulse is 
experimentally the more  elegant way than the frequency sweep method with a 
periodic force involving sweeping (rather slowly !) o f  a sufficiently wide range~o cover 
all the resonance frequencies. But the interpretation of  the experimental data  is much 
easier in this case as there is a resonance maximum at each eigenfrequency with a width 
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proport ional  to the corresponding damping constant. And we would like to convert  
the complicated impulse response function to the resonance curves as a function of  
frequency. 

This problem caia be solved by means of  a mathematical  procedure applied to the 
damped free oscillation data. This procedure is called a Fourier  t ransform and can 
easily be performed with an electronic computer .  For  the mechanical example with 
on eigenfrequency, the basic equations of  the Fourier  t ransform read 

A c o s  tp --- f s(t) cos (tot) dt = - -  f ' 
Po, sin (~Oot) e -  3 0t cos (cot) dt 

t o o )  o 
o 

f A sin (p = s(t) sin (cot) dt = P o  sin (cOot) e -  3 Qt sin (tot) d t .  
m £ o  o 

o 

(8) 

IVVVVV V  

s(t) l/~ 

f lw)A 

f(to) . ' 2 . . . . .  = 

t ) ,,... o 
Fig. 3. Three examples of damped free oscillation curves s(t) and the corresponding absorption mode 
spectra f(to) = A sin ~o ( ) and dispersion mode spectra f(to) = A cos t# ( ........... ) as obtained 
by the Fourier transform procedure 

Fig. 3 shows some examples of  free oscillation curves and the corresponding 
spectra A cos tp and A sin tp computed by means of Eq. (8). The main  advantage of  
the Fourier  method explained in this section is that  it allows to deal with all 
resonance frequencies simultaneously in the experiment and to separate the data with 
respect to its frequency components  later by means of  the computer.  This so- 
called "Fellget t"  or  "mult iplex" advantage is the same as that mentioned in context 
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with infrared Fourier transform spectroscopy 23-27) (Ref. 26) is Vol. 58 in this series). 
We have to realize, however, that the damped free oscillations s(t) can be studied only 
over a finite range (0 < t < tmax) and, therefore, the integration in Eq. (8) too, can 
be performed only over a finite range. I f  the free oscillations have decayed sufficiently, 

1 
i.e. e -Qt~x/2 ,~ 0 or ~ 0tr*~x >> I, no problems arise from the finite integration range. 

I f  this is not the case and, for example, the damping of the oscillation is very small, 
tma x will limit the resolution in the frequency domain (Av = 1/2tma x or Ato = n/ t  . . . .  

sin x 
the line shape function being of the type - - ,  cf. Vol. 58, Fig. 6, p. 86). And as in 

x 
the case of  infrared Fourier transform spectroscopy, an apodization can be applied 
to the experimental data in order to diminish the secondary extrema of the line shape 
function, at the expense of a reduced resolution (Av ~ l/tmax). 

These considerations show how Fourier methods can be employed in analyzing 
systems with a number of  resonance frequencies. As will be explained in the Section 3, 
nuclear magnetic systems are usually of  this type, and the Fourier transform method 
discussed above is essentially that used in nuclear magnetic resonance. Therefore, the 
reader should bear in mind that a simple mechanical system was used to explain the 
basic principles but that all these considerations are already the first step of an 
introduction to Fourier transform nuclear magnetic resonance (FTNMR). 

3 Basic Principles of Nuclear Magnetic Resonance 

Nuclear magnetism arises from the magnetic moments p of the nuclei 1-15) 

# = g/'ts I ,  (9) 

which are connected with the nuclear spin I. In Eq. (9), g and p~ = 6.347 • 10 -33 Vs m 
are the g-factor and the nuclear magneton. I~ Table 1, the values of g are compiled 
for a number of nuclei. Let us now consider the most simple nuclear spin system 
with one kind of non-interacting spins for the introduction of the basic properties of  
such a system. I f  a static magnetic field H o is applied, the energy is quantized 

E m =  --g,uNHom, (10) 

where m is the magnetic quantum number ( - - I  __< m __< +I) .  At thermal equilibrium 
at temperature T, there will be a certain distribution of the nuclei over the 
(2I + 1) magnetic subtevels given by Eq. (10). The probability that a nucleus is 
in the state m is given by 

1 _Em/k  T 1 e+mg~NHo/k T p~ = ~  = ~  , 01) 
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Table 1. Nuclear spins and g-factors, natural  abundancies  and N M R  resonance frequencies for a 
number  o f  nuclei 

Nuclens Natural  Nuclear Nuclear N M R  Resonance Electric Quadru-  
isotopic Spin g-factor Frequency (MHz) at a pole M o m e n t  
abundance  I field of  (10 - ~  cm 2) 
(%) 

1.00T 2 .114T 

in - -  1/2 --3.8261 29.165 61.65 - -  
~H 99.98 1/2 5.5854 42.577 90.00 - -  
2D 1,56 • 10 -2 1 0.8574 6.536 13.82 2.77 • 10 -a 
aHe 10-s-10 -7 1/2 --4.2549 32.434 68.56 - -  
6Li 7.43 1 0.8219 6.265 13.24 4 , 6 . 1 0  -4 
7Li 92.57 3/2 2.1707 16,547 34.98 - - 4 . 2 '  10 -2 
laC 1.108 1/2 1.4044 10.705 22.63 - -  
I'*N 99.64 1 0.4035 3.076 6.50 2" 10 -2 
170 3.7 " l0 -2 s/2 --0.7572 5.772 12.20 --4.5 • 10 -3 
19F 100 1/2 5.2547 40.055 84.67 - -  
~aNa 100 3/2 1.4774 11.262 23.81 0.1 
29Si 4.70 1/2 --1.1098 8.460 17.88 - -  
31p 100 1/2 2.2610 17.235 36.44 - -  
asC1 75.4 3/2 0.5473 4.172 8.82 - -8  • 10 -2 
39K 93.08 3/2 0.2607 1.987 4.20 (0.7-1.4)" 10 - t  
4aCa 0.13 7/2 --0.3759 2.865 6.06 - -  
SSMn 100 s/2 1.3844 10.553 22.31 0.5 
57Fe 2.245 1/2 0.1812 1.381 2.92 - -  
59Co t00 7/2 1.3254 10.103 21,36 0.5 

where k is Boltzmann's  constant and 

+l sin h[(2I + 1) ggNHo/kT] 
Z - ~  E e-Em/kT = 

m=-I sin h[g#NHo/kT ] 

As  an example,  let us consider pro tons  with I = 1/2 (m = _ 1/2) and g = 5.5854. 
Assuming a magnetic  field o f  H o = 7.96 • 10 s A / m  corresponding to a magnetic  
induction B o = 1T (10 kG),  we obta in  for p ro ton  

g / ~ H  o = 2.82" 10 -26  W s .  

The average thermal  energy, on the other  hand,  is for 300 K 

kT = 4.14 • 10 -21 W s .  

Thus, the essential factor g /~Ho/kT  in Eq. (9) is much smaller than uni ty 
( 6 . 8 1 . 1 0  -6 for 300 K), even at low temperatures  (2 .04 .10  -5 for 100 K and 
4 . 8 7 . 1 0  -4 for 4.2 K). Therefore,  we are allowed to use the "high temperature  

approx imat ion" :  

Z ,~ 2I + 1 
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and 

1 
Pm ~ 2I + 1 - -  [1 + mg/~NHo/kT ] . (12) 

For  protons at 4.2 K (liquid helium temperature),  we obtain Z = 2, 

P+I/2 = ~ -  1 + ~- .4 .87 .10  .4  = 0.50012, 

and 

1El 1 P-1/2 = "~ 1 -- ~ - ' 4 . 8 7 . 1 0  -4  = 0.49988. 

I f  P+l/2 would be calculated by means of  the exact Eq. (9), the difference between 
the two results would be insignificant. 

Dividing the magnetic energy or Zeeman energy g / ~ H  o by Planck's constant 
h = 6.626 • 10 - ~  Js, a frequency results (E = by!) which lies in the radiofrequency 
range, e.g. v = 42.576 M H z  for protons in a magnetic field H o = 7.96 • 10 s A /m 
( =  10 kG). And if, in addition to the static field Ho, a radiofrequency field (rf-field) 
with the appropriate  frequency is applied to the nuclear spin system, transitions 
between the magnetic sublevels may be induced with Am = + 1 and AE = gp.sHo- 
These transitions and the interaction of  the spin system with the if-field should be 
treated quantummechanically.  What  we can observe experimentally, however, is 
not the reaction of  one nuclear spin with respect to the if-field, but that o f  the 
whole ensemble of  the spins, which can be described as a time-dependent nuclear 
magnetization M(t). For  M(t), on the other hand, we may use classical equations 
of  mot ion which will be mostly done in the following considerations. A magnetic 
field will exert a torque on the magnetization and the corresponding equation of  mot ion 
reads 

d M  
= M x ~,[I-Io + I - I , f ] ,  

dt 

with 

= [0, 0, Ho] ,  

H a  = [2H1 cos (wt), 0, 0],  (13) 

and where ~ = 2ng/ts/h is the gyromagnetic ratio. The components  of  Ho and H a 
show the coordinate system to be chosen in such a way that  Ho and H a  point along 
the z- and x-directions (cf. Fig. 4), respectively. 

The effect of  a magnetic field on the magnetization or, in other words, the 

98 



Fourier Transform Nuclear Magnetic Resonance 

z z I 
Ha 

I 
I 
I 

I ! i f~ lHef f  
H o -  '-- ¢o I J I 

Laboratory Frame Rotating Frame 

Fig. 4. Magnetic fields acting on the nuclear spins in the laboratory frame (to the left) and in the 
frame rotating with angular velocity to (to the right). In the laboratory frame, we have time-dependent 
fields: H,f = (2H1 cos tot, 0,0), HL = (H1 cos tot, Ht sin cot, 0) and HR = (Hi cos tot, - -H  t sin tot, 0) 

solution of the above equation of motion, is a precession about the magnetic 
field. The if-field Ha may be decomposed into two circularly polarized components 

FIR = [Ht cos (cot), Hi sin (cot), 0], 

HL = [H1 cos (cot), --H1 sin (cot), 0], (14) 

where L and R denote a clockwise and counter-clockwise rotating field, respectively. 
For y > 0, only the clockwise rotating field HL will strongly interact with the 
magnetization, and we will neglect the other component HR in our further consider- 
ations. In order to eliminate the time dependence of HI., we u~e now a coordinate 
system rotating also clockwise about the z-axis with frequency co. In this "rotating 
frame", i.e. the rotating coordinate system, the if-field H 1 will be static. The field H o 
will remain static as its direction coincides with the axis of rotation. Now, the 
equation of motion reads 

dM 
- M  × yI-L~, (15) 

dt 

with the effective magnetic field I-I~ n = [I-It, 0, Ho --  co/y]. The additional z-compo- 
nent --co/y originates from the time derivative of a rotating unit vector (rotating 
frame !) while H 1 and H o are the components of the applied fields. 

At thermal equilibrium, the system will have a magnetization 

M = [0, 0, Mol = [0, 0, XoHo], (16) 

where the susceptibility ~ is in the high temperature approximation 

N(g#N) 2 I(I + 1) (17) 
Xo = 3kT 
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N is the number of  spins under consideration (per mol or per unit volume). 
The solution of  Eq. (15) is a precession of  the magnetization M about the 

effective field I-Iefr. In the laboratory frame, we have 

M = [Mx, My, M~] 

and in the rotating frame 

M = [u ,v ,  M,_] 

with 

u = M X cos (tOt) - -  My sin (tOt), 

v --- Mx sin (tOt) + My cos (tOt). 
(18) 

The relation between u, v, and Mz, M is the transformation from the laboratory 
frame to the frame rotating with frequency co about the z-axis. With the abbreviations 
to o = yH o and to~ = yH~, we obtain from Eq. (15) the equations of  motion for the 
components of  the magnetization in the rotating frame 

du 
d--t- = (tOo - -  tO) v ,  

vd  = --(tOo - -  tO) u + tOlMz, (19) 
dt 

dMz __ 
dt colv " 

The solution o f  Eq. (19), i.e. the precession of  M with the precession frequency 
tOp = [/(tOo - -  o9) 2 + to~, is shown for a number  o f  frequencies to in Fig. 5. For  
these solutions, it was assumed that M = (0, 0, Mo) at t = 0. For  the discussion of  
the results in Fig. 5, we have to distinguish the component  Mtl o f  M which is parallel 
to the effective field (static in the rotating frame) and the component M± of  M 
which rotates with frequency COp about the effective field. The four cases shown in 
Fig. 5 are 

a) (too - -  tO) >> tOx or H o - -  co/y >> HI,  where MII ~ M o and M± is rather small 
1 

b) (too - -  to) ~ °91 or  I4_ 0 - -  09/7 ,~ Ht,  where Mll ~ M± ~ ~ M o 

c) (too - -  co) = 0 or to = 7Ho, where MII = 0 and M± = Mo 

d) + (too - -  tO) ~ --tO1 or tO/y - -  H o ~ H1, where M~I is negative (ant±parallel to 

Here) and IM..I ~ M± ~ ~ M o 
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Rotating Frame 
a) H o- ~ / 7  > H1 ,,~-~ oJp 

Ho-to/7 Mo 

( \ \  

b) Ho-~/~' ~ H1 ~ \ 

Ho-*O/~' Ho 

J 

c) Ho-o~/'~ =0 y f  

( _ . _  o 
t op  

d) - (Ho-~/'7)~'H1 t'4a 
. . . .  ~ o~A"Y~ 

b a 

' ! I 
1 

us t 

Fig. 5. Component MI~ of the nuclear magnetization M parallel to the effective field Heer, component 
M rotating with frequency co o and steady-state component uss of u: illustrating four particular cases 

1 
(to the left) and as a function of H o --  - 09 (to the right) 

7 

In  Fig.  5 on  the r ight  hand  side, Mtl, M z and  also the par t  o f  u static in the 
ro ta t ing  f rame are  p lo t ted  as a func t ion  o f  

1 6 0  o - -  ( .0 
H o  - -  - ( .o  - -  

7 

The  ma thema t i ca l  fo rmulae  for  these quant i t ies  are  as fol lows 

co o - -  co M o ,  

MI~ = 1 / ( ~ o  - ~o) ~ + o~ 
091 M o ,  

M ,  = I / ( o , o  - -  ~o)~ + ,o~ 

_ ~ , ( ~ o  - ~ )  
Us~ - (too - -  co) 2 + ~ M ° '  

(20) 
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where Uss means the steady-state component of u. It is clearly seen from Fig. 5 that 
these quantities (Eq. (20)) reveal a resonance behavior for co near co o, and a comparison 
with Fig. 1 shows that the frequency dependence of MII, M;  and uss is similar to that 
of the amplitude A (cf. Eq. (2)) of Asin~0 and of Acosq~ (cf. Eq. (3)), 
respectively. Due to this resonance behavior of  the quantities under consideration, 
these phenomena are called nuclear magnetic resonance. 

It should be noted that all our considerations up to now have been made for the 
rotating frame. For the experimental investigation of the nuclear magnetic resonance, 
we are interested in the component of the magnetization which rotates with the fre- 
quency co in the laboratory frame and which is the response of the nuclear 
magnetic system to the rf-field at frequency co. This component rotating with co in 
the laboratory frame must be static in the rotating frame and must be perpendicular 
to the z-axis. Thus, the required response component is uss (cf. Eq. (20) and 
see Fig. 5). 

Bearing in mind that the nuclear spin system is an ensemble perturbed by the 
if-field, we have to consider the possibility that energy from the if-field is transferred 
to the nuclear spins and dissipated further to the crystal lattice. These effects can be 
described by relaxation times that characterize the rates with which the system returns 
to thermal equilibrium after the perturbation has been switched off. There are the 
longitudinal or spin-lattice relaxation time Ta and the transverse or spin-spin relaxation 
time T 2. Including the relaxation effects 31' 37, 3s, 46- 51,55, 60), the equations of motion 
in the rotating frame (cf. Eq. (19)) are 

du 1 
dt (coo co) v u ,  

dv 1 
d-t = --(coo - -  co) u + coxMz - -  --Tz v ,  (21) 

dM~ 1 
dt - --coxv + ~ (M° - -  M ) .  

These are the famous "Bloch-Equations ''31) the solutions of which will be discussed 
in connection with a conventional nuclear magnetic resonance experiment 2a-36' 
3s-44, 52.6s. 66~. "Conventional" in this context means probing the system by varying 
the frequency co of the rf-field or by varying the magnetic field H o. In both ways, the 
resonance condition co = co o = 7H o can be achieved (cf. Fig. 5). The experimental 
set-up for such a measurement is shown schematically in Fig. 6. The sample is 
placed in a magnet and in a coil which produces the rf-field of fixed frequency co. 
By means of a sweep generator and of the modulating soils, the magnetic field 
can be swept through resonance. The reaction of the sample is picked up by the 
pick-up coil, amplified and detected by a lock-in system. The resonance signal can then 
be displayed as a function of the magnetic field on the screen of an oscilloscope. The 
variation of the magnetic field can also be achieved by a modulation technique 41'54' 
57,62) For  our discussion, let us assume the magnetic field to be swept at a sufficiently 
low rate in order to avoid distortions and wiggles in the spectrum (see Fig. 2 for the 
mechanical example and Ref. 39) for these effects in nuclear magnetic resonance). 
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Unde r  these "s low passage"  condit ions,  the solutions o f  the Bloch equat ions  are 
(steady-state response to the rf-field): 

u 
col(COo - -  co) TgMo 

1 + ( %  --0.))2 TI  q-- col2T1T2 ' 

v = COlT2M° (22) 
1 + (coo - co)2 T~ + ~ T ~ T 2  ' 

M z  = 
1 + (coo - -  ¢°) 2 T22Mo 

1 + (coo - -co)z  T~ + co, T i T :  " 

Trans fo rmat ion  to the l abora to ry  f rame yields 

M~ = A cos (cot - -  cp) 

My = - - A  sin (cot - -  q~) (23) 
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where the amplitude is now 

O)lT2 V I  + (O0 -- O) 2 TJM o 
A =  

1 + (co o -- o)  2 TJ + o~T1T 2 

and the phase shift 

go = arccot (coo - -  co) T2 • 

Note  that M z is unaffected by the transformation. In the nuclear magnetic 
resonance spectrometer o f  Fig. 6, the pick-up coil is oriented in such a way that 
My is measured. I f  the lock-in amplifier is set to detect the signal in-phase with the 
exciting rf-field ( ~  cos (cot), cf. Eq. (13)), we obtain the "absorption mode signal" 
(cf. Fig. 7): 

colT2M o 
A sin go = v = 1 + (coo - -  co) 2 T2 + c°2TiT2 (24) 

Fig. 7a. Proton resonance (absorption mode) in ferric nitrate solution (taken from Ref.aa}). b Proton 
resonance (dispersion mode) in ferric nitrate solution (taken from Ref. 33)) 

and if we set the lock-in amplifier to detect the signal which is phase-shifted by 90 ° 
with respect to the exciting if-field, we obtain the "dispersion mode signal" 
(cf. Fig. 7): 

col(coo - -  6°) T~Mo 

A cos go = u = I + (co o - -  co) 2 T~ + co~lT1T 2 " (25) 

The dispersion mode and absorption mode signals (Eqs. (24) and (25)) are 
also the real and imaginary part o f  a complex response function Ae i* = A cos go + 
+ iA sin go (cf. Eq. (3) and subsequent discussion). Since col = YH1, Mo = XoHo, 
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and to o = YHo, we may rearrange the factors in Eqs. (24) and (25), divide by the 
strength H a of the rf-field and obtain the real and imaginary part X' and Z", re- 
spectively, of the dynamical susceptibility (cf. Fig. 7): 

1 
Z'(og) = ~ A cos go = l-q 

:¢o°'o(o9o - -  o9) 

1 + (O o - ,0)  2 + @ T , T 2  ' 

l XoogoT2 
X"(og) = ~ A sin ~0 = i + (090 - -  o9)2 T22 + o92TIT2 • (26) 

Eq. (26) shows that X' and X" are independent of H~ if we are allowed to neglect 
the term o92T1T2 in the denominator. Only then, the nuclear spin system is a 
linear system and X' and X" are related to each other by the Kramers Kronig 
relations (cf. Eq. (4)). For rather strong if-fields, saturation effects 31,a8,4°,~,S°) are 
observed, i.e. the resonance maximum of the amplitude A is diminished by the 
factor (o~ = to o !) 

I 1 
1 + ¢o21TaT2 1 + ~H~T1T 2 " 

(27) 

4 Pulse  Methods  in Nuclear  Magnet i c  Resonance  

As in the case of  the mechanical model system of section I, a strong pulse of  
short duration can be used to investigate the nuclear spin system in an alternative 
way. In principle, the same magnetic resonance spectrometer as shown in Fig. 6 
can be employed for this kind of experiment. Again, a static magnetic field is 
applied to the sample. But in contrast to slow passage experiments with small 
rf-field, and an rf-pulse with frequency o9 and with rather large strength H1 is applied 
during a short time z such that 

o91 = YHa >> Io9o - -  o9 J • (28) 

This means that the effective field acting on the nuclear magnetization of the 
sample is practically H 1 which is stationary in a frame rotating with frequency o9 
(cf. Fig. 5). The influence of H o - -  o9/? can mostly be neglected. And there will be a 
precession of the sample about the effective field Hx. During the time 7, the 
magnetization will precess by an angle 

~ ( . t ) l~  ~ ~ n l ~ -  . (29) 

For nuclear magnetic resonance pulse experiments, H 1 and z are usually chosen 
67,68,77,78',8o,84) in such a way that a precession angle ~ = n/2 results. 
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Initially, the nuclear magnetization M is parallel to the static magnetic field H at 
thermal equilibrium. In the rotating frame, the effect of  the pulse is then to rotate 
the magnetization by rt/2 into the plane perpendicular to H (cf. Fig. 8). When the 
pulse is switched off, the magnetization will precess about the static field and will 
cause a large nuclear induction signal in the pick-up coil (cf. Figs. 5, 6 and 8). 

I I 

a b c d 
I I I z ~  

× 
e f g h 

My1 
b c  d e g h 

Fig. 8. Illustration of the precession of the nuclear magnetization M after application of a 90°-pulse 
+ (upper part) and free induction decay (lower part) 

For  the mathematical  description of the behavior  of  M under the influence 
of  the pulse, relaxation effects can safely be neglected because of  z ,~ T 2, T 1, and 
it is sufficient to use Eqs. (19) and its solutions in this case. For  the precession of  the 
magnetization about  the static field on the other hand, relaxation effects have 
to be included. Thus, we have to consider the solutions of  the Bloch equations (21) 
for to1 = YH1 = 0. I f  the initial 90 ° pulse is applied along the x-direction in the 
rotating frame, the magnetization M will precess during the pulse from the equi- 
librium direction (llz) into the y-direction. F o r  this case, we obtain for the pre- 
cessing M(t) at time t after the pulse has been switched off  (cf. Eqs+ (21) and 
Fig. 8) in the rotating frame 

u = M o sin ([too - -  to] t) e-t/T2, 

v = M o cos ([too - -  to] t) e -  t/T2 , (30) 

Mz = Mo(1 - -  e-t/T1) , 
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and in the laboratory frame where the effects are actually observed (cf. Eqs. 22 
and 23) 

M~ = M o sin (mot) e -t/x2 , 

My = M o cos ( % 0  e -t/'rz , 

M z = Mo(l --  e-tfrl) . 
(31) 

The physical meaning of the results of  Eqs. 30 and 31 is that the magnetization M 
precesses about the z-axis. Initially, the precession amplitude is M 0 which decays 
as time increases exponentially according to the relaxation time T 2. At times 
t ,> T 2, u and v (in the rotating frame) or M x and M r (in the laboratory frame) will 
have decayed practically to zero. On the other hand, the system will return to 
thermal equilibrium. That means the z-component M z of the magnetization will 
return to its equilibrium value M 0 exponentially according to the relaxation T 1 
(cf. Fig. 8). The decay of the transverse components of M (Mx and My) has been 
termed "'free induction decay" (FID). It is the complete analogon to the damped 
free oscillation of the mechanical system (see Fig. 1 and Eq. (5) in Section 1). During 
the free and decaying precession (FID), the component My of  the magnetization 
will induce an rf-signal in the pick-up coil (as will the component Mx in the other 
rf-coil, cf. Fig. 6). This signal will be an alternating current of frequency o) o 
decaying exponentially according to T 2. The properties of the FID signal are very 
similar to that of the impulse-response function of our mechanical example of 
Section 1. This will be considered in more detail in Section 5 when we discuss the 
Fourier transform of the FID signal which is the basis for the Fourier-transform 
nuclear magnetic resonance (FTNMR). 

As already mentioned in context with the mechanical system, the advantage of the 
pulse methods is generally the easier handling of systems with more than one 
eigenfrequency. Let us consider as an example a system with two different kinds 
A and BX of nuclear spins I = 1/2 which are coupled together. We assume that a 7t/2 
pulse has been applied to the nuclear spins A. Then, the free induction decay of the 
magnetization M A of the A system in the rotating frame can be written instead of  
Eq. (30) as follows 7°-74'85'88,95) 

1J  1 t)} e -'/xzA , 1 {sin 1 J l t ) + s i n ( I e ) A - -  -- ~ 

, 
MAy = ~- MAO -- m -- (32) 

MA~ = MAo(1 -- e-t/rlA), 

where co A = 7AHo, MAO = ZAHo and J are the precession frequencies of  the A spins, 
their equilibrium magnetization and the strength of their coupling to the X spins, 
respectively. In this rather simple system, we observe a splitting of the A spin NMR 
resonance line in a slow-passage experiment and, correspondingly, two components 
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in the FID signal with the typical beat pattern (see Fig. 11, p. 112). In real systems of 
practical interest, the situation is much more complicated. Even nuclear spins 
of  the same kind (1H or 13C) give rise to a number of nuclear magnetic resonance 
due to the so-called "chemical shift" which is different for like nuclei in non- 
equivalent positions. 

For our, perhaps oversimplified, examples, we would be able to extract ~o o 
and T 2 (in case of Eq. (30)) and O~A, J and T2A (in case of Eq. (31)) from the FID- 
signal without any complicated and sophisticated mathematical formalism. This 
is equivalent to the statements about the interferograms of one or two narrow 
laser lines in infrared spectroscopy (see Vol. 58 26), p. 78 and 86). There are, 
however, some instrumental limitations which obscure the experimental results 
of FID. Due to technical imperfections, the magnetic field will not be perfectly 
homogeneous over the volume of the sample. The rather small, but finite field 
inhomogeneity will lead to a spread of resonance frequencies 6a) in the sample and 
destructive interference effects between the free induction signals from different 
parts of the sample cause the observed signal to decay in a time T~' being much 
shorter than T 2. In slow-passage experiments, it is difficult to overcome the line 
broading due to field inhomogeneity. In pulse experiments, on the other hand, 
there are some ingenious concepts to obtain the true value of T 2 in spite of the 
inhomogeneity. 

I 

a gO*-pulse b Dephasing c 180*-pulse 

d Rephasing e Spin-echo x f Oephasing 

g 180*-pulse h RephQsing k Spin-echo 

Fig. 9. Illustration of the formation of spin echoes obtained with the Maiboom-Gill modification 8°) 
of the Carr-Purcell pulse sequence 76) 
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The technique for obtaining reliable values of T 2 involves the application of 
further short rf-pulses to the nuclear spin system such that spin echoes 67'68'76'8°'84) 
are obtained. In this review, we shall discuss briefly the Carr-PurceU pulse sequence 78) 
for producing spin echoes with the modification introduced by Maiboom and 
Gill 8°'. After the initial 90 ° pulse along the x-direction in the rotating frame (cf. 
first section of this chapter), pulses with ~ = cotz = 180 ° are applied along the 
y-direction in the rotating frame at time t = (2n + 1) T (cf. Fig. 9). In a Short-hand 
notation, the pulse sequence can be written as follows 

90 ° - -  T - -  180~ - -  2T - -  180~ - -  2T - -  .. . .  (33) 

As can be seen from Fig. 9, the 90°-pulse rotates the magnetization M 0 from the 
equilibrium orientation ([Iz) about the x-axis into the y-direction. Then the FID 
develops during the time T, and due to the above mentioned field inhomogeneity, 
there is a spread of resonance frequencies COo, and thus a spread of precession phases 
([COo - -  CO] t) (cf. Eq. (30))* as indicated in Fig. 9. At time T, the 180~-pulse rotates 
all parts of  M by 180 ° about the y-axis. The essential point is now that the reflection 
of the various precession components about the y-axis does not change the sense 
of their precession and, after another time T (altogether t = 2T) s, all these compo- 
nents with different angular velocities [COo- CO] have returned to the y-direction 
and add up to a large signal. This effect is called a spin echo. For t > 2T, the free 
precession continues, and the above mentioned spread occurs again. At t = 3T, 
another 180~-pulse is applied to the system causing another spin echo at time 
t = 4T. Repeating this procedure several times, we obtain a train of  spin echoes. 
Solving the Bloch equations for the pulse sequence Eq. (33) and the free precession 
between pulses, we obtain (in the rotating frame !) 

u(2nT) = 0 ,  

v(2nT) = M o e -2nx/T2 , 

Mz(2nT) Mo (1 - -  e-T/T1) 2 = [1 - -  (--1) n e-2nTrrq (34) 
1 + e -2Tfr l  

for n = 1, 2, 3 . . . . .  The second line of Eq. (34) means that the transverse component 
v of  the magnetization which is proportional to the observed signal decays ex- 
ponentially according to T2, i.e. to the true spin-spin-relaxation time, and not 
according to T~. 

Another important property of  the spin echoes is that the envelope of the 
spin-echo signal shows not only an exponential decay but also a sinusoidal modu- 
lation for systems with more than one nuclear spin 69-7*,79,ss.ss,9s,99). For the 
rather simple AX system with two I = 1/2 nuclear spins, the spin-echo envelope 
observed for the A system will be modulated as follows (cf. Eq. (32)): 

vA(2nT) = MAt cos (nJT) e - 2 n T / T 2 A  . (35) 

4 Please note that  even a small  field inhomogeneity and  a small spread o f  coo may  influence the 
difference coo - -  co drastically since the rf-frequency co is mostly chosen close to co o. 

s Please note that  in counting the time after the initial pulse the durat ion times T of  the 180°-pulses 
can safely be neglected. 
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It should be noted that this echo envelope modulat ion occurs only if the 
180y-pulse (not necessarily the 90~-pulse !) is effective for both, the A- and also for 
the X nuclear spins 15°' 165). Fig. 10 illustrates how the envelope modulation arises. 
In a frame rotating with angular velocity co = tog (cf. Eq. (32)), the free induction 
decay consists of  two main components  both rotating with to = 1/2 J but with 
opposite sense, i.e. one clockwise and the other one counter-clockwise. In addition, 
both show the usual spread due to field inhomogeneity. I f  now the 180y-pulse 
at time T is effective for both kinds of  nuclear spins, the two main components are 
not reflected at the y-axis and thus interchanged. Only the spread components  
are interchanged with respect to the center of  each main component  rotating 
exactly with co = +__1/2J. As illustrated in Fig. 10, the spin echo at time 2T 
means for this case that the spread components  return to the center of  their main 
component  and add up for a large signal. The projection of the two main compo-  
nents on the y-axis (the observed signal is proportional  to v A !) yields then cos (JT) 
(cf. Eq. (35) for n = 1). 

The modulat ion of  the spin-echo envelope can be used to obtain information 
about  the coupling constant J 15o). The spin-echo envelope is also influenced if 
chemical exchange between the two nuclei Occurs 75'86'89-94"). Returning now to our 
main objective, i.e. the application of  Fourier methods in nuclear magnetic resonance, 
we realize that  the pulse methods lead to a decaying free-induction signal or a 

I 

a 90*-pulse b Dephosing e 180*-pulse 

, z~ 

,/~."-. i 1 1 \  

d Rephasing e Spin-echo x 

' I 
I I 

g. 180*-pulse h Rephasing 

i 

F S 

f Dephosing 

I 

k Spin -echo 

Fig. 10. Illustration of the modulation of the spin-echo envelope if the 180°-pulses are effective for 
both kinds of coupled spins (J-modulation) 
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decaying spin-echo envelope. What we wofild like to know on the other hand are 
the N M R  resonance frequencies and their line widths (inverse of relaxation times !). 
From a slow-passage conventional N M R  esperiment, we would obtain these data 
directly. But how can they be extracted from the recorded FID signal? As already 
mentioned, the interpretation is easy for exceptionally simple systems (cf. the two 
upper traces in Fig. 11). Here, we are able to gather the frequencies from the FID 
oscillations and from the beat pattern in the case of two frequencies. The expo- 
nential decay envelope yields the inverse of the relaxation time (T 2 or T~). A glance 
at the lower trace in Fig. 11 reveals that such a procedure is not possible for a more 
complicated system. Unfortunately, most cases of practical interest belong to the 
latter type. In order to solve the problem for the more complicated cases, we remember 
the mechanical example in Section 1 that the results of  frequency sweep experiments 
(Eq. 2)) and the results of pulse methods (Eq. 5)) are connected by a mathematical 
operation called Fourier transform (Eq. (8)). In the next section, these results will 
be adapted to nuclear magnetic resonance, and it will be shown that a Fourier 
transform of the FID signal will yield the required results equivalent to those of a 
slow-passage experiment. 

5 Fourier Transform Nuclear Magnetic Resonance 

It will be discussed in more detail later (p. 117) that pulse methods in nuclear magnetic 
resonance have some advantage in comparison to conventional experiments where 
the magnetic field is swept. But, as already mentioned, the latter type yields directly 
the wanted information, i.e. the various N M R  resonance frequencies and their 
line-widths of the sample under investigation. The pulse methods on the other 
hand generally yield the free induction decay of F ID signal. But the two types 
of data are equivalent as was shown in Section 1 for a simple mechanical system and 
may be converted into each other by a Fourier transform. This is generally true 
in physics for linear systems with a number of  resonance or eigenfrequencies. And 
it were R. R. Ernst and W.-A. Anderson who applied these relations to N M R  1°2). 
After the initial 90~-pulse, the FID signal is recorded. At equally spaced time 
intervals At, samples are taken from the analogue signal and digitized by means 
of a digital volt meter. The data are then prepared to be fed into a digital electronic 
computer which is an essential part of the Fourier transform method. In the 
computer, the resonance frequencies and line-widths are computed from the 
FID-data by means of the following mathematical relation (cos-Fourier transform) 

oo 

C(co) = S M(t) cos (cot) d t ,  (36) 
0 

where M(t) is the FID signal as a function of time t and co the frequency for which 
we want to compute C(co), the signal we would have observed as absorption mode 
at frequency co in a conventional N M R  experiment. 
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For  a simple system with a single N M R  line, we have (cf. Eq. (31)) 

M(t) = M 0 cos (coo t) e -t/r2 (37) 

and the computat ion of  Eq. (36) yields (cf. Fig. I 1) 

l MoT 2 
C(co) = 2 1 + (coo - -  co)2 T 2 (38) 

which is equal to 

1 1 
2co---1- A sin q~ = ~ v (cf. Eqs. (22) and (24)) 

and to X"/2y (cf. Eq. (26)), i.e. equal to the response function of  the nuclear system, 
apar t  f rom some factors. Essentially the same result would have been obtained 
in a conventional experiment (cf. Fig. 6) with a sufficiently small sweep rate 
(wiggles, cf. Fig. 2) and a sufficiently small if-field H 1 (no saturation 72H2T1T2 ,~ 1, 
cf. Eqs. (26) and (27)). I f  the computer  were p rogrammed to evaluate the sine 
Fourier  t ransform of  M(t) 

S(co) = ? M(t) sin (cot) dt (39) 
0 

instead of  the cosine t ransform (Eq. (36)), we would obtain for the simple model 
system under consideration (cf. Fig. 11) 

1 Mo(coo - -  co) (40)  
S(co) = 2 1 + (coo - -  co)2 T2 2,  

which is equal to 

1 1 
- - - -  A cos q~ - u 

2co 1 2co I 
(cf. Eqs. (22) and (24)) 

and to Z'/2Y (cf. Eq. (26)) and which could have been obtained in a conventional 
experiment under the same conditions as listed above. Under  actual experimental 
conditions, there may  arise phase errors in the F I D  signal. Then it is o f  advantage 
to compute  both,  the sine and the cosine transform, and to evaluate the absolute- 
value-spectrum or ampli tude spectrum (of. Fig. 11). 

[ /C2(co) + S2(co) = 1 M o T 2  (41) 
2 1 / 1  + icoo - 2 

4 Fig. 11. Free induction decay (FID) for a singlet a, a doublet b and a quadruplet e and corresponding 

spectra C(~o), S(to) and V ~ + s 2 (absolute value spectra) 
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which is equal to 

1 A =  1 (cf. Eqs. (22) and (24)). 

In addition to the example of a single N M R  line, the spectra C(~o), S(o9) and the 
absolute-value-spectrum are shown for two more complicated systems (doublet 
and quartet) in Fig. 11. 

These considerations serve the purpose to introduce the principles of applying 
Fourier methods to nuclear magnetic resonance. And it is this type of experiment 
(pulse methods, recording of an FID signal combined with a Fourier transformation 
in a computer) which is usually called Fourier transform nuclear magnetic resonance 
(FTNMR). 

After explaining the principle of  FTNMR,  we shall discuss the problems arising 
in the practical application of Fourier transform methods 1°2' lO4-112,114-119,122-124, 
13o-134). Some of the problems generally connected with the application of Fourier 
transformations have already been mentioned in Section 1. 

The first problem is that the integration cannot be performed for 0 < t < ~ but 
only for a finite range 0 < t < T O for which the FID signal has been recorded 
(T O = data acquisition time). This truncation of the FID signal leads to a finite 
resolution Av ~ 1/2To (cf. Vol. 58 z6), Fig. 6, p. 86). The instrumental line shape 
function is of the type 

sin [(co - -  too) To] 

[(o~ - -  ~Oo) To] 

In many cases of  practical interest therefore, it is advisable to multiply the signal 
by an appropriately chosen function (apodization or mathematical filtering) before 
performing the Fourier transform in order to obtain an optimum with respect to 
resolution and instrumental lirke shape function 1 0 2 , 1 1 6 , 1 1 8 , 1 2 4 , 1 3 1  - 1 3 3 )  

The second problem is that of aliasing. The sampling of the FID at equally spaced 
time intervals At causes replicas of the true spectrum C(o9) at regular intervals 

2n 
Acn = m ~-~ (m = _ 1, + 2 etc., cf. Fig. 12). We realize that escaping the problem 

EItal, 
2 ~  

t" A-x 
I i 
I I 
I 1 

L 

t O  

Fig. 12. Illustration of the repetition of spectra due to aliasing 
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of  aliasing means a sufficiently small At for a certain frequency range under con- 
sideration and that both, decreasing of At (aliasing!) and increasing of T o (higher 
resolution), imply an increase of the number N = T0/At of data points to be handled 
by the computer. 

While the two problems mentioned so far occur also in infrared Fourier trans- 
form spectroscopy 26), we have now to consider problems that are specific of 
FTNMR. Fig. 13 schematically describes a spectrometer for FTNMR. One coil 
is used to apply the 90°-pulse from the rf-generator (frequency O~R) and the power 
amplifier to the sample and to pick up the FID signal from the latter. After ampli- 
fication, this if-signal is mixed with the reference frequency coR to obtain, after 
filtering the audio signal 

Me(t) = M o cos [(coo --  coa) t] e-VV2, (42) 

which has the same time dependence as the FID signal in a frame rotating with 
frequency c% but is obtained here in the laboratory frame by electronic means. 
This technique causes the problem of imaging which means that the Fourier trans- 
form consists of the true line at COR + (COO- COR)=C°O and of an image at 
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I 1 I I Time L 

I rl 
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/ ' I:l,I,I,llt 
I l l l l l l l  
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Fig. 13. Schematic diagram of 
a Fourier transform nuclear 
magnetic resonance spectro- 
meter 
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coR - -  (coO - -  coR) = 2COR - -  COO" One remedy is to set the rf-frequency COR outside the 
frequency range of  interest and to filter the spectrum appropriately. The fre- 
quency c%, however, may be fixed in the center o f  the range of  interest if quadrature 
detection115,11v, 122,123) is used. In this method (see Fig. 13), a second audio-signal 
is produced by mixing the if-signal (Eq. (37)) with a rf-signal phase-shifted by 90°: 

MS(t) = M o sin [(% - -  cos) t] e-t/x2. (43) 

The two signals (Eqs. (42) and (43)) are then considered as real and imaginary 
parts o f  a complex function, and a complex Fourier t ransform is performed in the 
computer .  A further technical detail of  the N M R  spectrometer sketched in Fig. 13 
is the so-called field-frequency lock. This implies that the rf-frequency is controlled 
in relation to the applied static magnetic field by monitoring the N M R  signal of  
2 H  o r  19F nuc le i .  

A further problem special for F T N M R  is a consequence of  the repeated 
recording of  the F I D  signal which will decay to zero at times of  the order of  T* 
(field inhomogeneity) while the transverse magnetization relaxation time T 2 can 
be much larger. Moreover,  thermal equilibrium (M = (0, 0, Mo)) will be re-established 
after times longer than the longest spin-lattice relaxation time T r Therefore, 
a waiting period of  the order of  the longest T 1 is necessary to obtain repeatedly a free 
induction signal according to Eqs. (30), (31) and (37). For  long relaxation times, 
this waiting period can mean a useless dead time of  the instrument too long under 
practical aspects. I f  the nuclear spin system does not return to thermal equilibrium 
between pulses, a sequence of  90°-pulses will lead to a steady state with a modified 
F I D  signaP °2' 1o7, los, 15s): 

l~l(t) = (1 - -  El) M o sin o~[(1 - -  E z cos 8) cos (coo t) - -  E 2 sin 8 sin (coot)] e_t/T2, (44) 

(1 - -  E 1 cos ~) (1 - -  E 2 cos 8) - -  E2(E 1 - -  cos ~) (E 2 - -  cos 8) 

where ~, 8, E 1 and E 2 are the flip angle (cf. Eq. (29)) of  the initial pulse, the 
precession phase 0 = ( t o g -  coo)T within time T between two pulses, the spin- 

lattice relaxation rate E1 = e -r/T1 and the spin-spin relaxation rate E2 = e -wT2, 
respectively. Clearly, Eq. (44) reduces to Eq. (37) if T >> T1, T ~> T 2 and ~ = 90 °. 
For  smaller times T, there exist opt imum flip angles ~ different from 90 ° 1o2, lo7.1os, 
158). Furthermore,  there have been developed special pulse methods (DEFT and 
SEFT, i.e. driven equilibrium Fourier  t ransform and spin-echo Fourier t ransform 
method)  for extremely slowly relaxing systems 1°9" 13s, 14o- 143.14~, 1,$6,173). The cosine 
Fourier  t ransform (see Eq. (36)) of  hT, l(t) (Eq. (44)) yields with no apodization and 
with the data acquisition time approximately equal to T 

~(co) (1 - El) Mo sin ~t 
= x (45) 

(1 - E 1 cos oe) (1 - E2 cos 8) - E2(E 1 - cos ~) (E 2 - cos 8) 

1 f T2 [(1 - E2 cos 8) 2 - E 2 sin 2 8] + 
X 2 -- 1 "{- (f.D - -  (DO) 2 T 2 

(co - coo) T~ [2E2 sin 8(1 - E2 cos 8)]}.  
+ 1 + (co - COo) 2 T~ 
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Eq. (45) means that ~(co) is a mixture of the absorption and of the dispersion 
mode signal multiplied by a factor dependent on ~t, El, E2, and 9. In other words, 
the repetitive pulse sequence in F T N M R  may give rise to phase and intensity errors 
which have to be taken into account for the interpretation of the results. 

Most of the commercial N M R  spectrometers (see also Fig. 13) provide the 
possibility of  proton decoupling. This is a very useful tool in the N M R  investigation 
of organic substances (e.g. ~3C-NMR). Decoupling is a special form of nuclear 
magnetic double resonance about which exists a vast literature ~7.-21s) which cannot 
be reviewed here in detail. In principle, double resonance is a nuclear magnetic 
resonance experiment where a second if-field (cw) is applied to the sample. And 
the effect of a sufficiently strong rf-field with a frequency near the proton N M R  
frequency is to remove the splitting of the ~3C-NMR lines due to coupling to the 
protons (see Fig. 14) such that a single line is observed for each inequivalent carbon 
site. Since the resonance frequency varies for different protons according to the 
chemical shift, it is advisable to use noise-proton decoupling Is9,2°°~ or coherent 
broad-band decoupling 21s) instead of coherent single-frequency decoupling :s4). 

CH3~CH2~CH2~CH2~CH2--CH3 
a b e e b a 

c b a 

I I I I I 
0 0.2 o.t, 0.6 o. 8 kHz 

Fig. 14. Effect of proton decoupling on the NMR spectrum of n-hexane: xaC spectrum without 
decoupling (upper trace) and with decoupling (lower trace), data taken from Ref. 2azj 

At last, it should be mentioned that, as always applies to Fourier methods 26), 
the major advantage of F T N M R  is the multiplex advantage (see also Chapter 1). 
Ernst and Anderson have shown that the gain in the signal-to-noise ratio between 
F T N M R  and conventional N M R  is proportional to the square root of  the number 
of spectral elements ~°2~. This result is the same as that obtained for infrared 
Fourier spectroscopy. In this context, it should be noted that a complete analogon to 
infrared Fourier spectroscopy is the nuclear magnetic Fourier-transform resonance 
with an incoherent rf-field (stochastic resonance) 1°3' zo4). Of  course, Fourier methods 
depend on electronic computers to perform the Fourier transform of the measured 
data and were widely used when sufficiently cheap computers became available. 
The use of  the computer and of the mathematical treatment of  the experimental 

117 



Reinhart Geick 

data may be considered as a disadvantage. However, it must not be forgotten that 
the digital computer does not only perform the Fourier transform (mostly, fast 
Fourier transform = Cooley Tukey algorithm, see TM) but can also be used for 
averaging, for mathematical filtering, for performing experiments of difference 
FTNMRI06,128,129~ and even for comparison of the results with a computer library. 
At last, it is also worth mentioning that the Fourier transform is sufficiently fast 
to observe chemical reactions by NMR 135). 

When discussing the general aspects of FTNMR, we have to remember that all 
principal statements about Fourier methods have been introduced for a strictly 
linear system (mechanical oscillator) in Chapter 1. In Chapter 2, on the other hand, 
we have seen that the nuclear spin system is not strictly linear (with Kramer-Kronig- 
relations between absorption mode and dispersion mode signal114)). Moreover, the 
spin system has to be treated quantummechanically, e.g. by a density matrix 
formalism. Thus, the question arises what are the conditions under which the 
Fourier transform of the FID is actually equivalent to the result of a low-field 
slow-passage experimentl~°-112.119)? Generally, these conditions are obeyed for 
systems which are at thermal equilibrium just before the initial pulse but are 
mostly violated for systems in a non-equilibrium state 219-254) (Oberhauser effect, 
chemically induced dynamic nuclear polarization, double resonance experiments 
etc.). 

6 Special Applications of and Recent Developments in FTNMR 

In the last section of this review, we will discuss some of the special applications and 
special recent developments of Fourier transform nuclear magnetic resonance. 
For example, the measurements of relaxation times T 1 or T~ require specific pulse 
methods (e.g. inversion recovery for T1) 10o, 136,137,139,14.4,14-7,153,159,163.167,224) and 
spin-echo methods 149--151,155-157,162), usually in combination with the Fourier 
transform method. In Fourier transform spin-echo spectroscopy 149'~5°), it is the 
spin-echo envelope which is Fourier transformed instead of the free induction 
decay. 

When samples can only be investigated in aqueous solutions, one has always 
to overcome the problem of the rather strong NMR signal from the protons of 
1-120 which may obscure the signal from the sample. Solutions to this problem 
have been found in several ways 148"152"154"160"161'164'172) based upon selective 
excitation of the sample (flip angle ~samp~e = 90°, Ctn20 = 360° 148~) or on the 

different relaxation times of the nuclei in the sample and of the protons (WEFT = 
= water eliminated Fourier transform spectroscopy152)). 

For some NMR investigations, it may be desirable not to employ the usual 
pulse method in FTNMR. At first, the high peak rf-power in the initial pulse can 
cause technical problems. Secondly, it could be necessary to scan only a limited 
portion of the spectrum in order to avoid recording large peaks of H20 or to 
study the relaxation of some spins while not perturbing others. All these require- 
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ments can be met in a conventional NMR experiment (see Fig. 6) with linear 
sweep under rapid passage conditions. Modifying Eq. (7) (mechanical system in the 
first section) for nuclear magnetic resonance, we obtain for the absorption mode 
signal 

C(co,)=MoicOs(cooZ)e-~/r2cos(at~-2z2)dz (46a) 

and for the dispersion mode signal 

i ( a ) S(cot) = Mo c o s  (coo z) e - ' / ' t '2  sin atz 2 r2 dz (46b) 

where a is the sweep rate (wt = at) and the other notation the same as in former 
sections (e.g. in Eq. (37)). For small sweep rates (a/2z 2 can be neglected), Eqs. (46a) 
and (46b) reduce to Eqs. (36) and (39), i.e. to the results obtained for slow passage. 
From the rapid scan signals (3(cot) and S(cot), the wanted slow-passage information 
C(co) and S(co) can be derived only by means of a mathematical procedure with a 
computer, involving two Fourier transforms. Therefore, this method is called rapid 
scan FTNMR ~2°' 121,125). The first Fourier transform is the sum of the inverse cosine 
transform of C(cot) and the inverse sine transform of S(cot) is 

R(T) = I [(~(cot) cos (co, T) + S(cot) sin (co,T)] dot = Mo cos (cooT) e -x/x2 cos T 2 
- - o 0  

(47) 

where T is a new (artificial) time variable. After dividing by c o s ( 2 T 2  ) ,  R(T)equals 

the usual FID signal M(T) (see Eq. (37)) and by means of the second Fourier 
transform (see Eqs. (36) and (39)), C(co) and/or S(co) are evaluated as in ordinary 
FTNMR. 

In contrast to far infrared spectroscopy 26'27) operating at rather low levels of 
intensity of  the source, high rf-field levels can easily be produced in NMR 
spectroscopy. These offer the possibility of observing double quantum transitions 
5a.s6,61~ as they have been observed also with high-power laser pulses in the visible 
range. Recently, there have been reported experiments of double-quantum FTNMR 
126) and of double-quantum transitions in NMR double resonance 188). As already 
indicated above, there is an analogy between pulse methods in NMR and optical 
laser spectroscopy. For example, the optical analogue of pulse FTNMR has been 
demonstrated with a CO 2 laser at 2 = 9.66//m127k 

For chemically or isotopically dilute spins, e.g. ~aC, the signal from the dilute 
species can be enhanced by transferring nuclear polarization from a species of high 
abundance, e.g. protons, to the dilute species 239'243'24sJ. This requires that the two 
species are coupled to each other. The technique used for this polarization transfer 
is based on spin locking of the abundant species and on the spin temperature concept. 
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These effects together with other double resonance and "rotating frame" ex- 
periments 81,82,96,1°l,t83,193`2°4,2°8-2t2,22°-222`233-237`247`248) cannot be discussed 

and explained in more detail here. For an introduction, the reader is referred to 
Ref. s). 

Special problems arise in the NMR investigation of solids since the dipolar 
coupling of the nuclear spins causes a considerable broadening of the NMR lines 
as pointed out by van Fleck 37). One method of partly removing the effect of the 
dipolar broadening is to rotate the sample, especially at the magic angle 45'54"5s'59" 
63,64). The Hamiltonian for the magnetic dipolar interaction is 37,38) 

H =  >~ rY~{(li, l j ) _ 3 ( r i j ' l i ) ( r i j ' l j )  } .  . r 2 (48) 
i j i j  i j  

where Ii, I j, rij and 7 are the nuclear spin operator for the nuclei at lattice sites i and j, 
the vector connecting the two lattice sites i and j, and the gyromagnetic ratio, 
respectively. Retaining only those terms of Eq. (48) which have diagonal matrix 
elements (truncated Hamiltonian), we obtain 37'3s) 

H = 2 - -  (1 - 3 cos 2 8o) IZI~- (I[Ij- + I~-Ij ~) (49) 
i > j  

where 8ii is the angle between r 0 and the z-axis (direction of the magnetic field) 
and where the spin operators I +, I -  and I z are defined in the usual way 6. If now the 
sample is rotated about a direction inclined at an angle 0 with the external 
magnetic field at rotational velocity f2, the Hamiltonian becomes time-dependent. 
On the average, the time-dependent part vanishes, and only the time-independent 
part needs to be considered 

H ' =  1 ( 1 - 3 c o s  2 0 ) ~ -  ( 1 - 3 c o s  29ij) I~I~- (I;Ij-+I~-I~) . (50) 
2 i>j r~ 

If now the angle 0 is chosen to be 54.74 ° (cos20 = 1/3, magic angle), the 
time-averaged part of the dipolar interaction vanishes. Thus, rotation of the 
sample at the magic angle offers the possibility to suppress the unwanted dipolar 
interaction effects in solids. These are observed not only in conventional sweep 
NMR experiments but also when using pulse methods ~7's7) and have been by- 
passed here also by rotation at the magic angle 97'9a). Another approach in dealing 
with the dipolar interaction was to perturb one of the interacting species, e.g. 19F 
in NaF when observing the Na NMR signaP s°~. Recently, the problem of sup- 
pressing the effect of dipolar interaction in solids has been attacked by means of 
special multiple pulse sequences 155-157,255-275,277-279). In cyclic pulse sequences 
with an at least four-pulse cycle, the 90°-pulses can be chosen in such a way that the 
dipolar interaction (Eq. (49)) drops out in first order 258'26°-263,265,267,271-273). 
This method called "coherent averaging" is more efficient than the rotation of the 
sample at the magic angle. It should be noted that there exists also a chemical shift 

6 See for example Ref. 8). 
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anisotropy in solids, and a combination of sample spinning at the magic angle 
with cyclic pulse sequences was used to obtain the isotropic average for the 
chemical shift in solids and to suppress the dipolar effects 16a-171). 

As already mentioned above, there is usually the problem in the investigation 
of organic materials, e.g. by lsC NMR, of a considerable overlap of the NMR 
lines originating from the various chemical shifts in a large molecule due to the 
splitting of these lines caused by the coupling to the protons. And it is difficult to 
interpret such complicated NMR spectra (see Fig. "14, upper trace). When proton 
decoupling is used ls4,~sg'2°°'21s), only a few lines appear in the spectrum (see 
Fig. 14, lower trace), but the information of the coupling-multiplet-structure is lost 
which could be useful in assigning the lines to the inequivalent carbon sites. In order 
to obtain spectra sufficiently simple to be interpreted without losing information, 
more sophisticated methods than proton decoupling are necessary. It is obvious that 
all the information mentioned above cannot be obtained in one measurement. The 
aim is therefore to repeat the measurement of the NMR spectrum with a well-defined 
variation of the conditions under which each of the measurements is performed. One 
possibility is to limit the excitation of the NMR lines by pulses selectively to one of 
the lines. This can be done by Fourier-synthesized excitation of nuclear magnetic 
resonance las~ where the exciting pulse is generated in such a way that its Fourier 
transform is a single line with a certain band width. More easily to realize with a 
commercial NMR spectrometer is the selective excitation method as developed by 
R. Freeman and coworkers 276'2s°). Here, the selective excitation is achieved by a 
regular sequence of short identical radiofrequency pulses the Fourier transform 
of which has a maximum at the frequency of the line to be excited. More involved 
double resonance methods than simple proton decoupling, such as selective popu- 
lation transfer, can be used to retain all the information necessary for the inter- 
pretation of the NMR spectra z4°'z4t~. When considering and reflecting the develop- 
ment of experimental technique in NMR, we realize that nuclear magnetic double 
resonance was at first a two-frequency experiment ls4-~87). While sweeping the 
spectrum, a second if-frequency is applied to the sample. With the development of 
Fourier transform and pulse methods, double resonance became a mixed frequency- 

~3 c 

90 °- purse 
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Fig. 15. Illustration of one possibility of 2D-resolved laC-NMR spectroscopy 
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time experiment 2°5' 214-). After the initial pulse, the perturbing rf-field with frequency o~ 
(e.g. co ~ mproto,) is applied while the free induction decay (e.g. of  lac)  is observed 
as a function of  time. By means of  the Fourier  transform of  the F I D  signal, an 
information is obtained which is similar to that of  the two-frequency experiment. 
Clearly, the next step in the application of  Fourier transform methods is to 
perform a two-time experiment and to obtain the corresponding spectra by a 
two-dimensional Fourier transform. In xaC-NMR spectroscopy of  organic materials, 
such a two-time experiment would be observing the 13C-FID signal for a time t 1 
without decoupling and for a second time t 2 with proton decoupling (see Fig. 15). 
The signal s(t x, t2) is recorded for various times t I as a function of t 2 and is thus a 
function of  t I and t 2. The two-dimensional spectra (functions of  co I complementary 
to t~ and of  o~ 2 complementary to t2) are then computed by a two-dimensional 
Fourier  t ransform 281 - 283,290 - 292) 

co oo 

SCC(031, c02) = o~ ~ dt 1 dt 2 cos (031tl) cos (~02t2) s(t 1, t2). (51) 

An example of  such spectra is shown in Fig. 16 (n-hexane). The traces plotted 
for various values of  m2 show that parallel to the ml-axis, the full multiplet 
structure is retained whereas in the o~ 2 direction the completely decoupled spectrum 
results. The undecoupled spectrum is to be considered as a projection of  the spectra 
for various values of  co 2 onto the o~:axis. This rather involved technique is less 
sensitive than ordinary F T N M R .  It  has been used mainly in ~3C-NMR spectroscopy. 
A number  of  applications as well as the solution to problems connected with this 
method have been reported TM -307). 

a/;'~ _ 04 

L I I I I 

0 0.7 0,4 0.6 kHz 0.8 

~i .-.--.~ 

Fig. 16. 2D-resolved 13C spectrum of  n-hexane recorded with the technique illustrated in Fig. t5 and 
described in the text. Resolution is limited by the 64 × 64 matrix used to represent the 2D Fourier 
t ransform. The  spectra are absolute value spectra. The undecoupted 1D system is indicated along the 
ml axis and the proton-decoupled spectrum is shown along the ¢o 2 axis (taken from Ref. z82~) 
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At last, we shall discuss NMR imaging or spin mapping or zeugmatography a°a -337) .  

For this purpose, several techniques have been developed. The information obtained 
in such kind of experiments is the spatial distribution of spins,and their properties, 
e.g. spin-lattice relaxation times. These techniques can be used also for the investi- 
gation of living biological objects in a non-destructive manner, and they could become 
a valuable research tool in medicine with a broad range of potential applications 3°8' 
330-333) .  One important fact in this context is that the spin-lattice relaxation time T 1 
of protons is longer by a factor of 1.5 to 2.0 in cancerous tissues than in healthy 
tissues. Moreover, cancerous tissues contain more water and have therefore a higher 
proton nuclear spin density 3°9'313'321). The first technique suitable for NMR 
imaging was proposed by Lauterbur et al. 31°'314"32°~ in which the image is recon- 
structed from a number of projections of the nuclear spin density in the sample. 
A projection of the three-dimensional spin density onto a straight line is obtained 
by applying a magnetic field gradient along the chosen direction, and the nuclear 
spins in a plane perpendicular to this direction will all contribute to the resonance 
signal at the same frequency. Secondly, there have been introduced selective 
excitation techniques by Mansfield 'and coworkers 3~5'322' 325,327 - 329,332,336,337) For 
a three-dimensional or multi-planar NMR imaging 328'329), a set of parallel regularly 
spaced planar slices perpendicular to a chosen direction is selected by means 
of saturating the NMR signal from the entire sample except the above mentioned 
slices, in the presence of a field gradient along the chosen direction, e.g. the 
x-direction. Next, a field gradient is applied along a direction perpendicular to the 
first one, e.g. along the y-axis, and a second set of parallel regularly spaced narrow 
slices (this time perpendicular to the second chosen direction) is excited by a comb of 
excitation frequencies. Finally, the FID proceeds in the presence of field gradients 
along all three directions, i.e. along the x-, y- and z-direction. By Fourier analysis 
and by sorting the responses of the various volume elements, an image of the entire 
sample is obtained. A further technique for scanning the nuclear spin density of a 
three-dimensional sample is the sensitive point method as proposed by Hinshaw 
et al. 312"318'326'330). In this case again, field gradients along three directions perpendi- 
cular to each other are applied to the sample. Each field gradient is modulated 
with a different frequency and, thus, it is possible to select a single point in the 
sample to produce an unmodulated response. By moving the center of the field 
gradients, the "sensitive point" can be moved through the sample, and the spin density 
can be scanned as a function of the location within the sample. The last technique 
for NMR imaging to be discussed is of particular interest within the scope of this 
review since it is based solely on a two- or three-dimensional Fourier transform. 
This method called "Fourier imaging" was developed by Ernst and his co- 
workers316, 319). It is very similar to the two-dimensional FTNMR discussed above. 
The experiment starts at t----0 when transverse magnetization is created by an 
rf-pulse. Then a field gradient is applied along the x-axis for a time t x. After that, 
a field gradient along the y-axis is applied for a time ty. Finally, a field gradient is 
applied along the z-axis. Simultaneously, the FID signal is observed as a function 
of time (tz). Varying the times t x and ty in a systematic way, the signal s(t x, ty, t~) is 
obtained as a function of all three times tx, ty and t z. The three-dimensional spin 
density is then computed by means of a three-dimensional Fourier transform. All 
these methods for NMR imaging are still in a state of development and further 
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i m p r o v e m e n t .  Hopefu l ly ,  i ts  p e r f o r m a n c e  will be  inc reased  in  the  nea r  fu tu re  w i th  

r e spec t  to  o b t a i n i n g  a n  image  in a m i n i m u m  o f  t ime  w i th  a m a x i m u m  o f  sensi t ivi ty.  

T h e n ,  i t  seems  t h a t  these  t e c h n i q u e s  will b e c o m e  a useful  d i agnos t i c  too l  for  

c l in ica l  app l i ca t ions .  
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1 Introduction 

Isotachophoresis is an electrophoretic technique. It is used in the field of inogenic 
compounds in solutions. With the use of adequate instrumentation the separations 
can be performed at a considerable speed (3-5 min). For both qualitative and 
quantitative analysis easily measurable parameters of the record (height and length 
of the step) are available. 

The study is aimed at making the readers acquainted with the basic theory, 
instrumentation and application possibilities of analytical isotachophoresis. The 
article also incluedes advanced knowledge of the method itself and simultaneously 
outlines problems of the present basic research and prospects for further develop- 
ment. 

In the whole article, the literature cited was selected to give a brief guideline to 
different stages of the development of isotachophoresis on the one hand and to draw 
the attention to some papers of basic significance and to some techniques and 
applications of practical interest on the other hand. An exhaustive chronical review 
of the literature has been published elsewhere) ) However, the review 2~ of common 
electrophoretical techniques and of their applications in analytical chemistry is worth/ 
mentioning. Isotachophoresis was also compiled monographically a~ and there exists 
a number of reviews 4-% 

2 Basic Principles 

A basic feature which differentiates isotachophoresis from the other electrophoretical 
techniques is that zones migrate at the same velocity from the moment the equilibrium 
has established. By this the name iso-tachos is explained. Its simplest version is the 
moving boundary technique applied to the measurement of transference numbers 
(known since Nernst1% Whetham 11~ and Kohlrausch12~). Theoretical, experimental 
and instrumental elaboration of this technique was described in detail by Maclnnes 
and Longsworth TM. Based on the example of this simple method, basic features and 
characteristics of isotachophoretical migration and its terminology can be described 
and explained. 

The state prior to the passage of electric current is illustrated in Fig. 1 a. The 
system is composed of two solutions designated as phases 2(L-, R ÷) and zo(T-, R ÷) 
separated by a phase boundary. The ions under investigation, e.g. univalent anions 
L- ,  T - ,  possessing identical signs, are placed in such a way that in the direction of 
assumed movement in the electric field the front of the migration is formed by the 
ion with higher mobility, i.e. ion L -  in zone 2, and is followed by the less mobile ion 
T -  in zone %. Ion L- ,  forming the migration front, is called the leading ion and 
phase ,~ the leading electrolyte. Ion T - ,  forming the migration rear part, is called the 
terminating ion and phase z o the terminating electrolyte. Both electrolytes contain 
an identical counter-ion, e.g. cation R ÷. In addition to the above mentioned ions 
L- ,  T -  and R ÷, no other ionic components leading electric current are present in 
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Fig. 1. Scheme of the moving boudary method. 
a Situation prior to the passage of electric current, 
b migration of zone 2 and formation of isotacho- 
phoretically migrating adjusted zone x, under 
the influence of d.c. current 

the system or the contribution of such components to the total conductivity of  the 
solutions is negligible. 

I f  direct current passes through the system, then the state, after a certain time 
elapse, is characterized by Figure 1 b. The boundary between the leading and the ter- 
minating ions migrates toward the respective electrode (in the present case toward 
the cathode). Phase 2 formed by the leading electrolyte appears at the front of this 
boundary, and on the other side of the boundary a new phase z - -  the isotacho- 
phoretic zone - -  containing the terminating electrolyte is formed. The concentration 
of the terminating electrolyte T - R  + in zone z is not optional but is determined by 
the composition of the leading electrolyte and is called the adjusted concentration. 
It is characteristic of  the given ion T -  and independent of the initial concentration 
of ion T -  in zone %. The less mobile ion forms the zone with the concentration 
lower than that of  the more mobile, leading ion. 

Leading ion L -  in the zone of leading electrolyte 2 and terminating ion T -  in 
adjusted zone • migrate with the same velocity. Adjusted zone z is separated from ini- 
tial zone z o of  the terminating electrolyte by a stationary concentration boundary. 
It  is characterized by the same qualitative composition on both sides of the boundary. 
However, the concentrations of ion T -  are different. 

2.1 Concentrating Effect 

As already mentioned, the adjusted concentration of ions T -  in isotachophoretically 
migrating zone z does not depend on the optionally selected concentration of  ions 
T -  in zone %. This means that dilution takes place at the concentration of electrolyte 
T - R  + selected initially higher than it corresponds to the adjusted value. On the 
other hand, the electrolyte becomes more concentrated in zone z for a lower initial 
concentration of T - R  + in zone %. 

This phenomenon has a considerable practical significance which is particularly 
distinct in the case when a third electrolyte A - R  +, containing anion A -  of inter- 
mediate mobility, t~ r < u A < u L, is placed between leading L - R  + and terminating 
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T - R  + electrolytes in a suitable capillary tube. Ion A -  will also form a zone with the 
adjusted concentration in the course of electromigration. I f  the initial concen- 
tration of A -  were lower than it would correspond to the adjusted value, then concen- 
trating of ion A -  would take place. This effect is illustrated by Fig. 2 in which investi- 
gated ions L - ,  A -  and T -  are only drawn for simplification, counter-ion R ÷ being 
omitted. 

a T" C 

T" 

Fig. 2. Concentrating effect, a Situation prior to the passage 
of electric current, b situation after the passage of an amount 
of electricity, c situation where adjusted zone of A- has 
been completely formed 

Figure 2a describes the initial situation when the solution of intermediate ion 
A -  is placed between the leading and the terminating electrolytes, L -  and T - ,  
respectively, and the concentration of A -  is lower than it would correspond to 
the adjusted value. 

Figure 2 b illustrates the state at a certain moment during the passage of electric 
current. It  can be seen that an adjusted zone with a higher concentration of ion A -  
is formed behind the zone of the leading electrolyte. 

Figure 2c depicts the state with the adjusted zone of ion A -  already completely 
formed - -  the initial solution of ion A -  (sample) has become more concentrated and 
occupies a considerably smaller part of the capillary than in the initial state. 

Behind the adjusted zone of ion A - ,  a zone of terminating ion T -  is generated, 
also adjusted to the composition of the leading electrolyte. In the initial position 
of sample A - ,  a low-concentration region remains in the terminating electrolyte, 
bounded from both sides by a stationary concentration boundary, i.e. by a stepwise 
change in the concentration and with a qualitative composition of the electrolyte 
being identical on both sides of  this boundary. 

2.2 Character is t ics  o f  Z o n e s  

In order to describe isotachophoretic zones, it is necessary to start with basic 
electrolyte transport equations, first thoroughly investigated by Nernst 14) and 
Planck 15) and later by Kohlrausch lz), Weber 16' 17), Laue~S), Maclnnes~3) and Longs- 
worth w,2o). 

A general equation relating concentration, cj, to time, t, and position, x, for an ion 
species, j, of  charge zj and mobility uj moving in the x direction in a tube of uniform 
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cross section under the influence of gradients of  chemical and electrical potential, 
~/~j/~x and 0tp/~x, may be written (cf. [19.2o,21]) 

0-i- = gxx L ~  \0x + z~F ~ (1) 

and the expression for the electric current density in a solution containing s ionic 
species 

- -  + Z k ~ - -  . 

k= 1 Z k 
(2) 

In these equations, the concentrations (mol • cm -3) and the mobility (cm 2 V -~ s -1) 
are positive values. The valence of an ion, account being taken of its sign, is denoted 
by zj whereas Izjl indicates the magnitude only. The gradients of  the chemical 
and electrical potentials, 5/t/~x and 0~o/0x, respectively, are both expressed in V • c m -  1. 
F is the Faraday constant (C • mo1-1) and i is the current density (A • cm-2). 

In the case of  n ionic species, n equations of  type (1) are obtained of which 
one can be eliminated by means of the law of electroneutrality 

~ c j z j =  O. (3) 
j = l  

By describing steady-state migration of isotachophoretic zones, a good approxi- 
mation may be carried out by neglecting the diffusion, i.e. all terms comprising 
gradient 0#/0x may be omitted. 

Further, an ideal case can be investigated (as has been done already by Kohl- 
rausch TM and Weber 17) where solutions of  two strong electrolytes with a common 
counter-ion, e.g. L - R  + and A - R  +, are separated from one another by the phase 
boundary which moves at constant velocity under the influence of a constant 
current density and does not change with time. 

As already shown by Kohlrausch TM and Weber 16'17 ) such a case corresponds 
to the particular solution of equations (1)-(3) in the form 

cj = f(x - -  v t ) ,  (4) 

where v (cm • s - t )  is the boundary velocity; this particular solution exists under the 
following conditions: 
- -  it must hold for ion A -  migrating behind leading ion L -  that u A < UL, 
- -  the concentrations in both zones cannot be optional but they must exhibit an 

entirely defined ratio. Under the assumption that all mobilities are constants 
throughout the system, this ratio can be explicitly expressed in the form 

C--~-A = HA " UL + I'IR (5 )  

e L u A + u R u L 

The condition for concentration follows from the character of  the so-called 
"beharrliche Funktion" or the Kohlrausch regulating function, co, the value of 
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which is independent of time and entirely defined by the initial state prior to 
starting electric current. This function is defined under the assumption of constant 
mobilities as 

~o(x) = ± ~ c__jj. (6) 
j = l  uj  

For our case, where at the beginning of the experiment it is assumed that the entire 
separation capillary is filled with the homogeneous solution of leading electrolyte 
L -  R +, it holds 

~(x) CL CR = - -  + - -  = constant.  (7) 
U L U R 

The above presented knowledge is summarized for the case of isotachophoretic 
zones 2, ~ and ~, containing ions L - ,  A -  and T - ,  respectively, migrating along the 
capillary with a constant cross section and schematically illustrated in Fig. 3. 

Figure 3 a schematically describes individual zones where the common counter-ion 
is omitted for the sake of simplification. 

Figure 3 b illustrates the demand on the mobilities 

U L > U A ~> U T . 

Figure 3c gives 
with higher valencies are considered (cf. [4)]), Eq. (9) holds 

C X = U X . I I  L J1- H R ,  I Z L I  (9) 

C L U X + us  u L I z x l '  

where X = A, T. 
Figure 3 d represents the specific conductivities of  individual zones xa, u~ and x~; 

Figure 3 e describes electric gradients Ex, E~ and E~ in zones 2, ~ and z, respectively. 
These values satisfy the condition of the constancy of the density of  electric 

current, i 

Eax ~ = E,,x,, = E x~ = i (10) 

(8) 

the values of  the adjusted concentrations for which, if ions 

a, 

b"t 
oc I 

! 

I 

| 
! 

I 
I 

| i 

Fig. 3. Characteristics of  isotachophoretically migrating 
zones ,~, ct and ~. a Qualitative composition of  zones, h distri- 
bution of  mobilities o f  anions, c distribution of  concentra- 
tions of  anions, d course of  electric conductivity, e course 
of  electric gradient 

136 



Analytical Isotachophoresis 

and the condition of the same migration velocity, v, of  all zones (of the ions under 
investigation) 

E~u~ = E~u~ = E~u~ = v .  (11) 

I f  the data on the leading electrolyte, i.e. the concentrations and the mobilities 
of ions L -  and R ÷ and further the density of  electric current, i, are known then for 
the given value of u A or u x the isotachophoretic migration of the corresponding 
zones is defined entirely by Eqs. (9) to (11), supplemented by the law of neutrality 

y cjzj = 0 (12) 

and with the expression for the specific conductivity 

u --- V ~%lzjl uj (13) 

where subscript j denotes couples L -  and R +, A -  and R ÷, and T -  and R + for zones 
2, ~, and ~, respectively. Specific conductivity, z, is expressed in t2-1 cm-1. 

The preceding solution of the electrolyte transport equations was derived for 
strong electrolytes. Solving these equations in an explicit form for weak electro- 
lyte systems is practically impossible. However, for the description of the steady-state 
migration, even in such a case, an approach can be adopted successfully where the 
relationships valid for isotachophoresis are applied to elementary formulated 
equations of the mass balance, the density of  electric current and the electro- 
neutrality in isotachophoretic zones. 

First, the concept of mobility must be defined for weak electrolytes. The initial 
Tiselius' perception 22~ serves as the basis and it can be expressed as follows: the 
substance, present in the solution in more forms, whose molar fractions are 
xo, x 1 ... .  x n, mobilities Uo, u 1 ... .  u n and individual forms are in a rapid dynamic 
equilibrium with one another, migrates through the electric field as the only sub- 
stance with a certain effective mobility, fi, defined by the relationship 

5 = XoU 0 + xlu I + ... + XnU n . (14) 

From the macroscopic point of view, this mixture of  different forms of the given 
substance (ions or neutral molecules) thus appears during electromigration as a 
uniform substance with a defined mobility and a defined charge. 

For the mixture mentioned above, appearing as the only uniform substance, the 
concept of "ion constituent" was introduced TM. The ion constituent (for simpli- 
fication, the term "constituent" will be used) is regarded as an ionic component 
of an electrolyte, being both in the form of already existing ions and in the form of 
potential sources of ions, created by different complexes and neutral molecules 
(cf. [23~]). The "phosphate" constituent or constituent "PO4", present in the solution 
in the form of ions PO 3-,  HPO 2-,  H2PO ~- and neutral molecule H3PO 4 can 
serve as an example. 

In isotachophoresis, the constituent can also comprise the particles formed by the 
association equilibrium with the counter-ion. For example, in the zone of  sulfates, if 
Cd 2÷ serves as a counter-ion, the sulfate constituent is formed by particles H2SO 4, 
HSO4-, SO 2- and CdSO 4. Frequently, when speaking about zones, shorter terms are 

137 



Petr Bo~ek 

used, e.g. instead of zone of the sulfate constituent the term sulphate zone is employed, 
etc. 

The concentration of constituent A, present in the solution in different forms 
as species Aj at concentrations cm, where j = 1, 2, ... hA, represents, as a matter of 
fact, the analytical, i.e. the total concentration of this substance, CA, 

nA 
CA = Y~ CAj- (15) 

j = l  

For the mobility of constituent A, '55, migrating in the electric field as the uniform 
substance from the macroscopic point of view, it holds 24) 

1 nA 
fiA = ~ A  "j ~ c A j u A j ' = I  (16) 

where UAj are the mobilities of  various species of constituent A. Different terms 
were used for mobility fiA' e.g. net mobility 25), constituent mobility 23) or effective 
mobility 3). In isotachophoresis, "effective mobility" is the expression used most 
widely. 

A basic equation giving a true picture of the migration of weak electrolytes was 
derived independently by Svensson 26) and Alberty 24). This moving boundary equa- 
tion is valid for any constituent A present in zones • and fl which are separated 
from one another by a moving boundary ~fl formed by the passage of electric 
current. It can be expressed as follows 27) 

CA, aHA, ~t CA, O 1]A,o - -  Vato(~A, a - -  ~A,/~) . (17) 
x~ x a 

CA and fiA are concentration and effective mobilities of  constituent A, respectively, 
in zones denoted 13y subscripts c~ and/~. Specific conductivities of zones a and 13 are 
denoted x and •a, respectively, v,a is the volume in cm 3 swept out by boundary ~/~ 
during the passage of 1 coulomb of electricity. 

For the case of  isotachophoretic migration, Eq. (17) can be rearranged by taking 
into consideration the fact that each constituent under separation is present in 
one zone only (cf. 2s)). For our case (cf. p. 136) of  zone 2, ~, z of substances L - ,  A - ,  T - ,  
respectively, it can be written 

fiL - -  IlA - -  1JT 
= v~,  = v , , .  (18)  

In order to calculate concentration CA in zone ~, an equation expressing the specific 
conductivity is necessary. If  in zone a constituent R is present as a counter-ion in 
the form of species Rk, where k = 1, 2 ... .  nR, the concentrations and the ionic 
mobilities of which are %k and U~k, respectively, then it holds for the specific 
conductivity 

nA n R 
×= = F ~ CAj [ZAj[ UAj + F ~ CRk IZRk[ lark- (19) 

j = l  k = t  
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Analogous expressions are valid for fiL and x~. In case that besides constituents 
A, L and counter-ion R also H ÷ and O H -  ions contribute to the conductivities of 
zones (i.e. the separation is performed in markedly acidic or basic medium), it is 
necessary to add their contributions F • [H ÷] .u  u and F • [OH-] • Uon, respectively, 
to the right side of Eq. (19). By combining Eqs. (16), applied to uL and fiA' and (18), 
the relationship for adjusted concentration ~A is obtained. 

nA 

~'~ CAjUAj 

CA = j= 1 . --~" . eL . (20) 
nL ~ a  

E CLjULj 
j = l  

Eq. (20) can be considered as a form of  the Kohlrausch regulating function 
extended to systems of weak electrolytes (cf. 29)). 

Eq. (20) either alone or combined with Eq. (19) is obviously not sufficient for 
the calculation of ~A" Further equations are therefore required which describe: 
a) the mass balance for the counter-ion expressed in the form given by the moving 
boundary equation for the counter-ion 

~.afiR, x ~,~fiR,. _ v~(~ ,~ - -  ~ , 9 ,  (21) 

b) the principle o f  electroneutrality in the zones, c) dissociation equilibria of sub- 
species of constituents L, A, R. 

For the solution of  the resulting system of equations, routine computer programs, 
some of which take into consideration necessary corrections for the influence of 
ionic strength and temperature, are available today. However, sufficient knowledge 
of the input data, i.e. of  ionic mobilities and the dissociation constants, is still 
problematic. For a more detailed analysis of the problem and the review of the 
literature see 3o).) 

2.3 Self -Sharpening Effect  o f  the Zone  Boundary 

The boundary between the two isotachophoretic zones is very sharp. Its width is 
constant for a given composition of the solution and for a given density of electric 
current and it does not change with time. This, at first sight supprising fact, is 
caused by a self-sharpening effect of isotachophoretic boundary TM, which can 
simply be explained as follows: If leading ion L -  penetrates, as a result of molecular 
diffusion from its zone 2, through the zone boundary into adjoining zone ~, it 
will occur in the zone with an electric gradient higher than that in zone 2. Due to 
the higher gradient, ion L -  is forced to move with a velocity higher than that 
corresponding to the isotachophoretic migration. Ion L -  therefore passes the 
boundary and returns to its zone 2. On the other hand, if ion A -  diffuses into zone 2, 
its migration velocity in the zone of a lower gradient will decrease and zone ~ will 
reach its ion A- .  The width of the zone boundary is obviously the result of the com- 
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promise between the action of the molecular diffusion in the direction of the bound- 
ary layer spreading and the sharpening effect of the electric field. 

In order to describe the structure of the boundary zone Eqs. (1) to (3) were solved 
already in 1910 by Weber 17~ who gave an explicit solution for two-salt boundary 
with a common counter-ion. Later, the structure of the boundary zone was 
investigated theoretically and experimentally by MaxInnes TM and Longsworth 19'2°). 

Based upon Weber's theory, these authors proved that a two-salt boundary zone 
with a common counter-ion (i.e. the simplest case of neighboring isotachophoretic 
zones) shows a certain concentration distribution through the boundary and does 
not change with time while migrating at a constant velocity under the influence 
of a constant current density. 

Similar as in the preceding case, a particular solution has the form cj = f(x - -  vt). 
It can be expressed explicitly under the assumption of constant mobilities. 

The explicit solution for boundary 2~ between the zones of univalent ions L -  
and A - ,  where the origin x = 0 is located at point c L = c A, has the following form 
1 3 , 2 0 ) .  

In CL F " V U L - -  U A 

CA RT ULH A 
(22) 

where R and T are the universal constant and temperature, respectively. I f  the 
width of the zone boundary in which the ratio CL/CA changes symme't~ically from the 
value e 2 to 1/e 2 is denoted by Ax (cm), thent it holds 

4RT ULU A 
Ax = - -  (23) 

F V  u L - -  u A 

This means that the width of the zone boundary is inversely proportional to the 
velocity of the migration and thus inversely proportional to the density of electric 
current. Moreover, the width of the zone boundary diminishes with increasing dif- 
ference in the mobilities of ions in the respective neighboring zones. 

2.4 Isotachophoretic Analysis 

A sample for the isotachophoretic analysis is introduced between the leading 
and the terminating electrolytes. For the successful separation of all the components 
in the sample, their mobilities must fulfil the condition: 

U L ~> U 1 > U 2 . - .  U n > U T . 

The course of the isotachophoretic analysis can be divided into two stages - -  
separation and isotachophoretic migration. During the separation individual com- 
ponents of  the sample are separated according to their effective mobilities. Indi- 
vidual species migrate at different velocities, separate from one another and form 
individual zones until' the total separation is reached. Since that moment, each zone 
contains one constituent only and all of them have a common counter-ion. The 
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zones are separated from one another by the phase boundary, joined closely to one 
another and migrate at the same velocity (isotachophoretic migration). 

Isotachophoretic analysis will be described best by an actual example of an 
anionic analysis of a mixture of orthophosphate (o-P) and pyrophosphate (p-P) 
in a liquid NP fertilizer, schematically described in Fig. 4. The solution of 0.01 M 
HC1 + 0.02 M histidine, where CI- is the leading anion and protonized histidine 
(His + ) the counter-ion, serves as the leading electrolyte. Before the start of the ana- 
lysis, a reservoir (1), an electrode chamber (2) and a separation capillary (3) 
(Fig. 4a). are filled with the leading electrolyte. The electrode chamber is separated 
from the separation capillary (3) by a semipermeable membrane (4). A terminator 
chamber (5) and a three-way valve (6) (Fig. 3b) are filled with 0.01 M gtutamic 
acid as the terminating electrolyte. A two-way valve (7) is then closed to prevent 
the movement of the leading electrolyte in the capillary. By turning the three-way 
valve (6), a boundary is formed between the leading and the terminating electrolytes 
at the place of an injection equipment (8). Then, a sample is introduced (Fig. 3c). 
Thus, everything is ready for the beginning of the separation. A stabilized direct 
current supply (9) is connected to electrodes (10) and (11); then, migration and 
separation occur (Fig. 3d). Leading ions CI-, anions from the sample and 
glutamic acid anions (glu-) of the terminating electrolyte move toward the anode. 
Ortho- and pyrophosphates begin to migrate as a mixed zone of substances with 
different effective mobilities. In the course of migration, owing to different mobilities, 
both substances separate from one another, pure zones of phosphates of both types 
separate from the mixed zone. The mixed zone between them diminishes until the 
separation is finished. The zone has then disappeared entirely. The cations present 
move in a direction opposite to that of the zone under investigation. In the course 

a ,  " , " - \ \ \ \ \ \ " ~ x . x \ \ \ " ~ \ ' ~ x . N  x , ' - ~ \  

His* 

Fig. 4. Scheme of the anionic 
analysis of a liquid fertilizer 
sample containing ortho- and py- 
rophosphate, a Filling with the 
leading electrolyte, b filling with 
the terminating electrolyte, c in- 
jection of the sample, d separation 
process 
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of the migration the cation of the leading electrolyte, His + (protonized histidine) will 
thus become the only counter-ion, common to all the zones. The separated sub- 
stances form the system of isotachophoretic zones migrating along the separation 
capillary in close contact to one another and arranged according to descending values 
of  the mobilities. In the present case, the zone of pyrophosphate thus migrates 
behind the zone of the leading electrolyte CI- ,  then the zone of orthophosphate 
and at last the zone of glutamate since in this case it holds for the mobilities that 
UCl ~> Upyro > Uorth O > Uglu. All these zones follow that of the leading ions of the 
electrolyte, i.e. the zones of pyrophosphate, orthophosphate and glutamate possess 
adjusted concentrations determined by the composition of the leading electrolyte 
and are independent of the amount of the sample injected. The length of the zones 
is then given by the amount of  the given substance taken for the analysis and by 
its adjusted concentration. Consequently, this lengh represents a quantitative 
parameter. 

The migrating system of zones will then pass through a detection cell (12) where 
a suitable characteristic of zones is sensed by a detection equipment (13). The signal 
of the detector is recorded by a line recorder (14) as an isotachophoregram. 

A stepwise change in the signal corresponds to the passage of the front 
boundary of the given zone through the detection cell. A constant value of the 
signal (plateau), corresponds to the zone. A stepwise change shows the subsequent 
zone. 

In the time record of the signal - -  the isotachophoregram - -  the step corresponds 
to the substance. The isotachophoretic step is characterized by its height and its 
length. The step height (h) represents the value of the effective signal of the detector 
relative to a given zone measured from a certain base line. It is determined by 
the quality of these substance in the respective zone. The step height is thus a quali- 
tative characteristic of the component separated in the respective zone. The quanti- 
tative evaluation of the isotachophoregram is based on the measurement of the 
step length utilizing calibration with standard solutions of the components under 
investigation. An example of the isotachophoregram of a liquid fertilizer is shown 
in Fig. 5. Detection was performed by sensing the electric gradient in zones. 

tp 
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Fig. 5. Isotachophoregram of a liquid fertilizer 
sample (as mentioned in Fig. 4). lp, 1 o -- steplengths 
of pyrophosphate and orthophosphate, lap, h o -- 
stepheights of pyrophosphate and orthophosphate, 
h c -- stepheight of the leading electrolyte (leading 
anion CI-), h~L ~ -- stepheight of the terminating 
electrolyte (terminating anion glutamate, GLU-) 
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2.5 Instrumentation 

The development of the instrumentation for analytical isotachophoresis has played 
a leading role in the extension of the knowledge of the technique itself and in its 
applications. Although a detailed historical review has been reported 4), it is ex- 
pedient to note, at least briefly in chronological sequence, some of the contributions 
to instrumentation and applications and to mention the previous terms for the 
present analytical isotachophoresis. 

In 1928 Kendall 3~ described experiments involving the separation of ions by 
means of the "ionic migration technique". In 1953 Longsworth 32) successfully sepa- 
rated alkaline earth ions, some amino acids and low-molecular organic acids by 
"'moving boundary technique". He also used the names "leading and trailing electro- 
lytes" for the first time. 

In 1963 Konstantinov 33) described an application of the "moving boundary 
method" tO rapid analyses of metal cations. He performed the separation in a 
thin-walled glass capillary, the detection of the ions being based on the differences 
in the refractive indices of zones. In 1966 Konstantinov and Oshurkova 34J published 
the description of "the analyzer of electrolyte solutions according to ionic mobi- 
lities" where the separation of substances proceeded in a thin horizontally placed 
glass capillary. A hydrodynamic counter-flow of the leading electrolyte was simul- 
taneously applied by a suitable adjustment of the levels in electrode compartments 
and the migration of the boundaries fronts toward the separation capillary was 
stopped. At this stage, the detection was carried out by irradiating the capillary 
with a narrow light beam and recording the diffraction image of the zones on dry 
plate. Having used the above described equipment, the authors reported a number 
of separations of about 40 cations and anions. In 1964 Schumacher 3s) in a fundamental 
study "Elektrophorese in pH-Gradienten" drew most of the basic conclusions of the 
Kohlrausch regulating function and clearly pointed principles of  qualitative and 

• quantitative analysis. 
In 1966 Preetz 36) published the principle and the theoretical background of 

"Gegenstromionophorese", i.e. of  "cotmterflow isotachophoresis". In 1967 Preetz 
and Pfeifer 3v) described the equipment used for this method. They carried out the 
separation in a capillary, the detection of zones by means of a series of metallic 
contacts protruding into the capillary, the sensing of electric gradient, and the regu- 
lation of the counter-flow by utilizing the difference in the levels in the electrode 
compartements. 

Martin and Everaerts published a paper in 19673s} which gave a new impulse. 
Their capillary equipment for "displacement electrophoresis" had already the 
character of  the present devices. They used as a detector a thermocouple glued on the 
outside wall of a thin-walled separation capillary. The principle of and the equip- 
ment for the "moving boundary analysis" with a detection performed potentio- 
metrically was reported by Hello 39) in 1968. One year later, Fredriksson 40} developed 
the analytical apparatus for the "displacement electrophoresis". He used a con- 
ductivity detector, successfully separated low-molecular fatty acids and performed 
quantitative analyses by measuring the lengths of zones. 

In 1969, Martin 41} outlined substantial features of this technique and estimated 
its future analytical usefulness. 
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A more extensive study on the "displacement electrophoresis" was reported by 
Martin and Everaerts 4z) in 1970. In this study they covered substantial parts of the 
theory, the instrumentation and the application of this technique. The year 1970 
is a certain milestone in the nomenclature since the name "isotachophoresis" was 
then introduced and adopted (cf. 4)). 

The introduction of the UV detector by Arlinger and Routs  43), by means of 
which the authors demonstrated the sharpness of isotachophoretic boundaries 
and the resolution power of the isotachophoretic separation was an outstanding 
event in the development of the instrumentation. 

Instrumentation developed in 1970 and in subsequent years has been used till 
nowadays and has created the basis of the present instrumentation. Intensive efforts 
have been devoted to the development of more sensitive detectors than the thermo- 
couple 3a) or the thermistor detector 44~. Thus, the currently available very sensitive 
high-resolution detectors have been obtained. These include, the contact conductivity 
detector 45-s°), which senses the electric conductivity of zones by means of two 
metallic (Pt) microelectrodes protruding into the separation capillary and being 
in direct contact with the electrolyte; the potential gradient detector 51-55) in which 
the electric gradients in zones are sensed with the aid of two similar electrodes placed 
in at certain small distance from one another in the direction of migration; the UV 
detector 5,43'55a'56) where a narrow beam of UV light passes perpendicularly 
through a narrow section of the separation capillary and changes in its intensity, 
caused by different absorption of UV light in different zones, are sensed. A very 
promising detector is the contactless high-frequency detector sT) which detects 
conductivity of zones by means of an microelectrode system placed on the outside 
surface of the separation capillary. 

The present state of the instrumentation used for analytical isotachophoresis can 
be characterized by the fact that both commercial devices 57a-6°) and fairly ad- 
vanced home-made devices are being used for analytical and preparative purposes. 
(For a description see 3,52,53,61,69).) 

The basic instrumental parts of isotachophoresis are as follows: 
a high-voltage stabilized d.c. current supply, 
an isotachophoretic column and 
a detection equipment with a recorder. 

The heart of the isotachophoretic column is a separation capillary, equipped 
with an injection device and a detection cell, connecting two electrode compartments. 
Common working conditions are the following: 
a capillary (0.1-0.2 mm2), 15~0 cm long; 
electrolyte concentrations of 10-2-10 -3 M; 
electric current 2 ~  #A and voltage 2-30 kV; 
analysis time 4-30 min; 
amounts of substances taken for analysis approx. 10 -9 mol. 

3 Qualitative and Quantitative Analysis 

The operation procedures of the isotachophoretic analysis can be roughly divided 
into four stages - -  selection of the separation conditions, performance of the total 
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separation and its recording, qualitative and quantitative interpretation of the 
record. 

3.1 Selection of Separation Conditions 

Selection assumes that such conditions should be found under which all substances 
of  the same sign (anions or cations) present in the sample are separated and form 
the corresponding zones during analysis. A basic demand is that all the components 
considered should be sufficiently soluble and that possible interfering reactions 
such as hydrolysis or precipitation are eliminated. 

The second question is the separability of all the components expected to be 
present in the sample, i.e. the selection of conditions under which all the compo- 
nents of the sample differ sufficiently from each other with respect to their 
effective mobilities. 

Changes required in the effective mobilities may be obtained either by variation 
of the equilibrium between various subspecies of the constituents to be analyzed 
or by influencing the ionic mobilities of these subspecies. 

The variation of pH is the most significant way of  affecting the dissociation 
equilibria and thus the mobilities of weak electrolytes. In the case of the classic 
zone or the Tiselius elcctrophoresis, the required pH is readily adjusted and deter- 
mined by the selection of a suitable buffer as the background electrolyte. In iso- 
tachophoresis, where there is no background electrolyte, the pH value in the zones 
is adjusted by appropriate choice of the pH of the leading electrolyte, pilL, and by 
the selection of a suitable counter-ion R which has a sufficient buffering capacity 
in the range of the required pHL. For the selected pHL values and R, the values 
of PHA, pH B .... pH x, pH T, and thus also those of  the effective mobilities, uA, u B .... 
• .- fix, fir, in the zones of substances A, B .. . .  X, T, respectively, are then already 
given. 

A very effective aid for the selection of a suitable pH z is the calculation and 
tabulation of the effective mobility values for a series of suitably selected R and 
pHL values using routine computer programs TM. However, a prerequisite of such 
a calculation is the knowledge of  sufficiently precise values of all the ionic mobilities 
and the dissociation constants. The data required have, however, mostly not yet 
been available, particularly in the case of biochemically interesting substances 
and suitable conditions must be determined experimentally. 

For one of this cases there was suggested a simple procedure TM based on electric 
gradient detection and on the calculation of  the relative mobilities by using a 
reference substance whose mobility is practically independent of pH. The procedure 
was verified by investigating the conditions for the separation of a complicated 
mixture of acids from the Krebs cycle; chloride was used as a reference substance 
and simultaneously served as a leading anion. If the electric gradients in the zone 
of substance X and that in the zone of the chlorides are denoted by E x and Eo, 
respectively, then the isotachophoretic condition of the identical velocity of the 
migration (see Eq. (11)) is valid in the form 

E~ax  = Z~%~ = v .  (24) 
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If  electric gradients are recorded in the isotachophoregram in the form of step 
heights h x and hc~, then relative mobility U x is defined by 

Ux _ fix _ hcl (25) 
Ucl hx 

From the compilation of the dependences Ux = f (pHL)  for different substances X 
the suitable working conditions can be selected. For simplification, Fig. 6 illustrates 
these dependences only for some of the acids. In addition, this fig. also gives the 
relative mobility of carbonate which can interfere with the analysis of anions. Its 
presence is due to the absorption of atmospheric CO 2 in the electrolytes used. The 
intersections of  the curves mean identical relative mobilities at the given pH 
which results in the formation of stable mixed zones. On the basis of the diagram, 
pH = 3.8 was selected as suitable. At this pH the effective mobilities of all the 
components differ sufficiently from one another and the presence of carbonate does 
not interfere with the separations. The result is shown in Fig. 7. 

In order to influence effective mobilities, complex-forming equilibria 71'72'72aJ 
can also be utilized. The selection of the working conditions is again carried out by 
choosing a suitable composition of the leading electrolyte which contains the com- 
plex-forming counter-ion. These method could be utilized, for instance for the iso- 
tachophoretic analysis of chlorides and sulfates. Under the usual conditions, 
chlorides and sulfates are the most mobile anions and there is practically no 
leading anion available which is suitable for them. However, if Cd 2 ÷ ions, which 
establish a complex-forming equilibrium by the formation ofCdSOa, CdC1 ÷ or CdC½, 
are used as counter-ions, the effective mobilities of chlorides and sulfates are 
reduced selectively in comparison with e.g. nitrates. Nitrates can then be employed 
as suitable leading anions and the leading electrolyte Cd(NO3) 2 thus produced 
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Fig. 6. Dependence of relative mo- 
bilities of some acids from t h e  

K r e b s  c y c l e  on pH of the leading 
electrolyte. 1 -- chloride, 2 -- o x a -  

l a t e ,  3 - -  o x a l o l a c e t a t e ,  9 - -  l a c t a t e ,  

I 0  - -  s u c c i n a t e ,  12 - -  c a r b o n a t e  
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Fig. 7. Isotachophoregram of a model mixture of 
some acids from the Krebs cycle (injection of 4 #1, 
concentrations of acids 0.4-1.0 • 10 -3 M). 1) chlo- 
ride (the leading anion), 2) oxalate, 3) oxalolacetate, 
4) fumarate, 5) ~-ketoglutarate, 6) citrate, 7) malate, 
8) isocitrate, 9) lactate, 10) succinate, 11) acetate 
(terminator) 

permits to perform the effective isotachophoretic analysis of  chlorides and sulfates 
(see Sect. 6, Fig. 24). 

Similarly, in order to separate sulfates and nitrates more efficiently, Ca 2+ was 
used as a complex-forming cation. Sulfates and nitrates are poorly separated under 
common conditions since their mobilities are close and the sequence of  zones is 
given by Uso * > Ur~o3. By the addition of  Ca 2 ÷ to the leading electrolyte, the 
mobility of  sulfates is reduced selectively, the sequence is reversed and their 
separation may readily be performed (see Sect. 6, Fig. 26). 

The effects of  pH and a complex-forming counter-ion can also be combined to 
achieve the required separation. The analysis of  a mixture of  antiherpetically 
active substances (phosphonoformate and phosphonoacetate) and the admixtures 
from their synthesis (formate, acetate and phosphate) can serve as an example 
(Fig. 8). 

The formation of  ionic associates provides an additional possibility of  influencing 
effective mobilities. As follows from the character of  association equilibria, this 
possibility will mainly be applied to multivalent ions since the higher the charge 
o f  the ions, the stronger the resulting association. The data on relative mobilities 
of  some polyamines 73~ illustrate these effects (Figs. 9 and 10). Figure 9 describes 

Ih PAc p AC "r 

r a i n  

Fig. 8. Separation of the model mixture containing 
formate (Fo), phosphonoformate (PFo), phosphono- 
acetate (PAc), phosphate (P) and acetate (Ac) in 
the amounts 12, 8, 8, 10 and 18 pmol, respectively. 
Leading electrolyte 0.01 M HC1 + 0.019 M urotro- 
pine + 0.003 M CaC½; terminator 0.015 M glutamic 
acid, leading anion (L) CI-, and terminating anion 
(T) glutamate 
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Fig. 9. Dependence of relative mo- 
bilities of some polymines on pH 
of the leading electrolyte using uni- 
valent anionic species as counter- 
ions. In all cases 0.01 M K + served 
as the leading cation. As anionic 
counterions propionic acid, mor- 
pholinoethanesulfonic acid, vero- 
nal, and g!ycine were employed. 
PU --  putrescine, CD --  cada- 
verine, SP --  spermine, and SPD --  
spermidine 
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Fig. 10. Dependence of relative 
mobilities of some polyamines on 
pH of the leading electrolyte con- 
sisting of 0.01 M KOH + citric 
acid 
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the relative mobil i t ies  o f  putrescine,  cadaverine,  spermidine,  and  spermine,  mi-  
gra t ing as cat ions,  as a func t ion  of  p H  unde r  condi t ions  at which the effective 
charge of  the coun te r - ion  is either less or  equa l  to one (i.e., m o n o v a l e n t  weak 
acids served as coun te r  ions). The  mobi l i ty  of  the leading cat ion K + was used as a 
reference uni t .  F o r  a bet ter  or ienta t ion ,  relative mobil i t ies  of  N a  + and  Li + are also 
shown in  the figure. I t  can  be seen that  at  a p H  less than  6, spermidine and  spermine 
display the largest relative mobil i t ies  which is obviously  a consequence of  their 
ioniza t ion .  At  p H  higher t han  6, the ion iza t ion  and  consequent ly  also the relative 
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mobili~ties of spermine and spermidine decrease. In the above range of pH, the 
mobility of  cation Na ÷ is lower than that of  any other polyamine mentioned and 
practically constant. The application of citric acid as a counter-ion (Fig. 00) causes 
that the univalent counter-ion H2Citr- predominates in the zones at pH = 4. 
With increasing pH, HCitr z-  prodominates and at pH = 7, mostly Citr 3- is 
present. It can be seen that with increasing contents of bi and trivalent counter-ions, 
the mobilities of spermidine and spermine decrease distinctly. This is understand- 
able because spermidine and spermine are present in the involved range of pH 
as cations with charges + 3 and + 4, respectively, and association effects reducing 
their effective mobilities are most pronounced. Less pronounced association occurs 
in the case of  putrescine and cadaverine, the maximum degree of ionization of 
which is +2.  At a pH of about 6, cation Na ÷, which does not practically exhibit 
association, is already more mobile than all polyamines. Moreover, the order of  
migration of polyamines is reversed to that obtained with univalent counter-ions 
(cf. Fig. 9) where only weak associations of  ions can be expected. A successful 
separation of polyamines and Na ÷ occurring in biological samples is demonstrated 
in Fig. 11. 

I 
, , , ,  

__SPDF 
cq. r r ' - '~  .L ,. PU ~ N'~_~a_ 

o ,im  

Fig. 11. Separation of a model mixture of putrescine 
(PU), cadaverine (CD), sodium (Na), spermidine 
(SPD) and spermine (SP), containing ca. 2 nmoi of 
each substance. 0.01 M KOH + citric acid at pH 
= 4.40 served as the leading electrolyte (L) and 
creatinine as the terminator (T) 

A further possibility of  influencing the effective mobility is the affection of ionic 
mobilities. The mobility of  the ions themselves is fairly dependent on their solvation 
and the variation in the mobilities can thus be caused by changing the solvent. 

An example is the successful separation of K ÷ and NH~- by isotachophoresis 
in methanol 7aa). In water, on the other hand, the mobilities of these ions are 
almost identical so that they cannot practically be separated. 

3.2 Separation and its Record 

I f  two comporients of different effective mobilities are to be separated completely 
from one another, a definite migration path, which is directly proportional to the 
total amount of  the components, is necessary ~2). Until the separation of these 
two components is complete, a system also containing a mixed zone of the two com- 
ponents is migrating along the column. This fact must always be considered since 
a number of  steps can appear in the isotachophoregram which is greater than the 
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number of the components separated in the sample. Hence, the evaluation whether 
total separation of the given amount of the sample with the expected composition 
can be reached under the given working conditions is important for the selection 
of the separation conditions. For this purpose, the concept of the so-called sepa- 
ration capacity 56'74) was introduced. This is defined as the maximum equimolar 
mixture of a couple of selected components which can be separated completely 
from one another under the given conditions. An approximate estimation of the 
separation capacity is performed experimentally by preparing an equimolar mixture 
of the selected couple of components and by injecting increasing amounts of this 
mixture. The maximum amount of the mixture (in moles) that can be separated 
defines the separation capacity. By a further increase of the injected amounts, the 
record in which a new step appears is obtained, corresponding to a mixed zone. 
Obviously, the separating power thus determined is valid for the given working 
conditions and the given couple of components only. Nevertheless, it provides the 
information permitting the estimation of the separation possibilities in many 
practical cases. In order to evaluate the separation possibilities of a multicomponent 
sample, the separating power determined for the pair of the most difficulty separable 
components can be used. 

A more general procedure TM for the characterization of the separation capacity 
is based on the investigation of the amount of the electricity passed through the 
mixture to be separated. It was derived from the dynamics of the separation in which 
the amounts of the ionic species separated from one another in a given mixture 
are proportional to the amount of the electricity passed through this mixture 
regardless of the migration path. In order to achieve a complete separation of a binary 
mixture of N^ and N B moles of ions A and B with mobilities u A and ua and charges 
z A and z~, respectively, in the isotachophoretic arrangement with counter-ion R 
having mobility u~, it is necessary that the following amount of the electricity, 
Qs, called "separation factor", passes through the column 

Qs = F"  NAIZAI uA + Nalzal uB + uR(NAtZA] + NBIzal) (26) 

luA - %1 

From this point of view, the so-called "column hold-up", QL, which defines the 
amount of the electricity that passes through the column from the start to the 
moment of the passage of the first separated boundary through the detector (i.e. 
to the passage of the rear boundary of the zone of the leading electrolyte) is a 
basic parameter of the separation column with the given system of electrolytes. 
Then, the evaluation of the separation capacity for the given case consists in 
comparing Qs and QL- The case Qs < QL implies successful separation. A more 
detailed analysis, taking into account that separation also takes place during the 
passage of the first zone of the sample through the detector, provides the following 
expression for the separation capacity of the equimolar mixture of univalent 
components A and B, NA = N B = N s, where u A > u B, 

UA- Un QL 
Ns - - - .  (27) 

UR 1+ +2UB 
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It is possible to verify that the steps in the record really correspond to the iso- 
tachophoretic zones of various components by investigating the character of the 
isotachophoregram provided by a universal detector upon changes in the injected 
amounts of the sample or the changes in QL- The character of the isotacho- 
phoregram implies a set of data concerning the number of steps, their mutual 
lengths and heights according to the separation sequence. For instance, the first 
step length is twice the size o f  the third step length, the height of the second step 
is three times the height of the first step etc. If  complete separation is always 
achieved, the character of the isotachophoregram for the given sample is not 
variable and does not depend on the amount of the sample injected. 

A comparison of  the records of the two detectors mounted in the given column 
at a certain distance from one another may also be very useful 7s). 

3.3 Qualitative Interpretation 

There is no universal procedure for the qualitative evaluation of the 'steps in the 
record; the interpretation is mainly based on the comparison of  the data obtained 
by the analysis of standard substances and of the samples under the same conditions. 
The significance of  either agreement or disagreement between the qualitative para- 
meters of  the records of the standard mixture and the sample must be taken into 
consideration. If a known standard substance provides a step which does not 
coincide with any step height of the sample, then it can be stated that the standard 
substance is not present in the sample. If the step height of the standard coincides 
with one of the steps of the sample, the presence of  a substance identical with the 
standard substance in the sample can be considered as probable only. 

Significant possibilities are provided by the application of selective detectors in 
combination with a universal detection, e.g. by simultaneous record by conductivity 
and UV detectors 76). Two step heights are thus obtained for one zone, i.e. two data 
of qualitative character, derived from different analytical properties of the given 
substance. The agreement of both data on the given zone with those of the standard 
substance already represents the identity of  the corresponding substances with high 
probability. 

The measurement of the relative mobilities of substances, using the gradient 
detection of zones and the comparison of the data obtained with tabulated values, 
may serve as a useful and simple procedure 53~ for the qualitative orientation. The 
qualitative index 

= ~ ,  (28) Ax(S) 

is compared with the relative mobility (see Eq. (25)) 

fix 
Ux(S ) = ~ - .  (29) 

Us 

As long as the the temperatures in the zones do not markedly differ from thermo- 
stating temperature To and tabulated values Ux and Us at temperature To are available, 
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this procedure can easily be applied. It is, however, based on the fact that the step 
heights measured from the base line are directly proportional to electric gradient in 
the zone. 

In connection with the application of the gradient detector, another qualitative 
index, the so-called potential unit value (PU value), was suggested 77~. This index 
is defined by means of the step heights of the two reference substances, the leading 
(hn) and the terminating (hx) zones. 

Using the conductivity detector, the detector signal is proportional to the reci- 
procal of the conductance between the measuring electrodes. The response of the 
detector to the leading electrolyte is usually used as the base line in the record; 
from this line the step heights are measured. For the identification with the con- 
ductivity detector, the qualitative index is applied TM in which the step height, 
measured from the line of the leading electrolyte, is related to the analogously 
measured step height of chlorate (C10 3). 

3A Quantitative Interpretation 

To interpret the isotachophoregram quantitatively, it is necessary to start with the 
relationship between the parameters of the zone in the column and the amount 
of the given substance present in this zone under given constant working conditions 
(composition of the leading and terminating electrolytes and temperature). In 
general, the value of the concentration, ~ ,  at the given place in the column is 
adjusted to the composition of the electrolyte which took this place in the column 
before the start of the electrophoretic migration. 

During the analytical isotachophoresis (with the exception of the cascade variant, 
see p. 161), the entire separation capillary is filled with homogeneous leading 
electrolyte prior to the beginning of separation. Cx is then adjusted to the com- 
position of this electrolyte and is constant in the entire capillary. The theory of the 
migration of moving boundaries 26~ necessitates certain conditions concerning the 
type of the concentration scale for expressing 6x, it should only be expressed by 
means of values related to volume. The above fact and the requirement of the 
consistency with the common way of expressing the specific electrolytic conductivity 
in the literature on electrophoresis have led to the expression for the concentration 
of substances in zones, E (mol.  cm-3). The amount of substances in zones, N, is 
logically expressed in moles. 

The zone of a given substance X is represented by the solution of this substance at 
concentration Cx which occupies a certain volume of the capillary, AV x. Additional 
idealizing assumptions are fulfilled in common practice. These imply that the phase 
boundaries of the given zone represent a negligible part of the entire zone and that 
the concentration of the given substance is constant within the entire volume 
of the zone. Thus, the volume of the given zone is its quantitative parameter since 
it holds 

Nx = Cx " AVx, (30) 

i.e. the amount of the given substance in the zone that is determined is directly 
proportional to the volume of the adjusted zone. A direct measurement of the 
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volume of the migrating zone is, of course, not commonly carried out. Instead 
of that, the time interval required for the passage of the investigated zone through 
the detector is measured. Denoting this interval Atx(S ) and the driving current I(A), 
it holds 

N x = v - 6  x - I - A t  x (31) 

where v is defined by Eq. (17). 
In the record of the signal provided by a line recorder at a chart speed b, the 

step length, Ix, corresponds to the passage of the zone through the detector, and the 
following relationship holds 

v.~, x . I  
Nx = b "Ix" (32) 

In comparison with elution techniques, it is remarkable that Eq. (32) does not 
include either the property which is sensed by the detector or the way of signal 
amplification. The only demand is that the detector should resolve two neigh- 
boring zones. 

Providing that the experimental conditions are constant, the corresponding 
values in Eq. (32) can be included into calibration constant K x and the direct 
proportion 

N x = K x .1 x (33) 

is valid. Eq. (33) is applied to quantitative evaluations. Calibration constant K x 
differs for various components and different working conditions. Based on rela- 
tionship (33), the quantitative analysis is carried out by the direct comparison of the 
step length of the known amount of the sample and the step length of  the 
standard, both analyzed under the same experimental conditions. 

An interesting way of quantifying the record, eliminating the necessity of 
maintaining constant driving electric current I, was suggested by the authors TM. 
Their procedure is based on the coulometric principle according to which the amount 
of electricity passed through the column is converted into pulses that control the 
chart speed. Under these circumstances, the given step length corresponds to a 
definite amount of the substance, regardless of variability of the driving current. 

Besides the above calibration procedures, the application of universal calibration 
constant, K, was suggested 79~ according to the relationship 

N x = K • Cx " Atx, (34) 

in which the required absolute values of the concentration, Cx, are determined 
for every optional component X under the given experimental conditions by the 
calculation. 

Quantitative interpretation by means of the relative correction factors zS) is 
based on the consideration that the components under investigation, X, are separated 
and detected simultaneously with a suitable reference standard substance, S. By 
applying the relationships mentioned above, we obtain, after rearrangement, 

I x = K  A.Dx, s . N  x ,  (35) 

153 



Petr Bo~ek 

where K A is the apparatus constant for the given working conditions and the 
reference substance, and the correction factor Dx, s is the value depending on 
substance X only. The determination of the correction factor Dx, s is performed 
according to Eq. (36): 

Dx s - Lx/Nx (36) 
' Ls/N s 

with the parameters L x and L s representing the lengths of the steps in the record 
of the analysis of the mixture of N x and N s moles of components X and S, 
respectively. A more detailed analysis 2a) shows that the value of Dx, s, once measured 
for the components whose mobilities are influenced by acidobasic equilibria, are 
valid for different experimental conditions as long as the pH of the leading electrolyte 
is constant and the counter-ion is the same, i.e. Dx. s(R, pilL) ----- const. 

Values Dx, s allow to get a rapid orientation regarding the ratios of the compo- 
nents of  the sample since their values express relative step lengths proper of the 
equimolar mixture of  the analyzed substances. They additionally permit the internal 
standard method to be used, thus enabling to perform the quantitative evaluation 
with the aid of the only analysis without knowing the injected volumes. Volume 
Vs at molarity ms of a suitable standard substance S is added to a defined volume 
of sample V x at molarity m x which is to be determined. Then, a suitable amount 
of  the mixture thus obtained is injected and the step lengths, L x and L s, are 
evaluated. Molarity m x, which is determined, is then given by the relationship 

G 1 Vs 
mx = Ls " Dx, s" V--x "ms" (37) 

I f  the idealized assumptions are not fulfilled, i.e. the volume of the zone boundary 
and the effective volume of the detection cell are not negligible as compared with the 
detected zone, then a special procedure is required for the quantitative inter- 
pretation. This problem was studied in detail by a number of authors 56'8°'81) for 
the case of the UV detector. I f  a sufficiently long zone is determined by the UV 
detector, then a rectangular shaped step is obtained. Its height (step plateau) 
corresponds to the characteristic intensity of the absorption of UV radiation in the 
given zone and is a qualitative parameter. For the zones shorter than the width of 
the detector slit the absorption of UV radiation does not attain the charac- 
teristic value (plateau) and the step has the character of a peak instead of a rec- 
tangular shape. In this case, the peak height is not a qualitative information any 
longer. It becomes a quantitative parameter and can be used for the quantitative 
evaluation. 

4 Analytical Aspects of the Joule Heat 

With respect to the strong dependence of the effective mobilities on temperature, 
the effects associated with the generation of the Joule heat in the separation 
system are of  primary analytical significance. The generation of the Joule heat 
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results not only in the increase of the zone temperatures (related to the temperature 
of the thermostat or to the initial currentless state) but also in the formation of 
temperature gradients. The generation of heat, which is different in various zones, 
as described by Kendall 31) already many years ago, is a feature characteristic of  the 
isotachophoretic separation. By different heat generation in various zones, the 
temperature increases stepwise and longitudinal gradients are created in the boundary 
region. 

In the development of the method itself, the increase in the temperature in the 
isotachophoretic zones played an important role since temperature measurement 
was the first universal detection procedure with sufficient sensitivity in the capillary 
isotachophoresis 3s). In connection with the detection by means of a thermo- 
couple, more attention was devoted 42,5°'s2'83,s3a) to the study of interrelations 
between the longitudinal distribution of the temperature on the outside wall 
of the isotachophoretic column and the width and the position of the zone 
boundary inside the column. At present, the thermocouple detector lost greater 
significance; however, the temperature regime in the isotachophoretic column 
still requires adequate attention. 

In order to describe the mean temperature of the isotachophoretic zone "i'(K) 
(with respect to the temperature of the thermostat, T0(K)), for the electric power, 
P ( W  • cm-l) ,  quotient Q was introduced ~) by the definition 

0_T--To 
P (38) 

Quotient Q is a constant characteristic of the given type of the separation capillary 
and thermostating system. Once determined, O allows to ascertain the increase in 
the mean temperatures of the zones under the experimental conditions given. 
Quotient Q is, as a matter of fact, a measure of the thermostatic imperfectness 
since if the separation capillary was thermostated ideally, then Q = 0. The product 
O x S, where S is the cross section of the capillary filled with the electrolyte, 
corresponds to the increase in the mean temperature related to the electric power 
dissipated in the unit volume. This product permits to compare the efficiency of 
the thermostating of the capillaries with different shapes and cross sections. 

The values of Q and QS for columns of different types (Fig. 12) are compiled in 
Table 1 (cf. ss)). This table also ir~eludes the values of electric current, I, electric 
power, P, and the corresponding increase in temperature, I " -  T o, calculated for 
the glutamate zone using 0.01 M HCI + 0.02 M fl-alanine as the leading electro- 
lyte. The migration velocity was considered to be the same in all instances (equal to 
2.5 cm/min). 

The data show that the increase in the temperature in the isotachophoretic 
capillary must be taken into account since heating by "5 K, e.g. with strong 
electrolytes, implies a change in the mobilities by 10 ~.  

This has serious consequences for both qualitative and quantitative analysis. 
For instance, the character of the record of the analysis provided by a universal 
detector, which senses electric conductivity or the potential gradient, can vary signi- 
ficantly even with small changes in the driving current since the heating is approxi- 
mately proportional to the square power of the electric current. The expression 
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Fig. 12. Schematic representation of the cross sections of the three types of the separation 
capillaries, a Rectangular groove (1 x 0.2 ram), bored (deepened) in a block of perspex glass, firmly 
pressed against a metallic, thermostated block covered by a PTFE foil, ca. 0.2 mm thick. (For a 
detailed description see 52).). b PTFE capillary of a circular cross section; I.D. 0.45 mm and wall 
thickness 0.12 mm wound in the groove in the thermostated aluminum cylinder. (For a detailed descrip- 
tion see 95).) c PTFE capillary of the LKB 2127 Tachophor (LKB, Bromma, Sweden). Inner diameter 
of the capillary, which is immersed in a cooling liquid, is 0.8 mm 

Table 1. Comparison of the values 0,  t)S, electric current I, electric power dissipated over a unit 
column length P, and the mean temperature increase relative to the termostat temperature ~1" --  T 0, 
calculated at the same migration velocities 

Column 0 0S I P 1' --  T o 
[K cm W-1] [K cm 3 W-1] [~A] [W cm-1] [K] 

A 180 0.39 110 0.027 5.1 
B 510 0.92 100 0.025 13 
C 140 0.32 130 0.033 4.5 

" app rox ima te ly "  implici ty includes the fact tha t  the heat ing increases the spe- 
cific conduc t iv i ty  in  the zones and  thus  cons iderably  decreases the degree of  the 

heat ing.  
F o r  qual i ta t ive  analysis,  it is necessary to take in to  account  in  the first place 

the fact tha t  the hea t ing  in var ious  zones is different  and  step heights h x and  h s cor- 
respond to reciprocal mobil i t ies  fix a n d  fis o f  no t  only  different substances  X 
a n d  S b u t  also to var ious  tempera tures  of  the zones, T x and  T s. These also differ 
f rom the thermosta t  temperature ,  T o, i.e. qual i ta t ive index Ax(S ) represents  the 
rat io (of. Eq. (28)) 

hs fix(Tx) (39) 
Ax(S ) --  hx - fis(Ts) 

In  order  to e l iminate  the effect o f  the Joule  heat  on  the values of  index Ax(S), the 
s t andard iza t ion  procedure  was suggested 86). This  is based on  the ex t rapola t ion  
of  the da ta  measured  at  different dr iv ing currents  to the given s tandard  tempera ture  
(To) and  to negligible Joule heating,  i.e. to the s tandard  state at which the tempera-  
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ture of all the zones is the same. The standardized index A°(S) is then defined 
by the ratio 

l~ ~x(To) 
A ° ( S )  - h O  - f i s ( T o )  . ( 4 0 )  

Two isotachophoregrams are recorded at two different values of current, I~ and 12, 
and step heights hx, 1 and hs, 1 and hx,2, hs, 2 are measured. The extrapolated value 
of  A°(S) is then given by the relationship (86~) 

hs, 1 hs, 2 

Ao(S ) = hs, z hs,2 h~,x - h~,2 I2 I, (41) 
hx, 1 hx,2 h2 - h2 hx. hx 2 " S, 1 $ , 2  1 , 

I2 Ix 

The standardized value of A°x(S) is already directly comparable with the ratio 
of the tabulated values of the mobilities for temperature T O and for the given 
ionic strength and can be used for the qualitative interpretation of  isotacho- 
phoregram. 

Figures 13 and 14 illustrate the influence of the driving current on the increase 
in the mean temperature of  the zones and on the qualitative characteristics of  the 
isotachophoregram of a mixture of bromide, nitrate, chlorate, bromate and iodate, 
recorded by the gradient detector. 0.005 M NaBr served as the leading and 0.0025 M 
picric acid as the terminating electrolytes. (For the type of the capillary used 
see Fig. 12a and for a more detailed description of the equipment see s2).) 

Figure 13 illustrates various zones and the increase of  their mean temperatures 
for I = 350/~A and T o = 15 °C. Figure 14 schematically depicts experimentally 
determined isotachophoregrams of the same mixture at different values of  driving 
current I and, for comparison, the theoretical shape of the isotachophoregram, 
determined from the standardized indices, is also shown. 

It can be seen that the driving current considerably affects the qualitative 
character of the isotachophoregram. The lower the mobility of the substance in the 
given zone, the greater the effect. It can further be seen that the measurements 
made at small values of  the Joule heat fairly converge toward the standardized 
values. 

In addition to the increase in the mean temperature of  the zones, the radial 
temperature profiles, which can cause a curvature of  zone boundaries and thus 

Bd 
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Fig. 13. Schematic representation of the zones and 
of the increase in their mean temperatures (for 
further details see text) 
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Fig. 14. Effect of the driving current on the 
qualitative characteristics of  an isotachophore- 
gram. Experimental values of hx/her were ob- 
tained at driving currents I:  a 350 #A, b 175 #A, 
e 87.5 gA. Theoretical value of  h° /h  °, = 1/ 
A°(Br), corresponding to I ---, 0 described by (d) 

deteriorate their detection, are also important for analytical isotachophoresis. 
The problems of both transversal and radial temperature profiles have been dis- 
cussed by a number of authors s7-9°) (for the analytical point of view these problems 
see  85)). 

The radial temperature profile in the capillary of the circular cross section (type C, 
Fig. 12) under the conditions given in Table 1 (for further details see ss)) is 
illustrated in Fig. 15. The value R = r/R~ where r is the actual distance from the 
center of the capillary and R 1 the inner radius of the capillary. It can be seen that the 
temperature difference in the center of the capillary and at its inner wall is 0.44 K 
while the mean temperature 1' - -  T o increases to 4.5 K. It can thus be said that 
under the common working conditions, the changes in the mobilities in the radial 
direction, caused by the influence of the temperature gradient, are negligible 
with respect to the influence of the mean temperature. 

Zones, migrating along the capillary, possess different mean temperatures and 
thus also longitudinal temperature gradients exist and zones exhibit different 
longitudinal temperature distributions (temperature profiles). This is important for 
zone identification that is based on the measurements of conductivity, potential 
gradient or UV absorption. At the ideal state, the concentration and the temperature 
in the entire zone are constant. The actual state is, however, characterized by 

4.4 

o;sR o 0.Sn 

Fig. 15. Radial distribution of  the temperature in- 
crease, T - -  T o (K), at  the stationary state inside the 
separation capillary of  type C (see Fig. 22); R is the 
inner radius of the capillary 
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curved concentration and temperature profiles at the boundary layer. If the zone 
is sufficiently long, the plateau of  both the concentration and temperature is 
reached and the detector signal also attains the characteristic plateau. Only then 
does the height of the plateau provide a qualitative information. However, if the 
zone is short, the temperature does not reach the plateau and inside the entire 
short zone, the temperature profile is enforced by the temperature of the neigh- 
boring zones. 

The question is how long the zone must be in order that its qualitative charac- 
teristics may be described by the plateau. This problem was therefore dealt in detail 91). 
Figures 16 and 17 can illustrate the longitudinal temperature profiles calculated 
for bromide, bromate and iodate zones under conditions analogous to those of 
the preceding cases, depending on the length of the zone of  the bromate. Figure 16 
schematically illustrates the respective zones and Fig. 17 the graphs of the normalized 
function 

_ T(1) --  T~' (42) 
o - -  T ?  ' 

where TO) is the temperature at a given length, 1, in the capillary. T~ ° and T~ are 
mean temperatures (corresponding to the plateaux) in infinitely long zones of  
bromate and bromide, respectively, and a is the length of the bromate zone 
selected as a parameter. 

For short zones of bromate, the temperature profile is very steep; the difference 
in the temperature between the both ends of  this zone can be up to 4 K. Unless the 
bromate zone is at least 10 mm long (curve 5 in Fig. 17), the temperature of the 
zone will not reach a constant value. With shorter zones the temperature profile 
shows an infiexion at temperatures lower than it corresponds to that of asufficiently 
long zone. Thus, the short bromate zone migrates at under a different temperature 
regime than does a sufficiently long zone. Hence, it follows that the effective 
mobility of one substance can acquire different values owing to longitudinal 
temperature profiles. For the qualitative analysis, this implies that the zones of 
different lengths that correspond to one substance only can" appear as the zones 
of different substances. 

e e  I I 

• I ) -  

-I 0 a ÷I 

Fig. 16. Schematic diagram of bromide, bromate and 
iodate zones. 1 -- Iongitudial distance in the capillary, 
a -- length of bromate zone 
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Fig. 17. Distribution of temperature in bromide, 
bromate and iodate zones expressed by normalized 
function ~9 (see Eq. (42)); for bromate zones of differ- 
ent lengths a (mm) see also Fig. 16: 1) 2, 2) 4, 
3) 6, 4) 8, 5) 10, and 6) 12 mm 

5 Advanced Techniques and Procedures 

This section deals with the working techniques that extend the possibilities of 
applying isotachophoresis to the samples which, analyzed by simple procedures, 
provide mixed zones (counter-flow technique, cascade technique). It  also describes 
the techniques which facilitate the analysis of  very dilute samples (continuous 
sampling technique) or of small amounts of substances in the presence of a large 
excess of  other components (column coupling technique). Furthermore, the spacer 
technique which provides a more efficient fractionation of complicated samples, 
e.g. in protein separations, is dealt with. 

At the end of this section, attention is paid to the so-called "bleeding zone 
technique" which permits the analysis of the complexes which are partially 
degraded during migration. 

5.1 Counter-Flow lsotachophoresis 

Counter-flow technique is a well-known technique in electrophoresis that permits 
the extension of the effective length of the separation path. It was introduced into 
isotachophoresis 36,37'92) in order that the separation capacity of the column is 
increased under the same detection conditions and without enormous increase in 
high-voltage requirements. The diagram of the arrangement for the counter-flow 
analysis is shown in Fig. 18. Flow rates of the counter-flow which are commonly 
used are 10 -s to 10 -7 1 • s -1. Some of the first counter-flow instruments employed 
control the level of  the leading electrolyte in the reservoir connected with the column 
by a float 93) or overpressure of  the gas above this level 94'95). There is further 
described a pump forcing out the leading electrolyte by the movement of an elastic 
membrane to which the pressure of the electrically generated gas 96) is applied and 
of an electroosmotic p u m p  97) creating the flow of the leading electrolyte by the 
passage of electric current through the two membranes displaying different electro- 
osmotic activities. 
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I "-'p . II t 
Fig. 18. Arrangement at counter-flow isotachophoresis. 
Pump (1) pushes out the leading electrolyte from reser- 
voir (2) through valve (3) into separation capillary (4) 
in the direction opposite to the electromigration of zones. 
The zone migrates at the velocity given by the difference 
of electromigration velocity (v) and counterflow (vp) 

5.2 Cascade Isotachophoresis 

The appl icat ion of  "cascade isotachophoresis"  62) permits  to increase the separat ion 

capaci ty  by chemical means, the detection condit ions remaining unaffected. 
The principle of  cascade isotachophoresis  consists in the establishment of  the 

two concentrat ion levels o f  the leading electrolyte in the separat ion capil lary.  
The higher level of  the electrolyte concentrat ion begins at  the injection por t  and  
reaches up to a certain point  in the capil lary.  There, it is separated by the 
s ta t ionary concentrat ion boundary  from the low-concentrat ion leading electrolyte. 
This electrolyte fills the rest o f  the capil lary with the detection cell up  to the 
membrane  of  the electrode compar tment .  The course of  the cascade isotacho- 
phoresis  is i l lustrated in Fig. 19. In the range of  higher concentrat ion o f  the 
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Fig. 19. Cascade isotachophoresis of a mixture of pyro- and orthophosphates. Density of hatched 
areas represents the concentration in zones, a State prior to the passage of current. The concentration 
cascade of the leading electrolyte (0.05 M HCI + 0.1 M urotropine and 0.01 M HCI + 0.02 M uro- 
tropine) is formed in the capillary. The boundary layer between high and low concentration is 
established in a certain place (CAS). The sample is injected at the place denoted by INJ. Glutamate 
(Glu-) serves as the terminator, b course of separation at a higher concentration, e passage of pyro 
zone through the detector (DET) and passage of ortho zone through cascade boundary (CAS) with 
subsequent concentration and zone length changes 
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electrolyte (and thus also higher separation capacity of the column) an efficient 
separation occurs (per unit of length). However, at the same time, also short 
zones are established, and adjusted to the high concentration of the leading electro- 
lyte. This is disadvantageous from the viewpoint of the detection. Having been 
separated, the short zones enter the section of the column filled with the low- 
concentration leading electrolyte and are adjusted to the low concentration, too. 
The length of zones extends and the detection is performed under favorable 
circumstances. 

The arrangement for cascade electrophoresis is simple and its description has 
been reported 62). The record of the analyses of the same sample of the liquid 
fertilizer performed by both simple and cascade procedures is described in Fig. 20. 
The presence of a mixed zone in the former case and a complete separation under 
the same detection conditions using the cascade are obvious from the figure. 
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Fig. 20. Analysis of a sample of liquid phosphate fertilizer performed by a simple procedure, b cascade 
technique. In both cases, the same samples were separated and the same driving currents applied. 
For composition of electrolytes see Fig. 19 

5.3 Continuous Sampling Technique 

In some cases, when the concentration of the component in the sample is very low, 
the volumes commonty sampled (ca. 10 #1) are not sufficient for the establishment 
of a zone that is sufficiently long and thus well detectable. In such cases, the 
method of continuous sampling 9s) can be used to advantage. In this method, the 
sample is pumped into the column in the injection part during the electromigration 
with simultaneous counter-flow of the leading electrolyte. The arrangement of 
the experiment is illustrated in Fig. 21. The components to be analyzed are con- 
centrated in this procedure in the column and establish isotachophoretic zones with 
adjusted concentrations. The experimental conditions can be selected such that 
the growth of zones of  the components of the sample may be roughly compensated 
for by their migration velocity in the separation capillary (i.e. counter-flow may 
not completely compensate electromigration). An excess of solvent, corresponding 
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Fig. 21. Scheme of the continuous sampling technique. With this technique, using counter- 
flow applied during the migration (by means of pump (1) from reservoir (2) through valve (3) into 
separation capillary (4)), the rear boundary of the leading electrolyte zone is practically stopped. 
The solution to be analyzed is continuously sampled by means of pump (5) from calibrated 
reservoir (6) at point of injection (7) into separation capillary (4). The ions from the sample 
gradually form a zone with the adjusted concentration at the injection point; the sample is 
concentrated (denoted by hatching). After introducing the required amount of the sample, both 
counter-flow and sampling is switched off and the analysis proceeds in the common way 

to the pumped volume of the sample and to the counter-flow of the leading electro- 
lyte, is forced into the only loose direction, i.e. into the terminator chamber. 

5A Column Coupling Technique 

Column coupling technique 99~ is based on the utilization of the two separation 
capillaries with different inner diameters. The isotachophoretic separation proceeds 
first in the capillary with the larger inside diameter having a high separation 
capacity and allows to inject larger volumes of the sample and to apply higher 
values of  the driving current. A pre-separation takes place in this column, per- 
mitting the separation of large amounts of  the major components of  the sample 
from small zones of  the investigated components. With the aid of  a T-piece, tl~e 
second, narrower separation capillary is coupled with the end of the pre-separation 
capillary. In this capillary, the required analytical separation and the qualitative 
and quantitative detection of the selected zones take place. 

5.5 Spacer Technique 

This technique allows to use selective detectors even in the case of  zones which 
can only poorly be distinguished by these detectors 1°°- lo3~. It permits a better orienta- 
tion in the isotachophoretic record of  complex mixtures. Moreover, it provides 
better fractioned separation profiles of  complex mixtures, particularly Of proteins 
~o,,~osj, and a more effective qualitative orientation of the separation profiles 
as far as the identification of various subfractions t°6~ is concerned. 
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The principle of spacer technique consists in the mutual spatial separation of 
poorly distinguished isotachophoretic zones in the separation capillary by forming 
zones of suitable substances (spacers), which are added to the sample prior to 
separation, in between of sample zones. 

The development of the spacer technique in isotachophoresis has been associated 
in the first place with its application in the field of proteins as a "spacing mobility 
gradient ''4,1°4,l°s'1°6a) established with the aid of "carrier ampholytes". 

Carrier ampholytes are complex mixtures of a large number of acids with a wide 
range of different pK values. If such a mixture is added to the sample, these acids 
then arrange in the separation capillary according to their mobilities and thus 
create a migrating gradient of mobilities. Zones of the analyzed substances arrange 
according to their mobilities in the corresponding places in the established mobility 
gradient and are not adjacent any longer. The separation profile of the sample 
is extended to a larger length in the separation capillary and both qualitative and 
quantitative detection of zones is easier to perform. 

5.6 "Bleeding Zone" Technique 

The basic feature of the isotachophoretic zone is that both its front and rear 
boundary migrate at the same velocity, i.e. the length of the zone does not change 
in the course of the migration and the whole amount of the given substance is 
always contained in the respective zone. 

A particular situation occurs, if e.g. a kinetically labile anionic complex MY- 
(the signs mentioned in the further text are of symbolic meaning only and do not 
denote the number of electric charges) is placed into an anionic isotachophoretic 
system, i.e. ftr < fiMv < ilL" Then, between the zones of leading substance L -  and 
terminator T - ,  a zone of complex MY-  is established which also contains a certain 
amount of free cation of metal M ÷ and free ligand Y-  produced by the dissociation 
of complex MY- .  Cation M +, with respect to the sign of its charge, will migrate in 
a direction opposite to that of the zone of the complex and will leave this zone via its 
rear boundary. The zone of MY-  decomposes part by part during the migration 
since it leaves behind itself a trace of cation M +. 

The above ceoncept of the decomposing zone has led to the term of"bleeding zone" 
at which the method and its application were described 6). 

The analytical application of this technique assumes that such working conditions 
should be found under which the total decomposition of the investigated zone 
during the migration should be negligible, i.e. less than a certain limit determined 
in advance and. acceptable analytically, e.g. 0.1 ~.  Under such conditions, it can 
then be said that the zone will have migrated into the detector "quantitatively" 
and, in spite of its "bleeding", it can be considered as an isotachophoretic zone. 

By chosing suitable working conditions, a selective behavior of various com- 
plexes can be reached so that in the course of one analysis some complexes decom- 
pose while the others migrate isotachophoretically. 

A more detailed, study of this technique 1°7) revealed that the behavior of free 
ligand Y- ,  produced in addition to cation M +, by dissociation of complex MY- ,  
plays a significant role in the migration of the zone of complex MY-.  This free 
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ligand Y-  leaves the investigated zone of  the complex and creates its own anionic 
zone. According to the relationship between mobilities uv and UMY, two cases may 
occur as illustrated in Fig. 22a and b. Fig. 22a shows the case fly > fi~v when 
free ligand Y-  leaves the zone of the complex via its front boundary to form 
here its own independent zone of Y- .  From the detailed analysis of this case 6' tos) 
it follows that the amount of the complex decomposing in the course of the analysis 
particularly depends on the degree of dissociation of the complex in the zone, 

T -  

a , , 

M4- 

M y ~  M+ 
]\ ~ MY- (~ "  Y- 
| ",2,.. 

y- 

M + M + 

y -  

L-  

L" 

Fig. 22. Diagram of migration of 
MY- complex. The leading and the 
terminating anions are denoted by 
L- and T-, respectively. For sim- 
plification, the common counter-ion 
from the leading electrolyte is not 
indicated in the zones. M + and Y- 
denote free cation and free ligand an- 
ion, respectively, formed by dissocia- 
tion of complex MY- ~-- M + + Y-. 
The signs of the ions have only 
symbolic meaning and do not denote 
the number of charges. The arrows 
symbolize movement of the partici- 
pating ions. a ~v > ffa4Y, b t~ < ~TMy. 
For explanation see text 

the working parameters of the isotachophoretic column and the composition of the 
leading electrolyte. These factors are decisively affected by the pH of the leading 
electrolyte. Figure 22b illustrates the case fly < fiMv for which free ligand Y-  
leaves the zone of the complex via the rear boundary and forms its own independent 
zone behind the zone of the complex. This means that in the migration from the 
zone of the complex, cation M ÷ passes through the zone of the free ligand and recom- 
bines with it in the direction of the complex-forming equilibrium. Complex MY-  
is again produced in the zone of the ligand in an amount proportional to the length 
of the zone of ligand Y -  and to the rate constant of the reversed reaction M ÷ + Y-  

MY- .  Having been produced, MY-  returns into its zone, thus retarding the 
decomposition of the zone of the complex. Even a short zone of the free ligand 
behind the zone of the complex can cause a quantitative migration of the poorly 
stable complex MY-  since its isotachophoretic stability is enforced (enforced stable 
zone). This case can be expected in practice, particularly in strongly acidic systems 
where the free ligand is protonized to a considerable extent, its mobility being 
thus markedly reduced. 

The above cases of the migration are demonstrated in Fig. 23, showing a record 
of the separation of a mixture containing AI, Cu, Mn and Co in the form of 
complexes with EDTA. The various steps in the record correspond to the zones 
of the complexes exhibiting different migration behavior: 

165 



Petr Bo~ek 

- -  zone of kinetically stable (inert) AI(III)-EDTA complex which migrates without 
any decomposition, 

- -  zone of kinetically labile Cu(II)-EDTA complex having a mobility lower than 
that of free EDTA. Owing to sufficient stability of the complex at given pH, 
the zone is isotachophoretically stable and migrates quantitatively, 

- -  zone of free EDTA, produced by the total decomposition of the poorly stable 
complex Mn(II)-EDTA. The zone of this complex "bleeds" till complete de- 
composition in the course of the analysis and the zone of the free ligand of 
EDTA only migrates into the detector, 

- -  zone of low stability of  the Co(II)-EDTA complex displaying a mobility higher 
than that of free EDTA. Due to the zone of EDTA behind it, the Co(II)-EDTA 
complex forms an enforced stable zone and migrates practically quantitatively. 

1 
0 29 30 31 min 

Fig. 23. Separation of a model mixture of EDTA com- 
plexes. The sample injected contained Co(II)-EDTA, 
Mn(II)-EDTA, Cu(II)-EDTA and AI(III)-EDTA 2 nmol 
of each substance). The leading electrolyte consisted of 
HCI + KCI, pH = 2.2; the leading anion (L) was 
0.015 M CI-. Glutamate served as terminator (T) 

From the above example follows the possibility of the application of the bleeding 
zone technique to the quantitative analysis of complicated mixtures of cations existing 
as anionic chelates. This technique may also be applied to the study of the formation 
and stability of complexes. 

6 Analytical Applications 

The application possibilities of analytical isotachophoresis cover the range from 
simple separations of inorganic ions to separations of proteins. This can be proved 
by a number of published separations (cf. 1)). 

This section summarizes the author's experience made in isotachophoretic ana- 
lyses of samples used in practice, where the application of other methods is either 
laborious or fails. This survey also lists some other practical applications roughly 
classified according to the origin of  the samples. 

Compared with other methods, isotachophoretic analysis of anions in water 
is very time-saving, as proved by Fig. 24 describing the simultaneous determination 
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Fig. 24. Anionic analysis of 10 gl of mineral water. 
Nitrate and tartarate served as leading (I,) and terminat- 
ing (T) anions, respectively. Cd 2 ÷ was used as the coun- 
ter-ion. The sample contained 5.0 nmol chloride, 
12.2 nmol sulfate, and carbonate 

of  chlorides and sulfates 71). Figure 25 depicts the analysis of  sulfate water f rom 
mines carried out by cascade technique. Obviously, even with great differences 
in the concentrations of  the components  to be analyzed the analysis may  be carried 
out within an acceptible period of  time. 

Isotachophoret ic  analysis o f  liquid fertilizers, i.e. the determination of  the ortho- 
and pyrophosphate  content 62,11o~ (see Fig. 5) and that  o f  the nitrate, sulfate and phos- 
phate  72) content in a combined fertilizer (see Fig. 26), is significant in agriculture. 
In  both  cases, the short time required for the analysis is the main advantage. 
Similarly, isotachophoretic analysis o f  silage extracts 11t) rapidly provides reliable 
information on the quality of  the silage, i.e. the determination of  lactate, acetate 
and interfering propionate and butyrate (Fig. 27). 

In the field o f  food analysis, a number  of  successful applications o f  analytical 
isotachophoresis have been reported (e.g. determination or organic acids in juices 
9,76,99,112-114), fruit yoghourts 9"112), wines ~15), and tea 116). The short time required 
for the separation and the min imum necessary t reatment  of  the samples are the main 
advantages o f  these analyses. Thus both preservatives (sorbic acid and benzoic 
acid) and the initial components  of  the samples (ascorbic, isoascorbic, citric, lactic, 
aconitic, aspartic and glutamic acids, theanine etc.) may  be determined. 

108.3nmol 

~0.53nmol 

Y 
-I 

Fig. 25. Determination of chloride and sulfate in a 
sample of 10 #1 of mine water performed by use of 
the cascade technique. Cd(NO3) 2 solutions of con- 
centrations 0.01 M and 0.006 M served as high- and 
low-concentration leading electrolyte, resp. Nitrate 
and tartrate were employed as leading (L) and ter- 
minating (T) anions, resp. 
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T 

L N O  

L~ ,7.2nmol " 
0 45 

Fig. 26. Determination of soluble nitrate, sulfate and 
phosphate in solid N-P type fertilizer. Injection of 
3/~1 of aqueous extract (1 g of a sample extracted by 
500 ml of water). Chloride and tartrate served as 
leading (L) and terminating (T) anions, resp. 

T 

-T 

0 

Lac A ~  ~tnmol 
F o r ~ _ ~  

45.8nmol 

Fig. 27. Anionic analysis of 2.6 #1 of a silage extract. 
Chloride and bicarbonate served as leading (L) and ter- 
minating (T) anions, resp. The extract contained formate 
(For), lactate (Lac), acetate (Ac) and butyrate (But) 

T 

.5 
P-ate~J 

P - i t ~ . l  
hypo P-ite 

0 5 
I 

6rain 

Fig. 28. Determination of interfering nitrates in a 
nickel-plating bath. Leading (L) and terminating (T) 
anions; chloride and glutamate, resp. Other compo- 
nents of the bath, namely hypophosphite (hypo 
PAte), phosphite, (P-ite), phosphate (P-ate), and 
lactate (Lac) are also separated 

In the future, analytical isotachophoresis will find wide application in analytical 
control in industry. Particularly in the field o f  anions, this technique may bring 
about  progress, due tO its rapid application and easy interpretation of  the record 
as demonstrated by Figs. 28 and 29. Figure 28 illustrates the determination of  
interfering nitrates in the presence o f  an active component  (hypophosphite) in 
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chemical nickel-plating baths 117~ where the contents of the oxidation products 
(phosphite and phosphate) and buffering components (lactate) may also be simul- 
taneously determined. Figure 29 describes the determination of the degradation 
products of tributyl phosphate 11s~ which is used as an excellent reagent for the ex- 
traction of heavy metals from the aqueous phase, particularly in the regeneration 
of fuel cells in nuclear industry. By radiolysis and hydrolysis, tributyl phosphate 
is degraded to dibutyl phosphate, monobutyl phosphate and phosphate which 
reduce the extraction yield so that their contents must be controlled analytically. 

The control of  pharmaceutics is the field where analytical isotachophoresis has 
already proved to be advantageous, particularly due to its rapid and simplicity. 
Inorganic and organic components may be determined in one analysis only. This is 
illustrated by the analysis 119~ of a pharmaceutical preparation in which the sodium, 
calcium and ethyl morphine content must be controlled (Fig. 30) and by the analysis 
of an infusion solution in which the sodium, calcium and procaine contents are 
controlled 119) (Fig. 31). 

Figure 32 shows a control cationic analysis Hg) of a selected batch of artificial 
sweetener Aspartam (L-aspartylphenylalanine methyl ester hydrochloride). In one 
analysis both the main component and the admixtures from the technological 

DBP T f , ~  

. ~ S  16 2n rn° l  

~ .  , , 

0 6 7min 

Fig. 29. Determination of the degradation products 
of tributyl phosphate. Analysis of a 3/~1 sample .of 
an aqueous extract of tributyl phosphate. Leading 
(L) and terminating (r) anions: Chloride and mor- 
pholinoethanesutfonic acid, resp. The sample con- 
tained 15, 24.3 and 16.2 nmol of phosphate (P), 
monobutyl phosphate (MBP) and dibutyl phosphate 
(DBP), respectively 

T. 

S 
L.~JE .Tnrnol 

l- 
\ ' t  L i 

0 4 4'.5 5min 

Fig. 30. Control of the contents of Na, Ca and 
ethylmorphine (EM) in a pharmaceutical preparation 
(0.5 ,ul of the sample was analyzed). Leading (L) and 
terminating (T) cations; potassium and histidine, 
resp. 
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Proc I 

Na~4.-!nmd 
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Fig. 31. Control of the contents of Na, Ca and 
procaine (Proc.) of an infusion solution (injection 
of 0.5 pl). Potassium and histidine served as the 
leading (L) and terminating (T) cations, resp. 

MEAP 

[_ 459~mo1~ lh 
di-MEAF 

MEP~ 
H a  .U / 63nmol 

17min 

Fig. 32. Cationic analysis of a selected batch of arti- 
ficial sweetener aspartam. 10/~1 of the sample solution 
(97 mg/5 ml H20) were analyzed, and the main compo- 
nent, the methyl ester of aspartyl-phenylalanine 
(MEAP) as well as the admixtures, sodium, methyl 
ester of phenylanine (MEP), and dimethyl ester of 
aspartyl-phenylalanine (di-MEAP) were separated. 
Leading and terminating cations; NH, ° and H °, 
resp. The counterion was acetate 

procedure are determined. The determination of anionic admixtures is described 
in Fig. 33. Figure 34 depicts the anionic analysis o f  the selected batch of  the 
pharmaceutical  preparat ion of  disodium phosphonoacetate  used as a herpeticum. 
It  can be seen that  the interfering phosphate content can also be easily determined. 
Moreover,  isotachophoretic control has been exploited for the control of  the purity 
of  antibiotics of  the penicillin and tetracyclin'type 9' 120). 

A significant application 77' 121-12,~ of  analytical isotachophoresis involves the con- 
trol of  synthesis, isolation and purification of  peptides. Since in many  cases, direct 
determination of  admixtures is not involved, one can thus monitor  various isolation 
stages by controling the extension of  the length of  the investigated zone of  the peptide 
in relation to the zones of  the other admixtures. A number  of  biologically active 
peptides such as oxytocin, vasopressin, adrenocorticotropic hormones,  somatistatin, 
secretin, angiotensin, bacitracin, gluthathione etc., have thus been investigated. 

The  investigation of enzymatic processes often requires laborious and compli- 
cated t reatment  of  samples. A number  of  publications have proved that  the main 
advatages of  analytical isotachophoresis in this field are the minimum, sometimes 
none at all, t reatment of  samples prior to analysis and the possibility of  simul- 
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Fig. 33. Analysis of anions of a selected batch of 
artificial sweetener aspartam. 10 pl of the sample 
solution (14 mg/5 ml HzO ) were analyzed and impuri- 
ties 2,5-dioxopiperazine (DOP) and aspartyl-phenyl- 
alanine (AP) separated. Chloride and morpholino- 
ethanesulfonic acid served as the leading (L) and 
terminating (T) anions, resp. 

L 

PAc 

J 0.83nm_____ool 

7:50 8:00min 

Fig. 34. Analysis of a pharmaceutical preparation 
of sodium phosphonoacetate. 10 #1 of the sample 
solution (18.5 mg/10 ml H20) were analyzed and 
the bulk component, phosphonoaeetate (PAt), as 
well as the impurity, phosphate (P), separated. 
Leading (L) and terminating (T) anions; chloride 
and morpholinoethanesulfonic acid, resp. 

taneous investigation of a larger number of  reactants and reaction products. 
Studies on enzymatic conversions of  pyruvate into succinate 125~, pyruvate into lac- 
tate 126) and glucose into 6-phosphonogluconate 127~ have been reported. In the 
analysis (taking about 30 min.) of these conversions, one can detect simultaneously 
e.g. ATP, ADP, NADP ÷, NADPH,  glucose-6-phosphate, and 6-phosphonogluco- 
nate. Analytical isotachophoresis was further applied successfully to the investi- 
gation of the enzymatic hydrolysis of UDP glucuronic acid to UMP and glucuronic 
acid-l-phosphate ~2a). The above examples also include the study of the contents 
of  organic acids (formic, phosphoric, lactic, and acetic acid) in the bacterial fermen- 
tation products 129) and the analysis of  the crude fermentation broth from the pro- 
duction of citric acid 9). 

Isotachophoresis may widely be applied to clinical analyses of urine, plasma, serum 
or tissues. Its main advantages include rapid and accurate determination of all 
charged molecules in a non-destructive way with minimum demands on the 
amount of the sample and on its preliminary treatment. In many cases, isotacho- 
phoresis can prospectively replace analytical procedures generally based at present 
on a combination of a suitable colorimetric and suitable chromatographic method. 
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Isotachophoresis has already been successfully applied to the analysis of urine of 
persons exposed to styrene, toluene, and xylene, for the contents of mandelic, 
phenylglyoxylic, hippuric and methylhippuric acids 13°' 131~. For the clinical disgnostic 
of inborne metabolic disorders of purines and pyrimidines, it has been elaborated 132' 
133), permitting the identification of different inborne disorders of the metabolism 
of these bases by the contents of characteristic metabolites excreted in urine 
(adenine, uric acid, xanthin, deoxyinosin, deoxyguanosin etc.). 

Applications of analytical isotachophoresis in clinical biochemistry, concen- 
trating on blood, plasma or serum analysis, are of topical interest to a number of 
research laboratories. Promising results have already been published, concerning 
both analyses of specific substances and isotachophoretical profiles of human 
serum which are diagnostically characteristic of different diseases. The knowledge 
of the concentration of theophylline in blood plasma is important for the therapy 
of asthma at which effective concentrations acquire 10-20 pl/ml. The determination 
of theophylline by isotachophoresis ~34) only necessitates a simple treatment of the 
sample (precipitation and centrifugation). The advantage of this simple sample 
treatment is also reflected by the procedure ~3s) used for the isotachophoretic determi- 
nation of the levels of aspartic and glutamic acids and asparagin and glutamin in 
the serum for the diagnosis of metabolic disorders. Further applications, which 
serve the same purpose, have been reported for the determination of uric acid 
in the serum 136) using microliter amounts without any preliminary treatment (see 
also determination of purines and pyrimidines in the serum 137) and of phenyl- 
alanine in the serum in the case of phenylketouria 138~. 

Additional important results have been obtained in the monitoring of proteins 
from human serum or plasma where pathological cases showed characteristic changes 
in the separation profiles in comparison with normal serum samples. The utili- 
zation of spacers a°6), mostly amino acids, added to the samples in such as a way that 
easily identifiable zones of these spacers separate various protein fractions (create 
the space between them) is an outstanding feature of these applications. A suitable 
choice of such spacers can prevent overlapping of the investigated fractions or their 
cross-contamination through the zone of the spacer without any dilution or without 
affecting all the other zones (cf. lo6~). Characteristic changes in the separation profiles 
(separation patterns) were found for human serum in the case of immunoglobulin 
synthesis ~39) abnormalities and for plasma at uremia 14°). 

Other diagnostically significant applications of analytical isotachophoresis con- 
cern separation profiles of proteins in cerebrospinal fluid at multiple sclerosis. 
By using spacer technique, the profiles were found to show a remarkable growth 
of subfractions of 7-globulins in all cases of multiple sclerosis 139'141) and other 
neurological diseases. High reproducibility with small amounts of samples is the 
oustanding feature of this analytical method. The resulting separation profile can 
be obtained within a short time (ca. 25 rain.) 142). 

In biochemical research, analytical isotachophoresis has already proved to be 
a relatively inexpensive tool providing a good reproducibility within short analysis 
times. It has already been applied to the analysis of muscle tissue 8°) in which, after 
adequate treatment of the sample, separation of the metabolites can be carried out 
within ca. 20 min, (determination of combined ATP, Pi, PCr, ADP, NADH, IMP, 
lc.-AMP, AMP, and NAD). This has been proved by the application of isotacho- 
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phoresis to the analysis of skeletal muscle biopsis of a man at rest and after exercise 143) 
where ATP, CP, Pi, ADP, G-6-P, lactate and pyruvate concentrations were deter- 
mined. 

Of other applications in biochemical research, the investigation of characteristic 
changes in the separation profiles of proteins from eye lenses of mouse during 
ageing9, x~. 145) and the study on interactions of proteins with detergents 146) and 
pharmaceuticals 147~ are worth mentioning. 

Selectivity and minimum treatment of samples prior to analysis indisputably belong 
to the advantages of analytical isotachophoresis in these fields. High selectivity is 
known to be the advantage of all chromatographic techniques. However, biological 
samples containing proteins and lipids, rapidly deteriorate the separation efficiency 
of the chromatographic columns and sometimes even irreversibly contaminate the 
column packing. Therefore, chromatographic procedures often necessitate very 
laborious preliminary treatment of samples. From this standpoint capillary isotacho- 
phoresis is only slightly sensitive to non-ionogenic admixtures since they remain in 
the injection port and are washed out from the capillary after each analysis. 
Refilling of the capillary with the leading electrolyte leads to the readjustment of 
exactly defined initial conditions. 

7 Conclusions 

The theoretical basis of isotachophoresis has been elaborated to such an extent that 
relationships which permit the calculation of pH, mobilities, composition of zones, 
level of the separation reached etc., are available. These relationships have even 
been developed to routine computer procedures. Thus, not only a great deal of infor- 
mation on the substances to be separated can be gained but also theoretical 
predictions of the optimum electrolytic systems enabling successful separations can 
be made. 

Analytical isotachophoresis has proved to be a valuable routine method for the 
rapid analysis of a wide scale of substances and a useful method for both analytical 
and physico-chemical research. 

From the analytical point of view, the concentrating effect of isotachophoresis 
is of great significance, it allows to analyze minute amounts of ionic components 
in both electrolytic and non-electrolytic sample mixtures. The self-sharpening effect 
causes that the isotachophoretic zone boundaries, having once been formed remain 
very sharp and do not change with time. This enables even very small amounts of 
the substances that form very narrow zones to be analyzed. 

Constant composition and constant volume of the zone during the isotachophoretic 
migration in the steady state permit, to select the time optimum for the given 
analysis so that the substances with small differences in their mobilities may well be 
separated from one another. This possibility, together with the self-sharpening effect 
of the boundary, ensures an efficient separation of the substances to be analyzed. 

The fundamental inherent property of isotachophoretic zones, i.e. the fact that 
each zone contains one substance only at a given concentration, means that the 
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relationships between the composition o f  the zones and the qualitative data o f  the 
detectors are well established, which is of  considerable significance for qualitative 
analysis. The constant concentrations of  the substances in the zones permit an easy 
and well defined quantitative interpretation. 

In comparison with common zone electrophoresis and with chromatographic 
techniques, capillary isotachophoresis does not employ any supporting material so 
that permanent stability and reproducibility of  the working conditions can easily be 
secured. It is only slightly affected by accompanying non-ionic substances that often 
cause deterioration of  chromatographic columns. In isotachophoresis, non-ionic 
accompanying compounds remain at the injection part and, are washed out from 
the separation capillary after analysis has been performed. 

An advantageous characteristic o f  isotachophoresis is the easy separation of  inorga- 
nic, organic, simple and complex ions in one run only. 

Finally, it should be mentioned that the instrumentation for analytical isotacho- 
phoresis has at present been advanced enough so that all the possibilities, described 
above may be used to advantage. 
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