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Trends in Analytical Chemistry 

I I n t r o d u c t i o n  

The last two decades have seen some spectacular achievements in analytical science: 
the placing of the environmental revolution on a sound basis by the routine 
determination of p.p.m, or p.p.b, levels of pollutants in the atmosphere, hydro- 
sphere and biosphere; the routine testing of athletes and race horses for traces of 
stimulants; the remote analysis of the surface of the Moon and Mars and the 
atmosphere of Venus, etc. It has also been a period when the normal criteria for 
acceptable limits of impurities has dropped from the level of per cent to p.p.b., 
when non-destructive testing has become routine and when samples can be so 
small that even destructive methods of analysis scarcely have a deleterious effect 
on bulk of the material from which the sample i s taken. In short, the nature of 
analysis has changed greatly. 

The way in which the changes have affected a well equipped R & D laboratory 
situated in the Plastics Division of I.C.I. is shown in Fig. 1. This demonstrates the 
impact of instrumentation on sample throughput. It is interesting to note however 
that the growth has not been linear. The period of rapid improvement in efficiency 
coincided with the time when mechanical forms of semi-automation, which were 
easy to develop, install, operate and maintain were in vogue. With the introduction 
of more sophisticated instrumentation, the per capita output has levelled off, but the 
complexity of the analysis has increased: For example, with 13C NMR as well as 1H 
NMR it is possible to make structural assignments to polymer chains routinely. 
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Fig. 1. Productivity of the analyst in a major industrial laboratory 1955-1980, and the influence 
of new instrumentation and automation. (By courtesy D. C. M. Squirrell, ICI Plastics Ltd.) 
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This information, which is of the greatest value and has contributed to the marketing 
of very well characterised polymers, would have been impossible to obtain 10 yrs 
ago, but it may take a 10 hr run to obtain the 13C NMR spectrum and this reduces 
the analyst's output as measured in numbers of samples. The experience of the plastics 
industry is paralleled in many other laboratories --  analyses are becoming much 
more complex and the analyst is becoming more involved with the scientists on the 
project who request the analysis. The days of what have been called "hole-in-the-wall 
analysis" where a sample was passed through a hole in the lab wall for an isolated and 
impartial assay are drawing to a close. 

It has been argued elsewhere that the development of analysis is an interplay 
between the trinity of contemporary scientific theory, analytical technique and 
problems to be solved 1~. For many, technique is the most important of these, 
and the advance of analysis is dominated by technique. We feel, however, that it is 
all too easy tO overemphasise this aspect of the subject, and that it is dangerous 
to make any forecast about specific techniques. It is certain that over the next 
50 years, existing techniques will improve and new ones will be discovered, but 
it is not possible to predict what these will be. (The record of previous pundits is 
not good in this respect). In this article, we shall concentrate on the total analytical 
problem, and especially on the impact on analysis of microelectronics, computers, 
automation and mathematical methods. As noted above, the analyst is already 
being set increasingly complex problems and the trend will continue as improved 
methods of obtaining and processing analytical data become available. This will 
require a change in the analyst, who as well as being an all round chemist will also 
have to have a familiarity with modern electronics, computers and management 
science and quite likely physics or biochemistry as well, depending on his industrial 
location. Given the scarcity of polymaths, it is likely that interdisciplinary ana- 
lytical teams will become the norm, and the outcome should be some very exciting 
science. 

In the following pages we first give brief accounts of the developments in micro- 
electronics, computers and data processing which underpin virtually all modern 
analytical methods. Secondly some novel methods, which indicate the breadth 
of the subject and the trends towards high sample throughput and/or complexity 
of analysis will be described. Finally a major specific analytical problem, re- 
presenative of many likely to be encountered in the foreseeable future will be dis- 
cussed. In the space available, selectivity and brevity is essential. Our object is to 
indicate trends, not to be comprehensive. 

2 Developments in Electronics and Instrumentation 

2.1 Introduction 

Over the last twenty five years, the instrumental techniques available to the analyst 
have become far more varied and of much better quality. This is to a large extent 
due to the advances which have been made in the field of electronics over the same 
period, with the development firstly of transistors, then simple integrated circuits, 
and more recently such complex and versatile devices as microprocessors. 

4 
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The impact of  these developments on the instrument manufacturers has been 
twofold: firstly, by incorporating these advances as they occurred into successive 
generations of instruments, manufacturers have been able to lower production costs 
and increase the accuracy and reliability of their instruments, thus making them 
available to a wider market. Secondly, it has led to the development of increasingly 
sophisticated instrumental techniques which were not previously feasible for either 
economic or technical reasons. In order to view this process of evolution in per- 
spective, it is wortwhile to consider briefly some of the developments in electronics 
which have helped it to occur. 

2.2 The Transistor 

In 1947, the first experimental transistors were produced by a team led by Shockley 
at Bell Laboratories in the USA. These were unreliable devices, expensive to 
produce and frequently short-lived. When compared to the well proven thermionic 
valves then in widespread use, which were cheap and relatively reliable, the transistor 
appeared to most people as nothing more than an interesting novelty of little 
practical value, and apart from the work at Bell Labs little attempt was made 
initially to develop transistor technology or to find applications for the new devices. 
By the early 1950s they were available in production quantities, but it was some 
years before they became widely accepted. This was in part due to the poor reliability 
of  the early devices, but mainly because after nearly fifty years of working with 
valves, the electronics industry found it hard to come to terms with the new techno- 
logy; indeed, many early transistor-based designs are closer in concept to the valve 
designs which they replaced than to a modern transistor circuit. 

As far as we can tell, no one in the early 1950s thought of applying transistor 
circuits to an analytical instrument. Th;s is hardly surprising in view of the extreme 
simplicity of  the electronics in most instruments then available. Leaving aside for the 
moment the 'large' instruments (such as mass spectrometers and N M R  spectrometers) 
which were then just beginning to come into experimental use, the most sophisticated 
piece of instrumentation likely to be found in routine use in most laboratories was a 
UV spectrophotometer, which contained many precision made mechanical and optical 
parts, but probably no more than two valves and a handful of other electronic 
components. The electronics were there almost as an afterthought, simply a convenient 
means of quantifying a light level. In such a context, the familiar valve technology was 
able to provide all that was required. It was to be another decade before increased 
sophistication in instrument design, coupled with a dramatic fall in the price of transis- 
tors, led to their widespread usage in instrumentation. 

Not  surprisingly, the first major application for transistors turned out to be one for 
which they were inherently better suited than valves due to their small size and low 
power consumption: the computer. 

In the early 1950s several groups built experimental electronic calculators based on 
transistors, and in the UK a team at Manchester University built an experimental 
transistor computer between 1953 and 1955. This was at a time when new manu- 
facturing techniques were being introduced which overcame many of the reliability 
problems which had plagued the early transistors, and in 1956 an adaptation of the 
Manchester experimental computer was marketed as the Metropolitan Vickers 
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Fig. 2. The Metropolitan -- Vickers MV950, believed to be the first commercially available 
transistor computer. (Reproduced by courtesy of Dr. S. Lavington) 

MV950 (Fig. 2), the world's first commercially available transistor computer 2). 
Although it had a somewhat limited performance, even by the standards of the day, 
it marks the point at which the transistor first became accepted as a serious tool. 

2.3 Integrated Circuits 

Shortly after the first commercial transistors were produced, there was speculation 
that it might one day be possible to fabricate an entire electronic circuit on a single 
piece of  semiconductor material, and thus greatly reduce the size of electronic 
circuits. In 1957 this goal was realised with the production of the first experimental 
integrated circuit (IC) by a British team. By the early 1960s these were available com- 
mercially in the form of simple amplifiers, comparators, and logic gates, which 
contained the equivalent of about 20 transistors. Their high cost meant that, as in the 
case of the transistor some years before, their initial uses were in those applications 
where they showed a decisive advantage over valves or dicrete transistors, such as 
computers, aircraft, and military equipment. 

Meanwhile, the price of transistors had fallen sharply as they started to become 
more widely used in domestic applications, and this, coupled with the desire to 
produce more sophisticated instruments, led instrument manufacturers to start 
incorporating them into their new products. The principle advantage in doing this 
was that the new circuits could be built on a modular basis using printed 
circuit boards, allowing considerable savings in production costs and at the same 



Trends in Analytical Chemistry 

time making the instruments simpler to service. The accompanying reduction in cir- 
cuit size and power comsumption was an added bonus to the manufacturers, as it 
enabled a considerable increase in circuit complexity without any increase in the 
overall size of the instruments, compared to previous models. 

It was, however, not until the late 1960s that valve circuits disappeared entirely 
from new analytical instruments; when they finally did, they were replaced by solid 
state circuits utilising both transistors and ICs, as both came into widespread use for 
instrumentation at much the same point in time. By now, there had been a fundamental 
change of attitude on the part of the instrument manufacturers, who now started to 
look upon electronics as an integral and important part of the overall system, rather 
than simply an accessory to the mechanical or optical parts of the instrument. 

With this new attitude came a realisation of the potential offered by automatic 
instrumentation, with many of the functions of the machine under electronic control. 
From the late 1960s through to the mid 70s instruments appeared which incorporated 
many extra features designed to make them easy to use. This was especially true of the 
'large' instruments, such as mass spectrometers, many of which incorporated mini- 
computers for the first time to tiandle functions which had previously been performed 
manually, such as peak assignments, etc. (techniques of this type will be discussed more 
fully in the following sections). For some time however, innovations such as the use 
of  on-board computers were strictly confined to the large instruments (MS, NMR,  
etc.), for reasons of cost. It required another breakthrough in electronics and computer 
technology to bring about the cost reductions neccessary to allow such facilities to 
be incorporated into simpler instruments. 

2.4 Large Scale Integration and Microprocessors 

As the use of integrated circuits expanded throughout the 1960s, semiconductor 
manufacturers were working to develop new fabrication techniques which would allow 
the equivalent of ten thousand or so transistors to be etched onto a single chip, 
rather than the hundred or so then possible. They realised the enormous cost reductions 
(and consequent increases in sales) which such a process would allow, and as these 
so - -  called Large Scale Integration (LSI) devices came into widespread use in the early 
1970s they caused huge price reductions for many types of equipment. Probably the 
most obvious example of this is the pocket calculator. In 1970 a pocket calculator 
was a rarity: those that did exist were comparatively bulky and cost about £ 100. By 
1975 the size had shrunk to about half that of  the 1970 model, whilst the price 
had dropped tenfold. Such reductions were made possible largely by the enormous 
market for devices such as calculators, for although LSI devices are extremely cheap 
to manufacture, their design and development costs are quite astronomical, and 
hence must be spread over a large number of  units to enable a reasonable selling price 
to be achieved. Thus, for many small-quantity applications, such as analytical instru- 
ments, the cheapest method of construction remained the discrete transistor and Small 
Scale Integration (SSI) IC. 

The problem of these high development costs was foreseen by the American com- 
puter giants IBM when, in 1971, they filed a patent application for a "recon- 
figurable circuit" - -  in other words, a single circuit which could be programmed to 
perform many different functions to suit different applications, avoiding the cost of  
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developing a specialised or 'dedicated' chip for each application. These devices, 
known as microprocessors, began to appear commercially shortly afterwards, and 
have had a profound effect on almost all areas of applied electronics, not least 
analytical instruments. Indeed, it can be argued that they have affected instrument 
design to a greater extent than any other previous development in electronics, by 
bringing the benefits of computerisation to low cost routine laboratory instruments. 

In the following section we will consider some of the applications of microprocessors 
in laboratory microcomputers, but we conclude this section with an illustration of 
the effects which electronic developments (and in particular microprocessors) have 
had upon analytical instruments by comparing an infrared spectrometer produced 
two decades ago with an equivalent model manufactured today. 

2.5 Effect of Advances in Electronics upon Instrumentation 

Figure 3 shows two infrared spectrophotometers, both manufactured by Perkin-Elmer. 
The upper one (model 237) was introduced in 1961, whilst the lower (model 1330) 
was introduced twenty years later in 1981. The most obvious difference between the in- 
struments, apart from the differences of styling, is the absence of any mechanical 

Fig. 3. Two infrared spectrometers produced by Perkin-Elmer. Model 237 (top) introduced in 1961, 
and model 1330 (bottom) introduced some twenty years later in 1981. (Reproduced by courtesy of 
Perkin-Elmer Ltd.) 
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controls from front panel of the newer instrument, since virtually all mechanical 
and optical parameters are adjusted by motors controlled from a small microcomputer 
built into the instrument. This facility prevents the operator from selecting inappro- 
priate combinations of parameters 3), but more significantly actually reduces produc- 
tion costs, since this control approach is nowadays cheaper to produce than a system 
of complicated precision made mechanical linkages. 

Without doubt, however, the greatest difference between the two is that the 
sophisticated electronics of the newer instrument enable it to be directly connected to 
an 'Infrared Data Station', a microcomputer system which can smooth spectra, 
produce an average spectrum from a number of  scans, subtract one spectrum from 
another, or reformat a spectrum. In addition, it is possible to identify possible struc- 
tural features of an unknown compound and to match the spectrum against a 
reference library stored on magnetic disks, to facilitate a rapid identification of 
unknowns 3). It is interesting to note that the basic optical specifications of the two 
instruments are not all that dissimilar! 

It is clear that the growth of electronics in instrumentation has been dramatic, 
but it has not been linear. By far the greatest advances have occurred within the last 
five years, and the pace of change appears to. be increasing, making it difficult to make 
any firm predictions of the likely developments over the next two decades or so. We 
may be certain, however, that considerable progress will be made in the field of elec- 
tronics over this period, and that  it will have a substantial impact on the type of 
instrumentation available to the analyst. 

3 Developments in Laboratory Computers 

3.1 Introduction 

In the preceding section we mentioned the MV 950, the world's first commercial tran- 
sistor computer. This machine was produced at a time when the total number of 
computers in use was a tiny fraction of todays figure, and when the major scientific 
application for computers was in solving the extremely complex equations of theore- 
tical physics and chemistry. Today, many mainframe computers throughout the world 
are employed to solve problems in these fields, but they are tiny in number compared 
with the vast quantitites of small and medium sized computers used to solve 
problems of a much more everyday and routine nature, but which are nevertheless 
important. In this section we will attempt briefly to review the many develop- 
ments in small computers over the last twenty years, by reference to specific examples, 
and consider the various ways in which these developments have broadened the role 
of small computers in the analytical laboratory. 

3.2 Minicomputer Developments 

The first computer to be designed specifically for use in comparatively small- 
scale laboratory applications was the LINC (Laboratory Instrument Computer), 
produced in 1962 by a team at Massachusetts Institute of Technology in the USA, 
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Fig. 4. Two generations of laboratory computers: on the left, the LINC from 1962 and on the 
right the MINC from 1978. Although the MINC is about a quarter of the size of the LINC it 
contains sixteen times as much memory, as well as a far more powerful processor. (Reproduced by 
courtesy of Digital Equipment Co.) 

and subsequently manufactured by Digital Equipment Corporation (DEC). This 
system, which was based on transistors, sold for the exceptionally low price (for 
1962) of $43.600 and included such facilities as a cathode-ray tube display, 
magnetic tape storage, and a 2K magnetic core memory 4). It is shown in Fig. 4 to- 
gether with its present-day counterpart, the DEC MINC. 

What really made the LINC different from the other small computers then available 
was the ability to be linked on-line to an experiment, to collect and process data 
and perform control functions. Up to this point, scientific computing had been per- 
formed almost exclusively off-line; that is to say, readings taken from an experiment 
were recorded onto paper tape or punch cards, either manually or directly by the instru- 
ment, and then fed into a mainframe computer for processing at the end of  the 
experiment (much data is still processed in this fashion today). Savitzky s) gives a 
good account of the state of the art at this time. With the LINC, data could be 
collected in analogue form from the experiment, digitised, stored and then processed 
immediately, resulting in much greater convenience for the user, and allowing signals 
from the experiment to provide a feedback loop for control functions. The main disad- 
vantage of the LINC was that the user was required to program it in assembly 
language, i.e. using the instruction level of the processor itself (so-called 'machine 
code'). Anyone who has ever attempted it will know that this is an extremely 
laborious and time consuming task, requiring detailed knowledge of the actual 

10 
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computer hardware if the resultant program is to run efficiently (or at all !). Equally, 
to edit or modify an assembly language program is not a task for the faint-hearted, and 
for this reason many scientists who were not computer specialists found this type of 
programming language difficult to use. 

One of the first modern minicomputers, the DEC PDP-8, was introduced in 1965 
at a basic price of $18,000. It was constructed from transistors and integrated 
circuits and overcame the problems of assembly language programming. For the first 
time it provided in a small computer many of the facilities conventionally found in 
mainframe machines, the most significant of which was the facility to write programs 
in high level languages such as FORTRAN,  which were translated or 'compiled'. by 
the computer into a form which it was capable of executing (object code). This 
development greatly eased the task of the programmer, who was now able to write: 

A = B + C  

if he wished to add two numbers together, instead of having to write a complicated 
series of instructions such as: 

ADDIT LDA FIRSTNUM 
ADC SECNUM 
STA RESULT 
RTS 

which would be required to achieve the same result with a typical assembly language. 
Not surprisingly, machines of this type proved extremely popular for many business 
and scientific applications where the use of a computer had not previously been 
feasible for financial reasons. 

DEC produced several derivatives of the PDP-8 aimed specifically at laboratory 
applications, and several thousand of these were sold altogether. Many are still in 
use today, and minicomputers in general are still widely sold for larger analytical 
applications. One consequence of the large sales of these and similar machines was 
the emergence of software libraries - -  collections of frequently used algorithms for 
many different mathematical and data processing applications, written both by the 
computer manufacturers themselves and also by users. In effect, ready-made programs 
were now available for a great many applications, thus simplifying the task of the 
user still further. 

3.3 Microcomputers in the Laboratory 

With the arrival of microprocessors in the mid 1970s the emphasis in lab computing 
has shifted somewhat. Minicomputers now tend to be used for applications involving 
a lot of  iterative computation, owing to their speed, whilst the more powerful 
microcomputers have taken over from mincomputers as the general laboratory work- 
horse due to their lower price. The DEC MINC (Fig. 4) is a good example of  this 
type of machine. It has a 16-bit processor, the LSI-11, and is software compatible 
with the DEC PDP-11 range of minicomputers. In terms of computing power, it is 
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on a par with a low-powered minocomputer, i.e. about an order of magnitude more 
powerful than a small 8 bit microcomputer. It has optional facilities for analogue 
inputs and outputs, to allow direct connection to an experiment, and can be programm- 
ed in either BASIC or FORTRAN. 

Another important feature of the MINC is the inclusion of the IEEE-488 
interface bus. As its name implies, this is a bus designed for communication between 
one or more computers and a number of instruments or peripherals, according to a 
standard format, thus allowing various pieces of equipment produced by different 
manufatcurers to be linked together without any of the compatability problems 
usually encountered 6). This bus was originally introduced by Hewlett-Packard, but 
has since been adopted by a large number of instrument, peripheral, and computer 
manufacturers. Many analytical instruments introduced during the last few years 
incorporate it, making it much easier than ever before to interface analytical 
instruments to laboratory computers to provide sophisticated computer control over 
the instrument and to collect data for processing. The extreme flexibility of the 
IEEE-488 bus, coupled with its high rate of data transfer, mean that it will 
probably become the most widely used method for interfacing between various 
laboratory instruments and computers over the next few years. 

At the bottom end of the scale, many cheap 8-bit microcomputers are finding their 
way into analytical applications. These include machines such as the Apple and the 
Commodore PET (which incorporates the IEEE-488 bus) as well as many others. 
Although computers such as these lack the computing power and sophisticated 
interfacing abilities of the MINC, there are many applications for which they are 
quite powerful enough, whilst their low prices enable them to be used in a wide 
range of situations where computers have not previously been employed for reasons 
of cost. The impact which microcomputers and microprocessors have had upon 
analytical instrumentation is reviewed in Ref. 7~ 

The trend, therefore, is towards large numbers of small computers, rather than 
small number of larger machines. A recent development in this respect has been 
the emergence of networks of small computers, which can replace a much larger 
single computer whilst offering greatly increased flexibility and lower cost 8~. The 
next twenty years will see an increasing reliance by the analyst on computers, to 
increase both the number and quality of analyses. We shall consider next some of 
the mathematical techniques employed in conjunction with computers to achieve 
these ends. 

4 Mathematical Methods for Chemical Analysis 

4.1 Introduction 

The availability of fast, cheap and accessible data processing is encouraging analysts 
to employ standard statistical evaluation of results, which previously have been 
very time-consuming to undertake, and to explore new ways of extracting the 
maximum amount of chemical information from the analytical data. This last is a 
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rapidly expanding branch of the subject and has been termed "chemometrics" ; it is 
some aspects of this that are discussed below. 

The spread of the methods is being assisted by the availability of computer 
programs. Kowalski has assembled and generously made available a package known 
as A R T H U R  which contains many routines of  value to the analyst. Another which 
has been developed for social scientists but has much of interest to the analyst is the 
SSPS. In addition, standard statistical programs, suitable for specific micro and mini- 
computers are being marketed. The situation is analogous to that with instrumenta- 
tion; powerful methods may be deployed with ease and by those with little know- 
ledge of them. When used correctly they can greatly enhance the analysis, but with 
inadequate or poor data misleading conclusions will be generated with facility. 

The range of methods and their scope is shown by the symposium arranged by 
Kowalski 9~ and the books of Massart, Dijkstra and Kaufman 10~, and Kateman and 
Pijpers m. For the purpose of discussion they may be grouped as (i) statistical - -  
quality control ; (ii) improvement in quality of signal (iii) improvement in quality of 
the method (iv) extraction of analytical information. 

4.2 Consideration of Selected Methods and Strategies 

4.2.1 Statistical Methods 

Many of the standard methods of statistics have been applied for quality control for 
many years. The computer has merely made their routine application easier, and 
enables the results to be presented in a more useful form. For example, it is 
possible to program the computer to take the analytical output, to combine it 
with other data so that the output is in the form of a decision e.g. "this sample is 
acceptable" or "this sample is suitable for internal use, but not for outside 
customers" or "this sample is not to specification, being deficient in the following 
respects . . . "  This is time-saving and reduces error at the decision-making stage. 

Because analytical results can be accumulated over long periods on easily 
accessible disks - -  a big improvement on laboratory notebooks - -  it is easier to 
evaluate the performance of a method or process over a period of time. It is 
easy to determine the frequency of defects in performance, both by inspection 
and by more formal methods. One of these which is being used more widely is the 
cusum procedure. A reference value, k, is selected; typically it is the mean value of 
the expected result. Then sequentially the cumulative sum, S i, is calculated 

i 

Si--  ~ ( x j - k )  
j = l  

where xj is the jth result. Since some results are low and some high, a perfect 
process would result in a plot of S i v s  j being a horizontal line with S i being approxi- 
mately zero. If, however there is a positive or negative bias, the cusum curve will 
deviate from the horizontal, and the slope will be indicative of the extent of  
malfunction. This is an example of a simple form of statistical analysis, which gives 
improved information, compared to standard control charts, but which is tedious to 
carry out by hand. 
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It is also a form of time series analysis, which is a growth point in statistics. It is to 
be expected that as improved and novel statistical methods are developed, accumulat- 
ed data will be used increasingly for the purposes of quality control and forecasting 
performance. 

4.2.2 Improvement in Quality of Signal 

There are few things more satisfying to the experimentalist than seeing the improved 
quality of signal which is obtained with modern instrumentation compared to the 
old. Spectral bands, which previously were bumps on the side of a peak are 
clearly resolved; signals formerly buried in background noise are extracted and 
evaluated with certainty. Some of this improvement is due to the developments in 
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electronics described above, but much is due to the application of mathematical 
methods. 

The result of collecting data in digitised form and processing it with very basic 
methods is shown in the example of the infrared spectrum of butyl methacrylate in 
carbon tetrachloride Fig. 5 12~. Horlick and Hieftje have reviewed a number of 
methods, especially autocorrelation, and demonstrated how effectively signal can be 
extracted from noise 13~. All methods depending on the supposition that noise is 
generated randomly whereas the signal is regular. Thus it is possible to categorise 
regularly generated noise, e.g. mains intereference, as signal, but elementary 
checks should prevent misleading conclusions being drawn. 

Perhaps the most dramatic example of the improvement in signal brought about 
by mathematical means is the application of the Fourier transform to infrared and 
NMR spectroscopy ~4-~6~. In the former instance, interferometry has become a 
practical possibility and in the latter it has permitted carbon-13 NMR to be 
developed. 

4.2.3 Improvement in the Quality of the Method --  Optimisation 

Everyone believes, or at least hopes, that their experiment is carried out under 
"optimum conditions". The time-honoured way of doing this is to vary one of the 
perceived variables in the experiments whilst keeping all others constant in order to 
establish the point or range of maximum benefit. Then that is fixed and another is 
varied and so on until the optimum conditions are established. This is a satisfactory 
procedure for most classical analytical methods, but it presupposes that the variables 
are independent of each other, which is not always the case, and it is a lengthy 
process if several variables have to be investigated. 

Even experimentally simple procedures may be complex. For example, if one were 
to develop continuous flow spectropnotometric methods of flow-injection analysis 
(such as described below) the following variables are relevant: concentrations of 
reactants; pH; physical dispersion of sample, which in turn is dependent on flow rate, 
tube diameters and size; configuration of the apparatus, whether tubes are coiled or 
straight, the presence, by design or accident, of mixing chambers; the rate of 
chemical reaction and the temperature. Because of the flexibility of the method, it 
is easy to "optimise" in the classical manner, but the variations in published 
versions of essentially the same procedure suggest that more often "acceptable" 
rather than "optimum" conditions have been established. It is obvious that many of 
the variables interact, for example the concentration of reactants affects both the 
thermodynamic equilibrium and the rate of reaction. Furthermore, there is a tracit 
assumption that in optimising, one is aiming for the most sensitive, reproducible and 
accurate analytical method. This is not necessarily so, for it may be acceptable to 
trade off accuracy and precision in order to maximise economy of operation e.g. 
minimum reagent consumption or speed. 

There is every advantage in understanding the system thoroughly so that the 
various interactions can be recognised and the best conditions be established. This 
type of problem is commonplace in engineering design and management science, 
and numerous strategies have been examined. These fall into the following broad 
categories: 
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(i) Simultaneous experimental designs. Such variables, or factors, as are perceived to 
be important are determined before - -  hand and a series of experiments are 
carried out in which these variables are altered simultaneously according to some 
fixed procedure. Then by a statistical analysis of  results the effects of each variable 
and interactions between them can be evaluated and the optimum conditions 
determined. 

(ii) Linear programming. This is a method which is widely used in engineering and 
management science, and for which standard computer programs are available 1T~ 
It has not been widely used so far for chemical analysis is). The principle of the 
method is that the relationships between many of the variables in any given 
problem may be represented by a series of  linear equations whose range of applicabi- 
lity are limited by well defined constraints. In the ideal situation these would be a set 
of simultaneous equations which could be solved to give the optimum set of 
parameters. In reality there is no exact solution, but by application of linear 
programming, normally the simplex method, the best compromise can be established. 
Further, the effect of varying the boundary conditions is easily established and it is 
also possible to optimise for different objectives e.g. the most sensitive method or the 
most economic. 

To illustrate the method we may consider a standard spectrophotometric method, 
in which the basic relationships at equilibria between absorbance, A, and reagent 
concentration, JR], metal ion concentration [M], and pH, are defined as a series of 
linear equations within definable boundary conditions (Table 1. Eqns. 1-6 and Fig. 6). 
By inspection the conditions defined by equation 2, would appear to be optimum and 
these are the ones conventionally recommended. However, if there was a desire 
to minimise reagent cost, the conditions given in Equation 5 might be preferable 
provided the metal ion concentration range were acceptable and the pH could be 
controlled over a narrow range. If  time, t, is taken into account there is a direct 
relationship between sensitivity and reagent concentration, Eqn. 7. At this stage the 
problem is so trivial that it would be inappropriate to apply formal mathematical 
procedures to its ~sglution. However, of one then considers other parameters. The 
procedures to its solution. However, if one then considers other parameters such 
as the cost of the determination (reagents + instrument, time + labour) or 
restrictions imposed by the sample, the relationship between the variables is too 

Table 1. Bas ic  r e l a t ionsh ips  in a h y p o t h e t i c a l  c o m p l e x  f o r m a t i o n  r e a c t i o n  

E q u a t i o n  B o u n d a r y  C o n d i t i o n s  

[R], M [M], M p H  

1. A---- kl  [ M ] p H  + C 1 10 - 4  1 0 - 6 - -  5 x  10 - s  3 - 5  
2. A = k 2 [M] 10 -4  10 -6  - -  5 ×  10 - s  5 - 8  

3. A = - - k  a [M] p H  + C 2 10 - 4  10 -6  - -  5 x 10 - s  8 - 9  
4. A = k 1 [M] p H  + C a 10 . 5  I0  -6  - -  5 x 10 . 6  1 -5  
5. m = k 2 ['IVI] 10 -5  10 - 6  - -  5 x 10 - 6  6 .8 -7 .2  

6. A = k s [M] p H  + C 4 10 -5  10 - 6  - -  5 × 10 . 6  7 . 2 - 9  
7. A = k 6 t [R]  + C5 10 - 4  10 -6  - -  5 x 10 -5  5 -8  
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Fig. 6 a and b. Classical "optimisation" procedure 
using data from table 4.1. Note one variable, 
[M], remains fixed at a predetermined value. 
a [R] = 10 -4 M; b [R] = 10 -5 M, optimum pH 
region shaded 

complex to be revealed by simple graphical procedures. I f  this is true for one 
of  the simplest of  analytical methods, how much truer it must be for automated 
systems where in addition to the chemistry, one has to allow for physical factors 
such as flow and where marginal savings in the cost of  an individual analysis may 
have an impact on the overall budget because so many determinations are performed. 
The disadvantage of  the method is that the system has to be fairly well under- 
stood before it can be applied, so it is preeminently suited for managerial assessment 
o f  major analytical procedures. A modification o f  the simplex method applicable to 
the optimisation o f  small systems is now described. 

(iii) Sequential methods of  experimental design --  modified simplex. This method 
has some similarities with the classical optimisation procedure, in that the 
number o f  experiments required to determine the opt imum conditions, is not 
predetermined. Experiments are performed sequentially until it has been decided 
that an opt imum has been reached, however the procedure is very different and 
much more efficient. 

First, the objective is defined e.g. maximise absorbance, and so are the number  
o f  variables, n, to be investigated. Then n + 1 combinations o f  variables are selected 
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as a trial and n + 1 experiments are carried out. This combination is the first 
simplex which is defined as a geometrical figure with (n ÷ l) vertices. The results 
at each point are ranked in order o f  best to worst. The worst result, wl, is 
reflected through the centroid of  the simplex, to set up the second simplex, and the 
procedure is repeated. For  the second simplex, however, there is only one new 
experiment to be performed, that with the values of  the parameters as given by the 
reflected w 1. The procedure is applicable to n variables, but it is easiest to visualise in 
2-dimensional space, where the simplex is a triangle, or 3-dimensional space where 
the simplex is a tetrahedron. The idealised case is shown in Figs. 7 and 8. 
Obviously, fewer experiments are required to reach opt imum conditions, than would 
be the case if each variable were altered whilst the others were fixed, and this is 
especially significant if a large number o f  variables have to be considered. 

Morgan and Deeming, in a benchmark paper which describes the method, 19~ due 
in the first instance to Nelder and Mead 2o~, found that only 26 experiments were 
required to optimise a complicated spectrophotometric method for the determination 
of  cholesterol in blood serum, for which five variables had to be taken into 
account. 

In reality, an even-paced series of  steps from starting point to optimisation, is 
neither to be expected nor desired, so the extent to which the simplex is modified is 
governed by a set of  rules, which are shown in algorithmic form in Fig. 9, and 
whose operation is illustrated in Fig. 10. Even these are not sufficient, and the 
basic procedure has been modified by Denton 2t~ to give a super modified simplex, 
in which it (a) is easier to adjust the size of  the simplex, to take big steps to begin with 
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Fig. 7. Principle of the Simplex method -- 1. Definitions and rules for a 2 -- dimensional 
approach to optimum T (= target) 
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Fig. 8. Principle of the Simplex method -- 2. Application of the basic procedure in a 2 -- dimensional 
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and small ones close to the opt imum and (b) takes into account reflections 
through a boundary condition, which would otherwise demand an impossible experi- 
ment. Other variations have also been proposed. All of  these are different in concept 
from the simplex procedure used in linear programming. 

One of  the attractions of  the method is that it is eminently computerisable, so that 
for an automated system in which the results o f  the simplex can be processed 
by a computer, which is then able to reset the apparatus for the next simplex, it is 
possible for a system to optimise itself. It is also, possible to detect different 
patterns of  interaction, in the mountaineering terminology which pervades the 
discipline, one may detect "ridges" o f  optimisation of  different "peaks". 

These facets are well illustrated by the papers of  Denton 21~ on atomic emission 
spectrometry and Steig and Nieman 22) on a chemiluminescence reaction. It was 
found, in the former, that different reactions were going on at different heights above 
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MODIFIED SIMPLEX METHOD: RULES FOR EXPANSION & CONTRACTION OF SIMPLEX 
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Fig. 9. Principle of the Modified Simplex method --  1. Schematic representation of the rules for ex- 
pansion and contraction of the simplex 

the plasma,  and that  each could be optimised by well-defined but  different experimental  
condit ions.  This study rationalised the apparent ly  contradic tory observations o f  ear- 
lier groups o f  workers,  who independently,  by the classical approach,  had each found 
jus t  one op t imum set of  conditions.  In the investigation of  Steig and Neiman,  
a mic rocompute r  was used to control  the optimisat ion process and again different 

Fig. 10a and b. Principle of the Modified Simplex method -- 2. Steps in the 2 --  dimensional • 
approach to T, showing (a) expansion (simplices 2-5) and (b) contraction (simplices 5 and 6) 
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optimum conditions were found to pertain for the determination of cobalt(II) and 
silver(I) with gallic acid and hydrogen peroxide. The optimisation procedure 
resulted in improved methods for the selective determination of both elements, and 
reduced the experimental investigation of the search for the optimum condition 
from about 1 week to 2 hours. 

This is a powerful empirical method which is likely to find widespread chemical 
application, but a fuller understanding of a particular system is likely to accrue from 
use of all three of the approaches described in this section. 

4.2.4 Extraction of Maximum Analytical Information from the Data 

Conventionally at present, the analyst may perform many different determinations 
on one sample, but then use each result independently for the decision-making 
process, for which the analysis is demanded. More recently, it has been recognised 
that the results used in totality may yield much more information about the 
sample. Three such methods will be taken as representative. 

Factor analysis. It is a truism that any observation may be a compound of 
several factors. In analysis one often seeks to hold all but one factor constant and 
measure the one against some standard: This approach has much to commend it; 
a result is obtained and the complexities involved in complete understanding of the 
system are avoided. In other disciplines it has not proven so easy to avoid the 
complications e.g. in psychology and social science the relative importance of 
hereditary and environmental characteristics or the relationship between race and 
intelligence are matters of controversey, and so the field of factor analysis has been 
developed. The objective is to extract from the data available, the humber of 
independent factors present and their relative importance. 

A chemical example is the mass spectrum of a mixture of oils. It is possible to 
construct a matrix which relates relative intensity of a component A at an m/e value 
n, a n etc. : 

component~  m/e 

A 

B 

C 

1 2 3 . . . n  

a l  a 2  a 3  . . .  a n 

bl b2 b 3 . . . b .  

C 1 C 2 C 3 . . .  C n 

The observed signal at m/e of n is given by XAa n -k- XBb, + X C, ... where X A is the 
fraction of component A in the mixture. By appropriate matrix manipulation, which 
constitutes the factor analysis, it is possible to calculate X A, X B etc. Interestingly, 
it is also possible to deduce the number of independent factors, so that if an 
unexpected oil were present in the mixture this would be shown up. 

In a practical example adapted from the early work of Gallegos et al. 23), the 

22 



Trends in Analytical Chemistry 

various fractions of Kuwait waxy distillate oil are routinely analysed at BP Sunbury 
Research Laboratories by high resolution mass spectrometry. Drs. Maddens and 
Meade have written about this work as follows 24). 

"The coupling of on-line computer to the mass spectrometer has permitted the 
gathering of data on a much larger scale. It is now possible to measure the 
atomic mass of a//the ions in a high resolution mass spectrum to within a few ppm. 
. . .  The complexity of petroleum products precludes analysis of higher boiling 
fractions in terms of individual compounds. Type analyses are widely used; the 
'19 x 19' method 23). This involves mass measurement and peak intensity measure- 
ment of over a hundred peaks. The peaks are summed into groups and multiplied 
by a 19 x 19 matrix. The results are normalised, averaged and printed. By hand 
this operation, per spectrum, takes 2-3 hr. By on-line computer 16 spectra can be 
analysed in less than 2 min." 
There are a number of methods closely related to factor analysis and some of 

these exploit its capability of being able to abstract from the data the number of 
independent factors which are operating. This is clearly of value for elucidating 
complex systems, for spectral analysis of mixtures and may be employed for pattern 
recognition analysis. 

The book by Malinowski and Howery 25~ concisely describes the method and re- 
views its chemical applications, that by Cattell 26) is more expansive. Both serve to 
suggest that the method will be increasingly applied to chemical analysis. 

Pattern recognition and cluster analysis. In many current applications of large 
analyses, the results are viewed on a one-by-one basis. One may routinely measure 
8 components of blood sera and then see if any single one is beyond acceptable 
limits. It may make more sense, however, to view the eight results as one group for 
it is well established that there are interactions which lead to the likelihood 
that a diagnosis based on a single limit measurement will be erroneous z7). What 
is really needed is a way in which to recognise distinctive patterns within large 
amounts of  data. This is the object of "pattern recognition analysis" which 
contains within it as a sub-group "cluster analysis" 2s-30) 

The terminology is a little obscure for the historic reason that much of the early 
development was carried out as an investigation of machine intelligence. This has 
given rise to the two major classes of  the method being termed "superviSed 
learning" and "unsupervised learning". These are most simply defined by example. 

"Supervised learning" techniques are applied when one is seeking to classify a set 
of  data with the aid of previously defined patterns. In analysis one of the most 
investigated problems of this sort has been the interpretation of mass spectra, both 
with respect to identifying components of a mixture and for naming an unknown 
compound on the basis of fragmentation patterns. 

"Unsupervised learning" techniques are used when the data is being examined to 
see if any patterns can be recognised within it. A striking example is provided by 
Batchelor (Fig. 11), who, by using three parameters from the analysis of  urine, 
showed that useful diagnostic information could be obtained about an individual 
patient 2s). Having achieved both a separation of data into clusters and an 
association of a cluster with some medical effect, the next stage is to convert the 
pattern recognition procedure to "supervised learning" and to set up a procedure 
whereby the analytical information can directly assist medical diagnosis. 
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Fig. 11. Cluster analysis used to assist in diagnosis of kidney diseases (adapted from Batchelor 4.18)). 
(A) acute nephritis, (B) nephrotic syndrome, (C) normal, (D) acute renal infection, (E) essential 
hypertension, and (F) chronic renal failure 

It is easy to be deceived by such a example. There is m guarantee that clusters 
will be found within a given set of data or that any physical meaning attaches to 
those that are. There is no fixed procedure which is applicable to all types of  data 
nor one that is completely automatic. What is available are a number of procedures 
for the classification which at crucial stages involve the experimenter exercising his 
own judgment. They are a sophisticated aid to the analysis of complex data. 
One of the methods available, the compound classifier method detailed by Batchelor, 
will be outlined, as being representative of the style of cluster analysis. 

Consider the original points a, b . . . .  j as shown in Fig. 12. 
They are shown in 2 dimensions, but can be in any number of dimensions since 

each data point can be represented by a vector x 1, x 2, x 3 ... x n. The data is 
searched and the two nearest points are found, b and c. These are then eliminated 
and replaced by one point at their centroid, I. The next closest pair is a and 1 and 
these in turn are replaced by their centroid, 2. The procedure continues until all of 
the data is reduced to one point, in this case, 9. It will be noted that joining the 
two points 2 and 7 to give centroid 8, and 8 and 5 to give centroid 9 involve 
appreciably greater distances, than the earlier steps, b-c, h-i etc. All of  this can be 
done quite automatically and rapidly by a computer, but the next stage involves some 
judgment. The results of the above procedure can be plotted out as a dendogram, 
which shows the branching points. The experimenter now has to decide which of 
these are important. In this instance it is likely that points 2, 7 and 5 would be taken 
as locates, i.e. centre of the cluster for a-c, d-g and h-j respectively. Then the program 
continues by defining limits to the clusters and establishes intercluster distances and 
sets up various checks as to the independence of a cluster. The elements of  judgment 
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Fig. 12. Schematic procedure 
for cluster analysis. Original 
data points are shown as letters 
a-j; the sequence of joining 

/ nearest neighbours and replac- 
ing them with the centroid is 
shown numerically. The dendo- 

9 gram is shown below, the lengths 
of each branch being approxi- 
mately proportional to the di- 
stance between the points or 
locates being joined 

may be seen in this stylised example. Is point g, really associated with d, e and f or 
is it best left on its own ? Is it better to consider a, b, c, d, e, f and g as one large group 
rather than two smaller ones? In real samples with a large amount  of  data it is not  
always so easy, and there is the fundamental  point that any classification is 
going to contain subgroups which are sometimes best considered separately and at 
other times are more conveniently placed within the parent group. An  example of  
classification o f  acoustic emissions is given in Fig. 13. 

F rom the chemists' viewpoint the technique has been pioneered by Kowalski, 
who has described it very clearly in benchmark papers 3o, 31) reviewed it 3 2 )  demon- 
strated that it is equally applicable to the classification of  the clays used in ancient 
pottery and to the identification of  oils f rom spillage incidents a3), and has made his 
set o f  computer programs A R T H U R  available to the scientific community. Many  
others, have been active within the area and their work has been comprehensively 
reviewed by Kryger 34) and Varmuza 3s) who has also described virtually all o f  the 
techniques which have been applied. All of  these have important features in 
common:  
(i) n parameters or n dimensional space may be used. 
(ii) The parameters may be cardinal or ordinal, i.e. exact measure with units, e.g. 
nm, s, v or a value judgement which may be placed on a simple scale, eg. red, green, 
blue being equivalent to 1, 2, 3 or very slow, slow, fairly slow, fast, very fast being 
equivalent to l, 2, 3, 4, 5. 
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Fig. 13. Cluster analysis of a batch of 64 acoustic emissions obtained from a stressed sample of 
polypropylene + 40 ~o calcium carbonate. Parameters: maximum amplitude, variance, and median 
frequency. The bounds of each cluster are indicated in the mapped projection 

(iii) A measure o f  similarity between two points X i and Xj is given by 

dlj : (kn_~_l(Xik-- Xjk)2) ~ 

where the summation is over the measurements, or  by 

S o = I - -  dij/MAX(do) 

where M A X  d 0 is the largest inter point distance. For  identical points Sij = 1 for 
completely dissimilar points S 0 = 0. 
(iv) Scaling is important because (i) distortions occur if one o f  the parameters is 
numerically dominant;  one is left with the pattern recognition equivalent o f  
differentiating small differences between large numbers (ii) the scale must  match 
the problem eg. if one were using data, one would use 1700 _ 100 cm -1 to 
sort out  carbonyls from other organics but a much finer scale would be required 
to group different carbonyls. 
(v) The program is developed through interaction with the problem. A program is 
written and tested on some suitable data. I f  satisfactory, it is tried out  on more  test 
data until the operator is satisfied that the programme can be relied upon to solve 
the problem i.e. there is no black box solution, the chemist must be in full 
control o f  the data analysis. 
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(vi) It helps to display the results in two dimensions by non-linear mapping. By this 
means the clusters are often easily recognised, whereas in n-dimensional space they 
are virtually beyond conception. 

Because of the flexibility of the approach, especially the possibility of linking 
quantitative chemical data with non-chemical data it is a most valuable addition to 
the armoury of the analytical chemist. By the same token it is a double-edged 
sword which must be treated with care. 

5 N e w  T e c h n i q u e s  

5.1 Introduction 

Despite the reservations noted above, it would be improper if no comment at all 
were made on the future of new techniques. In general, the trends of the last few 
decades suggest that developments in spectroscopy, chromatography and biological 
methods will continue to take place. Some of these will be in the direction of 
improving the speed, sensitivity and resolution of existing techniques, others may be 
the establishment of entirely new methods. 

Of  the other established methods one can be less certain. Electrochemical methods, 
other than ion selective electrodes, seem to be practised more in academic laboratories 
than industrial, and are prone to fundamental problems relating to electrode 
contamination and chemical interferences. Nuclear methods would seem to have 
reached their apogee (if one classifies radio immuno assay as biological rather 
than nuclear) and the same seems to be true of thermal methods. This is ~aot to say 
that these methods will not continue to be used and to be important. It is a 
comment that despite the missionary work of numerous adherents of  these methods, 
one notes in the large industrial laboratories much more application of and enthusiasm 
for spectroscopy, chromatography and biological methods. 

It is even more difficult to predict the future of  kinetic methods. There is scope 
here for considerable development and they have many advantages; they can be used 
for "difficult" mixtures, they are well suited for automation and kinetics is an 
integral part of every course in chemistry, so its principles are well understood. 
However, as yet, these methods have not become as widespread as one might 
expect) 

Three new techniques will now be described to give a "flavour" of growth areas. 
The first, flow injection analysis, demonstrates how chemical methods may be 
reinvigorated by adoption to continuous flow analysis. The next, thin film analysis, 
is being hailed as a major breakthrough in clinical analysis. It is an excellent 
example of  the imaginative science and ingenuity which typifies many biological 
methods and clinical analysis. The last, analysis based on acoustic emissions, is an 

1 Six years ago one of us vividly remembers a very distinguished analytical chemist predicting, 
during the course of a brilliant lecture on novel kinetic methods, that within 4--5 years a kinetic 
method would be first choice for the majority of analytical determinations. 
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example of the applications of a novel physical method in which acoustic energy is 
exploited for analytical purposes; one which may or may not prove of value in the 
long run. 

5.2 Flow Injection Analysis 

Skeggs in 1957 made a breakthrough in automated chemical analysis, by demonstrat- 
ing how chemical procedures could be carried out on a continuous flow basis. 
His ideas were exploited by Technicon who developed the Autoanalyser, which in one 
form or another has become the main stay of clinical analysis. The key step as 
Skeggs saw it was to introduce bubbles of air into the sample and reagent streams so 
that each sample-reagznt mixture was separated from the preceding and following 
by a barrier of air. This procedure, although extremely effective, does require the 
introducZion of air, its removal before measurement and a careful proportioning of 
the streams of reagents and sample. 

Several workers 36) have questioned the importance of air-semnentation, which 
was Skeggs' breakthrough and which has been held as an item of faith over 
20 years of continuous flow analysis (CFA). They have all shown that satisfactory 
analyses without carryover of  sample are feasible without air segmentation, but 
there is a split of opinion as to whether a mixing chamber is desirable or not. 
Pungor's group in Hungary have favoured a mixing chamber on the grounds that 
it results in good precision and is especially suitable for the electrochemical sensors 
which they prefer 37). The thinking behind this approach is in the mainstream of 
CFA, in that it seeks to put a standard chemical procedure onto a continuous flow 
basis. The more radical approach is that which dispenses with the mixing chamber, 
and it is this which is described briefly below. K. K. Stewart in the US and 
Ruzicka and Hansen in Denmark have been the pioneers, the latter being responsible 
for coining the term Flow Injection Analysis, FIA, and for many innovations in the 
field 38.39) 

A diagram of one of the simplest form of FIA is shown in Fig. 14a. It 
consists simply of a carrier stream of reagent propelled by either a pump or a constant 
head device, and injection system, a detector and a recorder. Typically the carrier 
stream is a solution of organic reagent, buffered to a suitable pH and containing any 
appropriate masking agents and the sample is a solution containing a metal ion which 
is to be determined. The sample is injected directly into the carrier stream. The 
analysis time is ca 15 s, the sample throughout may be up to 200h -1, the 
sample volume is 5-300 ~tl and the precision is 1-2 per cent. For typical results see 
Fig. 14b. 

On the practical side, non-segmented systems have much more tolerance with 
respect to pumping and sample injection than the air-segmented system. This enables 
one to create a working analytical system from parts available in most laboratories. 
The exercise makes for a good Friday afternoon experiment or student project. Not 
surprisingly there are almost as many systems as there are workers, as is evident 
from the papers presented at a conference in Amsterdam, published as a special issue 
of Anal. Chim. Acta 4°). Systems developed from the cheap modular system of 
Ruzicka and Hansen and from the HPLC based system of Stewart, are available 
commercially. The choice between DIY and a commercial model is straightforward 
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Fig. 14a. Schematic arrangement for Flow Injection Analysis for a simple spectrophotometric 
determination, b A typical experimental output from such a system, showing lack of carry over even 
with large samples. (Metal ion: Bismuth; Reagent: Pyrocatechol violet, 5 x 10 -3  M ;  pH: 2-4; Sample 
size: 200 ttl; Analysis rate: 80 hr -t) 

and depends on the individual's needs and resources. However,  it is worth noting 
that the rudimentary 'LEGO' system of  Ruzicka and Hansen is surprisingly robust; 
as developed by Bergamin's group in Brazil it is used routinely for the 1000 determina- 
t ions per day o f  diverse samples of  soils and waters from Amazonia .  

The flexibility o f  the apparatus stems directly from the avoidance o f  air segmenta- 
tion, and for systems without mixing chambers.  There are, in addition to the 
mechanical  benefits, some interesting chemical possibilities. 

The physical dispersion of  a plug o f  sample in a liquid flowing through a pipe was 
thoroughly discussed by Taylor in 1953 4~). His theory, although modified in some 
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Direction of flow 

No dispersion Dispersion predomi- Dispersion by convec- Dispersion predomi- 
nantly by convection tion and diffusion ncmtty by diffusion 

a b c d 

Fig. 15 a--d. Concentration profiles of samples monitored downstream from the point of injection and 
their relationship to the mode of mixing (schematic) 

detail by subsequent workers, provides a good starting point for understanding FIA. 
In essence, it is that there are two major modes of physical dispersion (i) convection, 
which gives rise to the parabolic plug and (ii) radial molecular diffusion, which 
results in a much more symmetrical distribution of sample (Fig. 15). The relative 
importance of these modes of dispersion depends on flow rate, tube length and radius. 
Under Taylorian conditions, it is radial molecular diffusion that is the most 
important, and which brings about rapid and complete mixing of sample and 
carrier. Thus, there are three basic options open in FIA: 
(i) To use short tubes and relatively high flow rate to minimise physical dispersion. 
This is useful if the FIA system is to be used as a sample inlet system for atomic 
absorption spectroscopy, pH or pM measurements etc. 
(ii) To achieve a medium degree of dispersion so that mixing of carrier and sample 
plug is complete but the concentration profile is asymmetric. This is a widely used 
option being suitable for spectrophotometric procedures. 
(iii) To use relatively long tubes and slow flow rate in order to achieve a wide 
dispersion of sample and near Gaussian concentration profiles. Under these condi- 
tions, the mixing of carrier and sample is largely by radial molecular diffusion. At 
any point in time the concentration of sample in a given section of the tube is 
given, according to Taylor, by the normal error curve, and the concentration of 
carrier in the same section is obtained by difference. Thus, if for example, the 
carrier stream contains a weak base and the sample a strong acid, a definable and 
reproducible pH gradient exists across the sample bolus, as illustrated by the titration 
curve of phosphoric acid (Fig. 16). If the carrier also contains a reagent which 
forms coloured complexes with a number of metal ions, and if the sample contains 
a mixture of these ions, the absorbance vs time curve reflects the sequential, pH 
dependant reactions. Consequently, mixtures of metal ions may be determined by one 
injection of sample 4.2,43). Of course, there is a time dependance as well, and the 
sample bolus moving down the tube resembles a mobile chemical reactor in which 
parameters such as pH and concentration of reactants vary with time in a reproducible 
way. Given the concurrent advances which are being made in image sensing 
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Fig. 16a. Experimental arrangement to establish a pH gradient by FIA with phosphate buffer. 
Sodium hydroxide is injected at S, disperses as shown in Fig. 15, and then interacts with phosphate 
at point of confluence; b Reaction between phosphoric acid and sodium hydroxide superimposed 
on the sodium hydroxide peak, i.e. the "dynamic' titration curve of phosphoric acid, which may be 
compared with that obtained under static conditions~ (Flowrate = 1.55 ml. min -~, sample size 
= 0.5 ml and [NaOH] = 0.75 M; different pH gradients may be obtained by varying these condi- 
tions) 

detectors and data  handling, there is great  potent ial  for analysis of  mixtures and the 
s tudy o f  chemical reactions. 

The analytical  applications o f  F I A  are too numerous  to detail,  but  Table 2 indicates 
the scope of  the method.  It is one which is proving o f  great interest to analysts, but  it 
has much to offer physical chemists studying dispersion phenomena and solut ion 
kinetics as well. Both air segmented and non-segmented continuous flow analysis 
systems are capable of  providing high sample throughput  and analytical reliability. 
The selection of  one system as opposed to another  may be made sometimes on 
purely chemical grounds, but there is the interesting possibil i ty that  the int roduct ion 
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of non-segmented systems will affect the strategy of CFA. The approach of 
Technicon to dealing with the problem of determining several substances in one 
sample is to use a computerised system, SMAC. It permits 40 simultaneous assays 
at a rate of 200 samples per hr, but costs ca £ 200,000. It exploits the fact that with air 
segmented systems, long reaction times are permissible. This approach for non- 
segmented systems, is not very attractive - -  the very speed of analysis makes it 
very difficult to proportion a sample into many parts and to perform parallel 
determinations. 

On the other hand, the apparatus is so cheap and simple to use that it may be 
feasible to run several independent systems in parallel. The obvious analogy is be- 
tween a hierarchical computer system linked to a mainframe and a series of 
dedicated microcomputers. Also the cheapness, speed and simplicity of non- 
segmented systems make them attractive for a small number of determinations, less 
than would be considered viable with Autoanalysers. 

5.3 Thin Film Analysis 

This is becoming known by the above name but the name used in the seminal 
papers of Curme et al. and Spayd et al. of Eastman Kodak Company is "multi 
layer film elements for clinical analysis" 44.,~5). It is a technique which unites two 
aspects of clinical analysis. One is the procedure for carrying out quantitative 
tests on fibre strips. These strips may be dipped into a sample of urine and 
instantly reveal the concentration of up to 8 basic components; it is an elegant 
variation of indicator paper. The other aspect is the increasing use being made of 
biological methods, particularly enzyme methods for clinical analysis. 

The achievement at Kodak is to design films, in which a transparent base is 
successively covered with layers of dry reactants and to top it with a layer onto 
which the sample is spotted. This last is known as the spreading layer. This is 
shown schematically in Figure 17. For the determination of glucose the chemistry 
layer consists of  glucose oxidase, 1,7-dihydroxynaphthalene and peroxidase bound 
with a gelatine binder. This is for the reaction sequence, which the formation of a 
coloured dye (2ma x, 490 rim) being formed in proportion to the concentration of 
added glucose. 

Approximately 10 ~1 of sample is required and after development, the density of 
the colour is measured via the transparent bottom layer by reflectance spectro- 
photometry. There is a relatively complex relationship between the signal and 
concentration, but with suitable transformations a perfectly acceptable calibration 
curve is obtained. 

The spotting may be done automatically, and the whole placed on a type of conveyor 
belt operation, so that it is possible to complete 3 analyses per min with a 7-rain 
reaction time. 

The technical difficulties of making films which, both work and stay in place are 
immense. But now the breakthrough has happened, many other and more complex 
chemistries have been fixed on film. Film is available for urea, triglycerides and 
anylase in blood sera, and even ion selective electrodes have been adapted for the 
detection of metal ions such as Na +, K +, etc. in a single step. 
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U 
Name of layer ~ sample 

Spreader layer TiOz-Cellutose Acetate 

Reagent layer 

Transparent 

support film 

Glucose oxidase bound 
with gelatine 

1.7-Dihydroxynophthotene 

Peroxidose 

Buffer 

Function 

Sample spreads and diffuses to next layer 

Gtucose*Oz.ZHzO glucose Gluconic Acid.HzO 
oxidase 

I 1.70HN. 
peroxidose 

Hake reflectance measurement 

Fig. 17. Schematic arrangement for the "thin film' analysis of glucose 

By virtue of its simplicity of operation and great chemical and biochemical 
adaptability it is coming into widespread use. 

5.4 Acoustic Emissions 

Methods of analysis based on sound were investigated in some detail during the 
19th century, but the primitive forms of detection then available made them im- 
practicable for routine analysis. Now, with the dramatic improvement in the detec- 
tion, recording and analysis of acoustic signals, a reevaluation of these methods is 
taking place. There has been a revival of the photoacoustic method of detecting the 
absorption of light and extensive use has been made of ultrasonics for the examina- 
tion of materials. One acoustic method which has recently been examined is that in 
which the sound emitted by materials under stress or from chemical reactions is 
used for analytical purposes 46,47). There have been some traditional examples of 
the technique; there is a 14th Century drawing of an analyst listening to a lump of 
sulphur to check its purity, and "singing tin" is similarly used. Nevertheless, it is 
only in the last decade that the phenomenon has received serious attention. 

At first the measurement process amounts to counting the number of acoustic 
emissions given out as a function of time. A microphone is placed on the sample 
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and the signals it detects are passed through some amplification and recording 
system set so that the arrival of signals greater than a preset threshold value are 
recorded. It was found that for solids the acoustic emission pattern reflects the 
physical and mechanical condition of the sample. The details of the origin of acoustic 
emissions is still being investigated, but there is no doubt that they are associated with 
microcrack formation. In solids the onset of  this form of mechanical deterioration is 
more readily detected by the acoustic signal than by microscopic examination. Thus 
metal fatigue may be recognised by changes in the acoustic trail before there is 
serious deterioration in mechanical performance. This is obviously an important piece 
of analytical information, and it is becoming quite common for structures under 
stress, such as large chemical reactors, to have microphones positioned around them 
so that the onset of  mechanical failure may be detected in time for remedial action 
to be taken. 

It has now been shown that sound is given out during the course of many chemical 
reactions, and that the acoustic energy released is possibly a measure of the extent 
of the reaction. If  this link is proved, then acoustic monitoring of chemical reactions 
may well become widespread since the detector (the microphone) is attached to the 
outside of the vessel in which the reaction takes place and sound is generated by 
reactions which are difficult to monitor by conventional means, such as gel formation. 
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Fig. 18. A n  ion exchange reaction followed acoustically via a microphone attached to the outside o f  
the column and potentiometrically via an ion-selective electrode in the effluent (solid line - -  
electrode response; dotted line - -  integrated acoustic energy). Inset: The raw plot of  acoustic power 
versus time 
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There is also the possibility of  following reactions in vivo, something of  obvious 
interest to clinicians. 

In addition to detecting the rate of  acoustic events, it is possible to measure 
acoustic power as a function of  time or to detect individual events. The time scale for 
the former is of  the order of  minutes, sometimes hours, that for the latter is micro 
seconds. Examples of  both are shown in Figures 18 and 19. 

There is still much that remains to be understood about this phenomenon. Pattern 
recognition analysis of  the individual systems indicates that the signals fall into well 
defined clusters and that these signals are characteristic for a given system 
(Fig. 13). There are various models for associating acoustic emission from solids with 
crack propogation. Still, it may turn out in the long run that the data becomes 
intractable, or uninterpretable, but even so the present studies serve to illustrate 
that there is still much to learn and exploit. 
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6 Total Systems Automation of a M a j o r  A n a l y t i c a l  P r o j e c t  

6.1 Introduction 

The final section of this chapter deals with a description of total systems automation 
in the analysis of tobacco smoke. This is used as an example partly because it is one 
of the few instances of large-scale laboratory automation of which full details have 
been published, but more importantly because it provides an example of both the 
benefits and the pitfalls which can be encountered when all the areas discussed 
previously are brought together for the solution of a specific problem. Here we give 
only a brief outline of the significant points; a full and detailed discussion of the 
project can be found in Ref. 48). 

The laboratory of the Government Chemist in London undertakes the analysis of 
tobacco smokes in order to produce 'league tables' (Fig. 20) of the tar and 
nicotine content of all cigarette brands available in the UK, on behalf of the 
British government. In this context ' tar '  is defined as the total particulate matter 
present in the main-stream smoke (inhaled smoke), adjusted for its content of water 
and nicotine alkaloids. 'Nicotine' is defined as the total nicotine-type alkaloids 
present in the mainstream smoke; both are expressed in mg per cigarette. The tar 
and nicotine 'league tables' are published every six months, and include details of 
approximately 130 brands of cigarette. 

6.2 Sampl ing  Procedures  

The extremely large numbers of cigarettes involved in the production of a table (appro- 
ximately 20,000) require a rigorously controlled sampling procedure and standardised 
methods of analysis to be applied if the results are to show any statistically significant 
difference between brands, as well as a true average yield for each brand over the 
sampling period. Variations may occur due to the types of tobacco used, changes in 
the types of filters, etc., used by the manufacturer, the age of the cigarettes at the 
time of analysis, and several other factors. 

At the start of the project in 1972, samples were purchased from retail shops, as it 
was thought this would give results which most closely reflected the tar and 
nicotine yields of cigarettes actually being consumed. Accordingly, one packet of each 
brand was bought from a large retailer in each of five regions for each of the six 
months of the survey, giving a total of thirty packets of each brand. It was found, 
however, that the samples obtained in this manner spanned a very wide age range, 
as a result of poor stock rotation, low demand for certain brands in particular 
areas, and patchy distribution. Since most cigarettes are smoked within a few 
months of manufacture, it was obviously unrepresentative to include in the 
survey results from samples which were several years old; sampling at retail outlets 
was therefore discontinued in favour of obtaining samples directly from the manu- 
facturers, and for subsequent surveys five packets of each brand were drawn 
directly from the factory warehouse each month. This ensured that the published 
tar and nicotine figures fairly represent the content of the cigarettes being sold at the 
time of publication of the table. 
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6.3 Analytical Procedures 

The first stage of the analysis involves smoking the cigarettes. It was obviously 
important that this should be done in a standardised and controlled fashion, in 
order to produce reproducible results, whilst at the same time mimicking as closely 
as possible the way in which cigarettes are smoked by humans, i.e. short 'puffs' inter- 
spersed by much longer periods of  smouldering. This is achieved by the use of  a 
commercially produced 20 channel smoking machine which smokes 20 samples 
simultaneously and which is capable of  reproducibly maintaining the volume, fre- 
quency, and duration of puffs, as well as the point at which smoking is terminated 
(the butt). The number of puffs required to smoke each cigarette is also recorded for 
each channel and sent to the central computer. Five cigarettes of  each type are smoked 
consecutively, and smoke from the cigarettes is drawn through a filter holder 
containing a glass fibre filter disc on which all particulate matter above 0.3 gm in 
diameter is trapped. The filter disc is then weighed using an electronic balance inter- 
faced to a central computer, the difference in weight of  the filter before and after 
smoking giving the total particulate matter (TPM) present in the smoke of the five 
cigarettes. The carbon monoxide present in the smoke is also determined using 
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Fig. 21. Schematic diagram of the autoanalyser method used for determining nicotine alkaloids. 
(Reproduced by courtesy of Dr. P. B. Stockwell) 
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"~ Fig. 20. "League table' published by the British povernment's health departments, showing tar and 
nicotine yields for cigarettes. (Reproduced with acknowledgement to the copyright owner) 
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a selective non-dispersive infrared (NDIR) detector, although at present these re- 
sults are not published in the tables. 

The filter disc is transferred to a stopperred flask containing ethanol and 
propan-2-ol, and shaken to extract the water present which is then determined by 
gas-liquid chromatography; the quantitity of water present is calculated from the 
ratio of the areas of the peaks for water (unknown) and ethanol (internal 
standard). The alkaloids are extracted from the filter disc using sulphuric acid and 
determined by a specially developed autoanalyser procedure based on the Koenig 
reaction; this is shown schematically in Fig. 21. Since the procedure was developed 
specially for this application, results obtained from it were compared closely with 
those produced by the traditional manual method, a steam distillation technique, 
before it was adopted as a standard method. 

6.4 Role of the Computer 

At the centre of the system is a Rank Xerox RX 530 computer, which is used not 
only to acquire and process data, but "also to generate a statistically designed 
testing sequence in the form of randomised smoking plans covering the entire period 
of a survey, to minimise the incidence of systematic errors. The analyst allocates 
a code to each packet of cigarettes according to manufacturer, brand, type of 
cigarette (plain, tipped, king size, etc.), and the factory of origin, as well as various 
other information. This code is used in the generation of the smoking plans and is 
associated with a particular computer file access code, allocated by the computer 
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Smoking machine 

SET UP 
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RX 

530  
Computer 

REPORT 
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Gas-liquid chromatograph 

Auto armll~r 

Fig. 22. Relationship between the major parts of the total automation system. (Reproduced by 
courtesy of Dr. P. B. Stockwell) 
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from a pool, to ' tag' the results from each stage of the analysis and direct them to 
the appropriate file. 

All the instruments are connected on-line to the computer, as shown in Fig. 22. 
The electronic balance and the puff counter send a direct digital output to the 
computer, whilst for the other instruments signals are sent to the computer in 
analogue form and subsequently digitised. Details of the samples and standards being 
analysed can be entered on a data terminal adjacent to each instrument, which may 
also be used to view or manipulate data held on the computer files. In the 
case of instruments such as the gas chromatograph and the autoanalyser, the data 
capture procedures are synchronised to the injection of each sample by means of a 
simple control interface known as a 'commbox' ,  developed specifically for this 
application. This unit also gives the analyst an audible warning if the computer 
fails to acknov~ledge receipt of data. 

In addition to the functions outlined above, the computer is also used to 
generate requests for new samples, validate results, perform statistical analyses of 
experimental data, and finally produce a report sheet setting out all the relevant 
information in tabular form. The fact that the computer is required to handle such a 
diversity of different tasks, many of which, must be performed simultaneously, 
necessitates the use of sophisticated software. The relationship between the analytical 
procedures, the computer files, and the control programme BRANDER is shown in 
Fig. 23. 
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Fig. 23. Schematic diagram showing the relationship between the automated analytical procedures, 
the data files, and the interactive control program (BRANDER). (Reproduced by courtesy of 
Dr. P. B. Stockwell) 
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6.5 Discussion 

The total automation system was introduced gradually over several years, via 
intermediate stages of semi-automation, and represented a major project which re- 
quired the coordinated skills of  a large number of specialists in such fields as 
chemistry, statistics, computer science, and electronics• The major benefits resulting 
from the use of this system in place of the manual and semi-automated systems 
which preceded it have been a substantial improvement in productivity and an overall 
saving in manpower, coupled with a simpler procedure from the analyst's point of 
view. In addition, it is now far simpler, thanks to the computer, to check the 
validity and statistical significance of the results obtained, and since the computer also 
handles much of the administration associated with the analyses, such as the 
generation of smoking plans and requests for samples, a lot of tedious paperwork has 
been eliminated. 

• However, the system also has its disadvantages, the greatest of which appears to 
be the use of a large central computer to perform all the computation required. 
This tends to be an inefficient solution because with a large number of  instruments 
and data terminals connected to it, the machine will spend a large proportion of  its 
time just performing the imput/output routines necessary to send data to and from 
the peripherals. I f  too many terminals, etc. attempt to communicate with the 
computer at once, a position is reached where the computer is fully occupied with 
the input/output routines, and has no time left for computation. At this point the 
system will crash, with the result that data from the various instruments connected to 
it is lost. The same situation can occur if the computer develops a fault, and so it is 
necessary to keep a manual record of results as an insurance against a crash 
occurring. 

At the time that this system was being planned and assembled, a large central 
computer represented the best solution to the problem, as microcomputers were not 
then available, and so these comments should not be taken as criticism of the way 
in which the system was designed. I f  the system were being planned for the first 
time today, however, a better approach might be to use a small microcomputer 
attached to each instrument which could control the instrument, acquire the experi- 
mental data from it, and perform the initial data reduction before transmitting the 
partially processed data to a central computer. This could now be much smaller, 
since it would no longer need to perform the data aquisition and control functions, 
nor would it need to be coupled on-line to the instruments continuously. The risk 
of  data being lost when a crash occurred would be eliminated, since the data would 
be stored in the microcomputer and could thus be re-transmitted at a suitable time 
later. 

6.6 Conclusion 

In many ways, this example is typical of modem analytical problems, where increas- 
ingly people are looking to automated analytical systems to provide the answer. 
It also demonstrates that with the increasing complexity of  such systems, it is no 
longer sufficient for the analyst to rely on his knowledge of chemistry alone. In 
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the future,  therefore,  we may  expect  to see analysts who  are ' a l l - rounders '  wi th  

a b a c k g r o u n d  in mathemat ics ,  c o m p u t e r  science and electronics in add i t ion  to 

their  chemica l  knowledge,  as well as analyt ica l  teams o f  perhaps  three or  four  

individuals ,  each o f  w h o m  is a specialist  in one  o f  the above  fields. 
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Topics in Photochemistry 

1 Introduction 

Until 1960 organic photochemistry was an only occasionally studied field. Part 
of the disinterest in photochemistry arose from the feeling by organic chemists that 
photochemical reactions were random and unpredictable. It was often stated that 
reactions occurred by virtue of the high energy imparted to reacting molecules by 
light photons absorbed. 

In 1960, the author 1-7) suggested that despite the high energy of excited states, 
these molecules did not react indiscriminately but, rather, transformed themselves 
by continuous electron redistribution. It was further suggested by the author that 
excited state molecules react by seeking out low energy pathways and avoiding 
high energy routes. It was proposed that excited state molecules are controlled by the 
same forces as ground state reacting species. Similarly, it was noted that the energy 
of excitation of molecules in solution is not directly available for random reaction. 
Beyond this, it was postulated that, given an excited state structure, organic chemical 
intuition (e.g. electron pushing) would suffice to rationalize, if not predict, photo- 
chemical reactions. In the intervening two decades, photochemical research has 
dramatically increased in activity. Photocl'/emical mechanisms have been intensively 
investigated, new reactions have accumulated in considerable number, and excited 
state structures have been elucidated. 

It is clear that the very nature of organic photochemistry has changed in the last 
two decades. A variety of methods has been developed for describing electronically 
excited organic molecules, a variety of methods for describing the nature of excited 
state reactions has evolved, and a number of  useful generalizations for predicting 
and understanding photochemical reactions has ensued. 

The purpose of this article is to describe the author's thinking about photo- 
chemical reactions and their mechanisms as well as about methods of dealing with 
organic photochemistry. The emphasis is very heavily on the contributions of 
the author. 

2 Use of Excited State Properties in Photochemistry 

2.1 Electron Densities 

2.1.1 General Philosophy 

One approach of use in ground state organic chemistry is a static one. This assumes 
that one can predict the reactivity of  a molecule from a description of the starting 
material itself. Thus, very electron rich centers are subject to electrophilic attack, 
electron poor sites in the molecules are expected to be susceptible to facile nucleophilic 
attack, weak bonds are subject to scission, etc. This approach is imperfect, in that a 
reaction course is really determined by a preference for the lowest energy transition 
state. Nevertheless, this starting state reasoning is quite useful, since most often it 
is, indeed, the predicted site of attack which affords the preferred transition state. 

The same approach is useful in organic photochemistry. For this method, 
however, one needs a description of the excited state of the reactant. For carbonyl 
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compounds, such descriptions are readily obtained from simple considerations. 
Because of their uniqueness, carbonyl excited states are discussed separately (vide 
infra). 

For hydrocarbon excited states, there are simple resonance structures which 
may be written. More precise, however, are descriptions based on molecular orbital 
methods. One example of  such a treatment is given in the following section. 

2.1.2 Example of meta-Electron Transmission 

The author's interest in this problem derived from an intriguing result reported 
by Havinga 8~ in 1959 of the photochemical solvolyses of  the isomeric nitrophenyl- 
phosphates and sulfates. It was observed by Havinga that the meta-isomers were 
more reactive than the para compounds, a result he noted was in contrast to ground 
state expectation and not explicable in terms of ordinary ground state qualitative 
resonance reasoning. 

This intriguing observation led the present author to investigate whether or not 
the phenomenon was more general and to search for a quantum mechanical basis 
for the chemistry. Two studies were carried out 1,10,m. In the first 1,1o~ a photo- 
chemical solvolysis of substituted-phenyl trityl ethers was encountered. Here p-nitro- 
phenyl and p-cyanophenyl trityl ethers were found to solvolyze thermally in the dark 
faster than the meta-isomers as expected. However, the meta-isomers solvolyzed 
more readily on irradiation, and the quantum yields were higher for the meta-isomers. 
Note Equations 1. 

Still another example of the phenomenon was encountered in a study of the 
photochemical solvolysis of 4-methoxybenzyl, 3-methoxybenzyl, and 3,5-dimethoxy- 
benzyl acetates and chlorides t, m. Note Equation 2. 

O--CPh 3 

ROH m p--NO2PhOH 
= 0 + Ph3C--OR 

Dark solvolysis 
NO2 observed 

O--  CPh 3 

m--N02 PhOH ( l a , b )  

NO 2 + Ph3C-OR 

=0.062 

O--CPh 3 

CN 

hv  
ROH ~ p--CNPhOH 

= 0.15 + Ph3C--OR 

O--  CPh 3 

hv m--CNPhOH ( l c , d )  

+ Ph3C--OR 

= 0.30 

CH2--OAc CH2--OH 

OMe Aq. Dioxane OMe 

ONe 
/+- NeO ~ = 0.016 Primarily homolytic products 
3-MeO ¢ = 0.10 Solvolysis and homo[ytic products 
3, 5-DiNeO ¢ =0.10 Solvolysis 

(2) 
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In 1961 the present author suggested 1,5,1o,11~ that  the anomalous  photochemical  
behavior  was due to the different propert ies  of  the excited states involved which 
contrasted in electron densities from the ground states. More  explicitly, it was 
suggested that in the excited state, meta- t ransmission of  electron density could be 
expected rather than or tho-para  transmission characteristic of  ground state aromat ic  
species. The molecular  orbital  rat ionale shown in Fig. 1 was presented 1,5,to,1~ 
Here, a generalized electron donat ing group D was simulated by a carbon bearing 
two unshared electrons. Then one has the - - C H y  : substituent and thus the benzyl 
carbanion  as a model. Fo r  the situation where one has an electron withdrawing 
group,  a --CH~- moiety was used to simulate a generalized electron withdrawing 
group. One can see that electronic excitation in the benzyl anion leads to enhancement 
of  electron density meta to the donor.  Similarly, electronic excitation in the benzyl 
cat ion leads to decreased electron density at the meta position. 

Explicit  MO calculations 1,5) on the various methoxy benzenes led to the same 
conclusion. Note  Fig. 2. It also was suggested 1,2, lo, 11~ that one could write convenient 
resonance structures to represent the excited state electron transmission. The solvo- 

~ i  71& 

i/,29 2.10 - -  ~ 

0.1/.29 \ \ 

\\\ 1.26 \ 
0.2500 \ 1 0 0 - -  
0.2500 \\~ #b \\ x"", ' I  

,0.1576\x \*oo X, I I 
|o.25oo \\ 2 0.00 \\ 

~o.o135', ('o , 
~ 01250 x \ \ - c  \ \  \ 

0.3153 " ~  \--4D4--- 1.00 \ 
.20.0566 ~"---e--~-1.26 ~ 

500 
0.1650 ~ 210 f  "~0.2500 
0.1250 - "  i ~ b 0 . 2 5 0 0  

0.1133 

Fig. 1. Benzyl MO's and excitation processes 
for the 6 and 8 electron species. Blacked 
portions qualitatively represent electron den- 
sities, a. Excitation of 6 electron system simu- 
lating an electron withdrawing group being 
present. Promotion from an MO with heavy 
meta density to an MO with no meta density. 
b. Excitation of 8 electron system simulating 
a donor group being present. Promotion from 
an MO with no meta density to an MO with 
heavy meta density 

/CH3 
0 1.953 (+0.047) 

.972 (+0.028) 
1.028 (-0.028) 

0.999 (+0.001) 
1.021 (-0.021) 

Ground state 

jCH3 
0 1.762( + 0.238) 

.734 (+ 0.266) 
1.167 ( -0.167} 

1.204 ( -0.204} 
0.762 (+0.238) 

First excited state 

Fig. 2. Ground and excited state elec- 
tron densities for methoxy aromatics 
from simple Htickel calculations 
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lysis can then be pictured in traditional organic chemical terms. For example, note 
Equation 3. 

O--CPh 3 +O~--CPh3 

I I 
o- o- 

Ph3C+ 

O- 

NO2 

~- Soivolysis 
produc~s [ 3 ) 

Since this early work, the phenomenon of meta-electron transmission has been 
extended very broadly in the very elegant and thorough research of Havinga and 
Coworkers 9). For example, the concept is seen to extend to a photochemical pre- 
ference for nucleophilic attack meta to an electron withdrawing group. 

2.2 The Role of Bond Orders in Mechanistic Organic Photochemistry 

2.2.1 Rationale 

In the preceding, we considered the use of electron densities of excited states in 
predicting photochemical reactivity. This is the static, starting state technique of the 
type considered in the introduction. Another static approach makes use of  excited 
state bond orders to predict reactivity. The basic assumption is that where the 
excited state has a high bond order between two orbitals at two centers of the molecule, 
there will be a tendency for these two centers to bond. Where the bond order is low, 
or especially where negative, the two centers will tend to repel. Two such centers 
certainly will not tend to form a bond. I f  already attached, the bond between the 
centers will tend to break. 

This reasoning was used by the author in 1961 1) to rationalize the ubiquitous 
photochemical cyclization of butadienes to cyclobutenes; here it was noted that the 
excited state has a high 1,4-bond order. The same reasoning was applied 6,12) to 
understanding the key step of cyclohexadienone rearrangements (vide infra). Still 
another example is the decreased central bond order in the excited state of  stilbene 
which, as Daudel has noted t3~, is in accord with photochemical cis-trans inter- 
conversion. 

2.2.2 Di-n-Methane Reactivity as an Example of  Bond Order Control 

One interesting example derived from the Di-n-Methane rearrangement 14-~6). The 
overall mechanism of the rearrangement is depicted in Scheme 1. 
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~o 
S I OF T I 

l h~,or h~, c, nd ISC 

S0 

Scheme I. Generalized Mechanism for the Di-~-Methane Rearrangement. 

The primary step of the rearrangement involves vinyl-vinyl (or more generally) 
n-n bridging in the excited state. It is readily seen that such bridging of two vinyl 
(or n) moieties in proximity to one another corresponds to a locus with a high bond 
order. This is depicted in Equation 4. 

The MO basis for this effect is seen quite simply in Fig. 3. Here it is seen that 
electron promotion is from MO 2 which is antibonding (having a negative bond 
order) between the orbitals at atoms 2 and 3; and, this promotion is to MO 3 which 
is bonding (i.e. with a positive and large bond order) between atoms 2 and 3. The 
net effect of excitation then is enhancement of the 2,3-bond order upon electronic 
excitation. 

C----C C--C 

P23 (Ground P23 (Excited 
state ) state) 

=1.00 =1.20 
(for ,'~-~: bonding distance) 

(z,) 

Atoms : 1 2 3 4 
M0 Z, I ~ 1 1  I I I  1 

MO 3 I I  t I  

M021 I ~  

M0 which is 2,3-bonding 

---'~-) M0 which is 2, 3-ant(bonding 

M01 I~ 

Wavefunction Wavefunction 
• positive [] negative 

Fig. 3. Excitation of two contiguous and overlapping vinyl groups, top view of MO's 
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2.2.3 Bond Orders and Type A Cyclohexadienone Reactivity 

Still another example of bond order control of photochemical reactivity is found in the 
photochemistry of 2,5-cyclohexadienones. Here, strong evidence suggests that the 
n-re* excited triplet is the species responsible for the rearrangement 6, t2,~T-z3). It 
is seen that the critical step is 13,13-bonding in the excited state. The reaction 
mechanism is depicted in Scheme 2. 

oo 
: 0  y 

hv (and 
intersystem 

oo crossing 
y 
Y 

R j ~R 

p- 
# , f l -  bonding 

o o  

;O y 

Type A 
Zwi t te r ion  

Scheme 2. Overall Mechanism of the Type A Rearrangement. 

o o  

0N 

R 

One of the most interesting theoretical results derives from configuration inter- 
action calculations t9). It was observed that of the triplets of photochemical interest, 
that is the n-re* and re-n* states, only the n-Tt* triplet reveals a high 13,13-bond order. 
The re-re* triplet possesses a negative bond order, thus suggesting that this triplet 
should exhibit a reluctance to 13,13-bond. Interestingly, the ground state of 4,4-diphe- 
nylcyclohexadienone also is 3,5-antibonding. Figure 4 summarizes this bond order 
information. 

o o o 

P35 = - 0.0678 P3S =+ 0.1005 P3S =- 0.0567 

n - ~ *  ~ - ~ *  
Ground s t o t e  Tr ip le t  Tr ip let  

Fig. 4. 13,13-bond Orders of the Triplets and Ground State of 3,5-cyclohexadienones 
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This bond order control is seen even in Hfickel tT' ts) and SCF 23) calculations on 
the 3,5-cyclohexadienone system. Although there are definite quantitative and other 
advantages to the use of SCF and SCF-CI calculations in organic chemistry, 
Htickel theory very frequently provides a reward in simplicity and in allowing one 
to understand the basic factors giving rise to some phenomenon. In the present 
instance, reference to Fig. 5 12,1%18,20) allows ready understanding of the n-n* 
13,13-bond order and its contrast with the n-n* excited state. 

'/ 1 ~4 (beta -beta bonding) 

n-:z* excitation with enhancement of 

/~-~-z~* excitation with nn enhancement of 

JJ =2 (beta-beta antibonding) 

6 II m ( b e t a - b e t a  bonding) 

Fig. 5. MO Representation of n-n* and n-n* Excitation Processes 
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2.2.4 Application of Bond Order Considerations to the Type A 
Zwitterion Rearrangement 

The Type A zwitterion (see Scheme 2) is a ubiquitous intermediate in a large variety 
of photochemical rearrangements. This intermediate was originally proposed by 
the author 1-4,7) as part of the photochemical mechanism to account for dienone 
photochemistry (vide supra). Since that time, it has proven possible to generate such 
zwitterions without the use of light by reaction of the alpha-bromo bicyclo[3.1.0]- 
hexan-2-ones with bases and the alpha-, alpha'-dibromo ketones with reducing 
agents 22-26). The mechanism of zwitterion rearrangement is included in Scheme 2. 
The transition state for the rearrangement may be envisaged as shown in Fig. 6. 

Bond ord£°~ Bond breaking 

BOnd order lower 

.56 

Fig. 6. Bond Order Effects in the Type A 
Zwitterion Rearrangement. Note: Basis 
orbitals are shown with arbitrary orien- 
tation, hence plus-minus overlaps do not 
imply antibonding between any parti- 
cular orbital pair. However, with an odd 
number of such overlaps, the system is 
M6bius 

The intriguing result is encountered wherein, for variously substituted zwitterions, 
carbon-6 in the rearrangement transition state has as the stronger bond the one 
which is being formed to proceed onward to product while the weaker bond with 
lower bond order is the one which is in the process of breaking. 

2.3 Reactivity of the Carbonyl Moiety 

2.3.1 Use of a Three Dimensional n-n* Model to Predict Reactivity 

Our starting point in dealing with photochemical reactivity of carbonyl compounds 
is a three-dimensional structure of  the n-n* excited state. Thus, in 1961 it was 
first suggested by Zimmerman 1-4, 7) that essentially all of  the known photochemical 
reactions of  ketones were explicable on the basis of the three dimensional structure 
of the n-n* excited state of the carbonyl group as shown in Fig. 7. In parallel studies 
Kasha dealt 27,28) with the hydrogen abstraction ability of the n-n* state. The 
Kasha and Zimmerman picture of hydrogen abstraction by the py orbital of  
n-n* states of a ketone or aldehyde paralleled the proclivity 29,3o) of t-butoxyl 
radical's oxygen atom to abstract hydrogen atoms. 
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c.3..0 o 
CH3~*"] i { '~y~-.," U (1}U"'Py 

Ground state 

x 

hu 

: 

CHy-.e~~ 

CH3f 0 (~ 
C3} 

(5) 

Fig. 7. Three Dimensional Representation of n-~* Excitation 

A convenient short-hand representation of such three dimensional structures in- 
troduced by Zimmerman t-4,7) is often convenient when one is following complex 
photochemical reactions. This two dimensional notation is shown in Equation 6 31). 
Thus Equation 6 in two dimensions represents the three dimensions of Equation 5. 

YY Y Y (6) n -:It :~ 
Ground s ta te  Exc i ted s ta te  

It is noted that the above n-x* model is an approximate one which provides a 
qualitative description of both singlet and triplet excited states. 

Hydrogen abstraction is discussed again below in connection with MO Following; 
there we complete the discussion, obtaining a correlation diagram and showing 
that the reaction is, indeed, continuous to ground state and allowed as shown. 

2.3.2 A Simple Type of Behavior" py-Orbital Reactivity and Some Examples 
of py-Orbital Behavior 

The special case of hydrogen abstraction has been discussed in connection with 
the simple model for the n-x* excited state. However, it was noted in 1959~2 by 
Zimmerman t-3,7) that a major fraction of the organic photochemistry of carbonyl 
compounds was explicable on the basis of simple basic principles and this simple 
model for the carbonyl group. 

For example, oxetane formation was envisaged 12) as involving a parallel attack 
of the electrophilic py orbital on the ~ system of a double bond rather than on a 
hydrogen atom of a hydrogen donor. 

Similarly, the Norrish Type I acyl fission process was depicted 1,3-5) as proceeding 
by gradual disengagement of the alkyl moiety initially bonded to the carbonyl 
carbon thus leaving an acyl radical. This process was noted as arising by overlap 
of the electron deficient Pv orbital with weakening of the alkyl to carbonyl carbon 
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bond. Thus, the py orbital of the n-n* state has only one electron and an electron 
deficiency consisting of an "electron hole". This positive "hole" can be pictured as 
being delocalized into the alkyl to carbonyl carbon bond, thus weakening the bond. 
Note Equation 7. 

R R ~ " C ~  p, R. + R ~ ' ~  (7) 

Also, beginning in 1961 it was noted by the author 1,3,4) that there are two 
general kinds of n-n* reactions, those leading directly to ground state of photo- 
product and those involving several steps before ground state is reached. The present 
example of the Norrish Type I (i.e. acyl fission) reaction is one of several of the first 
variety. 

During the disengagement process there are three orbitals which overlap in a 
linear array: the py oxygen, the carbonyl carbon hybrid orbital bonding to the alkyl 
group, and the orbital centered on the alkyl group being disengaged. Thus, 
somewhere near "half  reaction", one has an allyl-like array of orbitals with a total 
of three electrons. If  we were to assume equal electronegativity everywhere, clearly 
a very approximate assumption, we would predict the distribution of the allyl 
free radical with 1.5 electrors in the sigma bond being broken. This type of delocal- 
ization involving sigma bonds has been discussed in many different instances by 
R. Hoffmann 32) and extended Htickel theory could be applied here to demonstrate 
the onset of this delocalization in the n-n* ketone prior to bond weakening. 

Still another reaction which is readily susceptible to our n-n* model is the Norrish 
Type II with concomitant cyclobutanol formation (i.e. the Yang reaction 33)). This 
mechanism was described in detail by the author ~.3, ~2), again in those early papers. 
Here the two dimensional "circle-dot-y" notation suffices and is convenient. Note 
Equation 8. 

CmC 

h u  

C--~ C----C / \ 
.'o:. C,c . - o  

\C" 

C--~ ~yo.g /C 
/ \o \ r eac t i on  = yO~ - -  " C ~C--OH 

CXC-- H ~C / 

(8) 

2.3.3 The Second Type of Reactivity: n* Photochemical Effects 

Also in those early years the present author t-5) noted that photochemical reactions 
of the n-n* states might arise by virtue of the changed n system which had one extra 
electron relative to ground state. 
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One interesting example cited ~,4.5) was alpha-expulsion. Here a moiety, X, alpha 
to the carbonyl group was noted to be subject to expulsion as an anionic species or as 
an odd-electron fragment, the mode depending on whether the solvent is ionic (favor- 
ing ionic fission) or non-polar (favoring radical fission). This is not surprising to the 
organic chemist adept at electron pushing when he views the structure of the 
n-n* excited state as in Scheme 3. 

X tOY X "0 y+ 
oo oo 

Homolytic Heterolytic 
fission fission 

\ / \ / 
C--C C~C 

/ ?0, / }o- 
oo oo 

X. X. ~ 

Scheme 3. Mechanism for alpha-Expulsion. 

The alpha expulsion of chlorine atom from chloroacetone in the gas phase was 
cited 1,4, 5) as one example of the homolytic fission while formation of chloride anion 
and alpha-hydroxyacetic acid from chloroacetic acid in aqueous solution was given 
as an example of anionic explusion. 

Still further examples were found ,,34~ in the photochemical rearrangement of 
~,[3-epoxyketones to beta-diketones. Here the alpha C-O bond is broken homo- 
lytically in the primary photochemical process. 

3 The M6bius-Hiickel Concept and Photochemistry 

3.1 Application to Correlation Diagrams 

We now turn to a different type of photochemistry and different mechanistic 
questions, namely photochemical pericyclic reactions and the utility of the M6bius- 
Htickel treatment of these transformations. 

The M6bius-H/ickel concept was introduced by Zimmerman in 1966 35). It was 
suggested that each cyclic array of orbitals in a reacting system may be categorized 
as a "Htickel type" or a "M6bius type", depending on the number of plus-minus 
overlaps between adjacent orbitals. With zero or an even number of such sign 
inversions, the system is a Htickel variety array while with one or some other odd 
number the system is a M6bius system. 
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In selecting orbitals to constitute a cyclic array, one needs to select those orbitals 
involved in bonding changes during a reaction, photochemical or ground state. 
The orbitals used are the so-called basis orbitals, i.e. the set of atomic or hybrid 
orbitals used in a molecular orbital calculation and are not to be confused with 
final MO's. Note the unrealistic but instructive two arrays given in Figure 8. 

The M6bius-Htickel approach now has become common to a large number of 
undergraduate textbooks because of its facile application to ground state chemistry. 
The method does not really differ in conclusions and derived rules from the Dewar 
method presented a year later 36) 

HQcket type M~Jbius type 
_ - -  + , - - o v e r l a p  

Fig. 8. Examples of Mrbius and Hiickel 
Orbital Arrays 

The relevance of M6bius-Htickel theory 35) to organic photochemistry is seen 
first in its ability to allow facile construction of correlation diagrams and hence to 
predict reaction forbiddeness and allowedness. 

The starting point are two mnemonics, one due to Frost aT) and one due to 
Zimmerman 35,3s). The Frost mnemonic analytically gives the MO energies of a 
Hiickel cyclic array of equi-energetic orbitals while the Zimmerman mnemonic 
similarly gives the MO energies of a M6bius array. For each of the two mnemonics, 
a circle of radius 2 1131 is drawn with its center at 0 on a vertical energy axis. The 
energy units are "beta" (or approx. 18 kcal/mole in Htickel theory). The energy 
zero is taken as the energy of the basis atomic or hybrid orbitals making up the 
array. A regular polygon is inscribed in the circle with as many vertices as there 
are basis orbitals in the cyclic array of interest. 

Whereas in the Frost mnemonic for Hiickel systems the polygon is inscribed 
with a vertex down, in the Zimmerman mnemonic for M6bius systems the inscription 
is with the polygon side down. Three examples of  each type are shown in Figure 9. 
Note that each intersection of the polygon with the inscribed circle corresponds 
to an MO and that the vertical positioning of the intersection gives the MO energy 
analytically. Thus, all of the Htickel systems, with one vertex at the bottom, have 
in common one MO at --2[131. Also the odd-sized arrays have their Hfickel and 
M6bius relatives turned upside down from one another, while in the even series there 
is no such relationship. 

In a pericyclic reaction the array of basis orbitals of the reacting molecule is 
cyclic halfway along the reaction coordinate. The array will either be of  the M6bius 
or the Htickel type. Since the circle mnemonics give the distribution of MO energies 
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a H0cke[ b M6bius .... il 
-=+1 ~ 

HiJckel cyclopropenyl M6bius cyclopropenyl 

. . . .  +2 

H~cket eyctobutadiene M6bius cyclobutadiene 

..... +2 

o 

HLickel benzene 

- = + 1 . 7 3 2  

-% 
M6bius benzene 

Fig. 9. The Frost and Zimmerman Mnemonics for Hiickel and M6bius Cyclic Arrays, Frost Mne- 
monics on the left and Zimmerman Mnemonics on the right 

and also the degeneracies, we can readily construct the correlation diagram by 
"tying" together MO's of the cyclic array (half-reacted species) with the MO's of  
starting material and also with product. 

Most importantly, for every degeneracy, there is a pair of  MO's crossing. Hence 
without the use of  symmetry one can readily decide which reactant MO's cross 
and which do not. A simple example is seen in the correlation diagram for the 
,2 s + ,2 s cycloaddition of two ethylenes as in Fig. 10. 

791 -~g2 

~I-~2 ~ °~I - d2 

Cyclobutadiene orb i ta l  array 
at half react ion : nonbonding 
degeneracy. Note Figure 9. 

Fig. 10. Correlation Diagram for Photochemical Cycloaddition of two Ethylenic Components 
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It should be added that for the method to be analytically exact, the basis orbitals 
would have to all be identical which is generally not the case. Thus the method 
provides the behavior of an idealized array which then defines, qualitatively and 
semiquantitatively but not analytically, the behavior of an array of real chemical 
interest. 

3.2 Degeneracies and Enhancement of Internal Conversion 

In a related publication, the present author 39) presented a more general method 
of locating degeneracies. More importantly, he suggested that degeneracies between 
HOMO and LUMO along the reaction coordinate are particularly important to 
photochemistry because at the point of such degeneracies molecular vibrations are 
most likely to enhance internal conversion to ground state. 

We note that it is the Htickel systems with 4N electrons and the M6bius systems 
with 4N + 2 electrons which have a nonbonding degenerate pair of MO's and thus 
a facile mode of converting starting excited state to ground state of product. Finally, 
it should be noted the the M6bius-Hiickel method is fully consistent with the 
Woodward-Hoffmann treatment, both for ground state and for photochemical 
reactions 4o~ 

4 More General Use of M O  and State Correlation Diagrams 
and Surfaces 

4.1 MO Following Applied to Photochemistry 

Where symmetry is lacking, MO Following 41) has proven to be of value in obtaining 
correlation diagrams and in assessing the change in the MO's as a reaction 
proceeds. The emphasis of our previous presentation of MO Following was on 
ground state examples. However, the correlation diagrams thus obtained may be 
used with an excited configuration. 

One example of interest is the hydrogen abstraction process by the triplet n-n* 
excited state of  a ketone. The correlation diagram is shown in Fig. 11. 

The correlations are made simple once one recognizes that at half reaction the 
hydrogen dohor to hydrogen bond is stretched and that there is a new bond to the 
hydrogen formed by the py oxygen orbital. This forms an atlyMike array of  three 
orbitals in a linear sequence (i.e. I--2--3; note Fig. 11). In such a linear array, the 
lowest energy MO har the general form 1 + 2 + 3, the second has the form 1 - -  3 or 
3 - -  i and the highest energy MO has the form 1 - -  2 + 3. In addition there are the 
two carbonyl MO's:  n45 and its antibonding counterpart n~ 5. 

It can be seen that, as a result of the allyl nature of the I--2--3 array, there is no 
degeneracy along the reaction coordinate. With the excited state of reactant afford- 
ing the lowest states of the two free radical primary products, the reaction is 
allowed. 

Surprisingly, the correlation diagram differs from that written by Turro 42) in 
which MO's  py and c~¢-H were thought to cross. A similar discrepancy in the alpha 
fission MO diagram arises, where again MO Following, similarly applied, leads 
to no MO crossing while Ref. 42~ finds a crossing. 
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Fig. I1. Correlation Diagram for n-r~* Hydrogen Abstraction 

G2)R~ 
1 

It is seen with such correlation diagrams that the n-n* excited state in reactions 
such as hydrogen abstraction, Type II fission, etc. proceeds directly to the ground 
state of  product (note the heavy line in Fig. 12). This paraphrases the Zimmerman 
1961~53 n-n* theory in slightly different language but arrives at this same conclusion. 

A novel addition to this picture was added by Salem in 1974 ¢3) in which he noted 
that the ground state of  the starting materials (bottom left in Fig. 12) correlate with 
the excited state of  products; this is depicted in Fig. 12 with a dashed correlation 
line. It is not suprising that this reaction does not occur. Also, as noted by Salem 43) 
the two correlation surfaces differ in symmetry and do not avoid one another. 

The two types of  correlations, the first deriving from the work of Zimmerman 1, 
3-5), i.e. the excited reactant state to product ground state, and the second deriving 
from the hypothetical reactant ground state to product excited state - -  have been 
termed "Salem diagrams" [e.g. 42)]. 

The type of  crossing here is quite different from the avoided type we discuss below 
and we shall see that its relevance to photochemical mechanisms is minimal due to 
this difference (vide infra). 

n - ~ *  Exci ted state 
state " " ~ . ~  / " fission products 
Ground , . - ' J "  ~ .  Radical fission 
state S O products 

- -  Zimmerman's correlation 
. . . . .  Satem's correlation 

Fig. 12. Direct Formation of Ground State 
Product in Some n-n* Reactions 
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4.2 Computer Calculation of Correlation Diagrams and Surfaces 

4.2.1 The Barrelene to Semibullv'alene Rearrangement 

Aside from simple processes such as cis-trans isomerization, the first example of a 
potential energy surface derived for a photochemical rearrangement or reaction 
was in 1967. This was work by the Zimmerman group ,~-47) in which the hyper- 
surface for the Di-n-Methane rearrangement of barrelene to semibullvalene was 
obtained; note Fig. 13. 

t 
LU 

l I I e I 
2 5 

Mechanism A 

°'°-l"et'°/o • 
_ "....-.*/ 

1 I I I I 
3 2 5 

Mechanism A' 

r F I I I 
3 4 5 

Mechanism B 

Fig. 13. Potent ia l  Energy  vs. reac t ion  coord ina te  for  three  m e c h a n i s m s :  O ,  g round- s t a t e  curve,  
O, exci ted-state  curve  

The three corresponding mechanisms are given in Scheme 4. 
Although only simple three-dimensional H(ickel theory (i.e. similar to extended 

H(ickel) was employed in this early study, the results are qualitatively correct. 
Inclusion of electron-electron interaction is unlikely to change the qualitative 
situation in this case. 

What is noted is that in Mechanism A, the vertical excited state is born in an energy 
well and unlikely to react. Indeed, it was Mechanism A which is the simplest and was 
initially favored on the basis of  Occam's Razor type arguments. In retrospect it may 
be shown that this mechanism involves a M6bius array of 8 orbitals with 8 electrons, 
and is excited state forbidden. A variation in this mechanism (i.e. A') in which the 
first two bridging steps are separated in time, clearly has improved matters so that 

Mechanism A 

Barrelene J 

Mechanism ~ 

Scheme 4. Three  Al te rna t ive  M e c h a n i s m s  for  the  Barrelene R e a r r a n g e m e n t .  
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the vertical excited state may now reach an energy minimum positioned near a 
ground state maximum. However, the approach of ground and excited states, 
a "bifunnel", is not far along the reaction coordinate and is canted with decay 
being most facile back to ground state reactant. Note below for more about bi- 
funnels and canted bifunnets. 

The third mechanism, B, on vertical excitation leads to an excited state born with 
excess vibrational energy (i.e. on the slope of an energy well). This energy is seen 
to be enough to allow the molecule to reach the next excited state minimum which 
corresponds to the penultimate species of the barrelene to semibullvalene rearrange- 
ment (an allylic biradical). Close approach of ground and excited state surfaces allows 
radiationless decay with the preferred pathway on the ground state surface then 
leading to product semibullvalene. 

4.2.2 Application of Computer Generated Surfaces and Calculations 
to the Di-rc-Methane and Bicycle Rearrangements 

Since that time there has been ample literature discussion of the different possible 
kinds of  combinations of ground and excited state surfaces. 

One way to generate surfaces is by explicit QM calculation of species as they are 
followed through some mechanism. SCF-CI calculations have proven of con- 
siderable value in the author's research. The philosophy here has been to include 
as basis orbitals only those atomic and hybrid orbitals which are part of chromo- 
phores or make up bonds which are altered, broken, formed or modified, during 
the photochemical transformation. Additionally, basis orbitals aimed along the 
directions of  bonds are used, since then the SCF wavefunctions are linear combi- 
nations of  recognizable orbitals of  bonds rather then arbitrary vertically and horizont- 
ally oriented atomic orbitals. 

This approach has been applied to a number of reactions of interest to the 
author 48-53): the Di-n-Methane Rearrangement 48-53), the Bicycle Rearrangement 
4.9- 53), and the reverse Di-=-Methane Rearrangement 48- s3~ 

One example 5a) of these will suffice. Thus, the photochemical reactions interconvert- 
ing 1,1-dicarbomethoxy-3,3,5,5-tetraphenyl-l,4-pentadiene, 1,1,2,2-tetraphenyl-3- 
(2',2'-dicarbomethoxyvinyl)cyclopropane, and 1,1-dicarbomethoxy-2,2-diphenyl-3- 
(2',2'-diphenylvinyl)cyclopropane are of interest in several ways. The singlet processes 
provide an example typifying the treatment of  many of the cases referenced 
above. 

Thus the singlet photochemistry is summarized in Scheme 5. 

Ph Ph 
/ / ~ P h  Ph h p ~ h E P h  p ~ P h  
h ~  ~ ~'~ h~ D E ~ h~ 

P E P Ph E ] ] 
PhE "~x' x h~, / E 

Scheme 5. Singlet Photochemistry of the Dicarbomethoxy Tetraphenyl Pentadiene and Vinylcyclo- 
propanes. 
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It is noted that there are three isomeric compounds which interconvert photo- 
chemically and that there is an intermediate structure cyclopropyldicarbinyl diradical 
species common to the mechanisms involving the three. Hence it is convenient to 
plot the SCF-dervied correlation diagram as a triptych following the example of  our 
earlier work s2). This is given in Fig. 14. 

For this set o f  calculations, as an approximation, each pair of  phenyls was 
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Fig. 14. MO Triptych for the Di-n-Methane and Acyclic Bicycle Rearrangements of the Dicarbo- 
methoxy Compounds 
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Fig. 15. Surfaces Derived for the Rearrangement of the Dicarbomethoxy Compounds 

64 



Topics in Photochemistry 

simulated by one such group as was each pair of carbomethoxyls simulated by 
one ester function. 

In addition to the SCF calculations which afford molecular orbitals, CI was also 
employed. The results of the configuration interaction calculations are given in a 
parallel triptych in Fig. 15. Here surfaces, or states, are obtained rather than 
MO's. 

Inspection of the triptych of Fig. 15 shows that the $1 state of the cyclopropyl- 
dicarbinyl diradical is necessarily formed when starting with the pentadiene, that is, 
in the Di-n-Methane rearrangement. This is seen in two ways. In the MO triptych 
of Fig. 14, we see no HOMO-LUMO crossing in this wing of the triptych. In the 
state triptych of Fig. 15, the surfaces then do not approach one another in this wing. 
Hence there is no mechanism for interconversion to ground state enroute to the 
diradical from the $I diene. 

Having arrived at the central triptych axis electronically excited, the diradical a 
priori might select either front branch of the triptych to follow. The MO version 
of Fig. 14 affords no indication of prejudice. However, the SCF-CI triptych of Fig. 15 
shows a lower energy surface leading off to the left branch and there an approach 
of the excited and ground state surfaces occurs, thus allowing internal con- 
version, via this "bifunnel", to ground state. The bifunnel is seen to occur at the 
point along the reaction coordinate where in the MO triptych a HOMO-LUMO 
crossing is present. This is in accord with our 1966 reasoning about internal conversions 
and HOMO-LUMO crossings 39) as well as our reasoning about bifunnels 50, 51,53).. 

Starting with the diphenylvinylcyclopropane on the left-front branch of the triptych, 
known not to react photochemically, we see (note Fig. 15) the vertical excited state 
formed in a well with a sizeable barrier; the lack of reactivity is understandable. The 
source of this barrier is seen on reference to the MO triptych of Fig. 14. Here 
LUMO and LUMO + 1 cross very quickly in the front-left branch of the triptych 
and an upper excited configuration would be formed adiabatically (i.e. without 
change in electron assignment). 

I f  we now consider the reaction of the dicarbomethoxyvinylcyclopropane, we note 
that the reacting molecules B in the state triptych may arrive at the central 
axis of the triptych either still electronically excited (i.e. as $1) adiabatically, or may 
arrive at the axis as ground state cyclopropyldicarbinyl diradicals by use of the bi- 
funnel in the right-front triptych wing of Fig. 15; the bifunnel is a poor one with 
imperfect approach and both possibilities seem to occur. Thus, we see that there are 
at least two cyclopropyldicarbinyl diradical species involved in organic reactions. 
The So diradical can be seen to lead most readily via the back wing of the 
triptych to the reverse Di-n-Methane rearrangement product, the diene. This is 
expected by every expert on ground state diradicals. The $1 diradical cannot get to 
diene ground state but must utilize the front left wing of the triptych where it finds a 
relatively efficient bifunnel. Internal conversion via the bifunnel leads to the diphenyl- 
vinylcyclopropane (i.e. the bicycle product) as observed experimentally. The same 
conclusions can be reached for the most part by use of  the MO diagram in Fig. 14. 

4.2.3 Bifunnels, Canted Bifunnels, Inefficient vs. Efficient Bifunnels 

The preceding dealt with computer calculations which permit detailed discussion of 
photochemical reactions. The concept of HOMO-LUMO crossings controlling 
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conversion to ground state 39) has been discussed earlier and its relation to the 
occurrence of bifunnels has been made clear. 

It should be noted that very elegant and early detailed discussions of funnels 
(our bifunnels) were presented by Michl 54). Still earlier, the discussion of Longuet- 
Higgins and Abrahamson 5s) on the surfaces expected corresponding to a HOMO- 
LUMO crossing are basic to all these discussions. Note also research by the author 
relating molecular twisting of 1-phenylcycloalkenes to the rates of $1 and T1 
radiationless decav 56) 

One interesting point is that the bifunnels encountered are not invariably positioned 
vertically. Thus the bifunnel may be canted with the expectation then that decay will 
preferentially occur to one side of the ground state maximum. One example of this 
was found in one study 50) of the bicycle rearrangement. This is depicted in Fig. 16. 
In this instance the canting derives from a change in the HOMO and LUMO 
energies prior to and following the crossing with the product MO's both being 
of higher energies than their counterparts prior to the crossing (note Fig. 16). 

LUg40 eV . 
E(eV) '~ J /  , / /  -8 .1  - 557 ~,,,,._ 

- 9 . 7 , L U t v l O c - - - e " /  A - 558 I- v 
" - i < .  

_562 t I I I 
3 17 13 18 

17 
a Cant ing t o w a r d s  17; 
f rom SCF level c a l c u t a t i o n s  

13 
b D i s p l a c e m e n t t o w a r d s  3 
f rom C[ level ca l cu l a t i ons  

Fig. 16a and b. Energetics and Canting of  a Bifunnel 

Beyond this factor affecting the nature, of the decay in bifunnels, there is the 
tendency for a molecule to proceed along the same direction in entering and 
leaving the bifunnel. This momentum effect, originally described by Teller sT), would 
not apply to a molecule which had time to equilibrate in the upper funnel. 

Additionally, with increased separation between the upper and lower surfaces of 
the bifunnel, the efficiency of decay to So would decrease. Sucfi an effect has been 
observed 50) in our studies on the bicycle rearrangement. With appreciable surface 
separation, then, the momentum effect should be inhibited 50). However the main 
consequence of an inefficient bifunnel is a diminished tendency toward internal 
conversion. 

4.2.4 The Role of So-$2-$1 Mixing 

An intriguing point has been made by Oosterhoff sa) in the photochemical butadiene 
to cyclobutene closure. It was noted that the usual MO correlation diagrams reveal 
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a HOMO-LUMO crossing. In parallel fashion the state diagrams of the Longuet- 
Higgins and Abrahamson type reveal an avoided crossing of So and $2 55). However, 
it is $1 which is generally of photochemical interest. 

Additionally, if only So and $1 are considered, these configurations cannot mix as 
a consequence of Brillouin's theorem. Nevertheless, the situation is not as serious as 
it appears. Thus it is seen that in an MO approximation the So and $1 configurations 
do become degenerate where HOMO-LUMO crossing occurs, and this signifies that 
where Mrbius-Htickel theory predicts a degeneracy, surfaces will at least approach one 
another. 

An intriguing point is to be seen, however. Thus the Oosterhoff state correla- 
tion, in which $1 did not interact with the So and $2 configurations, results 
not only from Brillouin's theorem precluding interaction of $1 with So but also from 
the exact symmetry of the cyclobutadiene --  cyclobutene reacting system which im- 
parts different symmetries to the $1 and $2 configurations. With different symmetries, 
S~ and Sz also cannot interact. More generally, a reacting system will not have 
perfect symmetry. Even in the butadiene - -  cyclobutene case, one can expect mole- 
cular deformations to break up this symmetry. 

In such rearrangements as the bicycle process it has been observed that the $1 state 
becomes progressively more heavily weighted in So and $2 configurations as the bi- 
funnel is approached 53). Furthermore, an interesting and general analysis is possible. 
Thus, in absence of symmetry effects the $2 configuration will admix with So and $1 
but So and S~ will not mix. This is analogous to the MO problem of the allyl 
species in that there are three basis orbitals interacting in a "linear" fashion, 
except that here the basis orbitals are configurational wavefunctions rather than 
atomic orbitals. Also here the matrix elements leading to admixture are positive 
(energy raising, deriving from repulsions) whereas in the allyl problem the off-diagonal 
elements are negative (bonding). The fact that the basis orbitals are of unequal energy 
in the surface problem is of lesser consequence. Hence we have a So--S2--S1 linear 
array and an "inverted allyl-like" resultant set of states (surfaces). The highest energy 
surface takes So, $2, and S~ in positive combination. The lowest state, So, not to be 
confused with the configuration So before configuration interaction, should be 
weighted as So - -  52 -~ S1. The $I state should have a single change in sign along 
the string of three configurations with the center configuration vanishing only if the 
energies were identical which they are not. S~ is found to have the form 
S o + $ 2 - - S l S 3 ~  

The important conclusion is that the $1 state becomes progressively more heavily 
weighted in So and S~ configurations as a bifunnel is approached. Thus Mrbius- 
Hiickel considerations are relevant. 

5 T w o  U s e f u l  M O  and Q M  M e t h o d s  

5.1 Delta-P and Delta-E Matrices: Prediction of  Molecular 
Geometric Relaxation, and Excitation Energy Distribution 

A challenging problem is determination of the distribution of electronic excitation 
energy in a molecule. A priori, one might inspect the excited state wavefunction and 
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try to compare it with the ground state wavefunction in different portions of  the 
molecule. This is rather tedious and difficult. Easier is the approach we described 
some years ago 50, 52, 53, 59-63~. This involves obtaining an overlap population matrix 
or bond order matrix P* for the excited state of interest; any off-diagonal element 
Prt gives the bond order between orbitals r and t. Then one subtracts the ground 
state matrix, Po, as in Equation 9 to obtain a delta-P matrix. 

A P  = P *  - -  Po (9) 

Where the bond orders do not really differ in the excited state from those 
of the ground state, the corresponding APrt element will be near zero. Alkyl sub- 
stituents included in calculations will tend to contribute su0h small APrt elements 
as will other portions of the molecule not appreciably excited. Where the APrt term 
is negative, this overlap has become more antibonding in the excited state than in 
the ground state; this corresponds to a more energy-rich part of the molecule where 
excitation energy is concentrated. Such overlaps tend to diminish by stretching of 
bonds or twisting of r~ type bonding. Such diminution of antibonding drives the 
molecule towards a bifunnel by diminishing the So - -  $1 or So - -  T1 energy gap. For 
APrt elements which are positive, that locale of the molecule is more bonding than 
in the ground state and energy poor. Such overlaps tend to increase with bond 
compression, also leading the molecule towards a bifunnel. 

Where hybrid orbitals are involved it is more precise to use corresponding AErt 
values as has been noted in these studies; note Equation 10. 

Each term can be dissected into one- and two-center components which then 
are individually summed to give elements of  a A E  matrix. Thus energetic and 
unperturbed portions of an excited species can be described. 

With either variation, the method nicely indicates the fate of excitation energy and 
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helps predict reactivity. Since P matrices are available for all levels of sophistication 
ranging from simple Hfickel calculations to SCF-CI, the method is of  broad 
applicability. 

Often qualitative MO's can be used to predict reactivity 59). Thus reference to 
Fig. 17 provides one example of the qualitative approach. Here alpha-expulsion is 
considered. The four orbital sequence is butadienoid and hence allows writing the 
wavefunction for the ~ system in qualitative form as shown. The negative AP34 
indicates that this bond will relax by stretching. 
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X 

1-2+3-/, ~& 

P3& negative i - 2-3 ~"~ ~,~3 
J A P 3 ~  " negative ; 

No P3z, ~ stretch bond 3,Z, 
contribution vy to obtain S O ,S 1 

approach 
-4F-- 
1+2-3 -4 

-4-F-- 
1+2+3+4 

Fig. 17. Alpha-Expulsion and the Delta-P Method 

5.2 The Large K -- Small K Concept; Control of Reaction Course 
by Multiplicity 

Occasionally in photochemistry it is observed that the singlet reacts differently than 
the triplet. A useful generalization has been developed in our research which deals 
with this phenomenon 49, 53, 64). This is seen most readily in terms of the chemistry of 
1,1,3,3-tetraphenyl-5,5-dicarbomethoxy- 1,4-pentadiene in Scheme 6. 

Ph Ph Ph 
, ~ E  Ph Ph 

I . c, b b , .  Tr ip ,a t  
a~/t__~ b b, T, ~ product h~, 

I 

Ph Ph Ph~ /'---E Ph Ph E ' ~ph E--E 

Ph E 
Ph E Ph. Ph 

E ~ E 
Ph Singtet 

Ph product 

Scheme 6. Multiplicity Control of the Di-~-Methane Rearrangement 

Here which bond of the cyclopropyldicarbinyl diradical opens, and hence which 
product is formed, is determined by the spins of the odd electrons. Fig. 18 
schematically shows the energies of the two alternative pathways available to the 
diradical (i.e. energies taken from the calculated potential energy surfaces). It is seen 
that for situations such as that in Fig. 18, the lower energy singlet pathway is the 
one designated the "Small K"  process, and the lower energy triplet pathway is the 
"Large K "  route. K here is the exchange integral, which before configuration 
interaction is just half the singlet-triplet (i.e. St - -  Tt) energy splitting. 
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In general we formulate the rule that singlets prefer "small K pathways" while 
triplets prefer "large K pathways". 

Small K Large K 
reaction reaction 

$I 

$I 

T~ 

ml 

Preferred by Preferred by 
the singlet the triplet Fig. 18. Large K Versus Small K Processes 

Then the question is how one determines independently whether a reaction is of 
the small K or large K. type. One can obtain the singlet-triplet splittings from poly- 
electron calculation as has been done in the above cases in order to understand the 
source of the effect. 

Secondly, one can obtain the value of K approximately by use of Htickel or 
SCF LCAO MO coefficients (Equation 11) 65). We note that 

Kkl : E CrkCrlCtkCtlGrt (ll) 
r , t  

this involves the summation of pairs of  products of coefficients (as CrkCr~) with 
one Hfickel coefficient being taken from HOMO (i.e. MO k) and the other from 
LUMO (i.e. MO 1); but the largest Grt occurs when both coefficients are for the 
same atom r (or t). The summation is over all pairs of atoms or basis orbitals. Thus, 
where H O M O  and LUMO do not appear heavily localized at the same atoms of the 
molecule, K tends to be be small. 

While Equation 11 can be used to estimate the relative magnitudes of  K for 
different excited state transition states or species, a number of generalizations prove 
more convenient. For example: 1. Pericyclic reactions tend to have small K's  
(HOMO and LUMO tend not to match). 2. Double bond twisting tends to give a 
large K. 3. Diradical species with electron withdrawing groups on diradical centers 
have diminished K's. 4. Processes separating odd-electron centers increase K. And, 
there are further rules. 

6 The Utility of Resonance and Lewis Structure Reasoning 
in Organic Photochemistry 

A final comment is required about our mechanistic approach to organic photo- 
chemistry. It is clear that this is bifurcated. On one hand one uses MO calculations to 
obtain predictions and excited state descriptions. On the other hand, he writes 
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Lewis  type s t ructures  to represent  excited states and then uses a r row no ta t ion  reminis-  
cent  o f  g r o u n d  state chemist ry  to pred ic t  react ivi ty.  The  quest ion is whe ther  the 

lat ter  is t oo  naive.  The  answer is no!  T h r o u g h o u t  our  studies we have found  that  

excited state react ivi ty  fol lows the guidel ines  one  uses for g round  state behav ior ,  
except  that  the structures wi th  which  one  is dea l ing  are now electronical ly excited. 

W i t h  reasonable  approx ima t ions  for  exci ted state structures,  organic  in tui t ion based 

on  p receden t  and the requi rement  for  con t i nuous  electron redis t r ibut ion leads one,  

i f  no t  to the actual  react ion p roduc t ,  at  least to a potent ia l  product .  T h e  

r equ i r emen t  for  cont inuous  e lectron red is t r ibu t ion  was one  we postula ted 21 years  

ago and it has p roven  useful. E lec t ron  push ing  is rap id  and convenient .  Q M  me thods  
such as M O  Fol lowing ,  surface calcula t ions ,  etc. tend to provide  detail.  The  two  

app roaches  are  comp lemen ta ry  and  one  makes  m a x i m u m  progress  by using both .  
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Chemistry of polymer synthesis is still making a steady progress and becoming 
diversified. During the past few years, many interesting discoveries have been 
made and various new materials of novel functions have been reported. The funda- 
mentals of  polymerization chemistry are 
1. the design of polymerization catalysts, 
2. the molecular design of monomers, 
3. the design of polymerization reactions, and 
4. the molecular engineering of polymers. 

The present article describes new developments in polymer synthesis and illustrates 
some examples of the above four principles. It is not a comprehensive review, and 
the topics have been picked out according to the author's interests of research. 

1 Photoinitiators for Cationic Polymerization 1) 

As an example of the design of polymerization catalysts, a group of new polymeri- 
zation catalysts are described here, which are activated by UV irradiation to initiate 
cationic polymerization. 

Photoinitiation of radical polymerization has long been known. Recently, a 
group of photoinitiators for cationic polymerization hase been discovered and 
developed by Crivello et al. 1). They include diaryliodonium (1), 2) triarylsulfonium 
(2), 3-5) dialkylphenacylsulfonium (3), 6) and dialkyl-4-hydroxyphenylsulfonium 
salts (4) 7) 

R F #2RsJ 

l 2 3 
(xO: BF~, AsFg, PF e, SbFg) /~ 

In the absence of light, they are quite stable and do not exhibit catalyst activity. 
On irradiation, they produce a strong acid HX (X: see the above) which causes 
cationic polymerization. Examples of catalysts are given in Table 1. 

Scheme 1 shows the decomposition of 1 by UV irradiation 1). 

Major 

Scheme 1 

Ar2I+X - hv [Ar2I+X-], 

[Ar21+X-] * , A r - I  ,+ + Ar. + X- 

A r - I  + + Y - H  , A r - I + - H  + Y. 

A r - I + - H  - -~  A r - I  + H + 

Minor [Ar2I+X_], + Y - H  , [ A r - Y - H ]  + 

J A r - Y - H I  + , ArY + H + 
(Y- -H:  solvent, monomer) 

+ ArI + X-  

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 
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Table 1. Iodonium and sulfonium salts as photoinitiators for cationic polymerization 

2) Diaryliodonium salts 

NO2 N02 

M e ~ I ~ M e I B F  e) 
,,.__/ mF6e, A~F6el 

Triarylsu[fonium salts 3 '~" ) 

Dialkylphenacylsulfonium salts 5) 

~ 0 e/Me 
CCH 2-- S ( BF e ) 

\Me 

- • • - - •  I (BFt) 
X~-/(PF#,AsF e, SbF~ 

c,~iL~ct IA~ F~, 

A c N H ~ I ~  NHAC(AsF6 e} 

IAsF e ) 

[ ~  (AsF~} ~ [ A s F ~ )  

O / ~ k  II m / - - - X  Br ccH2--\ ? (BF~) 

HO ~r~/~mS/\  Me 

Me/---" Me 

(AsF~) 

e/Me 
HO----(( ))'--S (AsF#) 

Me 
MeO 

e/Me 
H O ~ _ ~ - - S \ M  e (AsF~} 

MeO 

HO S , ~  ( BF~ e ) 

ph e/Me 
HOph~~S~M e (AsFe) 
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Table 1. (Continued) 

0 

c c . 2 - s  I (BF2) 
V {pF e, AsFeSbFg) 

0 
02N ~-~CCH2--Sx~ (BF e) 

Dialkyl- 4- hydroxyphenylsulfonium salts ~) 
Me 

H O ~ ~ - - e S / M e  (BF e) 
/ \Me (As Fe) 

Me 

0 

0 

0 

<~ e/Me 
tBF~I 

The generation of a strong protonic acid HX in the above photolysis is responsible 
for the initiation of cationic polymerization. It should be noted that the counter 
anions X -  are very weak (stable) nucleophites which do not intercept the cationic 
propagating species to form covalent bonds. Various monomers were polymerized 
at 25 °C by photoirradiation at wavelengths shorter than 360 nm. These include 
vinyl monomers (styrene, ~-methylstyrene and vinyl ether), cyclic ethers (epoxide, 
oxetane, tetrahydrofuran and trioxane), cyclic sulfides (propylene sulfide and 
thietane), lactones (e-caprolactone) and spiro bicyclic orthoester. The photodecom- 
position of these diaryldiazonium salts I can be sensitized at wavelengths longer than 
360 nm by the use of dyes such as Acridine orange, Acridine yellow, Phosphine R, 
Benzoflavin, and Setoflavin T. Thus, photoinitiated cationic polymerization can be 
performed by incadescent light sources or even ambient sunlight 1) 

The polymerization rate depends on both the reactivity of monomers and the 
nature of the counter anion of the initiator salt. In the fastest case (3-vinylcyclohexene 
oxide), a quantitative conversion was attained at 25 °C within 1.5 minutes whereas 
in the slowest case (~-caprolactone), irradiation at 60 °C for 60 min was required. 

For Lhe photodecomposition of triarylsulfonium salts 2, Scheme 2 has been 
postulated 3) 

Scheme 2 

Ar3S+X - ~ [Ar3S+X-] * (7) 

[Ar3S+X-] * , Arz S.+ + Ar. + X- (8) 

Ar2S. + + YH , Ar2S+-H + Y. (9) 

ArzS+-H ~ ArzS + H + (10) 

2Ar. ~ A r - A r  (11) 

(12) A r - + Y H ~  A r H + Y .  
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The generation of a protonic acid (HX) is responsible for the initiation of cationic 
polymerization. Various monomers are polymerized by sulfonium photoinitiators. 
Especially this system has been shown to be potentially useful for UV curable coatings 
of metal and plastics with epoxy resins. 

As is seen in the above scheme (Eqs. (7) to (12)), some free radical species 
(Ar. and Y.) are also produced as transient intermediates. Therefore, the photolysis 
of these sulfonium salts also initiates free-radical polymerization 4). The amphi- 
functional character of sulfonium salts was demonstrated by the following series 
of experiments. Irradiation of an equimolar mixture of 1,4-cyclohexene oxide 
(7-oxabicyclo[4.1.0]heptane) and methyl methacrylate including Ph3S+ "SbF6 as 
the photoinitiator gave a mixture of two homopolymers. Thus, both cationic 
(cyclohexene oxide) and free-radical (methyl methacrylate) polymerizations took 
place independently. The same system containing 2,6-di-t-butyl-4-methylphenol 
(radical inhibitor) gave only poly(cyclohexene oxide). Alternatively, the system 
with triethylamine (poison for cationic species) yielded only poly(methyl metha- 
crylate). Monomers such as glycidyl acrylate and glycidyl methacrytate which 
contain functional groups capable of cationic and free-radical polymerizations are 
converted into a cross-linked insoluble polymer. 

The photolysis of dialkylphenacylsulfonium salts 3 generates an ylid 5 and a strong 
acid HX (Eq. (13)), the latter being responsible for the initiation of cationic poly- 
merization 6). 

0 0 /R 
II ® /R  h. II 

ArCCH2--S ~ ~ ArCCH~ S 
X O \R / a 5 \R' 

( R, R" : olkyl ) 

+HX (13) 

The above reaction is reversible, and the monomer competes with ylid 5 for the 
reaction with HX. Those monomers which are more nucleophilic than 5 can be 
polymerized, i.e. they are epoxides, vinyl ethers and cyclic acetals. 

The fourth type of photoirradiated cationic initiator is dialkyl-4-hydroxyphenyl- 
sulfonium salt 4 "~) (Table 1). Photoexcitation of 4 gives rise to the formation of a 
resonance-stabilized ylid 6 and an acid HX. 

OH 
R ~  R 3 

R~ ~ -R~ 
x e 

R~'S'~R6 
4 

hv  

o o 

/ S ~  / S ~  / S ~  _I 

+HX 

The monomers of styrene oxide, 1,4-cyclohexene oxide, trioxane, and vinyl ether were 
polymerized at satisfactory rates. However, tetrahydrofuran, ~-caprolactone, and 
~-methylstyrene could not be polymerized 7) 
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Photocurable coatings are widely used for metal, plastics wood and paper. 
Photoinitiated free-radical polymerization, however, can only be applied to vinyl 
monomers. The studies of Crivello have broadened the scope of monomers. In 
addition, photoinitiated cationic polymerization is not sensitive toward oxygen 
(air). Photoinitiated free-radical polymerization sometimes requires working in 
inert atmosphere in order to avoid the inhibition through oxygen 1). 

2 Free-Radical Ring-Opening Polymerization 

Ring-opening polymerization is an important field of research in the chemistry of 
polymer synthesis. Usually, it proceeds by ionic mechanisms, i.e. cationic, anionic 
and coordinate anionic mechanisms. Research on ring-opening polymerization 
proceeding via free-radical propagating species in which the so-called "molecular 
design of monomer" plays an important role has recently been reported. 

Several examples of ring-open~;ag polymerization proceeding via free-radical 
mechanism have been reported, e.g. the free-radical polymerization of vinylcyclo- 
propane 7 and its derivatives having alkoxycarbonyl substituents 9 s,9): 

C H 2 = C H - C H - C H  2 ~ RCH2CH&CH-~CH2 (AIBN} \ /  \ /  
CH 2 CH2 

7 8 

RCH2CH=CHCH2CH 2 -"%, +CH2CH=CHCH2CH2-)7 p 

CHE=CH-CH-C(COzEt)2 ~ RCH2CH-~ CH-~CCCO2Et)z (AIBN) \ /  \ /  
CH 2 CH2 

9 10 

, RCH2CH=CH CH2C(COzEt) 2 

' , ,  +CHzCH= CH C(COzEt)2-) 7 

The above reactions are characterized by cleavage of the carbon-carbon bond of the 
cyclopropane ring at C~ with respect to the carbon radical in the transient species 
of 8 and 10. In other words, the opening of the cyclopropane ring takes place 
according to the so-called "13-scission rule". The driving force for the ring-opening 
is the relief of the strain in cyclopropane ring. 

Another example is the polymerization of the dimer of o-xylylene (11), which 
is also characterized by 13-scission of the carbon-carbon bond in a key intermediate 
species 12. Acquisition of the resonance-stabilization energy of the benzene ring 
is the driving force of the reaction. 
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CH2 

I! 

~o CH2 \ R - - C H ~  @) m CH2 

12 

P 
P 

Polymerizations of 1,2-dithiolane 13 11) and tetrafluorothiirane 12) 14 are also 
known to proceed via free-radical propagating species. 

S ~ S  S, ,S 
13 

% -{'-S CH2CH 2 CH2 S-}~- p 

CF2--CF 2 CF3 SSCF3/bY m* GF3S--SCF2~F2 % -(-S CF2CF2-~- p 
~ s  / 

Very recently, Bailey and Endo have enlarged the scope of the free-radical 
ring-opening polymerization. 13-15) Several examples of their studies are described 
below. All the polymerizations are represented by the following general pattern 
of fundamental reaction. It is seen that the free-radical ring-opening by a 13-scission 
mechanism is coupled with the addition of a free radical to the carbon-carbon 
double bond 13) 

......... D, + A---~B--C--D - D~A~B--C-'J.-D 
LR--J  1 RL-J" 

C 
II 

= --- - - D - - A - - B = C  D"  - - ' -  - ( - - A - - B  D--F E 

I R - - I  " I R /  

2-Methylene-l,3-dioxolane (15) is polymerized by peroxide initiator to produce 
a polyester 16 which is regarded as the product of the hypothetical ring-opening 
polymerization of the non-polymerizable heterocycle ofy-butyrolactone (Eq. (14)). 13) 
The opening of the cyclic species bearing a free radical 17 is the key step. 

/0 
CH~=C,, " ]  ,-~o,o: ~ ÷C.~COCH~CH~ 

O ~  0 

( ,, ) RO_CH2_~/O. ~ 0 J, RO--CH2 COCH2~H 2 
~ "o. ~ 

17 

(14) 
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C H 2~0,,,,) t-Bu,O~ { CH2 ~ CH2 CH2CH2_)T p 

18 0 19 

(15) 

2-Methylenetetrahydrofuran 18 is polymerized to a polymeric ketone 19 (Eq. 
(15)) 13). The opening of the ring of an intermediate 20 is the key step. The product 19 
may be regarded as a 2:1 alternating copolymer of ethylene and carbon monoxide. 

. . . . . .  CH2-- ~ P - - CH21C I CH2CH2~H 2 ----~'. 19 
0 

20 

A bis-methylene compound of a spiro skeleton structure 21 is polymerized to 
produce a poly(ether carbonate) 22 (Eq. (16))13-14). The course of the polymeri- 
zation has been explained by a scheme involving free-radical intermediates 23 

and 24. 

CH20\ OCH2 CjjH2 0 CH2 
II tl 

CH2=C / / \C =CH2 t-Bu'O' ~ --{-CH2 CCH2OCOCH2 C CH20-~p 
\CH2 O/ \OCH2 / 22 

,tl 
, ,  . /c .2+o,, ,ocH2\ _ \ 

OCH2C C C=CH2 P ROCH2C" C if=t-;H2 I 
\CH2--O/XOCH2 / \CH20/2~OCH/ ) 

23 

(16) 

The same polymer was also obtained by cationic polymerization of 21. The 
21--,22 polymerization is characterized by volume expansion. 

The following cyclic compounds 25 and 26 were also polymerized by a free 
radical initiator 13, ~5). 

25 

CH2%c 0 

I I 
CH2--CH 2 

26 

=- ---F- CH2 C CH20--C CH2CH2 CH2"~- p (17) 
II II 
0 0 

o 
II 

"--('- CH2--C CH2 CH2 ~ (18) 

The above examples of free-radical ring-opening polymerization, which have 
been explored by Bailey and Endo, produce polymers containing ketonic carbonyl 
and/or ester groups in the main chain. In addition, these cyclic monomers can be 
copolymerized with vinyl monomers by free-radical mechanism. Thus, the variety 
of the polymers produced by radical polymerization has been enlarged. 
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3 No Catalyst Copolymerization via Zwitterion Intermediates 

The above subject has been selected as an example of the design of new poly- 
merization reactions. It is concerned with a concept of copolymerization by spon- 
taneous initiation and subsequent propagation via zwitterion intermediates. This 
copolymerization, which was invented and has been developed by the author, is called 
"no catalyst copolymerization". It is very characteristic since usual polymerization 
reactions require either an initiator or a catalyst. 

The above concept is based on the fact that in organic chemistry the reaction between 
a nucleophile and an electrophile proceeds without any catalyst. The new copoly- 
merization consists of the combination between a monomer (MN) having nucleophilic 
reactivity and a monomer (ME) having electrophilic reactivity. The interaction 
between these two monomers generates a zwitterion 27 called "genetic zwitterion". 

MN + ME ~ +MN -- M~ (19) 
27 

Genetic zwitterion 27 is the key intermediate of the copolymerization. 
Two moles of 27 react with each other to produce the propagating species 28 

(Eq. (20)) which grows by successive addition of 27 (Eq. (21)). 

27 + 27 ~ +M u -  MEM~v- M 7 (20) 
28 

+M N - MtM N - M~ + 27 x n --~ +MN-(-MtMN ,-)77-r+ 1 M~ (21) 

29' 

The reaction between propagating zwitterions 28 and 29 takes place when their 
concentration becomes high as the polymerization proceeds (Eq. (22)), whereby 
the molecular weight of the zwitterion sharply increases. 

+MN-(-M~MN-)-~ M~ + +M~-(-M~MN~ ME 

+ Ms-(- M EMN ~ +4-a~-~. + 1 M} (22) 

A series of the above reactions (Eq. (19) to (22)) gives rise to the formation of 
alternating copolymers. Thus, the above new copolymerization has two charac- 
teristics, the one is the spontaneous initiation without any catalyst and the other 
is the production of a 1:1 alternating copolymer. 

A typical and illustrative example is the copolymerization of 2-oxazoline 30 

with 13-propiolactone 31 which yields a 1:1 alternating copolymer 32 at room 
temperature. A genetic zwitterion 33 is produced by ring opening of 31 upon attack 
of the nucleophile 30 (Eq. (23)). 
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+ =, ,,--{-- CH 2 C H 2 N ~ c H 2 C H 2 CO ,,-...~# 
I II 
CHO 0 3, j ,j 

3 ~  /~N--CH2CH2CO~ ) 
33 

(23) 

The growth of propagating zwitterions is due to the opening of the oxazolinium 
ring of one zwitterion by nucleophilic attack of the carboxylate group of another 
zwitterion (Eq. (24)). 

- - ~ - -  C O  e . . . .  ' ,~  - - -  C O - - C H 2 C H 2 N  -: ( 2 4 )  

II II 
0 0 CH0 

On the basis o f  the above concept,  many new copolymerizat ions have been explored 
using combinat ions  of  various M N and M E monomers.  Table 2 shows some 
typical examples 13¢). The number  of  combinat ions  between M N and M E monomers  

is 6 x 7 = 42. Among  42 combinat ions ,  copolymerizat ions of  over 20 significant 
combinat ions  were examined and shown to occur spontaneously.  

Table 2. Typical M N and M E monomers 

M N monomers 

~ 0  ~'~x~' R C L R  ~ N R  
(Refs. 17-  23) ( Refs. 21 ,22 ,24 l  ( Ref. 25 ) 

N--R P--Ph ArCH=NAt s 
R O/ 

(Ref. 261 (Refs.27 -321 ( Ref,331. 

M E monomers O 

{Refs.17~18 • 24.- 2"/j 33 ) { Ref. 33 } ( Refs.19, 28 } 

CH2=CH CH2~---CH CH2~--CH CH2-.~-~ CH 
I I I I 
CO2 H CONH 2 C02CH 2 CH 2 OH S02NH 2 

(Refs.20, 2z,-33) ( Refs. 21,27 ) (Refs.22,31) ( Refs.23,27, 32} 
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The concept of "no catalyst copolymerization" has demonstrated its usefulness 
in the exploration of phosphorus-containing polymers. For example, the cyclic 
phosphonite 34 was successfully copolymerized both with fl-propiolactone (31) 
and acrylic acid 35). These copolymerizations proceed via a common zwitterion 36 
and hence produce the same copolymer 37. 

< O k p ~  Ph- -  

0 / 
34 

r --O 31 Lo 

] 
"I L°A !I CH2=CH Hydrogen- 

I CH2 H tronsfer 
35 c02H L CO2HJ 

"~k r... o \ e / ph  
R 

35 0 

0 
II 

3 6 - - - - ~ %  --{--CH2CH2OP~CH2CH2CO--~p 
I II 
Ph O 
37 

e J""  r ~ % e / P h  
. . . . .  CO" / P. 

, Lo"  
O O 

II 
~ CO--CH2CH20P ---------- 

tl I 
0 Ph 

Propagation proceeds through opening of the phosphonium ring, which is located 
at the end of one zwitterion, by nucleophilic attack of the carboxylate group of 
another zwitterion. This reaction pattern belongs to the family of the Arbusov 
reaction (in the rectangle). 

In addition to the copolymerizations involving 34 and M E monomers (Table 2), 
several new copolymerizations of P(III) compounds have been discovered. One 
prototype is seen in the combination of a cyclic phosphite 38 and an ct-keto acid 39 
(Eq. (25)) 34, 35). 

0Ph 
J" --[0~p__op h + RCC02 H 

I 
CH2CH20P--OCHCO--~p (25) 

II I II 
L~O/ 0 0 R 0 

38 39 ~0 

According to Eq. (25), a cyclic phosphlte monomer (MN) 38 is oxidized to a 
phosphate unit yielding copolymer 40 whereas the ¢t-keto acid monomer (ME) 39 
is reduced to the corresponding ct-hydroxy acid ester. Thus, the term "redox 
copolymerization" has been proposed to designate this type of copolymerization 
in which one monomer is reduced and the other monomer oxidized. The redox 
copolymerization clearly differs from the so-called "redox polymerization" in 
classical polymer chemistry where the redox reaction between the two catalyst com- 
ponents (oxidant and reductant) is responsible for the production of free radicals. 

The key intermediate of the above redox copolymerization is a zwitterion 41. 
The propagation step involves opening of the phosphonium ring of a zwitterion by 
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nucleophilic attack of the carboxylate group of another zwitterion (Eq. (26)). Thus, 
the scheme below also represents the pattern of the Arbusov reaction. 

Ohl [  OPh I 
R~co2. / o",o~co2 -o o~.co2 
o 39 J ~1 R 

e f--,'-'r'~\@/OPh Oll 
- --- - CO'" / P ~" .. . . . . . .  CO--CH2CH20P 

II <--o / \ II I 
0 0 OPh 

(26) 

p-Benzoquinone (42) is a reactive and highly polarizable oxidant which is 
readily involved in redox copolymerizations with various P(III) monomers 36-38). 
The copolymerization of salicyl phenyl phosphite 43 with 42 proceeds at room 
temperature. The opening of the phosph6nium ring in zwitterion 45 occurs readily 
due to of the highly reactive linkage of " P--OC(O)-- in the ring. 

0 Ph 
II I / ~  I l i O n / " / P h  + 0 0 ,. ( C O--P--O---(, ,).--- O -.)~--p 

'o' ' - - - '  
Z~3 o 4:2 ~ 4:4: 

~-o_4,-.y_o o 
o k _ f  

o 4:5 

The scope of the spontaneous copolymerization of P(III) monomers has been 
extended to copolymerizations with more sophisticated regulations of the arrange- 
ments of monomeric units in copolymers. They include a 2:1 sequence-ordered 
binary copolymerization of 43 with 46 (Eq. (27)) 30) and 1 : 1 : 1 sequence-ordered 
terpolymerizations of 34~acrylate 47/C0 2 (Eq. (28))39) and 48/49/39 (Eq. (29))4o). 

[•0•'1•/'Ph -I- 2 Ph CHO 
o 4:5 

4:3 o 

0 / P - P h +  CH2~CHI + C02 

C02Me 
34: 4:7 

0 Ph Ph Ph 
U I I 1 

( C O--P--CHO--CH0.-J-~-p (27) 

from 43 from 4G 

Ph 
I 

CH2CH2OP- -CH2CH~ C O ~  (28) 
II I II ~ 
0 C02Me 0 

from 3Z. from 47 from C02 
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Me + ~ "  P--OPh + RCC02 H 

g8 Z.,9 39 

- ( CH2CH2N O..p/O OCHCO---~-p (29) 
I I II 

HeC----O OPh R 0 

from 48 from 49 from 39 

4 New Developments in the Synthesis of End-Reactive Oligomers 

The term "end-reactive oligomers" means oligomers which have a polymerizable 
group at one or both ends of the molecule. The end-reactive oligomer is the 
building component of graft and block copolymers. As the industrial importance 
of graft and block copolymers increases, the chemistry of the synthesis of end- 
reactive oligomers has been developed. In this chapter, recent developments of  the 
synthesis of end-reactive oligomers are described under the topic of molecular engineer- 
ing of polymers. The end-reactive oligomers are classified into two groups, i.e. 
one-end reactive oligomers and two-end reactive oligomers. 

4.1 One-end Reactive Oligomers 

Table 3. Typical Po"'merizable Groups of MACROMERS ® 

Olefin - -  CH~CH2 

- -  C ~ C H 2  
I 

CH3 

Viny[ ether - -  OCH~CH2 

- Styryl ~ C H ~ C H 2  P 

- -  CH--CH2 
Epoxy -~0/- 

CH3 
I 

Methacry late - -  OCC---~CH2 
II 
0 

Meleete and fumorate 
[semi ester) 

N OCCH~CHCOH 
II tl 
0 0 

Vinyl ester - -  CH2COCH~CH2 
II 
0 

CH--CH2 
Glycol I I 

OH OH 
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Among the one-end reactive oligomers, the so-called "MACROMER ®'' is the 
most popular. The concept of MACROMER ® was first described in patents by 
Milkovich et al. 41). The term MACROMER ® means oligomeric materials having a 
polymerizable group at one end of the molecule, which are conveniently subjected 
to copolymerization with a second reactive monomer to produce graft copolymers 
possessing the long pendant chain of the MACROMER ®. 

At the beginning, MACROMER ® was basically polystyrene prepared by anionic 
polymerization and subsequent reaction of the living end to produce a polymerizable 
group selected from the groups shown in Table 3 42) 

The scope of MACROMER ® has been extended to generally designate the 
end-reactive oligomers of various monomers. A variety of MACROMERS ® have 
been reported. Hydroxy end-reactive oligomers were esterified with methacroyl 
chloride to yield methacrylate end-reactive MACROMERS ® 41,43). 

RLi + M Living RMn--Li it RMn--CH2CH2OLi potymerization 

CH3 
I 

CHT=CCOCl 

Methytmethacrylate 
(MMA) 

CH2=C~0 MnR 

0 

M : Styrene \ 
~-methytetyrene i 
Butadiene 
Isoprene ] 

H2021Fe(~) 
- HO-+- MMA)n 

CH~ CH3 J 
CH2=CCOCt ~. CH2=C~ 0 MMA) n 

Kennedy 44) reported the synthesis of a MACROMER ® on the basis of the cationic 
polymerization of isobutylene. 

/Me 
C H 2 = C H ' - ~ ~ C H 2 C I  + CH2=C 

\ M e  

-60"c ~" CH2=CH CH2 CH2~ .C - tX  

A polyaddition reaction has also been employed in the MACROMER ® synthesis 
4-5 -47)  

/----h 
CH2=CHC--N. N--C CH =CH2 + H N - - R ~ N H  

II k _ ~ /  II I I 
O 0 R R 

,,, CH2=CHC--N N~C CH2CH2-N--R~-- N ~ 
II ~ II I I 
O 0 R R 
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C H 2 = C H ' - - ~  CH=CH2+ HN--Rt--NHI I 

R R 

CH2=CH CH2CH2--N--R--N .... ' -  
x L _ . #  I 

R R 

Cationic living-opening polymerization of tert-butylaziridine served to prepare a 
polyamine MACROMER ® 48) 

• Me j{_ N CH 2 C H 2 n.},~__. N_ ~ N CF, SO, Me = Me - - - " "  + +~",.I  

CH2~CH CO2Na 
-"- CH2=CHCO+CH2CH2 N )n+l Me g + 

In the above example, both 50 and 51 are MACROMERS ®. The cyclic ammonium 
group of 50 can also be transformed into several other functional groups, for 
example 48): 

OH e b N CH2CH20H 

SH e 
N CH 2 CH2SH 

50 + etc 

Another type of one-end reactive oligomers are oligomeric initiators which have 
an end group capable of initiating the polymerization of other monomers. Polymeric 
azo compounds of the type 52 and 53 were prepared by reaction of anionic living 
polymers with azo-bis-isobutyronitrile 49).  

e 

Pn--C~M + Me2C~N =N ~CMe2cNI CNI 

Me Me Me 
I I I 

• .~ Pn.I--C--N~N--C--pn,,1 + Pn.I~C--N=N~CMe2 
I I I I 
Me Me Me 

52 53 
CN 
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The polymeric initiator was heated with vinyl monomers to produce block copoly- 
m e r s  4-9). 

The end-hydroxy oligomer may serve as an end-initiator oligomer when it is 
transformed into an initiating catalyst of ring-opening polymerization of other 
monomers. For example, end-hydroxy oligomers were converted into metal aldoxides 
54 which functioned as a catalyst in the living polymerization of e-caprolactone 
(CL) 5o~. 

(RO)zA1OZnOAI(OR)z + P ~  OH 
-ROH 

( P ~  O)2A1OZnOAI(O~P)2 
54 

.-CL, [p ~ O_(CL).]zAIOZnOAI[(CL) _ O ~ P]2 

Hzo P ~ O - ( C L ) . - H  

55 

A block copolymer 55 consisting of a polystyrene block and a poly (CL) block 
was found to be an effective blending agent for the combination between polystyrene 
and poly(vinyl chloride). A polybutadiene/poly(CL) block copolymer was an 
efficient blending agent for a mixture of polybutadiene and polyacrylonitrile. In 
addition, a block copolymer of poly(hydrogenated 1,4-butadiene) with poly(CL) 
allows a three-component mixture of polystyrene, polyethylene and poly(vinyl 
chloride) to be blended. 

4.2 Two-end Reactive Oligomers 

Linear oligomers having functional groups at both ends of the molecule have long 
been known as the building component of block copolymers. A typical example 
are polymeric glycols formed in the production of polyurethane. 

H O - R - O H  + O C N - R ' - N C O  

O C N -  R'-(-NHC O -  R-OCNH -R'-)-~. NCO 
II II 
O O 

-"-',,  polyurethane 

In the polyurethane industry, the polymeric glycols are prepared by anionic poly- 
merization of epoxides such as ethylene oxide and propylene oxide. Poly(tetra- 
methylene glycol), which was prepared by polymerization of tetrahydrofuran, was 
subjected to chain extension by reaction with diisocyanate (polyurethane formation) 
and with dimethyl terephthalate (polyester by alcoholysis). 

Kennedy prepared poly(isobutylene) glycol by the following scheme of reac- 
tions ~,5~): 
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Me ~ Me 
I I c,c--d %--cc, 

Gatalyst 

55 
1 } B2Hs 

Hindered C H 2 =  C C = C H  2 21H202 - -  ~ HOCH 2 H - -  CHCH20H 
b,,,~ I I I 

CH 3 CH 3 CH3 CH 3 
57 

Poly(isobutylene) glycol is a suitable rubbery segment in thermoplastic elastomers. 
An oligomer such as 56 with a tertiary chloro group at both ends could be employed 
also as the initiator of cationic polymerization of u-methylstyrene (~-MeSt) 
in the synthesis of a three-block copolymer of poly(ct:MeSt)-polyisobutylene- 
poly(ct-MeSt) 52). 

Poly(isobutylene) dicarboxylic acid was prepared by oxidation of the copolymer 
of isobutylene with a diene 53,54). The most efficient oxidizing agent was the system 
KMnO¢-periodic acid. Oxidation of a copolymer of isobutylene and 2,3-dimethyl- 
butadiene afforded a polymeric bis-ketone 54) 

5 Polymers Containing Cyclic Ether Units in the Main Chain 

The reaction of high polymers is another research field of molecular engineering 
of polymers. In classical polymer chemistry, the synthesis of poly(vinyl alcohol) 
by hydrolysis of poly(vinyl acetate) may be quoted as a typical example. The 
chemistry of polymer reactions is still advancing, and many interesting studies are 
being carried out. In this chapter, a study of Smith" et al. 55) is described, which 
illustrates the characteristics of polymer reactions and the production of a functional 
polymer. 

A group of polymers .58-61, whose main chains consist of cyclic ether units, 
were prepared starting from polymers having carbon-carbon double bond-containing 

58 59 60 61 

units. A series of reactions for the preparation of poly(2,5-tetrahydrofuranediyl) 58 in 
which cis poly-l,4-butadiene 62 (MW 100,000; cis 98%) is the starting mal~.rial 
is given below. 

~ ' - - ~ _ _ ~ ' - ~ - - - ~  Epo*idot~o~CH 3CO,. "- 
6 2  in CHCI 3 0 0 0 

63 

in dioxane/methonol 
KOH P- ~- 

fhreo 
65 
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The epoxidation (62--.63) proceeds quantitatively. The ring expansion reaction 
occurs in a similar manner as the chain reaction. An epoxide ring is opened by 
hydroxide ions to produce an alkoxide which, in turn, attacks the adjoining epoxide 
r,l.ngs. The opening of an epoxide ring by the O H -  catalyst is the rate- 
determining step. The subsequent ring expansion takes place rapidly along the 
main chain of the polymer and is terminated when the propagating alkoxide 
encounters a defect unit of a foreign structure. The 2,5-tetrahydrofuranediyl units 
(THF diyl) produced are linked in sequences. On the other hand, the original, 
unreacted epoxide units remain also in sequences. At the stage of intermediate 
conversion, a block copolymer consisting of sequences of epoxide units and THF 
diyl units is formed. It was shown that a polymer containing 66 70 THF diyl units 
and 27 70 epoxide units exhibits the crystallinity of the original epoxide polymer 63. 

The above type of reaction is characteristic of the so-caUed "polymer reactions". 
The rate itself and the activation parameters may be quite different from those of the 
conventional anionic ring-opening reaction of epoxides. In the above reaction 
of a polymeric epoxide, a polymer consisting of 7770 THF. diyl units and 1670 
epoxide units was isolated in a soluble form. If the opening of the epoxide ring by an 
alkoxide group had occurred in a random fashion, cross-linking would have taken 
place to produce an insoluble polymer. 

Polymers containing over 60 mol-70 THF diyl units and prepared from cis-l,4- 
polybutadiene showed a strong coordinating tendency toward metal ions whereas 
the polymer with 68 mol-70 THF diyl units prepared from trans-l,4-polybutadiene 
does not form metal complexes. The difference in the coordination properties 
between these two types of polymers has been ascribed to the difference in the steric 
structure between the two polymers. 

The previously described reaction scheme for the preparation of these polymers 
involves an SN2 inversion during the opening of the epoxide ring. Consequently, 
the two hydrogen atoms at the ring junctions (which are cis to each other in the 
preceeding epoxide ring) are "threo" to each other in the poly(THF diyl) unit of 
cis-l,4-polybutadiene, regardless of the steric relation of the adjacent epoxide units, 
whereas the two hydrogen atoms are "erythro" in the poly(THF diyl) unit from 
trans- 1,4-polybutadiene. 

threo 1 
from cis-polybutadiene 

erythro 
from trans- polybu'~adiene 

The CPK space-filling molecular model of the threo structure represents a helical 
loop in which all oxygen atoms point toward the center (Fig. 1) whereas that of the 
erythro structure tends to form an extended rigid chain in which oxygen atoms 
tend to alternate along the chain because of steric crowding of the methine 
hydrogens (Fig. 2). As to the threo polymer, it is reasonable to assume by 
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Fig. 1. Molecular model of poly(THF diyl) (threo form in cis-l,4-polybutadiene) 55~ 

Fig. 2. Molecular model of poly(THF diyl) (erythro form in trans-l,4-polybutadiene) 55) 

Table 4. Phase transfer of picrate salts (25 °C)" 5s~ 

Cation Complexing agents Salt transferred 
(%) 

Li + 18-crown-6  63 
poly(THF diyl 77 %) (threo) 37 

K + 18-crown-6 74 
poty(THF diyl 58 ~o) (threo) 30 
poly(THF diyl 77 ~)  (threo) 53 
poly(THF diyl 65 ~)  (erythro) 0 

Ba + + poly(THF diyl 77 ~o) (threo) 67 

a [picrate] in water 0.025 g/l, [complexing agent] in CHCI 3 2.5 g/l 
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ana logy  with the crown ether that  the e ther  oxygen atoms,  which are a r ranged  

inside the helix loop,  can coord ina te  wi th  a meta l  ion si tuated at the center  o f  the 
loop. In  addi t ion ,  the threo polymer  has  some confo rmat iona l  f reedom which m a y  
cause changes in the helix d iameter  a n d  pi tch-features to accommoda te  meta l  ions 
o f  var ious  size. Table  4 shows some results  o f  the t ransfer  o f  picrate salts f rom the 
aqueous  to the ch loroform phase. This  po lymer  can form a complex with a large 
delocalized ca t ion  such as methylene  b lue  cat ion.  
F o r  the erythro polymer,  on  the o ther  hand ,  the stable comformat ion  c a n n o t  
provide a mul t iden ta te  a coord ina t ion .  

Po ly (THF-d iy l )  is compat ib le  with poly(vinyl  chloride) and  poly(methyl  me tha -  
crylate). The  comb i n a t i o n  of  the two features,  i.e. the coord ina t ion  with the  meta l  
ion  and  the compat ib i l i ty  with some conven t iona l  resins, will f ind some useful  
appl icat ions.  
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1 Introduction 

For a long time, microbes have been used as catalysts of biogenic processes. After 
the discovery in the 19th century that living cells can act as biocatalysts, bio- 
processes were adopted by the industry for the production of useful products. In 
most cases, only spontaneous reactions with complex media (natural substrates) 
were applied. Aseptic conditions were not maintained. The production of ethanol 
including alcoholic beverages (wine, beer, brandy) is such an example. It is note- 
worthy that alcohol production still comprises the major part of the bioindustry. 
But also other products of the classical fermentation industry are based on spon- 
taneous reactions occurring in natural feedstocks, in spite of the great progress made 
in process development during the past 50 to 80 years. It should not be overlooked, 
however, that many improvements were the result of an empirical approach and the 
cell was considered as a black box only. The biological aspects were at best limited 
to the selection of high-performance strains, whereby classical genetics contributed 
decisively to the improvement of strains. 

The first steps towards the actual integration of technical and biological measures 
(i.e. biotechnology) were made after the'development of the operon theory in the 
50's. The efforts of genetic engineering in the 60's resulted in a more systematic 
development of process improvement including a growing knowledge of metabolic 
control (gene expression) and engineering aspects. On this basis, present-day 
biotechnology clearly differs from the possibilities of the classical "fermentations". 

The changing situation which took place in the 70's confronts science, industry 
and the authorities responsible for R + D with many problems. 

In a far-sighted way, sound guidelines were established in Germany for example, 
in order to systematically promote modern biotechnology. The results of these 
efforts are reflected in a study by the Ministry of Science and Technology (BMFT) 
who published a second edition in January 1974. In this document not only the 
field of biotechnology was defined but also the objectives for R + D were developed 
including both the biological and technical aspects. Submerged cultures of microbial 
(including pathogens), plant and animal cells are considered as a unit operation. 
Many known and possible new products have been listed for the demonstration of the 
high potentials of living cells. Since that time, the development has shown that 
Germany's conclusions to support biotechnology have caused other countries to 
do the same. Thus, all industrialized countries now stress the importance of the pro- 
motion of these new technologies. 

This review deals with the most relevant categories of products prepared by 
biotechnological methods. 

The products mentioned therein were not selected on the basis of their economical 
importance but rather on the observable changes occuring in their production and 
application. It is hoped that a realistic picture will emerge of current bio- 
technology characterizing the rapid changes that took place in the past years and 
which we expect to continue during the years of the oncoming decade. 
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2.1 Single-Cell Protein (SCP)  

Man has traditionally obtained the major components of his diet, e.g. proteins, 
carbohydrates and fats from animal and vegetable sources. However, these sources 
cannot meet the increasing demand of the world population for edible proteins. 
Therefore, new sources of edible proteins must be sought to counteract the forecasted 
world shortage of proteins. 

The term single-cell protein (SCP) was coined at MIT in 1966. It includes the 
mass production of different microorganisms (bacteria, yeast, fungi, and algae). The 
advantage of microorganisms for protein production is their high protein content and 
rapid growth. For this purpose, a wide variety of carbon substrates, including n- 
paraffins, methane, methanol, ethanol, acetate, CO 2, cellulosic materials from dif- 
ferent by-products and waste sources are used. Western Europe 2, 3~, Russia 4) and 
Japan 5) have designed plans for 100000 to 1000000 tons per year feed protein 
plants. Countries in Asia, Africa and South America, because of their geographical, 
political and economic situations, are more interested in village-level technology and 
systems producing 1000 to 10000 tons per year of feed SCP. 

Specific growth rates of microorganisms, yields, pH and temperature tolerance, 
aeration requirements, protein content and amino acid profiles, genetic stability, and 
non pathogenicity to plants, animals or humans are the criteria for selecting the 
organism for SCP production. The bacteria have high growth rates (generation 
times of some minutes) as compared to 2-3 hours for yeasts and 16 hours or more for 
fungi and algae. The typical yields of microorganisms grown on hydrocarbons are 
double those obtianed from carbohydrates. Increasingly higher costs of hydrocarbons 
have made SCP production on the base of these raw materials less attractive in western 
countries than renewable resources such as agricultural wastes of by-products. Efforts 
are being made to improve the yield of protein from such carbon sources as fnethane, 
methanol, n-paraffin and gas oil which will reduce the production costs of SCP. 

Cultivations are usually carried out in submerged cultures in bioreactors. Fungi 
can be cultivated on solid wastes such as straw. In those countries which have 
enough land and.sun, and in regions where naturally alkaline lakes are present, SCP 
from photoautotrophically grown algae could be economically feasible. 

Since the biomass production is an aerobic process and air should be supplied to 
cultures, efforts are being made to develop bioreactors having higher oxygen transfer 
rates and lower power requirements. 

Imperical Chemical Industries have developed a pressure-cycle air lift bioreactor 
for the production of SCP from methanol. The design of the bioreactor takes 
advantage of the hydrostatic property of the broth to increase the oxygen transfer 
rate and reduce power requirements for aeration and agitation 2). The application of 
continuous 6, v) and incremental feeding 8), and cell-recycle techniques 9) have increased 
the biomass production rates. Microbial regulatory phenomena like the glucose and 
the Pasteur effect 10) which influence the biomass production rate have been 
investigated. 

Biomass production is an exothermic process and heat is liberated during growth. 
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Most of the microorganisms have highest specific growth rates in the range 30-35 °C. 
For the maintenance of constant temperature cooling is necessary, especially at high 
production rates. Efforts are being made to select thermotolerant and thermophilic 
strains which lead to a considerable reduction in the cooling costs 11,12). For the 
separation of biomass from the broth, different techniques are used. These include 
flocculation, centrifugation, filtration, decantation, ion-exchange, phase separation 
with solvents, washing with surfactants, solvent extraction, evaporation or combina- 
tions of these techniques. Factors influencing the separation costs are the microbial cell 
sizes and cell densities as well as the growth media. Bacterial cells have a smaller size 
(1--2 Ixm) than other microorganisms. The costs for the separation of bacterial ceils 
by continuous centrifugation are laigher than those for yeasts and fungi. Research 
to find other alternative methods like two-zone froth-flotation, electrochemical 
coagulation 3), and food- or feed-grade bioflocculants 13~ in order to reduce the cost and 
duration of cell recovery is progressing. 

The quality of produced biomass is judged by its high protein and low nucleic 
acid content and the absence of harmful compounds. The nutritional value of SCP 
depends on its amino acid pattern. Techniques for the reduction of nucleis acids 14) 
and the correction of amino acid patterns are being developed. 

Investigations on nutritional and toxicological aspects were immense before SCP 
could be utilized for the generation of feed and food additives 15~ 

2.2 Alcohols and Polyols  

Some yeasts and bacteria are able to produce different alcohols like ethanol and 
butanol as well as polyols like glycerin and 2,3-butandiol. These compounds, are 
used in drinks such as beer and wines, and also may be used in or as solvents, drugs, 
chemicals, oils, waxes, lacquers, antifreezing and antifoaming agents, precipitants, 
dyestuff, pomades, raw materials for chemical syntheses, motor fuels, and carbon 
sources for SCP production. These products are mainly synthesized from petroleum --  
derived materials like ethylene and acetaldehyde. However, because of the insufficient 
availability and high prices of the raw materials, the microbial production of 
alcohols has become an interesting area for many researchers. 

Ethanol is formed by the anaerobic metabolism of yeasts like Saccharomyces and 
many other species. In the presence of sulfite salts or in alkaline solutions, the 
alcohol formation can be changed to glycerin formation. Clostridium and Bacillus 
species participate in the production of butanol-acetone-butyric acid. Besides n- 
butanol, acetone and butyric acid, other organic compounds like propionic and 
lactic acids, 2-propanol, ethanol, and acetyl methylcarbinol (3-oxo-2-butanol) as 
well as CO 2 and H 2 are produced as by-products. Some bacteria generate 2-propanol 
from acetone and others form acetone from ethanol. 

Molasses, fruit juice, corns, bagasse, Jerusalem artichockes, cassava, whey, sulfite 
liquor, saw dust and other wood by-products are used as substrates for alcohol and 
glycerin production. Starch-based substrates should be first saccharified by amylases 
prepared from barley, fungi or bacteria. Cellulosic materials must also be chemically 
or enzymatically hydrolyzed before being used as substrates for alcohol production. 
Clostridium species contain amylases and are able to convert starch and cellulose 
directly 16~ 

100 



Biochemical Engineering 

The yeast growth is diauxic 17). Under the conditions of glucose repression, ethanol 
formation takes place even in the presence of oxygen. Yeasts require a small but finite 
oxygen supply for synthesis of unsaturated fatty acids, sterols, and nicotinic 
acid. These compounds which are essential to membrane functions are synthesized only 
aerobically 18). 

Alcohol is distilled up to a content of 96 % in one or more stages. About 1% of 
ethanol consists of fusel oils (degradation products of amino acids) which can be 
used as solvents for lacquers and resins. Solids from the processed liquor containing 
proteins, carbohydrates, mineral salts, riboflavin and other vitamins are used in 
poultry, swine and cattle feeds. CO 2 and H 2 produced in butanol-acetone-butyric 
acid production can be used for the chemical synthesis of methanol and ammonia, 
or are burned. 

All of the microbial alcohol production processes are confronted with two basic 
problems, namely product toxicity and energy-consuming product separation. 
However, recent progress made in distillation techniques allows ethanol production 
at economical feasible costs. 

Efforts for the isolation or genetic manipulation of ethanol-resistant strains, 
which are less sensitive to alcohol inhibition 19), are being made. The selection of 
thermotolerant and thermophilic strains is feasible 20). 

The application of continuous processes helps to find the optimum conditions for 
maximum productivity and the best solvent ratios. Vacuum processes, cell recycling 
and immobilized yeast cells 21) have been used to increase productivity and the 
yield of alcohol. Cysewski et al. 22) showed an increase in the alcohol production 
rate from 7 to 80 g 1-1 h -1 by the application of continuous methods with 
recycling at 0.066 bar oxygen pressure. 

2.3 Antibiot ics  and other  Pharmaceuticals 

Antibiotics are microbial metabolites like amino sugars, poly- and oligosaccharides, 
poly- and olygopeptides etc. with different pharmacological activities. Since the 
historical discovery of penicillin by Alexander Fleming in 1929, tons of thousands of 
antibiotics of microbial origin have been isolated and every year new antibiotics are 
discovered. Some antibiotics produced on a commercial scale have been listed b2L 
Perlman 23). The world production of antibiotics has now reached 100000 tons per 
year. 

Antibiotics are used as cardiofonic, hypocholesterolemic, antiflammatory, anti° 
hypertensive, diabetogenic and neuromuscular blocking agents. They are anti- 
microbials and some display antitumoric properties. Their addition to feed promotes 
the growth of domestic animals and poultry. Agricultural antibiotics can control 
bacterial and fungal plant diseases. Furthermore, they can be used as insecticides, 
herbicides and plant regulators. They are biodegradable and their use on the land 
instead of chemical products can reduce the possibility of environmental pollution. 
Therefore, antibiotics can be considered as the most significant products used for the 
modification of microbial activity to meet human needs 24). 

Many antibiotics are produced by molds. Some including streptomycins and 
polypeptide antibiotics are synthesized by bacteria. Actinomycetes, lichens and plants 
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are other sources of antibiotics. Among the important commercially produced 
antibiotics are penicillins, streptomycins and tetracyclines. The most prominent 
penicillin currently produced is penicillin G, the acyl moiety being phenylacetyl. 
By the addition of different compounds to a growing culture, different groups can be 
incorporated into the acyl portion of the penicillin molecule and new antibiotics 
are produced. Acylation may be also be achieved by chemical means instead of by the 
action of fungi. In this way, new types of  semisynthetic penicillins are prepared 23) 

Surface or submerged cultures are used for the production of antibiotics from 
molds. In the production three phases are involved. First, mycelium formation 
takes place. Then, antibiotic (penicillin) is formed while growth and respiration are 
retarded. In the final phase, mycelium autolysis occurs and penicillin production 
ceases. Biomass is separated from the broth in a drum filter and penicillin is 
usually extracted with amyl acetate, dewatered and precipitated. The process is 
carried out batchwise or semicontinuously. A corn-steep solution is mostly used as a 
carbon source. All the antibiotics are produced under high levels of aeration and 
vigorous agitation. Strict attention is paid to sterility. Areas of investigation include 
selection and mutation to obtain good yields and stable strains in submerged 
cultures, the reduction of manufacturing costs, 23) exploitation of genetic methods in 
the search for new antibiotics as), biosynthesis and mechanism of action z6), antibiotic 
resistance of the microorganism 27), microbial transformation 28), and development of 
cytotoxic and antitumor antibiotics zg) 

Pharmacologically active compounds of microbial origin are not limited to 
antibiotics. Viable or dead microorganisms are used as antigens and toxin-formers 
for the production of antibodies and antitoxins. Pathogenic bacteria are mass- 
produced in surface and submerged cultures for vaccine production. Special 
bacteria are used in the form of oral medication. For example, viable cells of 
Lactobacillus and Escherichia coli are employed in the treatment of  maladjusted 
intestinal microflora 30) 

Viruses and double-stranded amino acids from phage-infected E. coli cells are 
used as inductors in the synthesis of interferons 31). Interferons are just being 
synthesized on a large scale by a new technology 31). 

2.4 Biotransformation Products 

Microorganisms are able to carry out different reactions in which a compound is 
converted into a structurally related product. These processes, which are catalyzed by 
one or several enzymes of cells, are stereospecific. Reaction conditions are mild, 
therefore convenient, and in many cases are preferable to chemical routes. The 
concentration of the desired products may be increased by the selection of properly 
blocked mutants. In Table 1 are listed some of many types of reactions that have 
been carried out with microorganisms. The product yields are usually high 
(Table 2). 

The production of vinegar from ethanol, gluconic acid from glucose and many 
steroids are examples of  currently used industrial-scale bioconversions. The produc- 
tion of acetic acid from ethanol is characteristic of Acetobacter or Gluconobacter 
species. One gram of ethanol theoretically produces 1.304 g acetic acid 34). Aspergillus, 
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Acylation Demethylation Isomerization 
Amidation Epimerization Methylation 
Amination Epoxidation Oxidation 
Cleavage of C--C b o n d s  Esterification Phosphorylation 
Condensation Halogenation Racemization 
Deamination Hydration Reduction 
Decarboxylation Hydrolysis Transglycosidation 
Dehydration Hydroxylation 

Table 2. Yields of some bioconversions 33) 

Substrate Product Microorganism yield 
(%) 

Sorbitol Sorbose Gluconobacter suboxidans 98 
Mannitol Fructose Gluconobacter suboxidans 95 
G l y c e r o l  D i h y d r o x y a c e t o n e  Gluconobacter suboxidans 95 
Glucose 5-Ketogluconic a c i d  Gluconobacter suboxidans 90 
Glucose 2-Ketogluconic a c i d  Pseudomonas mildenbergii 100 
Glucose Gluconic acid Aspergillus niger 97 
L-Tyrosine L-DOPA Aspergillus oryzae 100 
Progesterone 1 l¢~-Hydroxy- Rhizopus nigricans 90 

progesterone 

Penicillium and other fungal species convert glucose to gluconic acid in cases of 
calcium deficiency. The utilization of microbial transformations allows new derivatives 
of antibiotics to be produced 28). Ketogenic processes involving conversion of 
polyalcohols into ketoses are another example of microbial transformation. The most 
important processes of this type are the oxidation of D-sorbitol to L-sorbose exploited 
for the manufacture of vitamin C and the oxidation of glycerol to 1,3-dihydroxyace- 
lone. Both processes are carried out on an industrial scale using Acetobacter strains 35). 
Steroids are complex polycyclic lipids including a wide variety of compounds such as 
sterols, bile acids and hormones. Reactions involved in the microbial transformation 
of steroids include oxidation, reduction, hydrolysis and esterification. Microbial modi- 
fications also have a signifcant effect on the cost of the desired hormones. In 1949 
~-hydroxylation of progesterone at C-11 caused a reduction in the price of cortisone 
from $ 200 to $ 6 per gram within a very brief period and, due to further 
improvements, the price is below $1 per gram at present 36) 

2.5 Enzymes 

Enzymes are used as catalysts in chemical reactions taking place in the food, 
pharmaceutical and biochemical industries. The reactions carried out under the 
catabolic action of enzymes do not require extreme conditions (temperature, pH 
etc.). The advantages are: high turnover rates, stereospecificity, production of less 
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by-products and lower reprocessing losses. Industrial enzymes are obtained from 
microorganisms and, more recently, also from animal and plant tissues. Mostly, 
enzymes obtained from plant and animal sources are more difficult to isolate than 
enzymes from bacterial sources. For both technical and economical reasons, 
microbial enzymes are becoming increasingly important. In contrast to plant and 
animal enzymes, microbial enzymes are indefinitely available and independent of 
climatic seasonal and weather variations. 

Microbial cells contain or produce at least 2500 different enzymes which can catalyze 
biochemical reactions leading to growth, respiration and product formation. Most of 
these enzymes can readily be separated from cells and can display their catalytic 
activities independently of the cells. Although microbial enzyme activities have been 
observed for many centuries, only recently have microbial enzymes been commer- 
cially utilized. 

The industrially produced enzymes include amylases, protease, pectinase, invertase, 
catalase, peniciUinase, glucose-oxidase, streptokinase-streptodornase, cellulase, and 
others. Amylase and protease are used in the textile, baking and leather industries. 
Amylase can also be used instead of malt in starch hydrolysis. Pectinase is 
employed in the manufacture of fruit juices. Invertase can increase the saccharose 
solubility by hydrolyzing it to the corresponding reducing sugars. It is used as 
sweetener and plasticizer. Catalase decomposes hydrogen peroxide to water and 
oxygen. It is used in bleaching and milk sterilization. Penicillinase can inactivate 
penicillin. Glucose oxidase removes glucose from egg albumen in powdered egg 
production and is also used as an analytical reagent. Streptokinase-streptodornase 
is applied as an anti-inflammatory agent. Cellulase is used in the conversion of 
wood and wood by-products and as a pharmaceutical digestive acid. Cytochrome 
P-450, a complex mixture of enzymes in the liver which is responsible for the 
metabolism of drugs and other xenobiotics, has been subjected to large-scale 
ourification. It may have applications in medicine, act as an environmental cleaner for 
the transformation of many chemicals including pesticides and be involved in the oxi- 
dation of a variety of amines and hydrazines in the near future 37) 

Bacteria, fungi and yeasts are used in enzyme production. The pathogenic and 
biological stability of the strains are important factors governing culture selection. 
T'..e most frequently employed bacteria are Bacillus, Streptomyces, Clostridium, 
Cellvibrio, Cellulomonas, and Actinomycete species. The fungi generally involved 
include Trichoderma, Aspergillus and Penicillin species. Among the yeasts, Saccharo- 
myces cerevisiae and Candida utilis may be mentioned. Increasing use is being made 
of mutagenic agents in the production of mutant strains displaying increased 
enzyme-synthesizing capabilities. 

Bacterial enzymes are mostly produced in liquid-surface cultures. For fungi, solid- 
surface or submerged culture methods are employed. Submerged cultures are used 
in.reactors of 10 000-100 000 1 or greater volume 3s). Mashes are usually composed of 
mixtures of carbohydrates. The processes are usually performed batchwise. 

Most enzymes of industrial importance like amylase, protease, ceUulase, etc. are 
extracellular. By the addition of surface-active agents, enzyme excretion through 
cell membranes and consequently the yield of  these enzymes can be increased 38). 
Extracellular enzymes are separated from microbial cells by filtration and, if necessary, 
in addition by enrichment. Intracellular enzymes are released by disruption of the cells 
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which is usually accomplished by autolysis or mechanical disruption. Enzymes for 
medical and analytical purposes must be pure. For purification, different techniques 
like precipitation, differential adsorption and elution, electrophoresis, dialysis lyo- 
phylization, and cristalization are applied 32). Great care is taken throughout the 
recovery and precipitation process to maintain the enzyme activity. 

Because of  their low concentration in living tissues, enzymes can be produced and 
isolated only in small quantities. These expensive compounds are soluble and, after 
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Fig. 1 a and b. Summary of techniques for enzyme immobilization. An enzyme can be immobilized by 
fixing it on the surface of a macroscopic material or by trapping it inside a matrix which is permeable 
to the enzyme's substrate. (Reprinted from Bailey, J. E., Ollis, D. F.: Biochemical Engineering 
Fundamentals, p. 184, New York-London-Tokyo, McGraw-Hill 1977) 
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transformation, are partially lost. In addition, enzymes contained in the products 
may be undesirable impurities which must be removed. The latter affect the 
economical efficiency of enzyme-involving processes. The search for a better and 
more efficient utilization of enzymes has led to the development of a relatively new 
enzymatic technique, namely enzyme immobilization ag~. Immobilization of an enzyme 
means to confine or localize it so that it can be reused continuously. Immobilization 
of more than 200 enzymes has already been reported. 

Enzymes are immobilized by attachment to or confinement in water-insoluble 
materials (Fig. i). Enzymes can be immobilized by adsorption on biologically inert 
carriers like organic polymers, glass, mineral salts, metal oxides, and different 
silicates. Since enzymes retain their activity for a longer time in an undissolved 
form, many reactions catalyzed by enzymes can be carried out in continuous systems. 
Immobilized enzymes can be used in agitated vessels, fluidized or fixed bed tower 
reactors 40) 

The immobilization concept was later extended and applied to living cells 4xl. 
Immobilization of whole cells rather than purified enzymes reduced the expense of 
separation, isolation and purification of the enzyme. Furthermore, in multistep reac- 
tions, in which several enzymes are involved, the application of immobilized cells 
is advantageous. Since the enzymes are in their native state their stability is 
enhanced. Such systems may widely be applied, which is not possible with isolated 
pure enzymes, and are less expensive than processes based on free intact cells 42) 

Immobilized enzyme and cell techniques are now expanding" into different 
branches of biochemical engineering like the transformation of carbohydrates, e.g. 
isomerization of glucose to fructose, production of carboxylic acids and amino acids, 
waste water treatment, separations of  D,L-amino acids, biotransformation of steroid 
hormones and antibiotics, hydrolysis of proteins to peptides and amino acids, treat- 
ment of cheese, hydrolysis of milk sugar, hydrolysis of starch to glucose syrup, and 
microbial formation of different products like hydrogen, ethanol, Coenzyme A, 
NADP, methane, aflatoxin etc. 43). Immobilized enzymes are very often used in 
biomedicine 44). This technique has already significantly contributed to the develop- 
ment of new enzymatic electrodes 45) and chromatographic methods. 

2.6 Amino Acids 

Amino acids are monomeric units of polypeptides and proteins. They are widely used 
in the food and chemical industries as flavor enhancers, seasonings and sweeteners 
e.g. for the improvement of  bread quality, also in the production of drugs, cosmetics, 
synthetic leather and surfactants, in medicine for infusions and as therapeutic agents. 
Amino acids are produced by chemical synthesis or extraction from protein 
hydrolyzate. They may be also produced by microbiological methods. 

Microbial amino acids are mostly produced in Japan 46~. The annual production of 
amino acids in Japan had reached a level of 300 million dollars in 1977 47). 
Microbial amino acids can be produced directly from intermediates or by enzymatic 
methods. A variety of substrates are used for microbial growth. These include molasses 
(especially beet), hydrolyzate, glucose, xylose, acetic acid, methanol, ethanol, benzoic 
acid, and n-paraffin. Investigations are being made in the search for inexpensive and 
easily available carbon sources 48). 
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The strains used are either wild types or mutants.  Wild types from the genera 
Arthrobacter, Bacillus, Brevibacterium, Corynebacterium and Microbacteriurn are 
mostly employed in glutamic acid and alanine product ion ~8). The yields, depending 
on the carbon source and bacterial species, are between 10-80 %. Other amino acids 
are also accumulated in wild types; however, yields are lower. 

The terminal amino acids are under strict metabolic  control. Some act as feedback 
inhibi tors  or repressors. Their synthesis is in equil ibrium with metabolic requirement.  
This equil ibrium posit ion prevents their accumulat ion and hence the yield of  these 
compounds  is low. By changing the growth requirement (environmental stimulus) 
or by genetic manipulat ion,  mutants  could be found with limited or removed feedback 
inhibitors and repressors, e.g. auxotrophic  and regulatory mutants  49). This needed 
a better understanding of  biosynthesis and regulation of  amino acid production.  By 
selection of  these mutants  it became possible to alter microbial  metabolism which led 
to the accumulat ion of  the desired amino acids. 

The biotechnologists have also clarified the regulation mechanism of  glutamic acid 
excretion in bacterial cell membranes and discovered the effect of  medium composi-  
tion, osmotic pressure, biotin, antibiotic,  detergent,  saturated fatty acid and oleic 
acid addi t ion on the excretion of  amino acids 49) 

COOH # 0  
I c 

--c.3 
(CH2)2 

I 
S--CH 3 

N-acetyl-D, 
L-methionine 

Fig. 2. Reaction System s3) 

COOH COOH ~ O  

Acylase H--C--NH 2 CH 3 H-- --N ~CH 3 
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-H20 ] I 

S--CH 3 S--CH 3 

L-methionine Acetic N-ocetyl-D- 
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Table 3. Operation conditions of the extended time test for measuring the deactivation constants 53~ 

Racemate concentration (m mol I - 1) 600 
Temperature (:C) 37 
pH (--) 7.0 
Effector, Co 2÷ (m tool 1-1) 0.5 
Reactor volume (1) 1.07 
Membrane area (m 2) 1 
Membrane cut-off (MG) 70,000 
Flow rate (ml) 9.6 
Residence time (min) 111 
Initial amount of enzyme (g) 0.835 
Flushed amount of enzyme (g) ~0.350 
Residual amount of enzyme (g) 0.485 
Enzyme concentration (g 1 - 1) 0.453 
Conversion (%) 80.2 
Measured reaction rate (m mol 1-1 min -1) 2.16 
Calculated reaction rate (m mol 1 - 1 min- 1) 3.75 
Effectivity (%) 57.6 
Deactivation constant kde (d- 1) 0.0344 
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For amino acids like tryptophan and serine, because of the difficulty in 
avoiding metabolic control, another technique was developed, i.e. intermediate addi- 
tion of the corresponding amino acids 50). Amino acids are also produced by intact 
cells, cell-free enzyme preparations or immobilized enzymes sl, s2~ 

A recent example of a racemate separation process (D,L-methionine) by im- 
mobilized acylase has been described 53) indicating the upcoming trend of enzyme 
technology in amino acid production (Fig. 2, Table 3). 

2.7 Organic Acids 

Various microorganisms under certain conditions are able to excrete intermediate 
products (organic acids) from or closely related to the tricarboxylic acid cycle (Fig. 3, 
Table 4). For example, Clostridium produces acetic acid and butyric acid, Lactobacillus 
and Streptococcus species produce lactic acid, Acetobacter species acetic, gluconic, 
and ketogluconic acids, and Pseudomonas species 2-ketogluconic and 0~-ketoglutaric 
acids. 

Acid accumulation may also proceed via other biopathways. In the case of  acute 
nutrient deficiency like shortage of trace metals, the extent of acid accumulation in 
several instances may be increased. Organic-acid forming microorganisms may ac- 
cumulate other organic acids in addition to the acid of interest. Careful selection and 
mutation of strains as well as optimization of media and culture conditions could 
lead to processes that yield high concentrations of particular organic acids. There 
are about 60 known kinds of organic acids, derived from microorganisms, some of 
which are being produced on a commercial scale. For example, the citric acid 
production in the United States and Europe amounts to about 105000 tons 
anually. In addition, Japan produces about 5000 tons and about 10000 tons are 
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Fig. 3. Production of various organic acids by microorganisms 
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Table 4. Main Organic Acids Produced by Microorganisms 4s~ 

Acid Microorganism Yield % 
(C-source) 

Acetic acid Acetobacter aceti 95 (ethanol) 
Propionic acid Propionibact. shermanii 60 (glucose) 
Pyruvic acid Ps. aeruginosa 50 (glucose) 
Lactic acid a L. delbriickff 90 (glucose) 
Succinic acid Bacterium succinicum 57 (malic acid) 
Tartaric acid Gluconobact. suboxydans 27 (glucose) 
Fumaric acid Rhizopus delemar 58 (glucose) 
Malic acid L. brevis 100 (glucose) 
Itaconic acid a Asp. terreus 60 (glucose) 
ct-Ketoglutaric acid C. hydrocarbofumarica 84 (n-paraffin) 
Citric acid a Asp. niger 85 (sucrose) 

C. lipolytica 140 (n-paraffin) 
L(+)Isocitric acid C. brumptii 28 (glucose) 
L( +)Alloisocitric acid Pen. purpurogenum 40 (glucose) 
Gluconic acid a Asp. niger 95 (glucose) 
2-Ketogluconic acid a Ps. fluorescens 90 (glucose) 
5-Ketogluconic acid Gluconobact. suboxidans 90 (glucose) 
D-Araboascorbic acid Pen. notatum 45 (glucose) 
Kojic acid Asp. oryzae 50 (glucose) 

a Industrialized in Japan 

produced in Brazil, Israel, Mexico, Colombia, and Argentina 5¢). Organic acids are 
mostly used in the food, pharmaceutical and cosmetic industries. 

Starch wastes, wheat and rice bran, molasses, ethanol, wine, apple juice as well as 
n-paraffins are used as raw materials. Starch materials are first saccharifled by 
amylase. The acid production may be conducted by either surface or submerged 
culture techniques. The application of microbial film reactions has also been 
suggested for lactic acid production 5s). Continuous culture techniques are not usually 
considered to be suitable for use in organic acid production. The maximum rate of  
acid production occurs during a period in which the rate of  growth of mycellium is 
insignificant. There is no requirement for efficient aeration of the culture during 
acid formation. The pH should be controlled carefully since otherwise this could lead 
to the formation of other simultaneously produced acids and to a decrease in yield. 
For example, acetic acid production is performed in a strong acidic range p H  
about 2) to repress oxalic acid formation. Microbial organic acids may further be 
processed to other compounds. For example, oxalic, itaconic and aconitic acids used 
as plasticizers are readily produced by oxidation, heat treatment and dehydration of 
citric acid, respectively. 

2.8 Vitamins, Pigments and Coenzymes 

Several pigments, vitamins and coenzymes like carotenoids, riboflavin (Bz), cobal- 
amine (Bt2), ascorbic acid (C), ergosterol (D2), biotin (H), gibberellin, etc. are produced 
during the normal metabolism of microorganisms. Microbial production of some of 
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these compounds like riboflavin and cobalamin is commercially applied. The 
microbial production of other substances such as biotin has not yet been com- 
mercially utilized due to the competition from chemical synthesis. These compounds 
are used in feed and food as growth stimulants, coloring 56) and flavor sv) enhancers. 

Carotenoids, the most important family of natural pigments, are employed as food 
additives for intensifying or modifying the color in fats, oils, cheese, and beverages. 
Carotenoids are produced by many species of algae and fungi. ]3-Carotine, a 
precursor of vitamin A, is generated by some members of Coanephoraceae (Phycomy- 
cetes). By mixed cultivation of two sexual forms of this species, the mycelium 
carotenoid content can be increased by 15-20 times 58) 

Vitamin B12 has been extracted from activated sludge or as a by-product of the 
acetone-butanol process. The vitamin is also synthesized by microorganisms in 
intestinal habitats. For commercial purposes, Bacillus, Propionibacterium or Pseudo- 
monas species and more recently methanogenic bacteria are utilized. Yields of up to 
50 mg i -1 can be achieved. The reaction mixture is evaporated and used as a feed 
supplement for various domestic animals or further purified and crystallized for 
medical use 59) 

Riboflavin is produced by Clostridium, Ascomycetes and Candida species. The yield 
can be as high as 5 g 1-1 after 7 days 6o). Gibberellafujikuroi is utilized for the synthesis 
of gibberellins, a group of plant hormones used for plant growth promotion. 
Glucose, molasses, lipid (corn oil) are usually used as carbon sources. Vitamin 
B12 may also be synthesized from alcohols and hydrocarbons. 

In industrial-scale productions, submerged and surface-cultivation methods are 
routinely applied whereas an immobilized-cell technique for the production of vitamin 
C has only recently been reported. 

Extensive studies in this field including genetic studies, strain improvement by 
mutation, medium economization and improvement of extraction and purification 
techniques have led to substantial improvements in process development generally 
yielding an efficient and economic production. 

2.9 Bioinsecticides 

The control of scale insects, whiteflies, plant hoppers, aphids, chinch bugs, 
phytophagous beetles, flies, caterpillars, masquitoes, and stored product pests costs 
more than one-half billion dollars annually in the United States alone. In the 
last decade great progress was made in the commercial production of microbial 
insecticides which can partially replace synthetically prepared insecticides. 

Bacteria, viruses, fungi and protozoa are used for the production of microbial 
insecticides. The most useful bacteria are spore formers. Among entomopathogenic 
bacteria, Bacillus moritai, B. popillae, and B. thuringiensis are being developed to 
commercially applicable microbial insecticides 62). The most useful viruses are those 
protected by a proteinaceous inclusion body. Baculovirus, Entomopoxvirus and Irido- 
virus are prominent viral insecticides and each year new insect viruses are discovered 63) 
Fungi can be effective pathogens if field conditions are optimal for spore germina- 
tion, invasion and growth. They are generally less specific than other groups of 
entomopathogens. Most of the promising fungi are Phycomycete and Deuteromycete 
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species 64). Protozoa of Nosema, Mattesia, and Vairimorpha species are currently 
investigated in great detail for the production of microbial insecticides 64). 

Entomopathogenic bacteria are mass-produced in submerged cultures, fungi 
being usually cultivated by surface growth. Viruses and protozoa are produced in 
in vivo processes, that is in living insects. Insect viruses, because of their 
specificity, i.e. they are obligate parasites, are more difficult to produce on an 
industrial scale than bacteria or fungi. However, more than a dozen commercial pre- 
parations of viral insecticides have been produced. Commercial fungal insecticides 
are produced in the Soviet Union. Molasses, dextrose, grain mash and by-products 
are used as carbon sources. Entomopathogenic protozoa are difficult to cultivate and 
have never been industrially utilized. Production feasibility, safety, and effectiveness 
against important pests are major criteria involved in the evaluation of mass 
production of microbial insecticides. 

Research in this field will not only lead to the production of effective, cheap and 
environmentally friendly insecticides but will also help to acquire a better under- 
standing and control of infectious diseases of useful insects such as the honey bee 
and silk worm. 

2.10 Other Biological Products 

The above mentioned comtSounds are not all that organisms can produce. The 
present article is too short to elucidate in detail all the possible compounds which can 
be produced by microbial action. There are other useful products which could 
substitute for chemical synthesis. Some of these include: nucleosides and nucleotides 
used as flavor-enhancing materials 6s), extracetlular polysaccharides like xanthan, 
dextran, pullulan and other gums 66), fatty acids and fats 67), biosurfactants 68), 
rennets 69), hydrogen ~°), radioactive compounds :1), and compounds exhibiting 
electrical properties 72) 

Table 5 gives examples of neutral and anionic polysaccharides. Of the polymers 
shown, dextran, pullulan, xanthan, and atginates are of most commercial interest. 
About 8000 tonnes per year of xanthan are currently produced for use in food 
industry, in oil-well drilling and numerous other areas v3) 

Not all of  the above mentioned microbial processes have reached the stage of  
large-scale production. The reason being either that there are other routes which for 
the present time can produce the same compounds in large quantities and at less cost 
or the microbial systems involved are not yet fully understood. However, this does not 
interfere with the fact that microorganisms are the largest and most powerful 
manufacturing companies on our planet. 

3 Biological Conversion and Degradation 

3.1 Biological Waste Water Treatment 

Removal and purification of waste waters, especially in densely populated and 
industrial areas, has become a serious problem. Waste waters are very different. They 
generally contain a complex mixture of solids and dissolved components of different 
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Table 5. Some neutral and anionic microbial polysaccharides 7a~ 

Trivial name Organism(s) Special solution properties 
and (potential) uses 

Dextran Acetobacter spp. Plastic flow; as source for utilizing 
Leuconostoc mesenteroides dextran derivatives for pharmaceutical 

PuUulan 

Curdlan 

Scleroglucan 

Cellulose 
Levan 

Alginate 

Xanthan 

purposes 
Gels on heating; O2-impermeable films 
formed; readily biodegradable 
Gels on heating or acidification; gelled 
foods; stable salts and acids 
Highly viscous and pseudoplastic, 
drilling muds, latex points 
Water-insoluble 

Pullularia pullulans 

Agrobacterium 

Sclerotium glucanicum 

Acetobacter spp. 
Bacillus spp. 
Leuconostoc mesenteroides 
Seratia marescens 
Pseudomonas NCLB 11264 
Pseudornonas aeruginosa 
Azotobacter vinelandii 
Xanthomonas campestrfs 

Phosphomannane Hansenula capsulata 
Hansenula holstii 

-- Physarum polycephalum 
--  Rhizobium meliloti 

Highly viscous and pseudoplastic 
Range of viscosity types; gels with Ca 2 ÷ ; 
textile printing, food applications 
Highly viscous and pseudoplastic; gels 
with galactomannes; resistant to acid, 
alkali and biodegradation; oil-well 
drilling, food industry 
Thixotrophic at high contration, gels 
with borax 

nature and concentration. Domestic waste (sewage) consists of  garbage, laundry 
water and excrement. Furthermore the sewage contains a varied population of  soil 
and intestinal microorganisms including pathogens. The composition o f  industrial 
wastes strongly depends on the source. Waste waters from sugar and starch factories, 
creameries, breweries and yeast fabrication contain large quantities o f  carbohydrates, 
-fats and protein. The waste water from chemical and metallurgical industries may 
contain considerable amounts of  toxic, corrosive and even explosive substances. 
A very serious form of  pollution is the release o f  heavy metal compounds like iron, 
copper, lead, metalloids, etc. into the aqueous environment. The oil lost into the sea 
during transportation is estimated to be 10 6 metric tons per year. 

The aim of  water treatment is to remove its dissolved and undissolved components,  
to eliminate its pathogenic microorganisms and to detoxify it so that it is non- 
toxic to man and will not affect the microflora nor  pollute the water into which it 
is discharged. Because o f  the importance o f  waste water treatment in maintaining 
our  biocenosis, the biological treatment o f  waste water has become the most important  
task of  biochemical engineers. Every year thousands o f  millions o f  cubic meters of  
waste water are handled and various contaminants are removed before being 
discharged into the streams and seas 74~. 

Waste water treatment is usually performed in three stages. In the primary stage 
the most easily separated contaminants like solids, which can settle out, oil films, etc 
are removed. In the secondary stage, colloids and soluble compounds,  mostly 
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Fig. 4. Schematic representation of the activated sludge process (Reproduced from Bailey, J. E., 
Ollis, D. F.: Biochemical En~neering Fundamentals, p. 710, N¢w York-London-Tokyo, McGraw- 
Hill 1977) 

of organic origin, are biologically oxidized or adsorbed and cell sludge, CO2, CO, 
NH 3, N2, SH2, H 2 etc. are formed. The remaining contaminants are removed in the 
tertiary stage by processes like electrodialysis, reverse osmosis, deep-bed filtration, 
adsorption etc. 

The most common processes used in the secondary stage of waste water treatment 
include the activated sludge process, trickling biological filters, anaerobic digestion 
and the lagoon process. Most of these processes may be classified as a continuous- 
flow enrichment of microbial cultures. The predominant species are determined by the 
characteristics of the input wastes and environmental conditions. Fungi, algae and 
protozoa as well as higher animals like worms and fly larvae are found among 
the inhabitants of waste water treatment plants. A common bacterium in the activated 
sludge population is the Pseudomonas species Zoogloea ramigera. 

In the activated sludge process, single- or multi-stage continuous-flow aerated 
reactors are used (Fig. 4). Effluent from the bioreactor is separated in a settling tank 
and a portion of sedimented sludge is usually recycled to the reactor providing a 
continuous sludge inoculation. 

In the biological filter the effluent to be treated is trickled onto the top of the 
bed of porous materials such as Biolite oolonized by microorganisms. This process 
is less subject to dynamic or shock loading of toxic substances than the activated 
sludge process. The activated sludge process often receives forced aeration, In the 
biological filter, air is circulated through the trickling filter by natural convection. 
Efficient transfer of oxygen is extremely important. 

The sludge from the sewage-treatment process mainly contains organic materials. 
These are biologically decomposed in a large, closed container called an anaerobic 
digestor. A simplified scheme of the overall mechanism of anaerobic digestion is 
shown below. 
Different groups of microorganisms participate in this anaerobic conversion. First, 
extracellular enzymes of hydrolytic bacteria liquefy the polymenic and insoluble 
substances. The produced monomers are then further degraded by acid-producing 
bacteria to acetic acid, H 2, CO 2 etc. These metabolites are the substrate for 
methane-producing bacteria. The end product, a gas mixture of 70 ~ methane and 
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30 % CO 2, is called biogas. This gas has a fuel value and can be used to reduce the 
energy costs of the waste-water treatment" processes. From every kilogram of dried 
organic substances, 200-300 1 biogas may be obtained. Substances other than sewage 
sludge, like public refuse, land and plant wastes, animal manure etc. can also be 
converted to biogas in an anaerobic digestor. In different countries efforts are 
being made to optimize the process in order to increase the production rate of  biogas. 
An experimental plant in Florida has shown that the house refuse from a 400000 
population can produce biogas which corresponds to 3 x 106 tons of oil. The sludge 
from the bottom of the anaerobic digestor is burned, composted or used as dung. 

Effluents also contain nitrogenous compounds in the form of protein, amino acids, 
urea, and decomposition products as well as nitrogen usually as ammonium salts. 
Nitrogen can be removed by biological nitrification-denitrification processes. Biologi- 
cal nitrification converts organic and ammoniacal nitrogen (NH3) to nitrates via the 
intermediate nitrites (NO~). Nitrification is coupled with denitrification by facultative 
organisms in which nitrate nitrogen is converted to gaseous nitrogen 75). Sulfates 
existing in many industrial effluents including excess sulfuric acid, gypsum, coal 
desulfurization by-products, acid mine water and metallurgical effluents can be 
disposed of by bacterial mutualism 76). The biological removal of phosphorus, 
responsible for the eutrophication of lakes and streams, is still in the experimental 
stage 77) 

3.2 Conversion of  Agricultural and Forest Products 

Petroleum and natural gas are still the most important sources of energy and 
almost anything based on the organic chemistry of today is likely to owe its origin to 
these materials. In the near future, these nonrenewable resources will not be available 
in sufficient quantities to fulfil the increasing demand of man. Impending shortages 
of natural gas and petroleum reserves have motivated intensive research efforts to find 
alternative renewable raw material and energy sources. Biochemical engineers paid 
their main attention to the development of commercial processes for the bio- 
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Table 6. Percent composition of dry agricultural residues and woods ~9~ 

Material Hexosans Pentosans ~ Lignin Ash 

Barley straw 40 19 14 11 
Corn stover 36 16 15 4 
Cotton gin trash 20 6 18 15 
Rice hulls 36 15 19 20 
Rice straw 39 17 10 12 
Sorghum straw 33 18 15 10 
Wheat straw 36 19 15 10 
Corn stalks 35 15 19 5 
Sycamore 46 14 22 1 
Sweet gum 45 19 19 1 
White fir 58 9 28 N.d. 
Douglas fir 57 4 27 0.2 
Redwood 44 6 34 0.4 

a Poymerized xylose and arabinose; N.d. : not determined 

conversion of  plant biomass and agricultural wastes to produce liquid fuel and 
chemical feedstock. Plant biomass is the most abundant  renewable resource on earth. 
It has been estimated that over 1.5 x 10 H tons of  plant material is produced annually 
in the world by photosynthesis. Less than 1 ~o of  the forest resources is currently 
consumed, 30-50 ~o of  which end up as waste residues. For  example, in the USA 
about 220 million tons of  wood and bark residues like paper-pulp and wood 
sawdust are generated annually by the forest product  industry. The annual production 
of  crop residues (straw, stalks, etc.) amounts to 562 million tons 7s~ 

The major organic components of  land and plant biomass are carbohydrates 
(cellulose, hemicellulose, starch) and lignin. Table 6 shows the composition o f  some 
agricultural and wood residues 79). Cellulose is a high molecular weight insoluble 
polymer of  glucose. Hemicelluloses are alkali soluble, linear and branched hetero- 
polymers of  mainly pentose sugars. Lignin is a high molecular weight insoluble, three- 
dimensional random polymer of  aromatic carbon skeletons. 

As already mentioned, microorganisms such as Clostridia can produce aceta te ,  
lactate, acetone, butanol etc. from cellulosic wastes like sawdust, straw, bagasse, rice 
hulls etc. 8o). The utility of  cellulose and hemicellulose increases if it is first 
hydroyzed to glucose and other soluble sugars. Hydrolysis of  cellulosic materials can 
be accomplished by means of  either acid or enzymatic treatment 8x~. There are 
various bacteria and fungi which produce cellulose- and hemicellulose-degrading 
enzymes. Fig. 5 shows the saccharification of  cellulose by the enzyme cellulase 
produced by the fungus Trichoderma viride. The soluble sugars produced can be 
separated from the culture or be converted to fuels, chemicals and proteins by other 
organisms like yeast sz). Clostridium thermocellum, an anaerobic thermophile, hydro- 
lyzes both cellulose and hemicellulose to sugars like glucose, cellobiose, xylose, 
xylobiose etc. which accumulate in the broth. 

The ethanol from agricultural and plant wastes can be blended with petrol 
and used for running engines and vehicles. Although the biological production of  
ethanol is technically feasible, its economical feasibility has not yet been resolved. 
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Fig. 5. Enzymatic conversion of cellulosic materials (Reproduced from Binder, H., Keune, H.: 
Forschung aktuell, Biotechnologie, p. 200, Frankfurt, Umschau 1978) 

The lignin component of land and plant biomass, because of its structural 
complexity and its resistance to biodegradation, is much more difficult to deal with. 
The microbiology of lignin degradation is not yet well understood. Lignin-degrading 
microorganisms have been intensively studied in the past few years 83). Fungi are 
known to be active in the degradation of lignin. Bacteria are usually thought to degrade 
the smaller molecules arising from fungal attack or from industrial processes such as 
the manufacture of cellulose. When lignin is degraded by microorganisms, a variety 
of simple and complex aromatic compounds like phenols may be produced which are 
usually extracted from petroleum. 

4 Genetic Engineering 

Genetic engineering is the application of molecular genetics to induce predictable 
and hereditary changes in cells s4). The transposable genetic elements responsible for 
a specific interesting property of the cell like resistance to antibiotics, toxin 
production, etc. can be clipped out from their linked groups and placed into another 
organism (genetic recombination), an achievement that could not have been dreamed 
of 10 years ago. Recombination is an enormously efficient process for generating 
genetic variation which was practically impossible to achieve by natural evolution like 
transformation, transduction and conjugation. 

Genetic recombination is mostly performed by transformation of a fragment of 
deoxyribonucleic acid, (DNA) in the cells. Once a gene has been isolated it can be 
altered in vitro. This can be accomplished by means of restriction enzymes, 
exonucleases, ligases and chemical mutagens to produce deletions, insertions, and 
point mutations. There are a number of in vitro techniques for testing changes in the 
function of altered genes. The altered genes can then be inserted into a host cell. The 
extra-chromosomal genetic elements used for this transportation, the cloning vectors, 
are plasmids or bacterial phages. By asexual reproduction, a group of cells having 
identical genetic characteristics are derived. Genetic transformation has 'been demon- 
strated in a number of species of the genera Escherichia and Bacillus 8s). To date, 
many genes from a variety of prokaryotic and eukaryotic cells have been transferred 
into E. coll. Most of the new hybrid DNA's are stable in the host. However, there are 
some difficulties concerning eukaryotes. Much more about the structure and 
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organization of eukaryotic genes and the factors that control their expression 
should be known sr). Research in molecular biology is now focused on higher 
organisms, but E. coli remains an essential research tool. 

Genetic recombination plays an important role in the production of new 
industrial microorganisms, especially prokaryotes. The powerful tool of molecular 
cloning may be utilized to introduce into E. coli genes specifying synthetic 
functions such as nitrogen fixation, antibiotic and enzyme production and synthesis 
of antibodies and hormones 87). Gene cloning is used for strain improvement ss~ to 
maximize the yield of a single metabolite, especially secondary products sg~. It is also 
used for the elucidation of metabolic pathways. 

Resistance of organisms to bacterial phages and inhibitory chemical agents, such 
as penicillin, dyes etc., can be increased by gene cloning. The recombinant DNA 
technology has now provided appropriate tools for demonstrating genetic phenomena 
at the molecular level and for the study of biological evolution. Interferon, which 
may play several roles in response to tumors, could not be studied in sufficient detail 
because of the minute quantities previously available. This substance which, according 
to one estimate, could have world-wide sales of $ 3 billion a year by 1987, is now 
produced by recombinant DNA technology 90, 91). 

The participation of molecular biologists in industry is relatively new. It is not yet 
clear how soon industry will bring a product to market made on the basis of their 
techniques. However, there is no doubt that eventually various naturally occurring 
polypeptides such as insulin and interferon of which there is a shortage will be 
produced by this route. 

5 Eucaryotic Cell Cultures 

5.1 Plant Cell and Tissue Cultures 

Higher plants are our most important source of food- and fodder stuffs. Many 
specific and valuable medical products such as alkaloids, steroids, and hormones are 
of plant origin. Some of these compounds are seldom found in microorganisms. Field 
cultivation, however, is limited by seasonal and climatic variations, area, pest, and field 
collection cost. Furthermore, the production of natural drugs by extraction from intact 
plants is wasteful, laboratory intensive, and subject to many limitations. These 
limitations could be overcome when the idea was conceived that the plant tissues 
and cells can be excised from the plant and grown in vitro on an appropriate 
medium. It took several years of intensive research till the methodological difficulties 
could be surmounted and the tissues were successfully dispersed and grown in 
agitated liquid media. Up to the present time, the growth of more than 200 different 
plants has been attempted in this way. 

The new technique introduced new potential sources for studying the production 
of medicinally important compounds, their metabolic pathways and chemical 
regulation 9z~. Activity in plant cell culture research has been considerably in- 
creased in the last decade 93). This technique is used in studies on problems in plant 
propagation and crop improvement. Host-parasite relationship studies are facilitated 
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by plant cell culture. Studies on enzyme regulation, plant pathogens, screening of 
substances toxic to plants, evaluation of herbicides, and growth regulators are other 
applications of plant cell culture 94). Genetic engineering attempts to increase protein 
and amino acid content, create new organelles, and perform nuclear transformations 
using cell cultures. Gene transfer also is being attempted by the incorporation 
of microorganisms as new cytoplasmic organelles, an approach, that is especially 
interesting for the introduction of N2-fixing genes into plants 95) 

Plant tissue is obtained in a number of ways. Organs can be washed and desinfected 
chemically. The tissue is dissected from the interior of organs and cultured on solid 
media. Submerged cultures are normally initiated by transferring cell material from 
solid media. Single cells are obtained by filtering. Plant cells have been grown by 
batch cultivation for many years. The application of continuous culture methods is 
relatively new. Continuous culture methods enabled an understanding of the factors 
influencing plant cell secondary metabolism 96) 

Examples of substrates released into the culture medium by plant tissue cultures are 
given in Table 7. The growth rate and yield can be improved by medium optimization. 
The products from plant tissue cultivations are either directly extracted from the cells 
or the medium or subjected to biotransformation and enzymatic synthesis. 

Table 7. Substances released by plant tissue cultures 

Acid phosphatase Nucleotides 
Alkaloids Peroxidase 
Allergens Pigments 
Amino acids Polysaccharides 
Amylase Proteolytic enzymes 
Antimicrobials Saponins 
Arginine-degrading enzymes Scopoletin 
Atropine Steroids 
Flavors Vicinine 
Nicotine Volatile and vegetable oils 

Biotransformations in tissue culture like microbial transformation are mostly focus- 
ed on steroid biosynthesis 97). By the addition of organic compounds to the medium, 
substrates of new structures with new chemical and biological properties can be 
synthesized. 

Structure and regulatory aspects of plants are more complex than those of bacteria. 
The nutritive requirements of cell cultures are very different and cannot be generalized. 
They are very sensitive to mechanical effects like agitation and liquid motion, and 
produce high viscosities causing aeration difficulties. The cytological, morphological 
and physiological characteristics of cells as well as the stability of the culture vary 
greatly. Difficulties in the selection of high yielding strains, maintenance of their 
metabolic stability, high process costs and the technical problems of large-scale 
cultivation indicate that only expensive compounds can be produced in the near 
future 9s, 99). 
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5 . 2  A n i m a l  C e l l  a n d  T i s s u e  C u l t u r e s  

The cells of  living organisms in man and other mammals are specialized producers of 
a diversity of metabolites responsible for different phenomena occurring in the body. 
For example, hypophysis cells produce lipotrophin, a stimulator of the breakdown 
of fats, and somatotrophin, a protein hormone which promotes general body growth. 
Calcitonine and parathyroid hormones produced in the thyroid gland regulate the 
calcium and phosphate level in blood. Insulin and glucagon formed in the pancreas 
regulate the amount of glucose in blood. Some of the cellular products are 
defensive enzymes and play an important role in infectious diseases. 

In the 19th century, the biologists realized that the death of an organism is not 
necessarily accompanied by the death of its individual parts. It was fascinating to 
observe that the cells and tissues in isolation and away from the controlling and 
modifying influences of other tissues in the body can retain their viability, continue 
to exhibit some of their normal functions, and produce products that they normally 
generate in the body. After the first successful transplant in vitro was performed 
by Wilhelm Roux in 1885, who kept alive a chick medullary plate in a physiological 
solution, the era of tissue culture began. Animal cell cultures developed into an 
active research area at the end of the 19th century and since then the field of tissue 
cultures has been rapidly expanding and developing. Now work with tissue cultures is 
within the scope of any laboratory and is used more and more by cytologists, geneti- 
cists, bacteriologists, virologists, parasitologists, entomologists, immunologists, patho- 
logists, pharmacologists, radiobiologists, zoologists, physicians, and veterinarians. 

Animal cell culture can be used for the production of viral vaccines, interferon, 
hormones, immunological reagents, and cellular biochemicals (Table 8). At the present 
time, vaccines are most widely used. Cancer research was one of the first areas in 
which tissue cultures have been extensively used. Plant cell cultures could also provide 
alternative possibilities of studying drugs and environmental pollutant metabolism 
which are traditionally investigated in live animals 101) 

Cells are grown either in suspension in a free or immobilized form lo2~, or by 
adherence to a solid surface t0o). Materials used for promoting surface-dependent 
ce l l  growth are glasses, metals, plastics, carbohydrate polymers etc. the media used 
contain substances such as blood plasma, amniotic fluids, tissue extracts, etc. lo3) 
Recent developments in animal cell culture are aimed at the improvement of  strains 
and culture techniques, medium optimization, and scale-up. In contrast to plant cell 
culture, animal cell culture has already found its technical application. Large-scale 

Table 8. Products produced from animal cells grown in monolayers ~oo~ 

1. Vaccines 2. Interferon 
-- polio 3. Hormones 
-- FMD 4. Immunological reagents 
-- mumps 5. Cellular biochemicals 
- -  measles -- chalons 
- -  rubella -- insulin 
-- Mareks -- enzymes 
-- yellow fever -- plasminogen 
- -  rabies -- plasminogen activator 
-- other 
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productions currently reach volumes of 2000 1 1o2). One of the largest mammalian cell 
culture systems designed for the production of human interferon was recently 
completed by one of Japan's leading pharmaceutical companies. 

6 Other Microbial Applications 

6.1 Nitrogen Fixation 

Plants need nitrogen for their growth. Theoretically, nitrogen from the air can cover 
the expected nutritional demand of a world population of 7 thousand million in the 
year 2000. However plants require ammoniacal nitrogen and cannot assimilate 
molecular nitrogen from the air. Therefore, farming has become limited because of the 
nitrogen deficiency of the soil. Such soils have to be supplied by artificial fertilizers. 
Nitrogen dungs are not only expensive to produce but can cause environmental 
pollution since only a small portion of dung is taken up by the plants. An alternative 
method for increasing the nitrogen content of the soil is biological nitrogen 
fixation. Biological nitrogen fixation is the conversion of molecular nitrogen to 
ammonium by the enzyme nitrogenase found in a few species of bacteria like 
Azotobacter vinelandii or Klebsiella pneumoniae. 

Unfortunately, biological nitrogen fixation, like the synthesis of ammonia from 
nitrogen, requires a very large input of metabolic energy 104). This is, however, derived 
from the inexhatisible supply of the sun. The energy requirement is even higher under 
unfavorable conditions. Nitrogenase activity is controlled by a complex regulatory 
system. The end product, ammonium ion, acts as inhibitor of nitrogenase. Free- 
living N 2 fixing bacteria normally do not excrete ammonia from fLxed N 2. They 
reduce only enough N 2 for their own growth. 

In the last two decades intensive research has been undertaken into biological 
nitrogen fixation los, lo~, 107). The first step was to isolate and mutate bacteria insen- 
sitive to repression of nitrogenase synthesis in order to fix high levels of N 2 even in 
the presence of excess ammonium. Mutant strains of Rhizobium japon'icum with the 
ability to fix more nitrogen than their parent wild type were isolated 10s). It has been 
possible to construct mutant strains of Klebsiella pneumoniae" which are blocked in 
NI-I~ assimilation and derepressed for nitrogenase biosynthesis 104). Genetic engineers 
transformed Nif-gene of Klebsiella to Escherichia coli to Call forth Nif-gene to 
produce nitrogenase in an inferior environment to9) 

The second step is to engineer N2-f'Lxing microorganisms to live in the roots of a 
cereal plant to donate fixed nitrogen to the plant. Many N 2-fixing bacteria do not enter 
into a symbiotic relationship. The already existing, naturally developed symbiotic 
systems between leguminous plants and Rhizobia have to be well understood and 
improved before being able to form N2-fixing associations between other plants and 
N2-fLxing bacteria. Not more than 10% of several thousands of leguminous plants 
have been studied and there are many questions concerning root nodule formation 
and involvement in Nz-fLxation which have yer to be answered. It is hoped that 
a better understanding of  this complex biological system will enable man to apply 
biological N2-f'Lxation concepts to the improvement of soil, especially in the 
tropics 110) 
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6.2 Recovery of Metals 

The demand of the world's industries for raw materials and environmental 
problems caused by metallurgical and mine industries are growing. The high cost of 
classical methods for the recovery of metals did not permit the economical 
extraction of metals from low-grade ores and recyling of metal wastes. When the 
uranium mine operations of the Elliot Lake area in Canada began to show that acid 
mine wastes contained significant amounts of soluble uranium, man discovered the 
possible utilization of microorganisms for the recovery of metals. This procedure was 
called microbial leaching and has been the subject of  intensive research during the 
last two decades 111,112) 

Some microorganisms can catalyze certain oxido-reduction reactions like the oxida- 
tion of iron and manganese in water, the oxidation of sulfur compounds, and 
oxidation-reduction of nitrogen compounds. Aerobic autotrophic bacteria of  the 
type Thiobacillus can release soluble iron, copper, and sulfuric acid as sulphates into 
water. These organisms can be found everywhere in nature wherever an acidic 
environment is maintained in the presence of sulfide-containing minerals. 

Bacterial leaching of copper by Thiobacillus ferrooxidans has been practiced for 
years. Yearly, 250 000 tons of copper are recovered by microbial leaching techniques 
in the USA. This process can be represented by the following simplified equations: 

-~2FeSO 4 + HzSO 4 + 1/2 02 bacterial action , Fez(SO4) 3 + H2 O 

Fe2(SO4) 3 + Cu-sulfide mineral , CuSO 4 + FeSO 4 

CuSO 4 + Fe --. Cu + FeSO 4 

recycle ] 

Uranium is also leached commercially by the same bacteria. Recently, bacterial 
leaching of gold in Africa has been patented by Pares and co-workers ha). Also, 
chemical and microbially assisted leaching has been studied and is applied to remove 
vanadium from by-products of coke and coke ash refinery 112) 

Because microbial leaching is an energy conserving and low cost method of 
recovering metals from ores, it is likely that it will find more large-scale application 
in the future than today and be applied to the recovery of other metals like 
nickel (Ni), zinc (Zn), tin (Sn), molybdenum (Mo), and others. Research and 
development in this field will also help to reduce the serious problem of microbial 
corrosion in cooling systems, fuel tanks, iron-containing pipelines etc. It has been 
estimated that biological deterioration of all materials excluding foodstoffs exceeds 
$ 5 billion a year. 

Removal of heavy metals by algae n~) and volatilization of mercury by Estuarine 
bacteria 1~5) from effluents entering the natural environment have been studied. 

7 Engineering Aspects 
Biochemical engineering is a multidisciplinary subject which covers many fields. 
Efforts to make the industrial operation of a biological process effective and 
economically viable involves substantial interaction between microbiologists, bio- 
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chemists, geneticists and engineers. The information concerning the characteristics 
of the bioprocesses such as internal regulation of metabolic systems is used by 
engineers to influence the extent and rate of the desired reactions. This is 
achieved by design and development of appropriate reactors to meet microbial 
requirements more effectively. Microbial experiments require complex and tedious 
operations. During all design stages general design factors such as the cleaning 
and sterilization of the systems as well as their aseptic demands have to be clearly 
kept in mind. For the control and accurate performance of a biosystem, measurement 
and monitoring of the involved parameters are necessary. Biosensors had to be 
developed to allow continuous readings of product and substrate concentrations, 
metabolic rates, and biomass concentration to be used in closed loop control. 
Devices for the measurement and control of physico- and biochemical parameters 
such as temperature, pH, dynamics and composition of culture, concentration of 
intra- and extra-cellular compounds, respiratory activity of cells etc. had to be 
constructed and adapted to biosystems. Some of the biological events can be 
translated into mathematical terms. Automation could be introduced into many well 
understood biosystems to facilate their analysis. The application of computers served 
to integrate some of the multitudinous events occurring in bioprocesses. The progress 
has now reached a stage which allows the process variables to be controlled by 
computers and, in some cases, the computer can be used as part of a feedback loop for 
the mathematical analysis of the system and optimization of the process. Engineers 
are confronted with new problems which arise once the system is to be scaled up and 
which require a solution. Attempts to apply modern engineering concepts and 
methods to processes like medium preparation, sterilization, product recovery etc. 
made a significant contribution to the economy of the systems and product im- 
provement. In short, the contributions of engineers to the development and expansion 
of this field, especially in the last two decades, are phenomenal and going into 
further detail is beyond the scope of this article. 

8 Outlook 

Future trends in biotechnology point in many directions. A central problem facing 
biotechnology is increasing process efficiency. Enhancement of biopotentials and also 
of  process concentrations are mandatory. A growth potential of more than 
15 g 1-1 h -1 in productivity is still a futurist enterprise. Optimized high performance 
media and efficient equipment for the exploitation of high biopotentials are 
still lacking. 

The prerequisites for high performances of this kind have been considerably im- 
proved during the past few years and substantial progress can be seen. However, 
a real breakthrough has not yet been realized and many processes still need 
substantial improvements in productivity. 

As a second area of interest the research on immobilized biocatalysts has been 
greatly enforced. 

In addition to purified and modified enzymes, cell preparations containing a set 
of enzymes catalyzing an entire sequence of reactions have been successfully 
immobilized. At present, a step ahead can be registered in the case of cofactor- 
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dependent  systems. Finally,  immobil izing techniques have been introduced for whole 
cells. Useful applicat ions are visible in industry and in analytical and clinical 
procedures.  

A third trend is towards the search for cheap feed stock sources. This development  
started quite a while ago. Methanol  used as a carbon source for microbial  growth is 
o f  real interest at present. Cellulose and hemicellulose as components  o f  wood are 
not  yet an economic alternative, but recent progress is very impressing. I t  can easily 
be foreseen that  wood will be utilized as a new resource for biotechnology within the 
next I0 years. 

The efforts made in environmental  protect ion can be observed as a fourth tendency. 
Improvements  in sewage treatment  and waste uti l ization are aimed at, as well as the 
recycling o f  valuable organic components .  The improvement  of  methods will increase 
the possibilities of  opt imizat ion and lead to economic integration o f  existing 
cycles. 

This out look can be terminated with an allusion to the consequences o f  genetic 
engineering, a quite efficient technique already today.  Systematic implanta t ion  of  
genes from eucaryotes into procaryot ic  carriers is available for practical appl icat ion 
with justif iable expenditure. 

The catchword interferon sufficiently supports  this statement, there is no clair- 
voyance needed to predict the rapid  appl icat ion o f  genetic engineering methods  to 
other as yet unexplored areas. 

The examples given may illustrate the fast deyelopment  of  biotechnology in most  of  
its aspects and new trends are becoming strikingly visible. 
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1 Challenge to the Periodic Table 

The rare earths are, strictly speaking, the sesquioxides MzO 3 of seventeen elements M 
now known to have the atomic numbers Z = 21, 39 and all the integers from 
57 to 71. Because the metallic elements are readily available since about 1950, many 
people call the elements themselves "rare earths" and sometimes use the pleonasm 
"rare-earth oxides". Before the Z values were established by Moseley in 1913, it 
was uncertain how many elements (now called lanthanides) follow lanthanum, and 
there was much to be said for the arguments by Crookes 1) that the lanthanides 
constitute a category intermediate between the distinct elements (defended by Lavoi- 
sier) and what we would call isotopes (hardly differing in chemical properties, 
though having different atomic weights). Interestingly enough, non-radioactive 
isotopes were found in 1914 as lead 208 in thorium minerals and lead 206 in uranium 
minerals, to be compared with the average atomic weight 207.09 of the isotope 
mixture in conventional lead minerals. Crookes 1) also suggested a slow build-up 
of elements via hydrogen and helium, with higher concentrations of those elements 
having particular thermodynamic or kinetic stability under dramatic conditions 
of high temperature, as elaborated today by astrophysicists z). Contrary to the large 
planets (such as Jupiter and Saturn), the small planets (such as the Earth) consist 
almost exclusively of elements with Z above 7, formed by the collapse of the first- 
generation stars. Our Sun is, at the earliest, a second-generation star (only half 
as old as the time 10 t° years elapsed since the Big Bang) and 0.15 percent of the 
Earth's crust consist of elements with Z above 30, originally expelled as dust from 
particularly violent supernova explosions. Of the average crust, 5 ppm (or g/ton) 
is scandium, 28 ppm yttrium, and 120 ppm lanthanides (to be compared with 
16 ppm lead or 12 ppm of thorium). The "rare earths" are not especially rare; 
if we except promethium (having only radioactive isotopes) the two rarest lanthanides 
(thulium and lutetium) are more abundant than familiar elements such as mercury, 
bismuth and silver. However, the great difference is that the lithophilic rare earths 
are dispersed in silicates and other oxide-type minerals, whereas the chalkophilic 
elements (including lead) are concentrated in conspicuous sulfide minerals, or even 
as noble metals. 

It is mainly for historical reasons that scandium is included in the rare earths, 
since Nilson found it 1879 in erbium- and ytterbium concentrates. The unit cell 
parameter a o of cubic Sc203 is only 9.85 A, to be compared with In203 10.15, 
LuzO 3 10.391, Er203 10.547, TI203 10.57, Y203 10.602, Dy203 10.665 and Gd203 
10.812 _~. Nobody consider indium and thallium (discovered by Crookes 1861) as 
lanthanides, these two are readily reduced to the metallic state, and show several 
chalkophilic tendencies. Seen from the point of view of Me'ndeleev, scandium is 
considered a triumph for the Periodic Table, since its properties were predicted, 
together with those of gallium, germanium, rhenium (and in a sense, also hafnium). 
Yttrium is neither any problem; the specific example of a o values given above 
can be extended to nearly all chemical properties (complex formation constants, 
solubilities, etc.) being intermediate between holmium and dysprosium (Z = 67 and 
66). Such regularities created the opinion that ionic size is the only significant 
parameter in rare-earth chemistry (here, we speak deliberately about the a o values 
known with a far better precision than the derived ionic radii of cations and 
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of the oxide anion). This way of thinking is still quite appropriate for aqueous 
solutions, whereas non-aqueous solvents and solid-state chemistry can show unex- 
pected deviations. As pointed out by Goldschmidt, the "lanthanide contraction" is 
predominant in Lu(III) being smaller than Y(III), whereas Zr(IV) and Hf(IV) 
are extremely similar, and Ta(V) marginally larger (and also less oxidizing) than 
Nb(V). 

It is interesting that pain-staking chemical techniques of fractional recrystallization 
of salts 3) succeeded in isolating all the lanthanides (again except promethium) before 
1907. These 15 consecutive elements with c!osely similar chemistry were considered 
a superlative transition-group, by extrapolation from the behaviour of iron, cobalt, 
nickel and copper, which are remarkably similar (especially when they remain biva- 
lent). Mendeleev constructed this, and two other tetrades (ruthenium, rhodium 
palladium and silver) and (osmium, iridium, platinum and gold) in part because the 
highest oxidation state defines, in principle, the column number in the Periodic Table, 
and Cu(II) and Au(III) are frequent. However, during the tremendous pressure for 
putting 18 = 2 × 8 in the short version (space requirements in text-books?) Mendeleev 
finally cut off the coinage metals (to form a side-group to the alkaline metals) and 
left three triades. Undoubtedly, somebody has argued that the (24 - - 1 ) =  15 
lanthanides are a hypertriade to be compared with (22 - -  1). 

It is not always recognized that the Periodic Table exists in two closely similar 
versions 4), the chemical and the spectroscopic version. Obviously, the former has 
historical priority, but the chemical analogies are not always clear-cut. Thus, the 
"invalid" similarities between barium and lead, between indium and bismuth, be- 
tween silver and thallium, and perhaps even between tellurium and osmium (as 
discussed by Retgers at the end of last Century) or tin and platinum, are more 
convincing than the legitimate similarities between beryllium and mercury, or between 
nitrogen and bismuth. Nowadays, many students consider the Periodic Table as a 
corollary of the Aufbau principle 5) of electron configurations. However, there is not 
always a clear-cut relation 6) between the configuration to which the groundstate 
of the neutral gaseous atom belongs, and the chemistry of  the element considered. 
Thus, not only beryllium, magnesium, calcium, strontium, barium and radium, but 
also helium (but not the heavier noble gases), zinc, cadmium, ytterbium and mercury 
are "spectroscopic alkaline-earths" (in spite of all chemical evidence to the 
contrary for the two italicized elements) with closed shells, the last of which is a s 
orbital. The Aufbau principle was not at all clarified in 1923 (as can be seen from 
the July 1923 issue of "Naturwissenschaften" commemorating the tenth anniversary 
of the 1913 model of the hydrogen atom) but Stoner proposed the following year that 
each n/-shell can accommodate at most (4l + 2) electrons. It is evident from the 
long Kossel isoelectronic series 7) that a d-shell is filled with ten electrons between 
K = 18 and 28 (K being the number of electrons in the corresponding monatomic 
entity M +z with the charge z = (Z - -  K), to be compared with compounds s) having 
the oxidation state z), K = 36 and 46, or K = 68 and 78, and that the 4f shell is 
filled with 14 electrons from K = 54 to 68 (for ionic charges at least +2)  and, 
as we know now, the 5f shell from K = 86 to 100. Hund 5) believed that the ground- 
state of  the gaseous lanthanide atoms always belongs to [54] 4fq5d6s 2. However, 
this is only true 9) for La, Ce, Gd and Lu, whereas the eleven other atoms have 
groundstates belonging to [54] 4fq+16s 2. It is discussed below how the conditional 
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oxidation state M[II] can be defined when the number of 4f electrons is q = (Z - -  56) 
whereas it is M[III] when q = (Z - -  57). 

Connick ~o~ was the first to emphasize that the lanthanides are not trivalent 
because of the presence of 4f electrons as such, but that the difficulty of oxidizing 
M(III) to M(IV) and the difficulty of reducing M(III) to M(II) are related to 
ionizatii~n energies and the numerical values of chemical effects such as hydration 
energy differences 8. ~, ~2). A closer analysis ~3) shows that the small average radius 
of  the partly filled 4f shell induces a propensity toward a constant oxidation state 
(though it is much more difficult to predict that it is M(III) in actual compounds) by 
the huge difference (even in condensed matter) between the ionization energy and the 
electron affinity of the 4f shell. Between 1949 and 1956, a rather vigorous 
controversy took place regarding the transthorium elements 4.6.14~ between two 
(equally unreasonable) extreme points of view: that these elements ought to be 
trivalent because they contain 5f electrons; and that the high oxidation states in the 
beginning (from thorium to plutonium) shows that 5f electrons are not present, at 
least not before neptunium. It was shown 14) from absorption spectra of  non- 
metallic compounds that the 5f shell s:ontains (K - -  86) electrons, where K = (Z - -  z) 
is the difference between the atomic number and the oxidation state. On the other 
hand, the comparison between the 5f and the 4f groups give a result very similar to 
4d vs. 3d, with higher (and more varying) oxidation states 15) in the beginning of the 
5f and 4d groups, and it is now known that mendelevium (Z = 101) is more readily 
reduced to Md(II) than thulium, and that it is very difficult to oxidize the 5f t4 nobel- 
ium(II). The tendency toward lower oxidation states at the end is also found in the 
4d group, where it is more difficult to oxidize silver(I) than copper(I). 

Though the difference between the chemical and spectroscopic versions of the Perio- 
dic Table is less gruesome than in the case of helium, we have to accept the fact 
that nearly all neodymium compounds are 4f 3 and hence Nd(III), though the 
groundstate 9~ of the gaseous atom belongs to [54] 4f*6s 2 whereas it belongs to 
[86] 5f36d7s 2 in the uranium atom, in spite of  U(VI) and U(IV) compounds being 
far more frequent than U(III). 

Although the theoretical description of d-group compounds originated in magnetic 
measurements (in particular, paramagnetism indicating positive values of  the spin 
quantum number S, whereas diamagnetism is diagnostic for S zero) and that Van Vleck 
proved the presence of ( Z -  57) electrons in the 4f shell of M(III) compounds, 
the magnetic properties of  a given M(III)  in various compounds are so stereotypic 
that magnetochemistry has played a minor r61e in the rationalization of chemical 
bonding in lanthanides. The many interesting details of absorption spectra s, ~6) of  
non-metallic compounds have been far more instructive, and created a strong need for 
high-purity lanthanides. The streneous separation procedures used earlier were 
reviewed by Prandtl 17~ in 1938. Since about 1942, Spedding and his group in Ames, 
Iowa developed ion-exchange resin elution techniques for separating kg to ton 
quantities in high purity, and the prices today for 99.9 (or better) ~ oxides vary from 
the order of magnitude of gold (for Tm203 and Lu2Oa) to well below the price 
of  silver. After the war, reliable spectrophotometers for the visible and near 
ultra-violet regions became widely available, and the chemical investigations 
fluorished in an unprecedented manner. 
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Since 1960, fifteen Rare Earth Research Conferences have been held, and the proceedings ~s-35~ of 
these, and three related conferences, comprise a remarkable variety of physical, chemical and 
biological studies. In the 8. edition of Gmelin's Handbuch der anorganischen Chemic, a slim 
volume (Systemnummer 39) published 1938 and treating history of the elements and occurrence in 
minerals was followed since 1973 by more than twelve volumes treating extensively the physical 
properties, methods of separation, compounds etc. For our purposes, a chapter "Comparison of 
Properties of Atoms and Ions Along the Lanthanide Series" in Volume 39B1 may be cited 36~. Four 
volumes of a treatise "Handbook on the Physics and Chemistry of Rare Earths" edited by Karl A. 
Gschneidner and LeRoy Eyring have been published in 1978 and 1979. Four times a year, a newsletter 
"RIC News" appears; it can be obtained (free of charge) from Dr. K. A. Gschneidner, Rare-Earth 
Information Center, Energy and Mineral Resources Research Institute, Iowa State University, 
Ames, Iowa 50011, U.S.A. 

2 Aqua Ions and Oxides 

Corresponding to the pronounced lithophilic character (a "hard"  anti-base, i.e. 
Lewis acid, in Pearson's classification 37-39) having much stronger affinity to "ha rd"  
than to "soft"  bases) the most frequent neighbour atoms to a given lanthanide are 
oxygen and fluorine. It is not  unexpected that many unidentate ligands, such as 
chloride, bromide, ammonia and cyanide, are not able to replace the water 
molecules directly coordinated to the lanthanide in aqueous solution. However, the 
situation is slightly different in the case of  the rather strong Bronsted bases N H  3 and 
C N -  which, almost instantaneously, establish protonation equilibria with water, 
and maintain a (small) concentration of  O H -  sufficiently high to precipitate the 
hydroxides, as is well-known from the chemistry of  aluminium(III) and iron(III). 

Bidentate and multidentate ligands can form strong complexes ~,41~ with trivalent 
rare earths, mainly because of  the favourable change of  entropy related to the 
"chelate effect". An extreme case are multidentate "crown ethers". Such neutral 
molecules have a large affinity 42,43) even to alkaline and alkaline-earth elements 
normally much more interested in water than other neutral ligands, and complexes 
have also been studied 44,45) o f  rare-earth elements. As almost universally true, 
perchlorate does not normally enter aqua ions, but nitrate (which seems to be 
bidentate with lanthanides) shows an ambiguous behaviour. The soft anti-base 
palladium(II) forms perceptible nitrate complexes 46) and the excited state o f  the 
uranyl ion 47) forms much stronger nitrate (and bromide) complexes than the 
groundstate. Quite old observations 495 show nitrate complex formation by moderate 
change of  the absorption bands of  coloured lanthanides in 0.5 to 2 molar N O  3,  
whereas chloride 5o) has no effect below 5 molar. As long some 10 volume 7o water 
(say 5 molar H20)  is added to non-aqueous solvents, the same situation prevails, 
whereas almost anhydrous solvents (such as methanol and ethanol) show chloro 
complexes at much lower chloride concentration. Formation of  thiocyanate 
complexes 515 is also promoted by decreasing water content. 

2.1 Coordination Number N 

Many crystal structures of  hydrated lanthanide salts show simultaneous bonding of  
water molecules and one or more anions to M(III).  It is not possible to infer the 
constituents of  the first coordination sphere from the composition o f  salt hydrates. 
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Thus, GdC13, 6 HzO has two chloride ions and all the six water molecules bound 
to gadolinium, whereas MC12, 6 H20 (for M = cobalt and nickel) has both the two 
chlorides and only four water molecules bound to M(II). In 1939, Helmholz 52) 
established that the ennea-hydrate of neodymium(III) bromate has a crystal structure 
[Nd(OH/)9] (BrO3) 3 with a distinct aqua ion having three water molecules (or strictly 
speaking oxygen nuclei) in an equilateral triangle in a plane, parallel to the 
triangular surfaces of a surrounding trigonal prism of six oxygen nuclei. This is a 
rather rare type of coordination with N = 9 (though it was later found in the 
rhenium(VII) hydride complex ReH~ -2) but reminds one about N = 12 in hexagonal 
close-packed metals, also having a trigonal prism, but the polygon in the middle 
plane being a regular hexagon. However, the ethylsulfates (which had been important 
in fractional crystallization, because of reasonably large solubility differences between 
two consecutive lanthanides were also shown to be [M(OH2)9] (C2HSOSO3)3. 
By the way, the highly soluble bromates form a striking contrast to the almost 
insoluble, amorphous iodates M(IO3) 3 and Th(IO3) 4 probably being cross-linked by 
each iodate bound to several M(III) or Th(IV). The trigonal kind of N = 9 is also 
found in all M(OH)3 and in the anhydrous MC13 for M = La to Gd, whereas 
starting with M = Dy, the YC13 type has a highly distorted N = 6. Anhydrous 
lanthanum chloride has played a large r61e for spectroscopic studies 53) of (finely 
resolved) absorption (and fluorescence emission) at low temperature of the various 
incorporated M(III), including 5f 3 uranium(III)54) and the subsequent trans- 
uranium elements. 

In the writers' opinion, it is not perfectly well decided whether the lanthanide 
aqua ions in solution invariantly are M(OH2)~ -3 like in the crystalline bromates and 
ethylsulfates (which can be prepared of all 15 lanthanides, and of yttrium), or 
whether Spedding and Habenschuss 55,56) are right in assuming a change-over 
to a lower N (say, 8) somewhere between samarium and gadolinium. Fidelis and 
Mioduski 57) have recently produced a fascinating argument for the second alter- 
native. In the beginning of the lanthanides, the large majority of the aqua ions 
seem indeed to have N = 9. Freed 58) found in 1931 that the four characteristic 
strong absorption bands (due to 4f--*5d inter-shell transitions) of cerium(III) 
aqua ions in solution have the same positions (in the ultra-violet) as when substi- 
tutionally incorporated in [La(OH2)9] (C2H5OSO3) 3. There has been some sus- 
picion 5o,s9) that the first, much weaker, band at 33700 cm -1 (297 nm) is due to a 
minority aqua ion with differing symmetry (and probably lower N) since its 
intensity increases strikingly with the temperature. On the other hand, Krumholz 6o~ 
showed almost perfect agreement between the spectrum of Nd(III) in cold perchloric 
acid, and of solids containing Nd(OH2)9 +3. 

It is beyond discussion that many equilibrium constants of mono-complexes of 
multidentate ligands (as a function of Z in the lanthanides, yttrium having a 
pseudo-Z somewhere between 66 and 67) go through some discontinuity before 
gadolinium 40,61,62). However, as always, when discussing the change of free energy 
during the reaction of an aqua ion and a ligand, it is conceivable that the sudden change 
of properties takes place in the mono-complex, and not in the aqua ion. Thus, 
the exceedingly sharp (and weak) transition (in the yellow) to 5D 0 from the 
groundstate 7F 0 in the aqueous solution of europium(III) ethylenediaminetetra- 
acetate is represented 63) by two lines (of which the relative intensity changes 

132 



Chemistry and Spectroscopy of Rare Earths 

reversibly as a function of the temperature between 25 and 80 °C). This effect is 
almost certainly due to two mono-complexes of which the composition differs by 
one molecule of water (for instance 4 and 3; and the iigand may be further on be 
quinquedentate or sexidentate). 

Though it is undecided whether N = 9 is invariant for aqua ions in solution, 
or whether the lanthanides following samarium tend toward N = 8, it is nowadays 
perfectly clear that there is no strong energetic motivation to adapt a definite N. 
At this point, the situation is very different from the d-groups. The absorption 
bands in the visible, rationalized by "ligand field" theory 8"~3'64) as transitions 
from essentially non-bonding d-orbitals to one (quadratic), two (octahedral) or three 
(tetrahedral) anti-bonding d-like orbitals, show clearly that octahedral M(OH2)~ -z 
occur for 3d I Ti(III), 3d 2 V(III), 3d 3 V(II) and Cr(III), 3d 5 Mn(II) and Fe(III) both 
having groundstates with S --- 5/2, 3d 6 Fe(II) with S = 2 and Co(Ill) with S = 0, 
3d ~ Co(II), 3d s Ni(II), 4d 6 Ru(II) and Rh(III) and 5d 6 Ir(III) (the last three 
examples diamagnetic, by having the three roughly non-bonding orbitals fully 
occupied). The diamagnetic 4d 8 palladium(II) aqua ion 46) seems to be quadratic 
Pd(OH2)~ -2 though it is not perfectly excluded that it has a fifth water molecule 
coordinated perpendicular on the Pd(II) 0 4 plane, making the complex tetragonal- 
pyramidic like Cu(NH3)~ -2 and the isoelectronic species TeFs ,  IF 5 and XeF~-. There 
is a strong correlation between groundstate S values and-stereochemistry in d 8 
systems; nickel(II) complexes with S = 1 are usually octahedral (and much less 
frequently tetrahedral) whereas the diamagnetic species can be quadratic (e.g. 
Ni(CN)~2), rectangular (e.g. with two bidentate sulfur-bound ligands) or tetragonal- 
pyramidic (such as Ni(CN)5-3). It is necessary to consider each case without preju- 
dices; thus, it seems that the vanadyl ion is OV(OH2)~ -2 without any tautomeric 
rearrangement to V(OH)~ -2 in spite of V(IV) being isoelectronic with Ti(III), and 
the amphoteric behaviour of the small beryllium(II) corresponds to formation of 
Be(OH)4 -2 at high pH, whereas the large lead(II) produces Pb(OH)~-, possibly 
pyramidal like SnC13, SbC13, TeCI~-, SeO3 2, BrO 3, 10 3 and XeO 3. Nuclear 
magnetic resonance (especially involving ~70) has demonstrated tetrahedral 
Be(OH2)~ -2 and octahedral M(OH2)6 +z for M = Mg(II), AI(III), Zn(II) and Ga(III)  
in solution. Hence, the large majority of aqua ions (outside the rare earths) for 
which the constitution has been established, are octahedral. Negative evidence 
for the scandium(III) aqua ion was presented by Geier 65) showing much more 
rapid exchange of water (in the I0 -s  to 10 -7 sec range for all the rare earth 
aqua ions at 12 °C) in contrast to AI(III) and Ga(III), having interesting corollaries 
for "ligand field" theory 66). However, the rapid water exchange of rare-earth 
aqua ions only suggests that N is above 6 (in spite of the existence of ScF6 3) but not 
whether it is 7, 8, 9 or 10. 

Since the time of Alfred Werner, there has been an exaggerated expectation 
of the first-neighbour atoms always forming regular polyhedra. There is no doubt 
that a regular tetrahedron is so favoured for N = 4 and a regular octahedron for 
N = 6 that it is the exceptions (e.g. a square or a trigonal prism) that need extended 
discussion. However, a cube for N = 8 is hardly known among monomeric com- 
plexes. Werner assumed Mo(CN)~ -4 to be cubal, but it is tetragonal anti-prismatic 
(or alternative, low symmetries) in crystalline salts. Any model of ligands moving 
on a sphere, having ligand-ligand repulsions monotonically decreasing with in- 
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creasing distance R at least as strongly as (l /R) predicts that a tetragonal anti-prism 
is more stable than a cube (though it may not always be the absolutely most stable 
configuration among all conceivable for N = 8). Careful analysis 67,68) shows that 
the energy differences (as far goes ligand-ligand repulsion) are extremely small, 
allowing smooth rearrangements (what A1 Cotton calls "fluxional" behaviour) 
and it is expected that the rigidity of  the stereochemistry almost vanishes for N 
above 6. Extended crystals can have cubal N = 8 such as fluorite-type CaF 2 and 
CeO 2 because of stronger Madelung potential. On the other hand, there is only a 
marginal difference 13) between the Madelung potentials for tetrakaidecahedral 
(cuboctahedral) N = 12 known from cubic close-packed metals (and from the 
strontium site in the cubic perovskite SrTiO3) and for regular icosahedral N = 12 
(which is not likely to occur in crystals, because an infinitely extended lattice cannot 
have five-fold axes). There is no evidence for angular directivity in the chemical 
bonding of rare earths. If  any was observed, it would probably be described in the 
L.C.A.O. model as due to the empty 5d orbitals (or 4d in the case of yttrium). 

Another argument of Alfred Werner is that one can evaluate N for an aqua ion 
by comparison with other complexes of  unidentate ligands (e.g. ammonia). This 
argument is remarkably successful for the octahedral complexes of central atoms 
containing a partly filled d-shell, but has to be treated with some circumspection 
(we know very little about the stereochemistry, and influence of the time-scale, 
in the case 69) of  copper(II) aqua ions in solution, but some crystals contain tetra- 
gonally elongated Cu(OH2)6 +2 whereas no crystal structure is known to involve 
Cu(NH3)6 +2 and the highest complex seems to be Cu(NH3)~ "2) and it is quite 
uncertain outside the d-groups. Vibrational Raman spectra confirm that Zn(NH3),~ 2 
is indeed tetrahedral 70) whereas (at least the major part) of zinc(II) aqua ions are 
octahedral. Though copper(I), silver(I) and mercury(II) are known 7oj to bind two 
ammonia molecules strongly in aqueous ammonia, this is by no means convincing 
evidence for the stereochemistry of the aqua ions. 

In the case of lanthanides with a partly filled 4f-shell, the narrow absorption 
bands (having close similarity to atomic spectral lines) have been determined with 
great precision for aqua ions (in the presence of non-complexing perchlorate or 
chloride anions) mainly because Beer's law is valid, if the spectrophotometer 
supplies sufficiently monochromatic radiation. Prandtl and Scheiner 71~ made a 
catalog of  narrow bands in 1934, and work by D. C. Stewart and other spectroscopists 
at the Argonne National Laboratory was reviewed by Carnall 72). Whereas the 
intensities of some of the transitions can vary conspicuously in differing complexes, 
the band positions are remarkably invariant, as first pointed out by Gladstone 
in 1857. An unexplained trend is that some aqua ions, such as 4f 2 Pr(III), 4f s 
Sm(III), 4f 9 Dy(III), 4f 12 Tm(III)  and 4P a Yb(III)  on the whole tend to give broader 
bands than the narrow peaks of 4f s Nd(III),  4f 5 Eu(III), 4f 7 Gd(III), 4f 1° Ho(III)  
and 4f ~1 Er(III) aqua ions. Figure 1 gives the quantum numbers of J-levels below 
42 000 c m -  1 of  I 1 trivalent lanthanides. 

2.2 Short Internuclear Distances in Binary Oxides 

The 4f group does not only differ from the d-groups in the sense of freely varying N 
and lack of evidence for angular directivity of  the chemical bonding, but also by a 
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Fig. I. Energy Levels (J indicated at the fight hand)  of  the trivalent lanthanides (except cerium and 
promethium) in the unit 1,000 cm -~ as a function of  the number  q of  4f  electrons. Excited levels 
frequently showing luminescence are indicated by a black triangle. The excited levels corresponding 
to hypersensitive transitions f rom the groundstate  are marked with a square. In cases where the 
quan tum numbers  S and L are reasonably well-defined, the Russell-Saunders terms are given at the 
left. Calculated energy levels z25~ are shown as stippled lines. This figure is an extended and  modified 
version o f  a d iagram sa~ resuming the work of  a generation of  rare earth spectroscopists. The  empty 
area (shaped like a wine leaf) in the middle of  the figure (q = 5 to 9) corresponds to a large gap between 
the highest level of  a term having the same Sm,~ as the groundstate,  and the lowest (frequently fluores- 
cent) level o f  the lowest term with (Sm,~ - -  1) 
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much stronger interaction with adjacent oxide anions than with water molecules. 
One of the most striking arguments against the electrostatic model of  the "ligand 
field", i.e. the hypothesis that the (very small) non-spherical part of the Madelung 
potential is the mechanism of the energy differences between the five d-orbitals, is 
that the difference A between the two anti-bonding and the 3 other orbitals in 
octahedral chromophores is the same, within ten percent, for oxo, hydroxo, oxalato, 
malonato and aqua complexes 73~ of the same central atom. It is was already 
pointed out by Werner 74) in 1912 that the absorption band positions of  octahedral 
cobalt(III) complexes, to the first approximation, depend only on what is essentially 
decreasing size of the neighbour atom (I, Br, C1, F, O, N. C) regardless of its 
electric charge. It is known today s, 13) that some special nitrogen-containing ligands 
(such as azide N~-) and the various sulfur-containing ligands are scattered over this 
series (for reasons which can be understood qualitatively in the L.C.A.O. model) but 
if cyanide is excepted, nearly all ligands,provide A values between 0.75 and 1.3 
times the aqua ion. This moderate variation is particularly surprising in view of 
most anions giving smaller A values than most neutral ligands. 

The octahedral chromophore Ni(II)O 6 producing the yellow to green colours 
of Ni(OH2)~ -2, Ni(OH)2 , Ba2Ni(OH)6; calcite-type NiCO3, ilmenite-type NiTiO 3 
and Mgl_xNixO as well as undiluted NiO, provide A values also varying within 
15 percent. However, as far goes the mixed crystals, it is important that Mg(II) and 
Ni(II) have very similar ionic radii. Whereas undiluted Cr203 is green (and has 
A = 16600 cm -1, to be compared with 17450 cm -1 for Cr(OH2)~ -3) many  gem-stones 
are red. such as ruby A12 _ xCrxO3 (the asymptotic value for small x is A = 18 000 c m -  1) 
and the cubic spinel MgA12_xCrxO ,. Here, Al(III) is distinctly smaller than Cr(III), 
and A increases because of the smaller internuclear distance R (direct hydrostatic 
pressure 75) on NaCl-type NiO, where the atoms are on special positions, by R being 
half the ao, confirms the general expectation that A increases 5 ~o when R decreases 1 ~o) 
but it is very difficult to-know whether the Cr-O distance is fully adapted to the 
AI-O distance prevailing in the crystal, or whether a compromise is established, 
where Cr(III) pushes the six nearest oxide neighbours slightly away. A large number 
of  mixed oxides coloured by 3d 3 Cr(III) or 3d a Ni(II) were studied by Schmitz- 
DuMont  and Reinen 76,77) as far goes the well-resolved reflection spectra, and 
it is particularly interesting s) that the ilmenite-type Cd 1 _~Ni~TiO 3 has an asymptotic 
value of A = 6000 cm -1 for low x, only 70~/o of A = 8500 cm -1 for Ni(OH2)6 +2, 
corresponding to the very long R adapting to the high ionic radius of Cd(II). 
However, the much smaller A = 4800cm - t  was reported 7s) in the perovskite 

BaNio.o5 Cao.4sTe0.50a. 
The crystallographic studies provide a time-average picture of the electronic 

density of the average unit cell 13,79). I f  twinning and other effects of large-scale 
disorder are avoided, the parameters of  the unit cell are extremely well determined. 
I f  atoms on special positions are considered (all the constituents in NaC1, CaF 2, 
and cubic perovskites) their distances are geometrical fractions of the unit cell 
parameters. Atoms on general positions have internuclear distances (such as Pt-C1 
in cubic K2PtCI6) determined from relative intensities in the X-ray diffraction 
pattern, and tend to have an order of  magnitude less precision than the unit cell 
parameters, especially when the two atoms have a large and a small Z. The vibrational 
motion (persisting to a large extent even at --273 °C) has mean amplitudes typically 
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around 0.1 A, and it is frequent in modern structures 79) to give "thermal ellipsoids" 
detecting strong deviations from the vibrational amplitudes, due to local disorder 
(mobile atoms, differing content of adjacent unit cells, etc.). It is not always easy to 
have confidence in the distance between a lanthanide and a light atom (such as 
oxygen) and an interesting case of a purported europium(IV) in zeolite (based on 
anomalous short R) has been discussed 8o). Sinha 81) has compiled R-values in a 
large number of rare-earth compound crystalline structures. 

Below 1800 °C, the rare earths MzO 3 are known in three types, hexagonal A, 
monoclinic B and cubic C. At lower temperatures (say by dehydrating the hydroxides 
below 800 °C) it is possible to make the C-type of even the largest lanthanides, but 
it is not perfectly established whether this is a question of kinetics ofmetastable phases, 
or thermodynamic stability. Strong calcination provides the A-type between M = La 
and Pm. The B-type is most readily realized for M = Sm and Eu, but is frequently 
found for Gd. N = 7 for A, two triangles perpendicular on the hexagonal axis 
carrying the seventh oxide. The B-type is very complicated with non-equivalent M 
sites all having N = 7. For comparison, it may be mentioned that N is also seven 
for the monoclinic baddeleyite ZrO 2 and HfO z (whereas CeO z, ThO 2 and UO/ 
are N = 8 fluorite-type). The chronological prototype of the cubic C-type is the 
mineral bixbyite Mnz_xFe, O 3 but it has been reported for all the 17 rare earths, 
In, T1, Pu, Am, Cm, Bk and Cf (though some are metastable). Being cubic, it can be 
considered a super-structure of fluorite (but this analogy is far less evident than the 
mixed oxides discussed below in 2.3). Three-quarters of M are situated on a site with 
the low local symmetry C z and one-quarter on a site having a centre of inversion S 6 
(sometimes written C31 ) both having N = 6. The structure has been much studied 
81-84) mainly as function of M, and has recently 85) been refined for Y203 showing 
the Y-O distances 2.243, 2.268 and 2.337 A (each twice) for the C z site, and all six 
2.288 A for the S 6 site. If  the oxygen nuclei were on fluorite idealized sites, all these 
distances would be 2.2965 A. The S 6 site can be considered as a cube having lost 
two ligating oxygen atoms on a body-diagonal, but the C 2 site is quite far from a 
cube having lost the oxides situated on one face-diagonal. Anyhow, these two 
instances of N = 6 are far removed from a regular octahedron. 

The dispersion of internuclear distances R in rare earths is unusually large. Thus, 
three kinds of  Sm in B-Sm203 have their seven R scattered 81) between 2.25 and 
2.76 A, in spite of  the average value 2.46 A not being significantly different for the 
three kinds. In this case, the average distances are not much below the M-O 
distances to the nine water molecules reported for Nd(III) bromate and Pr(III), 
Y(III) and Er(III) ethylsulfates: 

M : Pr Nd Y Er 
Six R (in A): 2.47 2.47 2.37 2.37 
Three R: 2.65 2.51 2.55 2.52. 

(1) 

X-ray diffraction of a liquid (like electron diffraction of a gas 86)) is able to provide 
manifolds of  internuclear distances, though no explicit information is obtained 
about the angular distribution. Habenschuss and Spedding 56) studied 3.2 to 3.8 
molar MC13 solutions, finding N = 9 for M = La, Pr and Nd, an integrated signal 
intensity 8.8 for Sm and 8.3 for Eu, and 8 for Tb to Lu. They report the R values 
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to be (in ,~,): 

La: 2.580 Pr : 2.539 Nd: 2.513 Sm" 2.474 Eu: 2.450 
Tb: 2.409 Dy: 2.396 Er : 2.369 Tm: 2.358 Lu" 2.338 (2) 

These values are comparable to the six short distances (to the trigonal prism) in Eq. (I) 
suggesting that the three long distances (to the equatorial triangle) are anomalous. 
It is noted that they are less different in the bromate 5z) than in the ethylsulfates. 
Because of the large experimental difficulties, X-ray diffraction of aqueous solutions 
is normally performed on very high concentrations, and preferentially on anions with 
high Z, such as iodide. It is an important question whether the 10 molar chloride 
anions present render the distances in Eq. (2) less repr, sentative for aqua ions 
in dilute solution. Habenschuss and Spedding 56) find the closest M-C1 distances 
around 4.9/~, for the aqua ions with N = 9 and 4.8 A for N = 8. This is, obviously, 
an outer-sphere ion-pair (for which the equilibrium formation constant measured 
by classical physico-chemical techniques is close to 1) and it is well-known 5o) that 
the narrow absorption bands in the visible are not modified by the formation of 
such ion-pairs. However, if a small concentration of direct M-C1 bonds are present 
in the strong chloride solutions, the R. would be onty 0.3 to 0.4 A longer than the 
values in Eq. (2) and might be difficult to detect superposed the signal from the 
eight (or seven, for that matter) water molecules, though chlorine has about twice 
as many electrons as oxygen. 

It is beyond doubt 5o,87) that 10 molar hydrochloric acid would form NdCI(OH2)~ +2 
and probably some NdC12(OH2) + but the activity coefficient vary quite dramatic- 
ally 88,89) in this solvent. It seems almost certain today 39) that anhydrous alcoholic 
solutions 9o) of NdC13 contain species such as NdCI(CHaOH)~ +2. The 3.2 to 3.8 
molar solutions of MC13 seem to have a less extreme chloride activity than corre- 
sponding solutions of H30 ÷ and C1-. For instance, NaC1 is remarkably soluble in 
3M YC1 a but far less soluble in 9M HC1. However, it is always a problem with 
strong salt solutions that the water activity (as directly measured from the decreased 
vapour pressure) may favour species containing less water, if the differences of 
free energy are small. Thus, 3 to 5 molar sodium perchlorate dehydrate 9x) the 
blue octahedral nickel(II) triethylenetetramine complex Ni(trien) (OH2)~ -2 to yellow 
Ni(trien) +2. By the same token, the high chloride concentration prevailing in the 
solutions described by Eq. (2) may readily shift the relative concentrations of 
M(OH2)9 +3 and of M(OH2)~ 3 having comparable free energy. 

N is also 9 for Y(OH) 3 having 92) six Y-O distances 2.403 and three 2.437 A, 
not showing the large difference for the ethylsulfate in Eq. (1), where the six 
distances actually are given as short as 2.37/~,. The two sets of distances 9a) are 
practically identical, 2.950 and 2.953 A, in LaC1 a, but differ more and more in the 
isotypic NdC13, EuC13 and GdCI 3. In the gadolinium chloride, the six distances 
are 2.822 A and the three 2.918 A. For comparison, it may be noted 81) that the 
four M-O distances in the tetragonal oxychloride MOCI decrease smoothly from 
2.39 A for M = La to 2.25 A for Ho, about 0.1 A shorter than the six distances in 
Eq. (1), whereas the M-C1 distances vary from 3.18 to 3.04A, more than 0.2A 
longer than in the anhydrous MC13. 

The A-type La20 ~ was slightly revised by Mfiller-Buschbaum and Schnering 94) 
showing that the hexagonal crystals occur in two forms, one according to a model 
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suggested by Linus Pauling with one "axial" La-O distance 2.48 A, three (as short 
as) 2.39 A and three 2.68 A; and another (easier to prepare) with some statistical 
disorder of the oxide positions. This illustrates clearly the unexpected difficulties 
frequently encountered, when trying to locate as relatively electron-poor atoms 
as oxygen. 

Hence, there seems to be a crystallographic fundament for believing in intrinsically 
shorter R, and more pronounced covalent bonding in binary oxides than in aqua 
ions. The observed indication for the latter situation is mainly the nephelauxetic 
effect (discussed below in Section 5) discovered by Hofmann and Kirmreuther in 
1910, and elaborated by Ephraim and collaborators 1926-29, that the absorption 
bands representing essentially J-levels of a partly filled 4f shell 16) indicate energy 
differences some 3 % smaller in the case of Nd(III) and some 1.6 % for Er(III) when 
comparing oxides with aqua ions. This is not a trivial effect of lower electronegativity 
of the ligands, since anhydrous iodides, bromides and chlorides show a much less 
pronounced nephelauxetic effect than the oxides. The part of the covalent bonding 
in rare earths expressed as nephelauxetic shifts is probably a quite minor contribution 
compared with the covalent bonding due to empty orbitals (such as 5d and 6s in 
the L.C.A.O. hypothesis) and a risk remains that the tiny effect on the partly filled 
4f shell is not proportional to the covalent bonding involving empty orbitals. 

2.3 Mixed Oxides Without Discrete Anions 

Syncrystallized mixtures of rare earths (as one may prepare by calcining oxalates 
precipitated from intermediate solutions in the process of fractional recrystalli- 
zation) generally choose between the A, B or C type according to their average 
ionic radius. However, Roth and Schneider a2~ found that lanthanum mixed with 
equal molar amounts of the smallest lanthanides formed (non-cubic) perovskites 
LaMO 3 (M = Er, Tm, Yb, Lu) exactly as do the even smaller M = A1, Cr, Fe, Ga . . . .  
Rittershaus and one of us 95) got interested in this question following a study of 
reflection spectra by low temperature of various mixed oxides containing rare 
earths 96). Rather than heating mixtures of finely divided oxides in very hot furnaces, 
we preferred to coprecipitate the mixed hydroxides from (rapidly agitated) aqueous 
solutions of (preferentially) nitrates with ammonia. This does not leave any foreign 
cations in the final product obtained by heating to 800 or 650 °C (or even less). It 
turned out that the perovskites LaErO a and LaYbO 3 decompose to other mixed 
oxides above 900 °C. Besides other well-known types (such as C and fluorite), a 
new type NdYO 3 (only characterized by its Debye powder diagram) was consistently 
obtained in about forty compositions 9s) with or without quadrivalent titanium 
or zirconium. 

The oxides containing the same element (cerium, praseodymium or terbium) as 
M(III) and M(IV) have been investigated thoroughly by LeRoy Eyring 97). Some 
of these oxides, such as Pr7012, Pr9016, PrsO 9, PrxlO20 and Pr6Oll are relatively 
strictly stoichiometric, and show definite crystal structures, whereas others are 
disordered fluorites with wider range of composition. Prandtl believed that pras- 
eodymium could become partially quinquevalent in mixed oxides, but Marsh 98~ 
showed that Yl_xPr~O1.5 ÷o.s~ could not be oxidized beyond Pr(IV), and arguments 
derived from photo-electron spectra 99) show that Pr(V) is inconceivable in condensed 
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matter. The electron affinity of such a species (being the ionization energy of 
Pr(IV) corrected for small Franck-Condon effects) would be sufficient to oxidize, 
not only fluoride, but also argon atoms and caesium(I). 

Many minerals are disordered fluorites. Thorianite Thl_xMxOz_o.sx is able to 
contain quite high concentrations of  trivalent lanthanides, besides Ce(IV), and 
laboratory samples can be given up to Thb.46Lao.5401.73 being a colourless solid 
lacking, on the average, more than one of the eight oxide anions surrounding a 
given cation. The type CaF 2 itself can be considered as a super-structure of  CsC1 
systematically lacking half of the cations in a definite pattern. Some minerals may 
be non-stoichiometric by containing excess anions on the "empty caesium" sites, 
such as yttrofluorite Cal_xYxF2+x and UO2+ x (losing its cubic symmetry by 

.oxidizing to a definite stoichiometry, such as U409). Other fluorites may show 
charge compensation with constituents having comparable ionic radii (it is very 
frequent in rocks to have a given amount of Na(I) + Si(IV) replaced by an equi- 
valent amount of Ca(II) + AI(III) having the same sum of oxidation states) such 
as trivalent M(III) in Cal_xMxF2_xOx or U(VI) forming a rhombohedral UY6012 
isotypic with Pr7012 containing (unless the 4f electrons are itinerant in this black 
material, like the 3d electrons in the cubic spinel magnetite Fe304) four Pr(III) 
per three Pr(IV). However, a much more frequent source of non-stoichiometric 
behaviour in fluorites is anion deficit. Besides ThO 2, hafnium(IV) and zirconium(IV) 
oxides form fluorite-type Zro.9Yo.lO1.95 (the Nernst lamp mass loo) with highly 
mobile oxide ions transporting electric current above 600 °C, much like the mobile 
iodide ions in AgI and RbAgJ5 at much lower temperatures) and Zro.9Mgo.lO1. 9 
used for crucibles. Whereas pure ZrO 2 is not a fluorite, definite concentrations of 
added Y(III) or Mg(II) allow retention of cubic symmetry from 0 ° to 2000 °C. 

When traces of praseodymium or terbium are added to thorium when copre- 
cipitating mixed hydroxides 95), a strong purple colour (due to electron transfer 
bands) indicates Pr(IV) and Tb(IV) in the calcined oxide, whereas similar traces 
produce a chamois colour in (otherwise pale yellow) CeO 2 and a strong orange 
colour in Y2Oa and other rare earths (brownish in Nd203). Though mixed oxides 
of zirconium with Pr or Tb are greyish, it seems from the a o values 95) that the great 
majority is trivalent. 

It is possible to introduce moderate quantities of the small titanium(IV) in rare 
earths, but larger quantitfes yield the cubic pyrochlore-type M2TizO 7. Pyrochlore 
(originally a mineral with highly complicated composition) is a super-structure 
of fluorite, having N = 8 for the large M(III), being a cube compressed along one 
of the body-diagonal (three-fold axis) such as in the carefully investigated ~ol) 
Er2Ti20 ~ where two Er-O = 2.182A and the six other distances are 2.471 A. 
On the other hand, N = 6 for Ti(IV) being approximately a regular octahedron, with 
all distances 1.955 •. Like in so many other crystal structures involving rare earths, 
it is noted how large a spreading M-O distances can show. When preparing mixed 
oxides 95) containing zirconium, it is quite interesting that Smo.sZro.5OL75 prepared 
at 800 °C is a disordered fluorite, (like DYo.sZro.5Oi.75 at all temperatures), but 
rearranges to a pyrochlore SmzZr207 at 1000 °C. Further heating above 2400 °C 
disorders this pyrochlore again to a fluorite. 

The perovskites MZO 3 (and related fluorides like KNiF3) are not all cubic, 
as reviewed by Khattak and Wang 102) but in the oxides, the sum of the oxidation 
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states of M and Z is 6, such as RbNbO 3, SrTiO 3 and LaA103. In the cubic 
perovskites, N = 6 for Z situated in a regular octahedron, and N = 12 for M in a 
cuboctahedron. The twelve distances can be rather different in low-symmetry 
perovskites, whereas other, only slightly distorted, such as LaA103 show a reversible 
phase transition at (in the example 435 °C) higher temperature to cubic symmetry. 
The magnetic coupling between Z containing a partly filled d-shell, such as Cr(III) 
and Fe(III), can be quite strong lO2,1o3) and the electric conductivity, including 
phase-transitions between semi-conducting and metallic systems, can be quite.un- 
expected with Z = titanium or cobalt. The photo-electron spectra of LaCoO 3 
has been studied io4~ at various temperatures. 

The prototype of the cubic garnet is the dark red mineral Fe3A12Si3012 con- 
taining Fe(II) in the idealized formula, but for rare-earth chemistry 1o2) the typical 
case is the colourless diamond-like Y3A15012. Three of the five small cations, here 
AI(III) and in the mineral Si(IV), are situated on tetrahedral sites (called d), two 
octahedral sites (called a) whereas the three large cations, e.g. Y(III) are on a 
c-site with N = 8 and very low local symmetry, in spite of the cubic symmetry of the 
whole crystal. Substituted garnets have great importance in magneto-optical devices. 

Since the mixed oxides discussed here have the oxygen atoms bridging in an 
indefinite lattice, one should not call perovskites such as. BaTiO 3, LaA103, GdFeO 3 
and DyGaO 3 titanates, aluminates, ferrites and gallates, because such words 
insinuate finite anions. The opposite situation occurs in CaCO 3 in which both 
crystalline modifications (calcite having N = 6 and aragonite with N = 9) contain 
monomeric carbonate anions. A third, rare modification, hexagonal vaterite, may 
not exist as pure CaCO 3, but it is isotypic with lanthanide borates MBO 3 (N = 9). 
Bevan and Summerville lo5) have further reviewed mixed oxides of rare earths, and 
Felsche 48) the rather complicated silicates. 

2.4 Salts of Oxygen-containing Anions 

The many mixed oxides not containing definite "discrete anions might encourage 
the opinion that the rare earths tended toward such building of oxide bridges in 
order to keep N so much higher than the oxidation state. However, this is not 
always true. For instance, orthophosphate is a quite strong base, pK of HOPOa -2 
being 12, and it does not always precipitate straight forward salts. Thus, calcium tends 
to form apatites Cas(P04)aX with X = O H - ,  F - ,  ... Nevertheless, one of the 
most frequent rare-earth minerals is monazite MPO 4 containing mainly the larger 
M(III) from lanthanum to samarium. Thismineral was for many years extracted n, ain- 
ly for its thorium content (for use in candoluminescent Auer mantles to be discussed 
in Section 7) present due to charge compensation by Th(IV) and SiOZ 4. The ahnost 
unique ortho-niobates and -tantalates occur in the isotypic fergusonite M(NbO4) 1 _ 
• (TaO4) X. Under normal conditions, iso-polyniobates are formed even from strongly 
alkaline solution. The tetragonal type xenotime is also MPO4, but this time with 
a major concentration of yttrium, and of lanthanides smaller than neodymium. This 
mineral is isotypic with zircon ZrSiO 4 and thorite ThSiO 4. Whereas the silicate 
and phosphate monomeric anions are tetrahedral, the cations Y(III), Zr(IV) and 
Th(IV) have N = 8 in the rather low point-group D2a. These phosphates, the corre- 
sponding arsenates and orthovanadates have been important for developing the 
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angular overlap model lo6-1os) relating the tiny energy differences (total spreading 
below 800cm - t  or 0.1 eV) between the seven 4f  orbitals to the anti-bonding 
influence of the chromophore consisting of the ligating neighbour atoms. As 
discussed in Section 7, the red cathodoluminescence of Yt-xEUxVO4 was for many 
years of  great importance for colour television. The mixed orthovanadates are 
most readily prepared by pyrolyzing an intimate mixture of  the appropriate rare 
earths with p.a. ammonium metavanadate NH4VO 3. Though the tendency toward 
polymerization is not as great as of niobates and tantalates, it is easy to form 
orange dekavanadates VloO26 from aqueous solution and brick-red V2Os is not 
very soluble in water (around pH = 2) in contrast to strongly hygroscopic P4Olo . 

The double nitrates Mg3Mz(N03)12, 24 H20 can be recrystallized in strong nitric 
acid and serve to separate the lighter lanthanides M = La, Pr, Nd and Sm (where 
Ce has been removed after oxidation to the quadrivatent state). Judd noted 109) 
that the fine-structure of the absorption band belonging to each J-level of  M(III) 
was so peculiar that it looked as if the chromophore was icosahedral with N = 12 
(which is almost unheard about, outside boron chemistry). The crystal structure ~xo) 
of the cubic crystals confirmed entirely Judd's proposal, it is indeed [Mg(OH2)6]3 ' 
• [M(O2NO)612, 6 H20 with the twelve oxygen atoms provided by the six bidentate 
nitrate ligands forming approximately a regular icosahedron, circumscribed by a 
regular octahedron formed by the six nitrogen nuclei. A comparable structure is 
found in orange (NH4)2Ce(NO3) 6 (and the analogous colourless thorium compound) 
actually containing M(O2NO)6 2 with M = Ce(IV) or Th(IV). The high N = 12 
is accompanied by relatively long M-O distances to the bidentate ligands (rationalizing 
why the nephelauxetic effect is intermediate between the fluorides and the aqua 
ions). Thus, the average Ce-O distance in the cerium(III) salt a~o) is 2.64 A, almost 
0.15 A longer than extrapolated from the aqua ions in Eq. (1). 

Other double nitrates have N = l0 such as M(O2NO)5 -2. Since carbonate is 
isoelectronic with nitrate, it is likely that M(O2CO)~ "7 and Th(O2CO)~ -6 obtained 
by dissolving the smallest lanthanides M = Er, Tm. Yb and Lu, and thorium(IV), 
in concentrated carbonate solutions (where the uranyl ion seems to form 
UO2(O2CO)~ -4 isoetectronic with UO2(O2NO) ~- known from certain crystal struc- 
tures) are similar. Sinha 8~) mentions several examples of N = 10 in mixed com- 
plexes of  nitrate involving, for instance, bidentate dipyridyl in MdiP2(O2NO) 3. 

Biinzli and collaborators 11t) continued previous work 44,45) on crown-ethers and 
found N = 11 for the adduct of Eu(NO3) 3 with a quinquedentate ether, the Eu-O 
distances distributed between 2.43 and 2.69 A, the average of the six distances 
to the bidentate nitrate ligands being 0.13/~ smaller than to the ether oxygens. 
N = 11 occurs also 1 ~2j in the lanthanum nitrate hexahydrate [La(O2NO)3 (OH2)5]H20 
and 113) in the anion Sm(O2NO)5(OH2) -2. N = 12 occurs 45) in the adduct of 
Nd(NO3) 3 with a sexidentate crown-ether, the six nitrate distances (all close to 
2.60 A) being significantly shorter than to the ether oxygen atoms. 

Oxygen atoms of organic anions tend to have shorter distances than do neutral 
organic molecules, and Sinha 8~) has compiled many results, though with the major 
motivation of establishing the shape of the coordination polyhedra, which are 
now known to be much less characteristic than in the d-groups. A typical case ~x4) is 
the oxalate Nd2(C204)3, 10 H20 where N = 9. The six distances to three (1,2-)- 
bidentate oxatate oxygens between 2.46 and 2.57/~ have an average only 0.01/~ 
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longer than to the three coordinated water molecules. Contrary to monomeric 
complexes such as Rh(C204)33 where half the carbonyl groups are not coordinated 
(and show the corresponding vibrational spectrum), each carboxyl group of the 
oxalate bridges two Nd(III). 

2.5 Glasses 

Not only oxygen- but also fluoride- and sulfur-containing anions may form vitreous 
materials incorporating lanthanides. For many years, neodymium (or the technical 
mixture with praseodymium, still 115) called didymium) has been added to con- 
ventional silicate glasses (containing sodium and bivalent ions such as calcium or 
lead) in order to obtain a mauve plate with extremely sharp absorption bands 
(which can be used 90) to standardize a spectrophotometer much more accurately 
than its nominal wave-length, when the positions are changed). Such neodymium 
glass has a strong absorption band covering the two yellow sodium emission lines, 
and is used in qualitative analysis to allow the red and violet light emitted by 
potassium atoms in a gas flame to be detected in the simultaneous presence of 
sodium, and also with the analogous purpose of protecting glass-workers' eyes 
against sodium light rendering the incandescent glass tess distinct. 

Seen from the point of lanthanide spectroscopy, glasses combine some of the 
characteristics of salts of discrete anions and of mixed oxides with indefinite oxide 
bridging. The tetrahedral silicate or phosphate constituents of glasses play a r61e 
similar to zircon or xenotime with N = 8 of the larger cation (and it is likely, but 
difficult to prove, that lanthanides have such an environment in the glass). On the 
other hand, there is no repeating unit cell in a glass, and there is evidence 116,117) from 
fluorescence spectra of  europium(III) in mixed phosphate-tungstate glasses that 
the local order may be highly different as a function of the composition. 

It is trivially ~rue that any excited state not undergoing radiationless decay by 
exciting vibrations, or performing photochemical reactions, actually is luminescent. 
However, it is generally felt thtat luminescence is rather the exception in crystalline or 
vitreous solids containing lanthanides (especially if the temperature is not very 
low) and further on, that the most likely candidates 72) are concentrated around 
the half-filled shell, 4f 6 Eu(III), 4f 7 Gd(III)  and 4f a Tb(III), and less frequently, 
4f 5 Sm(III) and 4I -9 Dy(III). This situation is connected Is) with the much larger 
energy gap in the visible between a given J-level (in the five examples 5D o at 
17250, 6PT/2 at 32200, 5D 4 at 20500, 4G5/2 at 17900 and 4F9/z at 21 I00 cm -1) 
and the groundstate, or low-lying J-levels. In the case of  gadolinium(III), the 
emission takes place in the ultra-violet (close to 310 nm). One of us ~ 18-t2o) analyzed 
the conditions for radiationless desexcitation, and found it to be essentially deter- 
mined by the ratio between the energy gap available for the luminescence and the 
highest normal frequency of vibration of the solid. This ratio indicates roughly 
the number of  phonons needed to degrade the excited state without emission 
of a photon. The probability of this desexcitation (to be compared with the radiative 
life-time of the excited state according to the 1917 formula of Einstein) decreases 
exponentially when the ratio increase, and becomes almost imperceptible 1:9) above 
6 t o 8 .  
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It is well-known from fluorescent organic compounds that replacement of the 
hydrogen atoms by deuterium efficiently counteracts the process of non-radiative 
desexcitation. The vibrational frequencies are smaller by a factor roughly ~/~, and 
in particular, the C-H frequencies up to 3500 cm-1 are replaced by C-D frequencies 
up to 2500 cm -~. The same approach to glasses 16.118-120) suggests to replace the 
silicate and phosphate network-forming anions by other anions with as small a 
phonon energy as possible. The theory of vibrational frequencies (for approximately 
harmonic behaviour) opens two alternatives: to increase the atomic masses, and to 
decrease the force constants. For instance, germanate and tellurite-based glasses 
combine both alternatives, and the phonon energies are around 900 and 700 cm -1, 
respectively, to be compared with 1400 cm-1 for borate and 1300 cm- i  for phosphate 
glasses. Actually, 4f 1° holmium(III) 121), 4fll erbium(III) 122)and 4f 12 thulium(m) 122) 
emit narrow emission bands (due to transitions from several excited J-levels) in such 
glasses, and their relative intensities (transition probabilities) can be described by the 
Judd-Ofett theory (discussed in Section 6). Frequently, luminescense in the near 
infra-red goes undetected, because it cannot be seen by our eyes. Nevertheless, the 
transitions from 4F3/2 (at 11400 cm-1) in neodymium(III) occur with high yield 
in many crystalline and vitreous materials, and have acquired a strong technological 
importance 16) for lasers (to be discussed in Sect. 7). Also, the only excited level of 4f 13 
in ytterbium(Ill) close to 10200 cm -1 can be efficiently luminescent, and participate 
in energy transfer, e.g. from Nd(III)  simultaneously present in the glass 123) 

Though the luminescence of gadolinium(III) aqua ions in the ultra-violet was 
discovered by Urbain in 1905, the quenching in aqueous solution is much more 
extensive than in most glasses, and even the quantum yields of Eu(III) and Tb(III)  
are quite low. Not unexpectedly, deuterium oxide solutions give higher yields and 
longer life-times 124-126~ and in absorption of Gd(III), coupling with the vibronic 
spectrum can be observed 126)127~ 

By comparison with germanate and tellurite glasses, one would not expect glasses 
formed by mixed fluorides to have particularly low phonon energies. However, it 
seems that the force constants corresponding to the relatively secondary bonding 
of the lanthanides to the rest of the glass sometimes can be so small as to be as 
efficient as germanates. Thus, the luminescence of europium(III) in a barium(II) 
zirconium(IV) fluoride glass 128~ shows the life-times 0.5 m sec for 5D z, 1 m sec 
for SD 1 and 5 m sec for SD 0. The fluorescence of  three excited levels is quite urlusual; 
the ratio of  the life-times (SD1/SDo) is 0.02 for a tetrafluoroberyllate glass, and as 
low as 0.0012 for crystalline EuPsO~4. The life-time of SDo is 3 m sec for a phosphate 
glass. Other fluoride-containing glasses have been studied 129-131) and the Judd-Ofelt 
parameters evaluated. Rutile-type MnF 2 has also very low phonon energies and is 
excellent for luminescence of incorporated lanthanides 132.133~ 

Another class of  glasses highly effective for lanthanide luminescence contain 
sulfur replacing the oxygen. The phonon energies are ,~ery low, and Ho(III),  Er(III) 
and Tm(III)  show high yields of fluorescence of several transitions. The most 
frequent materials are the mixtures LaAI3S 6 and LaGa3S 6 with aluminium or 
gallium sulfides 134-136) The stoichiometric composition of these glasses should 
not be interpreted as them being compounds in a normal sense of  the word. The 
network-formers are likely to be AI(III) or Ga(III)  surrounded by four sulfur atoms. 
In this connection may be mentioned the colourless ternary sulfide CdGa2S 4 in 
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which small amounts of erbium(III) can be incorporated 137} giving the characteristic 
4f 11 absorption spectrum with a pronounced nephelauxetic effect. If  the local order 
is not strongly distorted, it is likely that the rare tetrahedral chromophore Er(III)S 4 
then occurs. 

3 Sulfides and Low-Electronegativity Ligands 

The high affinity of ianthanides and yttrium for oxygen-containing ligands, and the 
experience of aqueous solution chemistry (where the Bronsted base HS-  precipitates 
the hydroxide) m,tde it unlikely for a long time that sulfides would be readily 
prepared. However, with the help of the metallic elements and the anhydrous 
halides now available, it is possible to prepare a large number of binary and 
ternary sulfides at high temperatures, when avoiding the presence of humidity and 
oxygen. Flahaut 138.139) has written two magnificient reviews on this subject. Here, 
we only mention a few details: the cubic type 145) Th3P 4 with a (low-symmetry) 
N = 8 for Th(IV) and N = 6 for P( - - I I I )  is found in the metallic Ce3S 4, in 
EuM2S4 containing 140~ europium(II), in.the corresponding YbM2S4 [M = La to 
Ho;  not Y], in CaM2S4 [M = La to Dy], SrM2S4 [M = La to Gd], BaM2S4 [La, Ce, 
Pr, Nd] of which reflection spectra 137) show an unusually pronounced nephelauxetic 
effect, and the sesquisulfides [M = La to Tb] are defect structures M3-0.33384 which 
show extended miscibilities with the Th3P 4 type alkaline-earth ternary sulfides. 

The NaCl-type monosulfides MS are physical metals for M = La, Ce, Pr, Nd, 
Gd, Tb, Dy, Ho, Er, Tm and Lu but semi-conductors (with considerably larger a 0 
values) for M -= Sm, Eu, and Yb. This choice between two sharply defined alter- 
natives can be rationalized 141.142) by the spin-pairing energy (discussed in Sect. 5). 
Mixed crystals such as NdxSml_xS or ThxSml_xS or GdxSml_xS go metallic at a 
definite lower limit of x, as has been further investigated 13) by photo-electron 
spectra. 

Binary and ternary selenides and tellurides show essentially the same behaviour 138, 
~39) as the sulfides. The situation is rather special 14z) for the TmSe and TmTe 
containing, on an instantaneous picture 13) 80 or 50 percent, respectively, of the 
conditional oxidation state 4f 12 Tm[III] and the rest (20 or 50%) 4f ~3 Tm[II]. 

The cathodoluminescent zircon-type YI_,Eu,VO4 has to a large extent been 
replaced by the oxysulfide Y2_,EUxO2S. The M/OzS (M = La to Lu, including Y) 
have essentially the A-type of La203. Among N --- 7 neighbour atoms, three atoms 
are sulfur, and four oxygen. As a warning about problems with oxygen impurities, 
what was taken for many years as a modification of PrzS 3 is indeed Pr10OS14 
with a quite definite crystal structure 139) 

Hulliger 145.146~ reviewed the NaCl-type MP, MAs, MSb and MBi. Though 
black, it seems that these compounds are low-energy-gap semi-conductors, since 
their magnetic properties indicate M[III]. The analogous mononitrides MN are 
almost certainly semi-conductors with about 2 eV energy-gap, but it seems at 
present impossible to prepare them without impurities making them conducting 
(like silicon before the war). Seem from the point of  view of chemical bonding, the 
photo-electron spectra 143,147) of mono-antimonides have shown that the ionization 
energy of the filled Sb5p shell always is lower than of the partly filled M4f shell. 
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We do not have the space here to discuss halides, which have been reviewed by 
Haschke 14s). It may only be mentioned that though N = 6 is not very frequent 
for the lanthanides and yttrium, it is even much rarer to encounter octahedral 
coordination. The absorption spectra 149) of  MC16 3 and MBr6 3 show quite unique 
aspects of high symmetry; the band intensities are unusually low, and many of the 
electronic transitions are only seen as co-excitations of  odd (ungerade) vibrations, 
lacking the electronic zero-phonon lines (which are the only intense features in other 
lanthanide spectra). Ryan 15o) later succeeded in preparing solutions of MI6 3 in 
acetonitrile. The mineral elpasolite (K2NaA1F6) was found to be isotypic with the 
berkelium(III) compound Cs2NaBkC16. Such hexachloride salts can be made of 
all the rare earths. The Cartesian axes of  this cubic type contain alternatingly 
NaC1MC1NaC1MC1 .... much like the cubic perovskite SrTiO 3 has alternatingly 
TiOTiO . . . .  and each chloride is surrounded by an octahedron consisting of one M 
and one Na on one axis, and four Cs (having N = 12) in a plane, which does not 
need exactly to contain the chlorine nucleus. The absorption spectra of such elpasolites 
have been extensively studied 151-154) like a phosphonium salt 15s) of NdC16 3. It 
remains an open question whether the chlorine nuclei tend to leave the Cartesian 
axes on an instantaneous picture. N = 6 is certainly quite low for the first lanthanides. 

For reasons quite similar to sulfur-containing ligands (where the absorption 
spectra can be studied in 1,2-dichloroethane solution ls6) of dithiocarbamates 
such as M(S2CNR2) 3 and M(S2CNR2),~ and where Pinkerton ~57) showed trigonal 
prismatic N = 6 in the dithiophosphinates M(S2PR2)3) it was believed for many 
years that ligands would not bind exclusively to lanthanides with nitrogen atoms. 
A quite outstanding case is N = 3 in the hexamethyldisilylamide M(N(Si(CH3)3)2) 3 
which are known for the various rare earths 15s) like for Cr(III) and for Fe(III) 
constituting an exceptional case of  low N. According to the compilation of Sinha sl) 
the M-N distance is short (as expected for such a low N), 2.259 A for Eu, 2.049/~ 
for Sc and 1.917.t, for Fe. Interestingly enough 158) the Eu(III) compound is 
orange, and Yb(III) yellow, the same colours as the dithiocarbamates 156) caused 
by electron transfer bands, where the excited state contains one 4f electron more, 
transferred from the reducing ligands. Again, EuBr~ -3 is orange (like anhydrous 
EuBr3) and YbBr6 3 is yellow 149) whereas EuI6 -3 is dark green and YbI6 a deep 
pruple, having stronger reducing ligands 159~ 

The Bransted basicity of heterocyclic nitrogen-containing ligands (such as pyridine) 
is much weaker than of aliphatic amines or ammonia. Combined with the chelate 
effect of  bidentate dipyridyl or phenanthroline or tridentate terpyridyl is it feasible 
to prepare complexes of the latter heterocyclic ligands (normally containing coor- 
dinated anions, and sometimes even water molecules) from moderately polar solvents, 
such as ethanol. Such complexes are reviewed by Sinha s~) who did much of  the 
early work. Under strictly anhydrous circumstances (and in less polar solventsi is it 
possible to prepare complexes of multidentate aliphatic amines such as ethylene- 
diamine (the tetrakis-complex has N = 8) and the tridentate diethylenetriamine, 
as reviewed by Forsberg 16o) and by Thompson 41). In the review 161) (with 406 refer- 
ences) on (mainly solid) complexes of  rare-earth elements with neutral ligands 
bound by oxygen atoms, there are quite a few cases of simultaneous binding of 
nitrogen and oxygen atoms. This is a more frequent situation in anions, such as 
biological or-amino-acids. However, again because of the chelate effect, multidentate 
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synthetic amino-acids developed for complexometric titrations and for masking of 
undesirable cations, 162) are more studied. 

An early case is ethylenediaminetetra-acetate (called EDTA by most authors, 
but here enta -4 avoiding element-like capitals). Schwarzenbach and his collabora- 
tors 163) showed that this potentially sexidentate ligand (two tertiary amine-N and 
four carboxylate groups normally being unidentate because of steric conditions, and 
not bidentate, like most carbonate and a few acet~ite complexes) sometimes have a 
free-dangling carboxylate and provide N = 5. Thus, cobalt(III) forms Co(enta)-,  
Co(enta) OH2,  Co(enta H ) O H  2 and Co(enta)OH -2 where, dependent on pH, 
the non-ligating carboxylate group may protonate, and the aqua ligand deprotonate 
to hydroxide. Chromium(III) is only known 16a) in the three latter situations. It 
seems also verified 1~) that the-stable Ni(enta) O H f  2 contains one molecule of 
ligated water, which can be exchanged, such as Ni(enta)NH~ -2 and the cyano 
complex Ni(enta)CN -3. A complex rearranging in a few minutes (also the initial 
form of Cr(III) has a differing absorption spectrum) may involve a quadridentate 
ligand (free to protonate 5n two carboxylates) and be Ni(enta)(OH2)2 2. Not all 
3d-group complexes are octahedral; both Mn(enta) (OH2) -2 and Fe(enta) (OH2)- 
have N = 7, but with unusually long Mn-N and Fe-N distances. The lanthanides show 
a similar behaviour; crystalline [La(enta H)(OH2)4], 3 H20 shows N = 10 and a 
salt of  La(enta) (OH2) 3 N -- 9. 

Under these circumstances the potentially octadentate ligand diethylenetriamine 
penta-acetate with three nitrogen atoms and five carboxylate groups (called DTPA 
by most people, but here 163) denpa-5) should bind rare earths better than enta -4 
whereas there should not be a great difference in the 3d-group. This is indeed 166,167) 
observed from the equilibrium formation constants. The next homolog in this series 
(corresponding 165) to a well-known set of organic "Christmas tree garland" amines) 
is the potentially decadentate triethylenetetraminehexa-acetate (called TTHA by 
Martell 168) but here trienha -6 for reasons 165~ as above) with four nitrogen atoms 
attached in a linear butane chain and six carboxylate groups. Indeed, four non- 
ligated carboxylates are available for protonation 168) in Ni(trienha H4). Interestingly 
enough, the formation constants 169) for M(III) complexes of trienha -6 decrease 
from La(III) to Ho(III), and then further to Ga(III), whereas Y(III) has the 
unexpected place 167) close to Pm(III), as far goes denpa -s  complex formation 
constants. 

Thorium(IV) lvo) has N = 10 in Th(trienha) -2. The same is true lvl) for the 
pentakis (tropolonate) anion of Th(IV) and U(IV) whereas the neutral tetrakis- 
(tropolonate) molecules have N = 8. The question of N for thorium(IV) 172) and 
for uranium(IV) 173) has been discussed on basis of formation of mixed complexes of 
multidentate ligands. It is clear from our arguments related to rare-earth aqua ions 
that one cannot establish a definite N for the Th(IV) aqua ion this way (though 10 
may not be unreasonable). With pK = 4, it is the weakest Bronsted acid among 
the M(IV) aqua ions (the pK values for M = Zr, Ce and Hf  are undoubtedly 
negative) and already the uranium(IV) aqua ion has pK = 1 (which may surprise, 
in view of the moderate decrease of ionic radius). Spectroscopic arguments have 
been given 174) that U(IV) aqua ions have N = 9 like Nd(III). It is well-known 
that many anion complexes, such as the oxalate U(C204)~ -4 have N = 8. Though 
it is easier 175) to make UC16 2 (and even UBr6 -2 and UI6 2) than the corresponding 
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MX6 3, the former species is not detectable in aqueous hydrochloric acid, and the 
Pearson-hard character of U(IV) can be seen t76) from spectra of UC1.Br62. in 
nitromethane, where the equilibrium constants for introducing bromide ligands 
are quite low. 

Another neutral, nitrogen-containing ligand is acetonitrile CH3CN. At one side, 
it seems little apt to coordinate rare earths, since MX[  3 can be studied 149,150) in 
mixtures of acetonitrile and succinonitrile, but on the other side. Bfinzli, Yersin 
and Mabillard xTv) have shown from well-resolved fluorescence (and infra-red) 
spectra that europium(III) perchlorate in acetonitrile forms several species, among 
which the predominant are Eu(NCCHa)~ -3 and Eu(OCIO3)(NCCH3)~ -2 (though 
we write chemical formulae on one line, we try to convey as much stereochemical 
information as feasible by not separating adjacent atoms, when it can be avoided). The 
same ambiguity occurs with nickel(II) complexes, where octahedral Ni(NCCHa)~ -2 is 
known, but tetrahedral NiCI~ -2 (which is very difficult to maintain in other solvents) 
can be obtained with a small excess of  chloride. One may conclude that chloride 
is much better bound than in water, for reasons that may be connected 39) with the 
lower local dielectric constant. Acetonitrile shows many other differences from 
water, for instance, copper(I) and silver(I) dissolve as M(NCCH3) ~. 

4 0 r g a n o l a n t h a n i d e  C h e m i s t r y  

Whereas binding of rare-earth central atoms with nitrogen- or sulfur-ligating atoms 
have attracted attention only since about 1960, the situation is even more extreme 
with regard to ligation by carbon atoms. It is worth remembering that alkaline and 
alkaline-earth metals also form organometallic compounds, though with exception 
of the small atoms lithium and beryllium, they are not usually typical organic 
molecules (like organometallic compounds formed by silicon, germanium, tin and 
lead) but have distinct carbanion characteristics (after all, CH3 is isoelectronic 8) 
with NHa) and, frequently, unusual coordination numbers N. They have to be made 
(like isolating the pyrophoric zinc(II) alkyls; or keeping magnesium(II) Grignard 
reagents in ether solution) under scrupulous exclusion of humidity or solvents 
with mobile protons capable of protonating carbanions. 

Though N = 3 is only known 15s) for the M(N(Si(CH3)3)2) 3 and the vapours 
of  M(III) halides, the organolanthanide compounds are now known to vary from 
N = 4 to N = 16. This is not really as surprising, when comparing with organo- 
beryllium compohnds. Though Be(II) sticks to N = 4 much more firmly than 
carbon(IV), many dimeric beryllium alkyls RBeR2BeR have N = 3 of Be, and two 
bridging alkylgroups have carbon with N = 5. The monomeric t-butyl derivative 
(HaC)aCBeC(CH3) 3 is normal, as far goes carbon, but has linear N = 2 of  beryllium, 
like mercury would have. Frequently, carbon has N above 4. The molecule 
Li4(CH3) 4 shows N -- 6, each carbon being bound to three hydrogen atoms and to 
three lithium situated on a face of  a regular tetrahedron Li 4. The amber-yellow 
(non-metallic) fluorite-type Be2C has allright N = 4 for Be(II) but cubal N = 8 
for C(--IV). 
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N = 4 occurs 17s) in the "classical" lutetium(III) complex of four 1-deprotonated 
2,6-dimethylbenzene carbanions with average Lu-C distance 2.45 ,~ (actually 0.11/k 
longer than Eq. (2) gives for Lu(III) aqua ions). There is much evidence for steric 
hindrance in this complex, but at the same time, it is likely that the two methyl 
substituents on the phenyl group protects against rapid rearrangements. However, 
it is clear that this species is far more reactive than the similar B(C6Hs)~-. The 
Yb(III) analog has been prepared, but not with larger lanthanides. 

In 1954, Wilkinson and Birmingham 179) prepared cyclopentadienides M(CsHs) 3 
of most rare-earth elements• However, as reviewed by Baker, Halstead and Ray- 
mond 18o) and by Thompson 4t) several of their crystal structures do not correspond 
to molecules with 15 roughly equal M-C distances, but rather to an irregular 
packing of planar, pentagonal ions CsH ~ frequently bridging two M(III). This situa- 
tion is very different from the "sandwich" cyclopentadienides of the d-groups 181) 
such as ferrocene Fe(CsHs) / and the isoelectronic cobalticenium cation Co(C5H5)2 + 
both having strictly N = 10. Adducts with one molecule of cyclohexylisonitrile such 
as (HsCs)3PrCNC6H11 are monomeric (with an average 2.77 A of fifteen M-C(ring) 
distances, and the sixteenth M-C distance 2.68 A) and the analogous ytterbium(III) 
complex, as well as Yb(CsHs) a alone, are green 1821 due to an electron transfer band 
from the reducing ligands in the red (at 3000 cm -1 lower wave-number than of 
YbI63). This coordination with N = 16 is well-known 1sol from several uranium(IV) 
complexes XU(CsHs)3 (among which the chloride was prepared by Reynolds and 
Wilkinson in 1956). Ytterbium(III) bis(cyclopentadienide) monochloride 1so) is a 
chloride-bridged dimer (HsCs)zYbCIzYb(CsHs) 2 with apparently less reducing 
ligands sl, the solid being orange. 

Uranium(IV) and thorium(IV) form true "sandwich" cyclooctatetraenide com- 
plexes "uranocene" U(CsHs) 2 and Th(CsHs) 2 with the average 18o1 of the sixteen 
U-C distances 2.647 A and Th-C distances 2.701 A. Cerium(III) forms a far more 
reactive anion Ce(CsHs) ~- with the quite high average 2.74 A of the sixteen Ce-C 
distances• 

There exist some aryl and acetylene complexes of rare earths, for which there is 
not much structural evidence available 41). The two mixed complexes x831 C6HsYb. 
• (C5H5) / and C6HsC---CYb(CsHs) z are both orange like CH3Yb(CsHs) ~ whereas 
CH3Er(CsHs) 2 has the usual pink erbium(III) colour. It is important to note 
that Tb(CsHs) 3 is ¢olourless; there are hence no inverted electron transfer to 
low-lying empty M.O., nor 4f~5d transitions, before in the ultra-violet. 

The nephelauxetic effect ~37,~s41 is slightly more pronounced in Nd(CsHs) 3 and 
Er(CsHs) 3 than in the corresponding sesquioxides, but there is no indication of an 
essentially different kind of covalent bonding in organolanthanide compounds• 
The "ligand field" treatment of 4f and 5f group "sandwich" compounds 185) does 
not involve parameters highly different from other M(III) and M(IV) complexes• 
Green 1861 has reviewed the photo-electron spectra of gaseous (vapourized) d- and 
f-group organometallic compounds. Whereas 5f~5J  a ionization can be observed 
in U(CsHs) / at 6.20 eV and in U(CsHs) 4 at 6.34 eV, problems of relative signal 
intensities seem to prevent 4f signals to be detected in the gaseous organolanthanides 
studied as far. Fortunately, the X-ray induced photo-electron spectra of solid 
lanthanide compounds 99'143"147,187"188g have been far more informative about 
the 4f ionization energies. 
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5 Electron Configurations, Spin-pairing Energy 
and Nephelauxetic Effect 

The atomic spectra of lanthanides are far richer in lines than even the arc spectrum 
of iron atoms. The identification of the individual J-levels, and their classification 
in electron configurations, has been a very difficult work 9). The situation is slightly 
less complicated in gaseous M ÷2 (called M III  without parenthesis by atomic 
spectroscopists, because it is "the third spectrum of the elements"; we reserve 
Roman numerals with parentheses for oxidation states 8) in condensed matter) 
because the lowest J-levels belong to the configuration [54] 4t n with q = ( Z -  56) 
(we except Gd ÷2 with [54] 4f75d) followed by the two next configurations 
[54] 4jq-15d and [54] 4f~-16s. A few cases, such as samarium, europium and 
thulium (having only one excited level of  [54] 4113 at 8774 cm -1) are extensively 
studied, both as gaseous M ÷2 and as M(II) in solid samples. 

The fascinating fact is that the narrow absorption and fluorescence bands of 
M(III) in solution and in vitreous and crystalline solids have been considered as a 
kind of atomic spectra for at least 50 years, in spite of the first gaseous M +3 tO be 
characterized as [54] 4f w a s  Ce +3 (by R. J. Lang in 1936) and twelve of the thirteen 
expected J-levels of[5414j ~ in Pr ÷3 by Jack Sugar 189) in 1965. More recently, Kaufman 
and Sugar 19o) extended the analysis of Yb +3 and found also the only excited level 
of [5414f 13 at 10214cm -1 (above the groundstate) coinciding with the band 
position of Yb(III) found by Gobrecht 191). The ten intervening Nd(III) to Tm(III)  
are well understood today 16) but the evidence 9> available for the ten corresponding 
M +3 is more than fragmentary. It may be mentioned that serious doubts have 
been expressed 9) about the [54] 4f xl levels of  Er ÷ 3 previously cited s). The evidence 9) 
for M + 2 can be of some help for the chemical spectroscopists; e.g. 22 J-levels have been 
identified both in [5414J ~ of Pr +2 and in Nd(III),  and it turns out 8) that the 
J-energy differences in Pr +z are very precisely 0.81 times those of the isoelectronic 
Nd(III).  

Actually, the theory for (S,L)-term and J-level distribution in a configuration 
containing one partly filled shell (which originated with Slater 1929 and was 
elaborated in the treatise w2~ by Condon and Shortley, and further stream-lined 
by Racah 193)), works much better for 4t ~ configurations of  M(III) than e.g. for 
monatomic entities containing from six to eight electrons s,192) where the lowest 
configuration is ls22s22p q. The straight forward description of S.C.S. (Slater- 
Condon-Shortley) or Racah parameters as integration of interelectronic repulsion 
over definite (say Hartree-Fock) radial functions can be critized 194,195) but it 
remains true that these parameters remain approximately inversely proportional 
to the average radius of the partly filled shell, but decreased by a dielectric screening 
effect 196,197) corresponding (to the first approximation) to the multiplication of the 
integrals of interelectronic repulsion by the factor (z 4- 2)/(z 4- 3) where z is the 
ionic charge. It turns out a,13,196) that the distance between the baricenter of  all 
states having a definite value of S = (S O - -  l) (obtained by weighting the term 
energies by the factor (2S 4- 1) (2L 4- 1) indicating the number of mutually ortho- 
gonat wave-functions) and of those having S = S O can be written 2DS (for all q 
values) where the spin-pairing energy parameter D is a definite linear combination 
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of  S.C.S. (or Racah) parameters of interelectronic repulsion. Relative to the 
baricenter of  all the states of the configuration fq, the baricenter of all states having 
a given value of S is 

I3q(14 - q) 1)l D (3) S(S + 
J 

providing a quantitative expression for one of Hund's rules s) that when a configu- 
ration containing one partly filled shell is able to exhibit differing S values (i.e. 
q between 2 and 4/), the groundstate has the highest S possible. In the cases 
q = 2, 3, 4, 5 and 9 to 12, more than one L value is compatible with the maximum 
value of S, and the groundstate is more stabilized than given by Eq. (3). A further 
(small) correction can be introduced for spin-orbit coupling. The S baricenters of 
Eq. (3) move on a straight line as function of Z, expressing the smoothly increasing 
(negative) one-electron energy of the f electrons. If  the parameter (E - -  A) describing 
the latter effect ag) is 3200 cm-  ~, D = 6500 c m -  1, the Racah parameter E 3 = 500 cm-  1, 
and accepting the empirical values of the Land6 parameter of  spin-orbit coupling, 
the ionization energy (q~q--1) is (in the unit 1000 cm -1) relative to an arbitrary 
zero-point, for each q value given: 

1:1.3 2:12.5 3:20.9 4:21.6 5:22.2 6:30.2 7:40.3 
8:0.8 9:11.9 10:19.8 11:20.0 12:20.0 13:27.2 14:37.2 (4) 

It is noted that the ionization energy in Eq. (4) is almost the same for (q + 7) as for q 
(this is the numerical expression for the "effect of half-filled shells") and further on, 
that two plateaux occur, giving nearly the same ionization energy for q = 3, 4, 5 
and 10, 11, 12. This is a general feature of  the "refined spin-pairing energy 
theory" although e.g. the difference between q = 7 and 14 is determined by a delicate 
balance 19s) between D and ( E -  A). Thus, the ionization energies 199) of  gaseous 
M +2 and M + 3 vary as a function of q (or Z, keeping z constant) qualitatively agreeing 
with Eq. (4) though the agreement would be better with slightly different D 
and (E - -  A). 

For the chemist, it is more interesting that the standard oxidation potentials E ° 
of M(II) to M(III) aqua ions can be rationalized s, 15,2oo,2ol) by Eq. (4). Though one 
would not really have expected so, the 4fq~4fq-15d inter-shell transitions of 
M(II) 202) and, at much higher wave-numbers, of M(III) 203) in CaF 2. Corresponding 
transitions 9,14~) occur in gaseous M-2 and M + 3 at some 10 000 cm-1 higher energy 
than for the M(II) and M(III). These examples all refer to the removal of an electron 
from the 4f shell. Actually, Eq. (4) was originally derived 1s6~ with the purpose 
of explaining electron transfer bands 1s9~ generally moving toward higher wave- 
numbers along the series 

4f 6 Eu(III) < 4f 13 Yb(III) < 4f 5 Sm(III) < 4f ~2 Tm(III) < ... (5) 

corresponding to Eq. (4) having the opposite sign, going from ( q -  1) to q. The 
original measurements ~56) providing Eq. (5) were done on almost anhydrous MBr 3 
in anhydrous ethanol, where it is likely that the major species in solution is 
MBr(HOC2Hs) +2. Later ~¢9'~s°) definite octahedral species MX6 3 (X = CI, Br 
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and I) were measured in acetonitrile. Eq. (5) also applies to complexes of oxygen- 
containing anions in aqueous solution 2o4) (the europium(III) aqua ion has its 
first electron transfer band 205) at 53 200 cm-1 because water is so weakly reducing) 
and to solid mixed oxides 206-208). 

The S.C~S. parameters of interelectronic repulsion entering the "ligand field" 
expressions for the energy levels s,13.2o9) of  d-group complexes are multiplied by 
nephelauxetic ratios 13 between 0.94 (for manganese(II)fiuoride) to well below 0.4 
(e.g. cobalt(III) and rhodium(III) complexes of  sulfur-containing ligands, but also 
NiF62). The nephelauxetic effect (this Greek word meaning "cloud-expanding" 
was proposed 21o) by the late Professor Kaj Barr) is the most pronounced for higher 
oxidation states and for ligating atoms of lower electronegativity. This is what 
would expect covalent bonding does to the d-like orbitals, though a major part s) 
of  the nephelauxetic decrease of S.C.S. parameters seems to be due to an expansion 
of the radial function of the partly filled shell (corresponding to a weaker central 
field than in gaseous M +z) and not only to delocalization of the anti-bonding d-like 
orbitals. The situation is far from the purely covalent bonding between two identical 
atoms, since 13 in the L.C.A.O. model is proportional to the square of the electronic 
density (and hence, to the fourth power- of the wave-function amplitude) and would 
be about 0.25 in such a case. 

The nephelauxetic shift of J-levels of rare-earth compounds is known since 
1910, and it is particular striking in some solids 5o,211). However, a closer analysis 
is needed 96,149) because the shift (usually a few hundred cm-1) has the same order 
of magnitude as the "ligand field" effects separating the (2J + 1) states of a given 
J-level to a certain extent 212,213). In a few fortunate cases, all of these states have been 
safely identified in a large number of J-levels, and the shifts of the J-baricenters 
than give the same result as the more primitive technique 95.96,149) of comparing 
the intensity baricenters with the aqua ion (preferentially measured in the ethylsulfate 
at low temperature). One has to evaluate 13 relative to the aqua ion for all the Nd(III)  
to Tm(III) ;  only gaseous Pr ÷3 is known 189) for direct comparison with Pr(III). 

In the infra-red, most of J-level energy difference is due to spin-orbit coupling 191). 
Though the Land~ parameter should be decreased half as much (proportional to the 
squared amplitude) as the parameters of interelectronic repulsion in a pure L.C.A.O. 
description, much evidence 21,) is available that the Land6 parameter varies less 
than half of (1 - -  13) from one compound to another. The difference (22007 - -  6415 
= 15592cm -1) between the two J-levels 3P 1 and 3F 3 of Pr +3 does not depend 
on the Land6 parameter ~f  and is decreased 215) to 14954 cm -1 (13 = 0.959 for 
PrxLa 1 _xF3) whereas 13 = 0.958 for [Pr(OH2)9] (C2H5OSO3) 3, 0.945 for PrxLa 1 _xC13, 
0.942 for PrxLa l_~Br 3 and close to 0.92 for BaPr2S 4. The distance is 11759 cm -1 in 
the isoelectronic Ce +2 or 0.754 times the value of Pr +3 to be compared with the ratio 
0.81 between Pr ÷ 2 and Nd(III) mentioned above. It  is seen that the spreading between 
13 = 0.96 for PrF 3 and 0.92 for BaPr2S 4 (as a function of the ligating atoms) is far 
smaller than between 13 = 0.94 for ruffle-type MnF 2 and perovskite KMnF 3 down 
to 0.82 for the green NaCl-type MnS and 0.80 for Zn I _xMnx S with N = 4. 

We already mentioned that the large nephelauxetic effects in binary (and most 
of  the mixed) rare earths do not occur in the d-group. For instance, 13 = 0.93 for 
Mn(OH2)~ -2 may be compared with 0.89 for NaCl-type MnO, or 13 = 0.90 for 
Ni(OH2)~ -2 with s) the 13 values 
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Mg 1 _xNixO: 0.83 
Mg 1 _xNixTiO3 : 0.81 

NiO" 0.77 KNiF3 : 0.92 
Cd 1 _xNixTiO3" 0.80 NiTiO3 : 0.79 (6) 

though it must be admitted that the sub-shell energy difference varies much less 
than (1 - -  13) in these nickel(II) compounds. However, certain mixed oxides 95,96) 
of  erbium(III) have more moderate nephelauxetic effects, such as pyrochlore 
Er2Ti207 having 1°I) two unusually short Er-O distances 2.182A but the other 
six rather long, 2.471/~. Their average 2.40 A is significantly larger than the 
average 2.284 A of the distances 85) in Y203 (which can be safely extrapolated to be 
0.01/~, shorter in Er203). We have to admit that aqua ions are also complexes (and 
there is not such as a thing as a "free ion" in rare earth -')mpounds) and their 
shortest distance, cf. Eqs. (1) and (2), in Er(III) is 2.37 ,~, marginally shorter than in 
the pyrochlore structure. 

For the chemist, the most important conclusion of the nephelauxetic effect in 
lanthanides is the moderate extent, all known 13 values being above 0.90. It is 
likely that all erbium(III) compunds have [3 between 0.985 and 0.945 (though 
the J-levels of Er +3 are not 9) known). Fortunately, the three contributions to the 
nephelauxetic effect all pull in the same direction, so the observed [3 values constitute 
higher limits to each of the three mechanisms. The delocalization in L.C.A.O. pictures 
would be as high as (1 - -  13)/2, i.e. 2 percent in PrF 3, bt:t all available evidence (from 
nuclear hyperfine structure of paramagnetic resonance, due to nuclei of ligating 
atoms, etc.) indicates less delocalization in the 4f (though not in the 5f) group. 
Hence, it is likely that a modified central field of M(III) gives the main contribution 
to (1 - -  13), and it was noted above that this quantity would be as large as 0.25, if 
the central field was changed to that of M +2. However, a third contribution is 
the chemical enhancement of the Watson effect 196,197) due to a kind of dielectric 
screening. 

There is much evidence available that the Racah parameter E l =  (8D/9) of 
Eq. (3) is less influenced by the nephelauxetic effect than the parameter E 3 deter- 
mining the distances between terms having the highest S possible (like the ground- 
state) but differing L. This can be clearly seen 8,36,215) on the position of t l  6 of 4f 2 
systems (mainly determined by E l) relative to 3P 2 (situated 42E 3 + 3.5~f above 
the groundstate 3H4). The energy difference between 1I 6 and  3P 1 is 205 cm -1 in 
Pr +3, 253 cm -1 in Pr(OH2)~ -3 (where its presence 216) was first suspected), 340 cm -1 
in the chloride and 380 cm-1 in the bromide, shov, mg that there is not a common 
nephelauxetic ratio 13 multiplying all the J-level energy differences. However, one 
should not forget the conspicuous Watson and Trees effects 195-197) in the gaseous 
ions, and the distance between 1I 6 and 3P 1 has increased to 897 cm -~ in Ce +2 showing 
that the weakly covalent effects on Pr(III) can be interpolated between Pr +3 and the 
isoelectronic Ce +2. 

As reviewed by Fidelis and Mioduski 57) the formation constant K of a complex 
with a given'ligand (or the distribution coefficient for extraction in another solvent, 
or an ion-exchange resin) shows a ratio (in the case of two consecutive lanthanides) 
which provides perceptible variations (from a constant) not only at the half-filled 
shell (q = 7) Gd(III)  but also at the plateaux q = 3 and 4, as well as 10 and 11. These 
quarter-sheU effects can be rationalized 217,218) by the refined spin-pairing energy 
theory. I f  D of Eq. (3) is decreased 1 ~ (65 cm -1) by the nephelauxetic effect in a 

153 



Christian Klixbtill Jorgensen and Renata Reisfeld 

relatively more covalent Gd(III)  complex (relative to the aqua ion), the groundstate 
is 840 cm-1 less stabilized (relatively to the baricenter of the 4f 7 levels) than the Gd(III)  
aqua ion. Further on, this differentiation is only 600 cm-1 in the Eu(III) and Tb(III)  
complexes. The free energy 240 c m - I  available, suffices to decrease KGd/KEu by a 
factor 3.1 at 25 °C (A log K = 0.5) and to increase KTb/K~d by the same factor. 
The plateaux of the quarter-shell effect 57) can be explained if E 3 changes more than 
E 1, as discussed above, providing non-linear variations, like in Eq. (4). 

The M-X distances 57) or the derived ionic radii of M(III) also follow the same 
pattern, the particularly stabilized Gd(III)  being larger than interpolated from 
the neighbour M(III) on both sides. This fact cannot be explained by differential 
changes in free energy, but might be connected with the tendency pointed out by 
Katriel and Pauncz 194) that partly filled shells with large spin-pairing stabilizations 
achieve (via the virial theorem) smaller average radii. This would have the conse- 
quence that the filled 5p shell (essentially situated outside the 4f shell) would expand, 
a change in the same direction as produced by the lack of one proton on the gadoli- 
nium nucleus, providing a less attractive central field for the 5p electrons. 

6 Inductive Quantum Chemistry 

It is not always realized that the spectra of monatomic entities were classified by the 
Hund vector-coupling scheme 5j before they were rationalized by quantum mechanics. 
Quite generally, the first 20 to 400 energy levels of  a monatomic entity have J-levels 
(even or odd parities) fitting them to the electron configurations obtained 8) by modi- 
fying the (n0-value of zero (in the case of a partly filled shell), one, two or (in rarer 
cases) three electrons of  the configuration to which the groundstate belongs. This 
statement is, by no means, equivalent to an anti-symmetrized Slater determinant 192) 
being a very good approximation to the wave-function of the groundstate. Corre- 
lation effects are quite extensive 196): the correlation energy (defined as the difference 
between the Hartree-Fock energy and the experimental groundstate corrected for 
relativistic effects) is higher than the first ionization energy of the sodium atom, and 
of all neutral atoms with Z above 11 ; and whereas the squared amplitude of the 
optimized configuration (ls 2) is 0.99 in the groundstate of the helium atom, it is close 
to 0.8 in the neon atom, and may readily be lower than 0.5 in many atoms with Z 
above 20. This does not modify the taxocological utility 7, s) of  electron configurations. 

The development of "ligand field" theory 13) between 1951 and 1963 (when the 
angular overlap model lO6) was established) shows many analogies to the under- 
standing of atomic spectra between 1913 and 1929. At this point, the energy levels 
of  a partly filled 4f shell are so close to spherical symmetry that the tiny differences 
between the seven one-electron energies of  the 4f shell have complicated relations 
with the energy differences (of the same order of magnitude) between the sub-levels 
formed by the (2J + l) states of a given J-level. Both the model 72,212,213) of  the 
(very small) non-spherical part of  the Madelung potential, and the angular overlap 
model 13,1o6,1o8) have the point in common that the various J-levels are assumed 
to be described by the same set of  4f one-electron energy differences in a given 
chromophore, but it has turned out that one needs very artificial modifications of  the 
parameters of the Madelung potential, whereas the angular overlap model mostly 
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is successful in transferring the parameters of anti-bonding effects from one chromo- 
phore 16) to another having a different symmetry or coordination number N. 

Systems containing two or more nuclei have a problem absent from monatomic 
entities, the fact that two nuclei have one distance R, and that N (three or more) 
nuclei have ( 3 N -  6) mutually independent distances in the Born-Oppenheimer 
approximation. Consequently, the energy of a given electronic state corresponds 
to a potential hypersurface in a ( 3 N - -  5) dimensional space. Quantum chemistry 
(allowing the internuclear distances to vary) is a very difficult problem for more 
than two or three nuclei. Text-books frequently speak about the "reaction coordi- 
nate" corresponding to a geodesic curve on the (3N - -  5) dimensional hypersurface, 
much like the easiest path of hiking in a mountainous landscape. Spectroscopic 
transitions (such as optical excitations or photo-electron ionization processes) are 
"vertical" in the sense of keeping the distribution of R values of the original ground- 
state. It is easy to see that quantum chemistry is much more suitable for "vertical" 
situations, avoiding the ( 3 N -  5) dimensional nightmares, but at the same time 
relinquishing the hope of describing chemical reactions. It is perfectly evident from 
this review that (following G. N. Lewis from 1916) many chemists entertain the illusion 
that 2N electrons can be allotted to N "bonds".  Besides trivial cases 219) such as 
H 2 this is nearly always debatable. In no simple sense are there 18 electrons 
involved in M(OH2)9 3 nor 16 in fluorite-type CeO 2, and there are not enough 
electrons available for such a description of fluorite-type Be2C and neither enough 
(outside strongly bound inner shells) in the NaCl-type oxides MgO, MnO, NiO, CdO 
and EuO which cannot all be fully electrovalent. No atomic spectroscopist would 
ever have looked for the mechanism keeping two electrons together in a "bond".  
They are only co-existing by the combined action of the kinetic-energy operator 
in quantum mechanics 13.219) and of Pauli's exclusion principle for fermions. Outside 
carbon chemistry, we are rather reluctant to speak about "multiplicity" of bonds. 
This concept has rarely distinct experimental consequences, with the exception 
of oxygen atoms (almost lacking proton affinity) in CO and in the vanadyl and 
uranyl ions, which may appropriately be said to contain triple bonds like N 2. 

The rare earths have many unexpected properties. One of the surprises were the 
high S values, up to S = 7/2 for Eu(II), Gd(III)  and Tb(IV) corresponding to Hund's 
rules 5) for monatomic entities, and like S = 5/2 for most Mn(II) and Fe(III) com- 
pounds. Photo-electron spectra of solids 66,143,147,1sT.lss,22o,221) have allowed the 
ionization of the groundstate of 4f q to the various J-levels of 4f ~- 1 to be observed. The 
intensities of such signals are proportional 147, lss. 222) to the square of the coefficient 
of  the ionized J-level in the original groundstate. The first surprise was that in M/O 3 
and MF 3 the ionization energy of M4f is comparable to X2p for M = Sm, Eu, Tm 
and Yb, and distinctly higher for M = Gd (inspite of the half-filled shell), even 
higher than for M = Lu. In all MSb, the ionization energy of the filled shell Sb5p 
is lower than of M4f. These classes of compounds, as well as the metallic 
elements 143, lss) (excepting europium and ytterbium exemplifying M[II]) all follow 
Eq. (4) as a function of q. Already Klemm prepared ytterbium alloys having magnetic 
moments (and molar volumes) indicating Yb[III], and Wertheim 223) reported 
a well-resolved 4 f  3 ~ 4 f  2 photo-electron spectrum of YbNi 5. The situation of higher 
ionization energy of the 4f  shell (including weakly anti-bonding orbitals) than of the 
loosest bound orbitals of the ligands had already been observed in a few iron(III)- 
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complexes (containing anti-bonding 3d-like orbitals) and is colloquially named 66) 
the "third revolution in ligand field theory" and has been further analyzed 147,224) 

The second surprise derived from photo-electron spectra of lanthanide compounds 
was the evaluation of the nephelauxetic ratio [3 for the J-levels of 4f q-1 obtained by 
ionization. Though gaseous M +3 and M +4 are not known, a reliable estimate of  the 
M +4 J-level positions can be obtained by multiplying the energy differences 225) of 
the isoelectronic M(III) of the preceding element by 1.20. It turns out 147,1as) that 
13 = 0.92 for TbSb and for metallic terbium, and the marginally higher 13 = 0.91 
for TmSb compared to 0.89 for metallic thulium. It is even more unexpected 143) 
that TmTe containing comparable amounts of Tm[III] and Tm[II] on an instaneous 
picture show 13 = 0.91 for the 4f ~1 ionized states of the former case, but [3 = 0.99 
for the 4f 12 obtained by ionizing Tm[II]. Said in other words, covalent bonding, 
invasion of the 4f shell by conduction electrons of metals, or other conceivable 
processes, do not modify the 4f radial function very much, and especially, the 
13 values allow at most 5 % delocalization in L.C.A.O. models. 

This question in related to the satellite signals observed in many photo- 
electron spectra 187,220,226) because a given ionization process can bifurcate in various 
final states, providing photo-electrons with differing kinetic energy. Magnetic proper- 
ties of metallic elements 227) allow to determine not only the J-groundstate of  M[III] 
but also to evaluate "ligand field" effects separating the (2J + 1) states to roughly 
half the extent of aqua ions (once more showing that the "ligand field" has very little 
to do with Madelung potentials). The choice between M[II] and M[III] has been related 
to the ease of reduction in Eq. (5) and the tendency towards M[III] with q = (Z - -  57) 
becomes more pronounced along the series 

gaseous M ° < MIz < M T e  < MSe  < M S  < solid M (7) 

where the gaseous atoms 9) has only four M[III], viz. La, Ce, Gd and Lu, 
whereas MS have 8 additional M[III], viz. Pr, Nd, Pm, Tb, Dy, Ho, Er and 
Tm, and metallic M finally a thirteenth M[III] in samarium. It is noted 39,2Ol) 
that Eq. (7) is ordered as a function of decreasing M-M distances for enhanced 
tendency toward M[III]. Contrary to a previous mistake 39) gaseous M +2 would be 
earlier than M ° in Eq. (7) by having only three M[III], this time without 
cerium. 

Another aspect of  inductive quantum chemistry applied to lanthanides, are the 
relative intensities of internal transitions between J-levels of the partly filled 
4f shell. Here, the s{tuation is entirely different from isolated monatomic entities. 
With exception of magnetic dipolar transitions, atomic spectral lines occur only 
between J-levels of opposite parity (i.e. necessarily belonging to two configurations 
differing in an odd number of electrons with odd l) and J changes at most by 
one unit. The oscillator strength P (called f by many authors) depends in a dramatic 
way on the detailed radial functions 192,228) and is, among other factors, proportional 
to the square of the electric dipole moment of the product of the odd and the 
even wave-function. In this sense, the transitions between different J-levels of 
[54] 4fl are strictly forbidden as electric dipolar transitions. Actually, P of  typical 
narrow lanthanide absorption bands are between 10 -7  and 10 -5 whereas strong 
spectral lines of  monatomic entities have P between 0.1 and 1.5. 
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In 1945, Broer, Gorter and Hoogschagen 229) pointed out that admixtures of  confi- 
gurations having opposite parity of 4f q might occur, due to odd normal modes of 
vibration, or due to hemihedric deviations of the "ligand field" from having a centre 
of  inversion. The absolute selection rule for these two intensity-giving mechanisms is 
that J can at most change by 6 units. Considering the "monatomic" configurations 
4fl-15d and 4fl-15g at high energy, Judd 23o) and Ofelt 231) proposed independently 
a theory with only three material parameters (O t with t = 2, 4 and 6) to be multiplied 
by definite matrix elements U t (frequently called IU")l 2 by a more precise, but 
elaborate notation) which can be calculated 225) between each pair of J-levels (and 
remain invariant, if the J-levels remain at the same distance from all the other 
J-levels.). Then P is proportional to 

hv 
(2J o + 1)[°2cr2 + o ,  cr + 06t:6] (8) 

where hv is the transition energy, and Jo the J-value of the groundstate. Judd 
and one of us 232) pointed out that Nd(III)  shows otle, and Ho(III)  and Er(III) two 
hypersensitive pseudoquadrupolar transitions with P values strongly increasing with 
conjugated organic ligands, with bidentate nitrate and carbonate, and, as it turned 
out later, in gaseous 233) NdBr3 and NdI3, in the volatile 234) adduct CsNdI4 and 
the mixture 235) of erbium(III) and aluminium(III) chloride vapour, perhaps contain- 
ing Er(C12A1C12) 3. These transitions are called "pseudoquadrupolar" because they 
follow the selection rules for electric quadrupolar transitions (but the observed P 
are many thousand times the calculated values) among which the strongest in Russell- 
Saunders coupling has (Jo, So, Lo) of the groundstate going to (Jo - -  2, So, Lo - -  2). 
Whereas 0 2 of Eq. (8) is small (and not much larger than the experimental 
uncertainty) for aqua ions and fluorides, it is very large for the ligands providing 
strong hypersensitive pseudoquadrupolar transitions, and their selection rule is 
actually a large value of U2. On the other hand, D~ and ~ have comparable size for 
most materials. Judd 236) has recently given thorough arguments for a previous 
opinion 232) that the physical mechanism behind the large f22 is the break-down of 
describing the compound (in the classical theory of light propagation) as a 
homogeneous dielectric. 

The Judd-Ofelt theory of absorption band intensities has been reviewed several 
times 16,237,238). It can also be adapted to transition probabilities of fluorescence 121, 
122,128) using definite U t matrix elements, but also same f2 t as for absorption of the 
same material. By the same token as the positions of the J-levels are essentially 
determined 215) by three parameters of interelectronic repulsion (the S.C.S. integrals 
F 2, F 4 and F 6, or Racah's linear combinations E 1, E 2 and E 3) and the Land6 
parameter ~,f of spin-orbit coupling, it is surprising that both absorption and emission 
probabilities are given (with a precision typically around 20~o excepting rare 
deviations such as the unexpected high intensity of 3H 4 --* 3P 2 absorption in Pr(III) 
compounds) by only three, f2 t. It is conceivable that such regularities are connected 
with the concept of chemiccil polar'izability previously discussed 69) in this series. 
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7 Lasers, Cathodoluminescent Television and Candoluminescence 

There has been many, relatively minor, technological applications of rare earths for 
the last century. The extraction of thorium from monazite sand (to provide 
candoluminescent Auer mantles Tho,99Cso.olO 2 for gaslight) left huge quantities 
of the lighter lanthanides from lanthanum to samarium. It is easy to separate 
cerium(IV) from such mixtures, and this element was used a lot in chemical analysis, 
and CeO 2 as optical polishing powder. Great quantities of the remaining elements 
were reduced to an alloy (with or without iron added) "Mischmetall" used for flints 
in cigarette-lighters, and today in large quantities in steel-making. Permanent 
magnets 18--35) are made of alloys such as SmC05. 

However, it is fair to say that the most specific uses of the rare earths are 
related to spectroscopic properties and light emission. The coherent, monochromatic 
light from lasers 16) was predicted by Einstein in 1917 from thermodynamic 
arguments based on Planck's explanation of the standard continuous spectrum emitted 
at a definite temperature by an opaque object ("black body"), accepting the idea of 
photons, but not involving any hypothesis about the electronic structure. It has turned 
out that many kinds of materials in different physical states may serve as lasers 16, 
239). Among the more obvious are electric discharges in a dilute gas ofmonatomic enti- 
ties, where metastable states E 2 are frequent. The first solid-state laser was the 
ruby Alz_xCrxO 3 though it is a three-level laser. The more favourable case is the 
four-level laser having the energy levels (perhaps with other intervening levels) 
E 0 < E 1 < E 2 < E 3. A strong absorption from the groundstate E 0 to E 3 (or energy 
transfer 16.120.240) from other, strongly coloured species; or photochemical reactions) 
pump the high-lying E 3 which decays rapidly (and normally non-radiatively) to E 2. 
The monochromatic light emission takes place from E 2 to E 1. It is necessary that a 
concentration of E 1 does not build up (especially in continuous rather than in pulsed 
modes of operation) and that E 1 decays rapidly (radiatively or not) to the groundstate 
Eo. In a three-level laser, E1 and Eo coincide. It is a primordial condition for laser action 
that population inversion occurs, that each (of the, say, 2J + 1) state of E 2 has a 
higher concentration (per unit volume) than E 1 (which is not feasible by thermal 
equilibrium at any temperature). In a three-level laser, a corollary of this imperative 
requirement is that at (the very) most 49 % of the system remain in the groundstate. 
In the four-level laser, this requirement is much easier to satisfy, because the ratio 
between the Boltzmann population of E 1 and E o is exp ( - - (E 1 - -Eo ) /kT  ). Hence, 
t f E  1 and E o are in thermal equilibium, e -1° = 4.54 • 10 -2 is this ratio in the case 
(E 1 - -  E2) = lOkT. 

Actually, there is a technically important solid-state laser, where such situation 
occurs at room temperature (where kT is 200 cm-1). The fifth J - leve l  4F3/2 of 
neodymium(III) at 11400 cm -1 has a favourable branching ratio for luminescence 
(in the near infra-red at 9400 c m  -1)  terminating at the first excited J-level 4Ill/2 

2000 cm -1 above the groundstate 4[9/2. Crystalline lasers 16,239) such as the garnet 
Y 3 -  xNdxA15012, the perovskite Y1- xNdA103 or the pentaphosphate La~_ xNdxPsO14 
(where even the undiluted NdPsO14 works) are rather expensive to shape, when retain- 
ing high optical quality, and a variety of glass lasers have been proposed. The 
SHIVA laser system in Livermore, California (in activity since January 1978) consists 
of ten Nd(III) silicate glass lasers (each weighing several tons) delivering 10 .9  sec 
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pulses of effect 1013 W (10 terawatt) each, for the purpose of inducing thermonuclear 
fusion in imploding pellets containing a mixture of deuterium and tritium. 

Another approach to four-level lasers is to consider antiferromagnetic coupling 
between two lanthanides (with positive S) bridged by an oxygen (or sulfur) atom at 
short distances. In a system simplified 241,24-2) to GdOYb, the monomeric ground- 
states 8S~/2 and 2F7/2 are coupled (according 13) to Hund vector-coupling) to (2Jnd + 1) 
X (2Jvb  n t- 1) = 64 states having S = 3 and 4. The first excited level 6p7/2 of 
Gd(III)  in the ultra-violet couples the same way with the Yb(III) ground level, 
producing 64 states, but this time having S = 2 and 3, to a good approximation. Let 
these states close to 32000 cm -1 be E 2 of the four-level laser. The inversion of 
population is readily obtained, if E 1 cannot be formed by absorption from the 
groundstate (as is true for the noble-gas monohalide gas lasers, where the excited E 2 
corresponds to a potential minimum, but the luminescence to E 1 produces a dissocia- 
tive curve for the diatomic molecule). Such states E 1 can be reached around 10 500 c m -  1 
(after fluorescence in the blue-green) constructed from sSv/2 of Gd(III) and 2F5/2 
of Yb(III) providing 8 • 6 = 48 states. Actually, green fluorescence has already been 
observed 243) in Yb2_xGdxO 3 and in 2**) y b  1 _xGdxPO4 (but this, of course, is not a 
sufficient condition for laser action). By the way, absorption bands in the green 24s) 
have been observed in pure Yb203 due to simultaneous excitation of two adjacent 
Yb(III) by the same photon. Their oscillator strength is about 10 -9 ,  thousands of 
times weaker than the transitions (at half the wave-number) in one Yb(III), and 
correspond to the 36 states belonging to two simultaneously excited 2F5/2 systems. 

When evaluating new laser materials, it is helpful to know the Judd-Ofelt para- 
meters from Eq. (8) and in particular be able to apply them to luminescent 
transitions from E 2 to  E 1 as done for many glasses 121,122,128,134-136,246) avoiding 
much more extensive work on explicit laser properties. Another aspect is predicting 
the multi-phonon desexcitation 16,118-120) being the major competitive process 
decreasing (sometimes dramatically) the quantum yield of  luminescence. Energy 
transfer is also of great importance for lasers, the constructive side being the 
pumping of E 3 of a four-level laser (maintaining a quasi-stationary concentration of 
the light-emitting s t a t e  E2) and the less desirable side of cross-relaxation 16,239) 
between two Nd(III), or between two different lanthanides, being the more likely at 
higher concentrations. The antiferromagnetic coupling between Gd(III) and Yb(III) 
mentioned above as a technique of obtaining population inversion, may also be in- 
volved in the easy energy transfer 123) from Nd(III)  to Yb(III) in germanate and 
tellurite glasses. The various theoretical treatments of energy transfer have been 
reviewed 16,120,240) 

The conditions for laser materials are, to a great extent, also valid for good 
glasses for fluorescent concentrators for collecting solar energy to feed photovoltaic 
cells. A major economic problem 247.24.8) is the huge investment in the silicon used, 
and it would help a lot, if the amount of silicon needed can be decreased by an order 
of  magnitude. Goetzberger and Greubel 249) analyzed the action of trapping isotropic 
fluorescent radiation (to an extent of 70 to 80 ~o) by total reflection inside a plate with 
large surface area, and having silicon around the rim. Such a concentrator has been 
further discussed 250,251) and was realized 252) as a uranyl glass plate (having the 
electron transfer band starting at 20 500 cm-1). Though the light with lower wave- 
number going through the plate can be used for the heating of water etc., it is an 
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amelioration 253) to come closer to the energy gap of the silicon cell (9000 cm-~) and 
allow energy transfer from the excited uranyl ion to Nd(III) or Ho(III).  It  would 
be particularly attractive to use near infra-red luminescence of Yb(III), as recently 
studied 123) as an acceptor for energy transfer in low-phonon glasses. Batchelder, 
Zewail and Cole 254) described planar fluorescent concentrators of plastic containing 
fluorescent organic dye-stuffs, and Goetzberger and Wittwer 255) also elaborated this 
concept. We write a review 256) in a volume of "Structure and Bonding" devoted to 
"Solar Energy Materials". 

When Crookes liberated electrons with high kinetic energy in the vacuum of 
his tube, he detected cathodoluminescence of the wall exposed to the impact of  the 
electrons (which was later shown by R6ntgen to emit X-rays). When placing 
various mixeC oxides on the inside of  the wall, the cathodoluminescence increased 
strongly, and with a spectroscope, Crookes 1,3) detected narrow emission bands due to 
traces of lanthanides. Working intensively (and with great imagination) on the enig- 
matic problem of rare earths, he used the presence of definite bands as an argument for 
new elements in mixtures obtained by fractional crystallization (like he used the 
spectral line of thallium in the green to discover the element, and like Bunsen and 
Kirchhoff discovered rubidium and caesium by their spectral lines). The weak 
point is that though traces of some lanthanides can be detected, there is no 
proportionality between their concentration and the cathodoluminescent intensity, 
and problems of quenching at higher concentrations, and energy transfer to other 
species, are dramatic. 

The greatest impact of rare earths on daily life (at the moment) is due to Urbain 2s7) 
reporting in 1909 the narrow red emission bands of cathodoluminescent mixed oxides 
containing small amounts ofeuropium(III)  (this element was discovered by Demarqay 
in 1901). As we mentioned above, the red colour in television is due to the 
cathodoluminescence of EUxY1-xVO4 or EuxY2_xO2S (showing a more saturated 
red colour because of enhancement of  the hypersensitive pseudoquadrupolar transi- 
tion from SD o to 7F2 and because of a slightly more pronounced nephelauxetic 
effect). The red lines had previously been ascribed by Crookes 3) to some of his 
supposed elements (such as victorium and incognitum). Urbain 2ss) has reviewed the 
complicated questions around the recognition of elemental character of several of 
the rare earths. It may also be interesting to compare 259~ with the circumstances 
surrounding the discovery by Marignac of ytterbium in 1878 and gadolinium in 1880. 
Blasse 260) has reviewed the general subject of cathodoluminescence and (photo-)- 
luminescence in solids (called "phosphors") containing rare earths. Whereas usually 
only one excited J-level (in a few eases two) is sufficiently long-lived to provide 
detectable luminescence in the latter ease, cathodoluminescence frequently shows a 
much richer spectrum of emission bands at unexpected high wave-numbers (which is a 
technological disadvantage in the ease of  Eu(III) then emitting a pinkish light, due to 
admixture of  green and blue light) corresponding to high-lying (and, in part, unidenti- 
fied) excited levels. There is, obviously, much more work to be done on cathodo- 
luminescence, which is mainly due to secondary electrons with moderate kinetic 
energy ejected in the solid by the passage of the exceedingly rapid, primary 
electrons. Hence, there is a certain relation between cathodoluminescent behaviour and 
electroluminescence, the light emission by solids, when (say 220 V alternating) electric 
current is passed. 
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The absorption lines of dilute gases (including flames and stellar atmospheres) 
containing neutral atoms were ';hown by Bunsen and Kirchhoff to coincide with a 
part (of the perhaps much more numerous) emission lines of the same atom. 
Since Gladstone had noted the similarity in 1857 between the narrow absorption 
bands of rare earths and the Fraunhofer lines of the solar spectrum, Bunsen and 
Bahr showed before 1864 that incandescent rare earths may emit narrow bands roughly 
at the positions of  the absorption bands, and in particular that pink Er203 is 
brilliant emerald-green, when heated in a flame. At the end of last Century, the 
candoluminescence got great technological importance for gas-light, and Auer von 
Welsbach (who worked 3) most of his life with rare earths, and in 1885 separated 
didymium in Pr and Nd) invented the mantle, where a textile is impregnated with a 
concentrated nitrate solution of one or more metallic elements, and pyrolyzed in a 
flame to an "inorganic textile" of microcrystalline oxide, which should be as weakly 
conducting of heat as possible, in order to keep the temperature and the yield of visible 
light as high'as feasible. Auer mantles of  pure ThO 2 emit a rather weak, pink light, 
whereas admixtures of cerium in small quantities provide a brilliant greenish-white 
light (early optimized at Who.99Ceo.olO2) but in higher concentrations a dull, yellow 
light. The mechanism is related to the theorem of Kirchhoff; very little infra-red 
radiation is emitted, where the oxide is transparent, and the emitivity approaches that 
of  the standard opaque object in the visible 16). The strong absorption in the visible 
(not perceptible at room temperature) seems to be due to an electron transfer 
band of cerium(IV) which has shifted (or broadened), or perhaps to an electron 
transfer band due to transfer of a 4f electron from Ce(III) to Ce(IV), as known 
from dark blue CeO 2_x. There were very few studies of narrow-band candolumines- 
cence of trivalent lanthanides in the meantime. It is possible 261,262) to make Auer 
mantles of  most of the mixed oxides previously obtained by calcining co-precipitated 
hydroxides 95) and whereas (presumably quadrivalent) praseodymium and terbium 
produce broad continuous spectra (and orange light), several emission bands are seen 
in the orange light emitted by Nd(III), mauve Ho(III), brilliant green Er(III) and 
deep purple Tm(III) (corresponding to the colour complementary to that of the 
sesquioxides). There has been some discussion .263,264.) as to whether the candolumines- 
cence of Auer mantles involves a component of  chemoluminescence from reactive 
species of  the flame recombining on the oxide surface, but it seems now established 265) 
that it is nearly exclusively Kirchhoffian, in the sense of emitting only in the 
absorption bands (some new bands of Nd(III)  are due to thermal population of 
4.Ill/2). By far the strongest bands are those corresponding to hypersensitive pseudo- 
quadrupolar transitions. 
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Systematization and Structures of the Boron Hydrides 

1 Introduction 

The chemistry of the boron hydrides and their derivatives is indeed complex. 
Boron is known to form compounds in which its coordination number ranges from 
2 to 8, cages having 4 to 20 vertices and linear and ring systems of varying 
complexity. It has been pointed out many times that the capacity of  boron to 
catenate and form self-bonded complex molecular networks is a property exhibited 
by no other element except carbon. The challenges presented to chemists by the 
boranes and their derivatives are wide in scope, and have had a major effect on 
chemistry in general. Some of these aspects will be mentioned in the following, 
others will be left for the reader to find in the various footnotes and references. Let 
it be suffice to say that the general area of research on boron-hydrogen compounds 
has been recognized by the award of the Nobel Prize twice in the last five years: 
To William N. Lipscomb I) for his contributions to the understanding of the bonding 
and structure of the boranes; and to Herbert C. Brown 2) who first developed 
reagents which allowed more facile preparation of the boranes and later exploited 
the remarkable applications of boranes in organic synthesis. 

It was an interesting coincidence that, the first of these awards was made in 
1976, 100 years after the birth of Alfred Stock. As Lipscomb 1) has said "Alfred 
Stock established boron chemistry". Indeed, Stock, 3'4'5) whose initial interests 
in boron hydride chemistry were stimulated by the efforts of William Ramsey to 
make diborane(6), gave up his research in the area for a while. Stock as a very young 
chemist had been greatly impressed by an extraordinary experimental lecture by 
Ramsey and when Ramsey later relayed to him that the area of boron hydrides had 
been "thoroughly investigated in his laboratories" Stock abandoned the line of 
research. Fortunately for all chemists and chemistry, Stock returned to the study 
of the boranes when he had his own laboratory in 1912. Sidgewick 6~ wrote in his 
classic text in 1950: "All statements about the hydrides of boron earlier than 1912, 
when Stock began to work upon them, are untrue". Stock 6) developed techniques 
for the handling of the poisonous and unpredictable explosive air and water 
sensitive gases, B2H6, B4Hlo, BsH 9, BsHll and B6HIo. These techniques and the 
equipment used to study them form the basi,~ of the high vacuum techniques used 
today. 7) 

The dilemma of the structure of diborane(6) puzzled chemists for more than 
a quarter of  a century after its composition and molecular formula had been 
established and this stimulated debate which had important consequences for 
chemistry in general. Some of these consequences have only been recognized quite 
recently by many chemists. The electron deficiency, which resulted in the inability of 
recently by many chemists. The electron deficiency, which resulted the inability of  
chemists to account for all the bonds in the ethane-like structure which was 
postulated from early electron diffraction data s), led to suggestions of resonance 
forms involving one-electron bonds, hyperconjugated and no-bond structures and 
these were generally found to be unsatifactory 9). 

Indeed the correct structure, shown in Fig. 1, was predicted by Dilthey ~°) in 1921. 
It seems that this structure was not considered seriously until the early 1940's 
when the infrared spectral studies on diborane(6) by Bell and Longuet-Higgins H) 
and also by Price 12) indicated that the bridge structure was probably correct. This 
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H B'~ H 
Fig. 1. The Structure of Diborane(6) 

was confirmed in 1951 by the electron diffi'action studies of Hedberg and Scho- 
maker. TM This work was soon followed by the pioneering low temperature X-ray 
diffraction work of Lipscomb which established the structures of essentially all 
the simple boron hydrides and some of the more complex ones. 14) 

The questions concerning the bonding in boranes posed by what were perceived 
to be their unusual structures are still being discussed today and the resulting 
research has had major consequences. In 1970, Linus Pauling 15~ stated that "the 
formulas of the boranes do not conform in any simple way to chemical valence 
theory". 

This survey presents a historical review of the classification of boranes; a descrip- 
tion of the modern approach follows, and then a survey of the structures of  the 
known boranes completes the presentation. 

2 Historical Review of the Systematics 
and Classification of Boron Hydrides 

Stock 16) originally attempted to classify and name the boron hydrides using 
arguments based on analogies with the hydrocarbons. Although this was not 
entirely successful owing to the unavailability of structural data, some aspects of 
his classification have persisted through all the subsequent ones. Stock suggested 
that there were two series of compounds represented by the empirical formulas 
B Hn+ 4 and B Hn+ 6. 

Members of the first of these series, those represented by the general formula 
BnH,+4, were referred to as the "stable" boranes and included B2H 6, BsH 9, B6Hlo 
and BloH14. The second group, with the general formula B H+6 ,  were called "un- 
stable" boranes and included B4Hxo, BsHll and B6H12. These definitions clearly 
have meaning. The boranes BsH 9 and B10H14 are thermally quite stable and can 
be handled at temperatures above I00 °C without rapid decomposition whereas 
B4Hlo and BsHll decompose, apparently spontaneously, at room temperature. 

The ideas of Stock were extended by Parry and Edwards in 1959.17) The work 
was based on a knowledge of most of  the structures of the then-known species and 
of the structures of reaction products and intermediates. These workers noted that 
the two series, described by Stock, were related by the BH 3 moiety, i.e., the series 
BnHn+ 4 is obtained by removing a BH 3 group from B H +  6. Further, a new series 
B.H,+2 is obtained by removal of a second BH3 group, and in addition another 
series B,Hn+ s should be available if BH3.is added to B H.+ 6. Although these two 
new series were unknown at the time, the predictions were correct in that such 
series are now well established in terms of their electronic structure. In fact, before 
the end of 1959, species which are electronically placed in these two new series 
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were known. These included the polyhedral borane [BloHlo] 2- is) and the bis-ligand 
adduct BsH9[N(CH3)3] 2 19). 

Another significant aspect of the approach of Parry and Edwards was based 
on the types of reactions most easily participated in by the various classes of 
boranes. Species which contain a BH 2 unit (which included B2H 6 and the series 
B H + 6 )  all reacted with nucleophiles to generate either molecular or ionic frag- 
ments. These two reaction modes were described as symmetrical and non-symmetrical 
cleavage respectively. The two modes of cleavage are illustrated in Figure 2 for 

B4Hlo. 

H 
i ' 

, B  
H~. / ' y  " \  / H  + 2 L " ~ B s H T L  

H / B / ,  /B~,, +BHs L 
"H i H n 

- ~B ~ 

a A 
H 

H~ X \ _ /  

b H 

Fig. 2. Scheme Showing the Two Modes of Cleav- 
age of B4Hlo by Bases; a symmetrical cleavage; 
b non-symmetrical cleavage) 

The terms symmetrical and non-symmetrical are based on cleavage of diborane(6) 
to form two BH 3 groups and to form [BH2] + and [BH4]- moieties, respectively. 
These two alternative modes of cleavage are available to all boranes containing 
BH 2 groups which include B2H 6, B4Hlo, BsHll, B6H12 and B9H15. Although there 
are reports of  non-symmetric cleavage of boranes not containing BH 2 groups, for 
example BsH9, these examples are rare and the products have very limited stability. 2°) 

Another feature of this classification is the Bransted acidity of the bridge hydrogens 
in members of the B,Hn+ 4 class. At the time Parry and Edwards raised these 
issues, only BloH14 had been unambiguously shown to demonstrate this property 2n 
although there were some indications of this from the cleavage of B4Hlo with 
NH3. 22) It is now recognized that this property is a general one of both the 
"stable" and "unstable" classes of boranes. 

Another type of reaction used in the classification by Edwards and Parry was 
the evolution of molecular hydrogen by members of the B Hn+ 6 series to yield the 
corresponding member of  the BnHn. 4 series. The former species are clearly less 
stable than the latter. For example, BsH H forms BsH 9 as one of its major decom- 
position products; however, this property has not been used with success to distinguish 
the two classes of boranes. 

In 1966 Ditter, Spielman and Williams, TM in a report in which they described 
the syntheses of B9H15 and BsH12, extended the proposal of Parry and Edwards that 
the structural building block for boranes are BH3 groups. Thus borane frameworks, 
represented by (BH)., were described to require either two or three BH 3 units. 
Species containing two BH 3 groups conform to Stock's B,Hn+ 4 series and those 
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containing three BH a groups conform to the BnHn+ 6 series. These workers denoted 
all boranes by one general expression (BH),(BH3) x where x = 2 for "stable" 
boranes and x = 3 for "unstable" boranes. Thus it was possible to systematize all 
existing boranes according to the formula (BH)n(BH3)x and to assume that species 
stable enough to be isolated conformed to values of x = 2 and x = 3. Species not 
known which were represented by the general formula were assumed to exist as very 
unstable or transient species. 

Other important developments in borane chemistry in the 1960's are pertinent 
to this discussion. Previously, Longuet-Higgins and Roberts 24'25) studied theo- 
retically the bonding and stability of  two solid state boron structures. It had been 
recognized since the X-ray structural work of Allard 26) and also Pauling 27) in the 
1930's that several hexaborides of general formula MB 6 existed as regular octahedra 
of boron atoms. Longuet-Higgins and Roberts 24) showed that the molecular 
orbital bonding description of the [B6] 2- ion indicated a "closed shell" arrangement 
of high stability. They predicted that the bivalent metal borides of this type, should 
be insulators and when the metal ion has a higher charge the crystal should exhibit 
metallic conductivity. These predictions were in accord with experimental evidence. 
These workers used the same theoretical approach to study the regular icosahedron 
of boron atoms; the dominant structural feature of solid-state boron 2s~. The 
results of the study 25) indicated that the icosahedron has thirteen bonding orbitals 
available for holding the polyhedron together in addition to the twelve outward- 
pointing equivalent orbitals on the separate boron atoms. Thus, it was concluded that 
if a borane of formula B12Hlz were to be prepared, it would be stable only as the 
dianion [BlzH12] z- .  This prediction was verified in 1960 when Hawthorne and 
Pitochelli zg) prepared stable salts of the [B12H12] 2- ion, one year after they had 
prepared salts of the anion [BloHlo] 2- 18). Both anions were highly stable and 
existed as regular polyhedra, the latter having the structure of a bicapped Archi- 
median antiprism 3°) and [BlzH12] 2- the regular icosahedron 31). Soon Muetterties 
and his coworkers prepared salts of the analogous anions [B 11Hll] z-  3z), [B9H912-, 
[BaH8]2-, [B7HT]Z- 33) and [B6H6] 2- 34) and the field of polyhedral borane 
chemistry was born. The relationship between these species and the neutral boron 
hydrides was not immediately recognized; however, this was recognized in the 
1970's and is described later in this article. 

The discovery of the carboranes, in the early 1960's, also provided important 
indications of a wider extent of systematization of the boranes than had previously 
been envisioned. The first ones to be discovered were the species C2B3Hs, C2B4H 6 
and C2BsH 7 as) whose structures were deduced to be those of the regular polyhedra 
containing 5, 6 and 7 vertices, namely the trigonal bipyramid, the octahedron and 
the pentagonal bipyramid, respectively. These discoveries were followed by that 
of the species C2BloH~2 36), having a regular icosahedral structure 37). The species 
C2B4H 6 and C2BloH12 are clearly related to the polyhedral borane anions [B6H6] 2- 
and [B12H12] 2- in that they are isoelectronic and isostructural. I f  the C atoms in the 
carboranes are replaced by B- ,  one has the identical pair of species. The existence of the 
polyhedral anions and the c loso-carboranes  4°a) is pertinent in that this class of 
species, represented as BnHn+ 2, was predicted by Parry and Edwards in 1959. 

The preparation of C2B4Hs 38) and the identification of its structure as that of a 
pentagonal pyramid 39) as indicated in Fig. 3, represented the first member of the 
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nido 4°b) class of carboranes. The term nido (derived from the Greek for nest), was 
originally applied to all open-carboranes; however, as we shall see below, this was 
modified later. 

H 
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H/C C\ H 

.  fz xx . ,. 

I..I "'-H .... 
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H_ B ~ B I . ~ _ H  i H + 

Fig. 3. The Structure of C2B4Ha Fig. 4. The Series of nido-Boranes 
Isoelectronic with B6HIo 

The Structure of C2B4H 8 is very similar to that of its isoelectronic analogue 
B6Hlo and recently the whole series of  species B6Hlo, CBsH9, C2B4H8, CaBaHT, 
Ca B2H6 , and [CsBH6] + was completed 41~ (see Fig. 4). All of  these species belong 
to Stock's stable class of  boranes, B H.+~, i.e., CmB,H,+ 4. The discovery of a new 
type of "nido"-borane, C2BTH13 , in 1966 by Tebbe, Garrett and Hawthorne, '.2) 
represented the isolation of the first member of the series CraB H +6, analogous 
to Stock's unstable series of boranes, B , H +  6. The structure of this species is an 
open polyhedron, analogous to the boranes containing BH 2 groups 43). Thus the 
carboranes were shown to the represented in three series, analogous to the three 
series of  boranes. 

The contributions of theory to the understanding of the structures of the boron 
hydrides cannot be over-emphasized. Once the bridge structure was accepted for 
diborane(6), Longuet-Higgins 44) described the interaction of the bridge hydrogen 
ls orbitals with two appropriate boron orbitals to yield three molecular orbitals 
including a bonding orbital which he named a "three-center bond ''45). As Lipscomb 
and his coworkers made available the structures of  the simple boranes B4Hlo, 
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BsH 9 and BsHll, Longuet-Higgins 45) ~ipplied the three-center bond theory to these 
systems. The essence of the approach was to utilize all of the orbitals in these 
electron-deficient systems to generate an electronic structure involving delocalization 
of the electrons in the boron framework of the borane. 

In 1954 Eberhardt, Crawford and Lipscomb 46) published a landmark paper which 
applied the three-center bond concept to all the known boron hydrides. For the 
higher boranes the concept was used to describe three-center boron-boron bonds 
and th:nce to provide a systematic basis for structural and bonding aspects of 
borane chemistry. The existence of unknown boranes was speculated by the use of 
equations for electron and orbital balance 47'48). These equations, the so-called 
styx rules, distributed the electrons among the possible types of orbitals available, 
viz. s = number of bridge hydrogens t -=, number of B---B~B bonds, y = number 
of B---B bonds and x = number of BH 2 groups. This paper has had a profound 
effect on boron hydride chemistry in the ensuing 25 years. 

Lipscomb's ideas were extended when he published a paper with R. E. Dickerson 49) 
describing a topological approach for the generation of structures of boranes which 
involved a theory of connectivities of  various bonding patterns within the three- 
center bond approach. A geometrical theory was developed to avoid overcrowding 
of hydrogens and to preserve appropriate bond angles about boron atoms in the 
icosahedral fragments 5°). indeed, for several years it was believed that all open- 
structured boranes (except BsHg) were fragments of a regular icosahedron. Lips- 
comb's work is documented in his classic book and is not detailed here x4). 

A recent topological approach to three-center valence structures by Epstein 
and Lipscomb 51) was formulated to exclude open three-center B---B--B bonds. 
The topological approach was extended to describe the course of ionic substitution 
reactions by Epstein 52~ and more recently by Rudolph and Thomson 53). Throughout 
the 1970's advances in the understanding of the electronic structures of  boranes 
continued to be made by Lipscomb 54) and his coworkers. These include predictions 
concerning the existence and structures of borane polyhedra with more than 12 ver- 
tices 5s) and further refinement of the bonding descriptions of the boranes and 
carboranes, especially those for which it is impossible to write single simple valence 
structures56-6o). 

3 The Current Approach to the Classification of Boranes 

The decade of the 1970's saw the beginings of a unified approach to the structure 
and bonding in boranes and carboranes which was soon applied to other cluster 
systems including metalloboranes, polynuclear metal carbonyls, organometallic 
compounds, main-group element clusters and even hydrocarbons. What are collo- 
quially referred to as "Wade's Rule", after K. Wade 61) who first applied these ideas 
to. clusters in general, were developed independently by Williams 62), Wade, and 
Rudolph 63). Several reviews and articles s*-Tl) on the subject have appeared wherein 
the overall scheme is applied to boranes, carboranes, metalloboranes and organo- 
metallic species; however, the current treatment will emphasize boranes and will 
only describe derivatives when appropriate parent borane examples are not available. 
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Boranes are recognized as clusters of boron atoms which represent triangular- 
faced polyhedra. It was Williams 6z) in 1970 who pointed out in a classic paper that 
the structures of all boranes are derived from those of the closed polyhedral borane 
anions, or carboranes, with vertices ranging from 5 to 12. These regular polyhedra 
are shown in Fig. 5 and represent the structures of the closo-boranes (or carboranes) 
from which all other borane structures are derived. 

+ + +  

Fig. 5. The Regular Polyhedra Containing 
5 to 12 Vertices 

The closo-boranes all have the general formula [BnH] 2- where n represents the 
number of vertices in the regular polyhedron TM. Borane species are well charac- 
terized for values of n = 6 to 12. The carborane C2BaH s, isoelectronic with the 
unknown species [BsHs] 2-, completes the series 5 to 12. For the closo-boranes 
and closo-carboranes containing n vertices in the cage, there are n + 1 pairs of 
electrons bonding the cage atoms together. Thus each B--H unit supplies a pair 
of electrons for cage bonding in addition to a pair of electrons in the exo-polyhedral 
B---H sigma bond. The electrons possessed by the cage in addition to the two 
electrons per B--H bond are referred to as skeletal electrons. This general rule 
which will be described later applies to all boranes, i.e. all electrons except two per 
boron atom, are included in the skeletal electron count. Thus a species of general 
formula [BHn] 2- contains n + 1 skeletal electron pairs. Longuet-Higgins in 1954 
predicted that the B 6 octahedron should contain 7 bonding molecular orbitals 24) 
and that the B12H12 unit contains 13 icosahedral bonding orbitals 2s) and thus 
should exist as the dianion and Lipscomb predicted the analogous result for 
[BIoHlo]2- 73) and also predicted the existence of [BsHs] 2- 74). 

The polyhedra which represent the eloso-boranes also serve as the basis for the 
structures of the nido-, araehno- and hypho-boranes. The term nido, as mentioned 
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before, is derived from the Greek work for nest, and refers to the B.Hn+, , class of 
boranes, all of which have nest-like structures obtained by removing the highest 
coordination vertex from a closo-borane. Examples of this are shown in Fig. 6 for 
B6Hlo and [B7H7] 2-. 

_ 

- - H - - a - - H  H 

Fig. 6. The Relationship Between the Structures of [BvHT] 2-, B6Hlo and BsH11 (each B atom 
has a terminal H atom which is not shown) 

On the removal of a BH unit (with its associated two skeletal electrons) in order 
for the more open structured borane to exist as a stable unit two electrons (as 
two H atoms) are supplied to complete the valence shell of the boron atoms. Thus 
the stable neutral borane, formed by removal of a BH unit from [BvHv] z-  is 
B6H10, after formal protonation. If  we now total the skeletal electrons, using the 
principle described previously of including all electrons except one exo-polyhedral 
pair per boron atom, we find that we have the same number as in [BvH7] 2-,  i.e., 16. 
This clearly follows however we include this redundant statement in order to 
emphasize that electrons derived from bridge hydrogen atoms are included in the 
skeletal electron count. In B6Hlo there are six vertices in the open polyhedron and 
eight pairs of  skeletal bonding electrons, i.e., n + 2 skeletal bonding pairs where n 
is the number of vertices in the cluster. Thus we generalize that nido-boranes, whose 
formula is represented by BnHn+ 4, contain n + 2 skeletal electron pairs. 

Removal of two :BH units from [B7H7] 2-,  i.e., removal of  a :BH unit from 
B6Hlo, accompanied by the formal addition of two H" atoms and protonation yields 
the species BsHxl which is a member of  the arachno-boranes. These structures are 
more open and flattened than the nido-boranes and typically contain BH z groups 
(The term arachno is derived from the Greek work for cobweb75)). The arachno- 
boranes represent Stock's "unstable" boranes with the general formula BnHn+ 6. 
BsH~ contains 26 valence electrons, and if we subtract 10 electrons for five 
exo-polyhedral :B---H units, we are left with 16 electrons for skeletal bonding. 
It is important to note that this is the same number of skeletal electron pairs as are 
possessed by the related species B6H~o and [BvH7] 2-. In the case of  the arachno- 
species we have included in the skeletal electron count, the electrons associated with 
the boron framework, electrons in B - - H - - B  bridging molecular orbitals and also 
one electron for every "extra" hydrogen appearing in a BH z group. These are the 
electrons associated with the endo-hydrogens and this point is discussed below. 
The structural relationship between [B7H7] 2-, B6Hlo and BsHt~ is illustrated in 
Fig. 6. 

A fourth class of boranes, the hypho-boranes, relates to the above species in 
that the polyhedron, composed of n vertices, contains n + 4 skeletal electron pairs 
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(The word hypho is derived from tile Greek for net and is meant to imply an almost 
flat species53}). Removal of :BH from BsH11 and the addition of two H atoms 
yields B, H12. This species is unknown although several Lewis base di-adducts 
of B4H s have been characterized by N M R  spectroscopy 76). These species are iso- 
electronic with B4H12 although the static structures may not necessarily be identical. 
The B 5 19,77) and B 6 78) hypho-boranes have been structurally characterized. For 
example, the species B6Hlo 2 P(CH3)3, a hypho-borane containing n + 4 skeletal 
electron pairs and derived from the tricapped trigonal prism structure of  [BgHg] 2 -  79) 
by the removal of three vertices, has a more flattish and open structure than its 
nido- and arachno-counterparts. B6Hlo contains 16 skeletal electrons and the two 
Lewis base molecules provide two electrons each giving a total of 20 electrons, 
i.e., n + 4 pairs of electrons available for skeletal bonding. The structure of 
B6Hlo 2 P(CH3)3, is shown in Fig. 7. 

13 p 

a C /  ~ C  b - - S /  

Fig. 7a. Structure of B6H1o[P(CH3)3]2 (methyl H's omitted); b Conformation of the B 6 Framework 
in B6I~Io[P(CH3)3] 2 

Table 1. Examples of closo-, nido-, arachno-, and hypho-Boranes 

No. of Skeletal Basic closo- nido- arachno- hypho- 
Bonding Pairs Polyhedron Borane Borane Borane Borane 

6 trigonal 
bipyramid C2B3H5 B4H8 [B3Hs] - -- 

7 octahedron [B6H6] 2 - BsH9 B4Hlo B3HsL3 
8 pentagonal 

bipyramid [BvH7] 2- B6Hlo BsH11 B*HsL2 
9 dodecahedron [BsH8] 2- (CO)4FeBTHH Bell,2 BsH9L2 

[B~H12]- 
10 tricapped 

trigonal prism [BgH9] 2- BAH,2 [BvH12]- B6HloL2 
11 bicapped Archi- 

median antiprism [B,oHlo] 2- [B9H12 ]- BsH14 --  
12 octadecahedron [BI1Hlx] 2- BloHt, n-BgH,s BsH16 

i-B9HIs 
13 icosahedron [B12H12] 2- [BllH13] 2- [B1oH1,] 2- -- 
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Table 1 shows examples of closo-, nido-, arachno- and hypho-boranes containing 
6 through 13 skeletal bonding electron pairs. Where neutral borane example are not 
available, ionic species or heteroboranes are cited. 

The Position of Hydrogens and Skeletal Electrons Counting 

In the assignment of the number of skeletal electrons we include those involved 
solely in boron-boron bonding, the bridge hydrogens and those associated with 
one of the B - - H  bonds in a BH 2 group (endo-hydrogens). The bridge hydrogens 
and the endo-hydrogens are regarded as participating in holding together the boron 
skeleton whereas the exo-hydrogens are not. Thus the former are included in the 
skeletal-electron count and the latter are not included. These counting rules were 
developed independently by Wade 61) and by Rudolph and Pretzer 63), but it was 
Shore 78b) who cited an earlier statement by Lipscomb 8°) to rationalize these rules; 
Lipscomb stated that "in each of the boron hydrides, based on a single polyhedral 
fragment, there are two surfaces the surface of the terminal (e=o) H atoms and a 
smaller nearly spherical surface containing the B atoms, H bridges, and the extra H 
atoms (endo) of BH 2 groups", and Shore went on to point out that the skeletal 
electrons are defined as those associated with this inner sphere. Clearly, the electrons 
bonding the boron atoms to the exo-hydrogens, which in a closo-borane point 
outwards from the center of the polyhedron, are not involved in the bonding 
of the boron skeleton. In nido-boranes, the bridging hydrogens are considered to 
hold together the open face of the polyhedron and the endo-hydrogens of BH 2 groups 
in arachno-boranes are situated over incomplete edges or faces. Thus, in counting 
up the skeletal electrons, all electrons are included except the two in exo B--H 
sigma bonds. 

It is easy to see why bridging hydrogens are included in the skeletal electron count. 
The B---H---B moiety may be regarded as a protonated [B---B]- unit and indeed 
it is often convenient to regard the four borane classes formally as [BnHn] 2 - ,  [B,H~] 4-,  
[BnH.] 6- and [BnH.] 8-. Protonation of the latter three species yields the easily 
recognisable closo-, nido-, arachno- and hypho-boranes. As mentioned previously, 
the endo-hydrogens of BH 2 groups lie on the surface of an inner sphere which also 
contains the bridging hydrogens. In some species the bridge and endo-hydrogens 
are almost indistinguishable. For example the bridge and endo-hydrogens are 
exchange-averaged on the N M R  time scale in [B9HIa ]-  and appear as a single broad 
resonance in the 220 MHz IH spectrum 8~). Endo-hydrogens do, in fact, form pseudo 
bridges in some cases, e.g., H 2 in BsHI~ is situated between the atoms B 2 and B 5 and 
forms an asymmetric bridge ~15) (see Fig. 17). In [B9Hx4 ]-  the endo-hydrogens point 
towards an extension of the open cavity of  the polyhedron whereas the exo- 
hydrogens protrude away from the cavity. 

The theoretical basis for the electron counting rules has been discussed else- 
where 63'65"68). Wade has formulated a general expression for the determination 
of the number of electrons available for skeletal bonding for skeletal atoms. Boron 
has three orbitals available for cluster bonding if it uses its remaining valence shell 
atomic orbital to accommodate a bonding pair of  electrons or a lone pair. Thus 
B---H supplies two electrons for cluster bonding or v + x - -  2 where v = the number 
of  electrons in the valence shell of  B (i.e., 3), x = the number of  electrons supplied 
by the ligand (in this case H, so x = 1). For a BH 2 group, the number of  skeletal 
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bonding electrons is 3 + 2 --  2, i.e., 3 and for a BH group to which is coordinated 
a Lewis base, for example P(CH3) 3 in B6Hlo[P(CH3)3]2, the number of electrons 
available for skeletal bonding is 4 since two additional electrons are provided by the 
ligand. 

Recent treatments have described the skeletal bonding 64,68,71) contributions 
for ligated transition metal moieties in metalloboranes and in transition-metal 
clusters. Wade indicated the important similarity between boranes and transition- 
metal clusters, in particular the species [B6H6] 2- and several octahedral transition- 
metal clusters; and Mingo az'83), on the basis of detailed molecular orbital calcu- 
lations for [Co6(CO)14] 4-, has confirmed the validity of these comparisons. 

Wade 64d), Corbett s4,sS~ and others 66's6) have pointed out the relationship between 
the boranes and other main-group clusters and have demonstrated that the electron- 
counting schemes and structural predictions are identical. Recent work by Wade 
and Housecraft 64e) has applied these rules to cyclic and polycyclic hydrocarbons 
with remarkable success. 

Finally, several authors including Lipscomb himself, have pointed out the rela- 
tionship of the "styx" rules (see above) to Wade's rules 5s's7'sa). The sum of the 
digits in the topological styx formula for a borane structure gives the number 
of skeletal electron pairs in the molecule since both approaches "factor out" 
the bonds to exopolyhedral substituents. Thus, in the general formula BpHp+ q used 
in the styx rules, q values of 2, 4, 6 and 8 are identified with closo-, nido-, arachno- 
and hypho-borane structures, respectively. 

4 Structures of the Boranes 

This section presents the structure of the boron hybrides and is arranged in 
accordance with the relationship defined by Wade's Rules and expressed by Williams 
and Rudolph. Thus for the boranes containing six or more pairs of skeletal bonding 
electrons, the relationship between the structures of the closo-, nido-, arachno- 
and hypho-species is described. In cases where the parent borane does not exist, 
examples from heteroboranes with the correctly predicted structure based on 
Williams' coordination number pattern recognition theory (CNPR) of borane 
structures will be described v0). Treated separately will be mono- and diborane species 
and also species with more than 12 boron atoms. Although there have been several 
reviews on the structures of the boranes in recent years none have used the current 
approach sg). 

4.1 Borane(3), B H  3 

The existence of BH3 has been established by many groupsg°); however, structural 
information is only available from theoretical calculations 91) and from a low- 
temperature matrix isolation study of pyrolysis products of BH3CO 92). The molecule 
is assumed to possess ideal D3h symmetry with a bond distance of 1.32 A 91). 

It is appropriate to compare the structure proposed for BH 3 with that of the deri- 
vative BH3CO as determined by microwave spectroscopy. The structural parameters 
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in BH3CO, in which the disposition of  the three hydrogens and the CO moieties 
around the boron atom is roughly tetrahedral, are RB-c = 1.53 A, RB-n = 1.22 A,, 
< HBC = 104 ° and < HBH = 114 ° 93). 

4.2 Diboranes 

4.2.1 Diborane(4), B2H 4 

Only the 1,2-diadducts of  diborane(4) are known. A representative structure is that 
of  B2H4(CO) 2 which has a 1,2-disubstituted ethane-like structure with a center of  
inversion 94). Bond distances are: B--B,  1.78A.; B---C, 1.52A; C - - O ,  1.125A,, 
B---H, 1 .14A;  B---H 2, 1.11 A;  and bond angles are B---B---C, 102.3°; B---C--O,  
177.5°; H 1 - - B - - C  , 108°; H2--B~-C , 100°; B---B--H1, 115°; B--B---H2, 117°; 
B1--B--H2,  112 °. 

4.2.2 Diborane(6), B2H 6 

Although diborane(6) may formally be described as belonging to Stock's classifi- 
cation of  stable boranes and thus as a nido-species, since it is not structurally derived 
from a closed polyhedral species, it is usually considered in a ctass of  its own and 
not part of  the general scheme described above in Section 3. The structure of  
diborane(6) has been determined by-gas-phase electron diffraction 13'95), high- 

resolution infrared and Raman spectrocopy 96), and by low temperature X-ray 
diffraction 97). The structure is shown in Fig. 1 and bond distances are given in 
Table 2. 

Table 2. Structural Parameters for B2H 6 

Bond/Angle B--H t B---H~ B--B HtBH t H~BH~ 

electron diffraction 95) 1.19 A 1.34 A 1.77 A 120 ° 97 ° 
X-ray diffraction 97) 1.08 A 1.24 A 1.78 A 124 ° 90 ° 
IR and Raman spectra 96) 1.19 A 1.32 A 1.77 A. 121 ° 96 ° 

The shorter B----H bond distances for the X-ray diffraction data are ascribed to 
thermal vibration and rigid rotation of  the molecule in the crystal 98). 

4.3 Borane Clusters Containing 6 to 13 Skeletal-Bonding Electron Pairs (N) 

4.3.1 The N = 6 Class; C2B3Hs, [B4HT]- and [Balls]- 

The species [BsHs] 2-  with Dab symmetry and nine equal B---B distances was 
predicted to be stable by Lipscomb et al.; however, thus far the species has 
eluded preparation 74). Of  the dicarbapentaborane analogues, three isomers are 
possible but the only unsubstituted isomer known is 1,5-C2B3H 5. The structure, 
which has been determined by electron diffraction 99), is shown in Fig. 8 and 
structural parameters are shown inset. 
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Systematization and Structures of the Boron Hydrides 

Fig. 8. Structure and Structural Data for 1,5-C2B3H 5 

Although substituted derivatives of the 1,2- isomer are also known, detailed 
structural data are not available; however, spectral data suggest the trigonal bi- 
pyramidal closed polyhedral structure 1°°). Theoretical calculations indicate that the 
1,5-isomer is 61 kcal/mol lower in energy than the 1,2-isomer 1°1). 

The nido-species whose structure is derived by the removal of an axial vertex 
from [BsHs] 2- is B,~H s. This species has not been isolated although it is suggested 
as an unstable intermediate in several process1°2); however, its Bronsted conjugate 
base, [B4HT]-, is known. Kodama et al. 2°'1°3) have prepared solutions of [B4HT]- 
and predict the structure shown in Fig. 9 based upon the ~B NMR spectrum. This 
structure, (i.e., a trigonal pyramid) is clearly one of two possible ones for a nido- 
species with four vertices. 

The only arachno-species known for a borane where N = 6 are [B3Hs]- and 
BaHTL. The structure of [Balls]- is that predicted for the arachno-species derived 
by removing the two axial vertices from [BsH5] 2- and is shown in Fig. 10. 

The structure, which was determined by Peters and Nordman 1°4), has B--Bbase 
= 1.80/~, B--Bslae s = 1.77 A, B--Hi  = 1.06 to 1.20 A., B p - - H  = 1.5 2~, Bbase--H 
= 1.2 A and is consistent with interpretations of the ' H  NMR spectrum of the 
ion~OSL 

m 

H / B 
H \ / / ~  /1- 

~ L ,  , .~s  

Fig. 9. Proposed Structure 
of the [B4HT]- Ion 

I-- i 1 ~  

H\B/H 

H / \H 

Fig. 10. Structure of the 
[Balls]- Ion 

4.3.2 The N = 7 Class; [B6H6] 2-, BsH 9, B4HIo and B3HsL 3 

The hexahydrohexaborate(2--) ion has the expected structure of a regular octa- 
hedron. The species has a B--B distance of 1.69 A and a B---H distance of 1.11 A 
determined by X-ray diffraction 1°6). 
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T h e  s t ruc tu re  o f  nido-pentaborane(9) is ob t a i n e d  by the r emova l  o f  a single 

ver tex f r o m  [B6H6] 2 -  and  is s h o w n  in Fig.  11. Since e lec t ron-  and  X- ray  d i f f rac t ion ,  

a n d  m i c r o w a v e  spec t ro scopy  have  all been  used  to  de t e rmine  s t ruc tura l  p a r a m e t e r s ,  

the da t a  are  all s u m m a r i z e d  in Tab le  3. 

The  s t ruc tu re  o f  t e t r aborane(10)  is o b t a i n e d  f rom [B6H6] 2 -  by the  r e mo v a l  

o f  two  ad jacen t  vertices and  f r o m  BsH 9 by the r emova l  o f  a basa l  ver tex.  The  

resul t ing species has  the expec ted  arachno-structure and  is s h o w n  in Fig.  12. 

H I 

Ii 
B z 

fJ\ e 
H /~H"~ I ~. 

\ / \~/H 
H.~ B ~H/B~H 

4G 

H 

H" " f i r  

!, 
Fig. 11. Structure of BsH 9 Fig. 12. Structure of B4Hto 

Table 3. Structural Parameters for BsH 9 

Bond Distances Microwave Electron Diffraction X-Ray Diffraction 

B1--B 2 1.69 1.70 1.65 
B2--B 3 1.80 1.80 1.75 
B1--H 1 1.22 a 1.23 ~ 1.14 
B2--H 2 1.22" 1.23 a 1.07 
B2--H~ 1.35 1.36 1.27 

Bond Angles 
BI--B2--H2 136 ° 120 + 2 130 _+ 2 ° 
B2__HI__B 3 _ _ 64 ° 
BZ__H __B 3 _ _ 87 ° 
B3--B2--H, - -  - -  46.4 __ 1 ° 
B2__BI__H 1 _ _ 131 ° 
BI__B2__B a _ _ 58 ° 
Ba--B2--H 2 --  --  107 ° 

dihydral angle 
BtB2Ba--B2B3H~ 196 + 2 ° 187 + 10 ° 190 + 5 ° 

a The Bt- -H ~ and B2--H z distances were assumed to be equal in the two studies, respectively. 

The  molecu le  is a but terf ly  s t ruc ture ,  H 2~ and  H 4¢ are  the  equa to r i a l  h y d r o g e n s  

o f  the  B H  2 g r o ups  and  H 2a a n d  H 4a are  the  axial  hyd rogens .  A m o r e  u p - t o - d a t e  

t e r m i n o l o g y  wou ld  refer  to  H ze a n d  H 4e as exo-hydrogens a n d  H 2a a n d  H 4~ as 

endo-hydrogens Structura l  p a r a m e t e r s  are  given in Table  4. 
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Table 4. Structural Parameter for B4Hao 1~o) 

Bond Distances (A) 

B1--B 2 1,85 BI - -H 1 1.15 B1--H, 1.13 
B 2 B 3 1.84 B 3 H 3 1.05 t t - -  - -  B - - H ~  1.17 
B3--B 4 1.84 B 2 H 24 1.14 3 tll - -  B - - H ~  1.19 
B4--B 1 1.85 B4__H aa 1.03 3 It B --H~ 1.14 
average 1.84 average 1.16 
B1--B 3 1.71 BZ--H 2~ 1.09 B2--H. 1.43 
B2--B 4 2.80 B4__H 4' 1.12 B 4 --H.I 1.30 

average 1 10 BZ--H~ H 1.41 
~----H~ x 1.34 
average 1.37 

Bond Angles (°) 

HI - -B1- -B 3 118 H2~--B 2 to B1B2B 3 112 
B1--B2--B 3 56.6 H2a--B 2 to B1B2B 3 122 
B1--B3--B z 61.7 B1H,B 2 to B1BZB 3 170 
BZ--B3--B 4 98 B1B3B 4 to B1B2B 3 118 

The structural relationship between the closo-, nido- and arachno-species con- 
taining seven skeletal bonding electron pairs is shown in Fig. 13. 

H 

"B:. ~ ~ - ~ B  ~ \ ' x / ~ .  ". , ,  

7;B------:~ ;x  

Fig. 13. Structural Relationship Between [B6H6] 2- ,  BsH 9 and B4H~o 

A hypho-borane adduct, B3Hs3P(CH3)3 has been prepared recently which be- 
longs to the N = 7 class 111). Boron-11 NMR data support the structure shown in 
Fig. 14. 

4.3.3 The N = 8 Class; [BvH7] 2-, B6Hto, BsHll and B4HsL 2 

The species [BTH7] z- is well characterized and although an X-ray diffraction 
study has not been made, the Dsh pentagonal bipyramidal structure, shown in 
Fig. 15, is suggested by liB NMR data 'qlz). This structure is also suggested by the 
fact that the isoelectronic closo-carborane C2BsH 7, has been shown to have the 
pentagonal bipyramid structure H3). 

nido-Hexaborane(lO) has the expected pentagonal-pyramidal structure obtained 
by the removal of an apical vertex from [B7H7] 2 -. The structure is shown in Fig. 16. 
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, L 

\8 
HH HH 

Fig. 14. The Proposed Struc- 
ture of hypho-BaH53P(CH3)3 

H ~ . B  / ~H 

- 2  

Fig. 15. Proposed Structure of the 
[BvHT] 2- Ion 

The molecule shows C s symmetry with an unusual ly short non-bridged B- -B  bone" 
in the basal pentagon; this latter distance, B4--B 5, is 1.63 A.. The other interestin 
feature is that the hydrogen bridges are asymmetric, the average distances ar 
BS--H 9 and B2--H ' ° =  1.17A and B6--H iO and B6--H 9 =  1.30 A. The B - - E  

terminal distances are quite normal,  the basal bridged B ~ B  distances are ~ 1.77 A 

and the Bapex--Bbas~ distances are .~ 1.76 A 114). 
The structure of BsHtl is the classical arachno-structure obtained by the removal 

of a basal boron atom from B6I-Ito . The molecular structure is that of a shallow 
square pyramid with an open side. The structure, shown in Fig. 17, which was 
determined by low temperature X-ray diffraction, is that of an asymmetric molecule 
with C 1 symmetry HS). The terminal hydrogen H 2 is actually bridging to one of the 
basals borons, B 2 or B 5. The distances, BE--H 2 and BS--H 2 are clearly asymmetric, 
being 1.55 .& and 1.83 ,~, respectively. 

I 
H 

7 \ ~  H 8 
H B ' 

H""B"H ,,/ "-/. / H'~BS/~H 
l _ ~  \ 
H\_~H X p/H H~"/I \ ~  H5 
H/J~--BxH H H ~ 4  ~ 6  

Fig. 16. Structure of B6Hlo Fig. 17. Structure of BsH H 

Table 5. Selected Bond Distances in BsH H 

Atoms Distance in A Atoms Distance in A 

BI--B 2 1.87 BS--H 2 1.83 
BI--B a 1.72 B2 H 11 1.34 
BZ--B a 1.80 B3 H It 1.19 
Ba--B 4 1.79 Ba--H 1° 1.25 
B 2 - - H  2 1.55 ~ - - H  1° 1.28 
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Some bond distances are given in Table 5. The B----Hterminal distances not listed 
are normal. The structure, in solution, is assumed to be stereochemically non-rigid; 
a fluxional process occurs with the unique bridging hydrogen moving between B 2 

and B 5. This assumption is based on the 11B N M R  spectrum which indicates Cs 
symmetry116). 

Base adduct analogues B4Hs2L of the hypho-borane [B~tHlo] 2 -  h a v e  been known 
for some time 76) although only recently have N M R  data been obtained which give 
an indication of structure. Kodama 76d) and Colquhoun 76e) have independently 
suggested structures and these are indicated in Fig. 18. The second structure in 18 (a) 
is essentially the same as that in (b). The cyclic structure (a) has been suggested for the 
unknown B4Ht2 117) 

L H H \ / L ~/H 
B 

/B\ H "B~ H /  " H H ~ B " ~  B/H 
a H L b H / \ H i  \H 

Fig. 18a. Suggested Structures for B4Hs2P(CH3)3 ; b Suggested Structure of B.~Hs[(CH3)2NCH2] 2 

4.3.4 The N = 9 Class; [BsHs] 2-, BTHllFe(CO)4, B6H~2 and BsHgL a 

The solid state structure of [closo-BsHs] a- is very similar to that of an idealized 
triangulated dodecahedron and is shown in Fig. 19118) . Bond distances not related 
by molecular symmetry are given in Table 6. 

The species is fluxional in solution 1~9). The energy separation between the three 
related structures, dodecahedron D2a, bicapped trigonal prism Cav and square anti- 
prism D4a has been shown to be very small by 11B N M R  spectroscopy. 

Neither the nido-BTH11 species nor any of its isoelectronic analogues have been 
observed. Of interest, however, is the species BTH11Fe(CO)4 lzo~ which can formally 
be regarded as an adduct between the acid Fe(CO)4 and a basic ~ - B  bond 
in BTHll. The structure of BvHllFe(CO)4 is predicted to be related to that of 
[BvH12Fe(CO),]- 121) and [B~H12]- 122) which are discussed later. The stru, ture 
predicted from first principles for BTHll, is that obtained by removal atorrs B 3 

or B 4 from the [BsHs] z-  structure. However, as Williams 123) has pointed out, this 
structure involves bridge-hydrogen congestion, thus a structure which is effectively 
g-BHz--B6H 9 is the most likely and this is discussed in the subsequent discussion 
of [BvHlz ]- .  

The structure of arachno-B6Hlz is that of an isosahedral belt which may be 
obtained by the removal of a boron atom from either of the predicted B7H H struc- 
tures, discussed above, to produce the most "open" structure. Study of B6Hla by 
X-ray diffraction has proved unsuccessful owing to glass formation, however, the 
structure shown in Fig. 20 is consistent with 1H and 11B NMR measurements 124). 
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B I. B z 

Fig. 19. Structure of the [BsHs] 2- Ion 
(terminal H's omitted) 

" B . . . _  _H--..~ B------H 
|, ~,,,,,,,B f ~" H /  

H H 

Fig. 20. Proposed Structure of the B6HI2 

Table 6. Bond distances in [Balls] 2- 

Atoms Distance (A) Atoms Distance (A) 

BI--B 2 1.56 BI--H 1 1.11 
B1--B 3 1.76 Ba--H 3 1.25 
Ba--B 7 1.72 

The above structure is in contrast to that o f  the isoelectronic species [B6Hll I -  
whose structure was predicted by Shore and coworkers from N M R  data 125). This 
structure is essentially that of  BsH s with a BH 3 inserted into the basal B - - B  bond, 
i.e., [p-BHaBsHs]-.  

There are several examples o f  species isoelectronic with hypho-BsH13. Lips- 
comb 126), several years ago, predicted the valence structure of  [BsHH] 2-  as that 
shown in Fig. 21. 

The only binary hypho-borane thus far observed is the species [BsH12 ] -  prepared 
by Shore and coworkers ~22). Although a crystal structure of  the species has not  been 
determined, N M R  data suggest the structure shown in Fig. 22 which is similar 
to that proposed by Lipscomb. 

Structural data are available for several hypho-pentaboranes which are BsH92L 
adduct species T7). Shore and coworkers have determined the crystal and molecular 
structure of  BsH 9 2 P(CH3) 2 77a). The structure is a shallow pyramid (C~ point 
symmetry) with basal borons distorted from a square pyramid. The two trimethyl- 

H / \ .  

2 -  

Fig. 21. Proposed Structure of the 
[BsH11] 2- Ion 

H B 

I- 

Fig. 22. Proposed Structure of the 
[BsH12]- Ion 

188 



Systematization and Structures of the Boron Hydrides 

phosphine molecules coordinate one to the apical boron and the other to a basal 
boron as shown in Fig. 23. 

The structures of  the bidentate ligand adducts BsH9L2, where L 2 = [(C6Hs)2P]zCH2, 
[(C6Hs)2PCH2] 2 or [(CH3)2NCH2]2, have been determined by Allcock and cowor- 
kers 77b). The structures of  the first two are analogous to that of  BsH 9 2 P(CH3) 3 
with the diphosphine ligand bridging between apical and basal borons whereas the 
structure of  the 1,2-bis(dimethylamino)ethane adduct indicates coordination of  the 
two nitrogen atoms to the same basal B atom as shown in Fig. 24. 

~ p 1  C 

H I /H 
c k___..b',B'H 

H 

Fig. 23. Structure of BsH92P(CH3) 3 
(methyl H's omitted) 

H H 
• r "# C 

C H" C'~,-~% F 
,~# ~,~,N~, C 

, ' -a 

H "g '~H /  'H H 

Fig. 24. Structure of 
BsH9[(CH3)2NCH2]2 
(methyl H's omitted) 

In both BsH9[(C6Hs)zP]2CH 2 and BsH9[(C6Hs)2PCH2] 2 the angles between opposite 
triangular B 3 faces are 130.4 ° and 126.5 °, respectively, compared with 90 to 91 ° 
in BsH 9. The structure ought to reflect that of  the [Balls] 2- dodecahedron, i.e., the 
boron atoms should occupy all but three of  the eight vertices in [BsHs] 2-.  Allcock 
and coworkers suggest that these structures appear to be derived from a hexagonal 
bipyramid. In BsHg[(C6Hs)2P]2CH 2 the dimensions of  the hexagonal bipyramid 
are center to apex height 0.64 A and edge lengths of  1.81 A (equatorial) and 1.77 .& 
(apex to base) and in BsH9[(C6Hs)zPCHz] 1 the corresponding lengths are 0.645, 
1.82 and 1.78 A. The non-bonded distances of  adjacent borons in BsH 9 2 P(CH3) 3 
are comparable to the corrresponding distances in BsHll. 

/ /66 g\ \ r~  
6.0"  - - ~ f - "  / , 

B 
', 56. 5b,b \,' ' ' ~- 

57 7 " 61.4*;,' ~ ', 

i,I.6o ',, . . . . . . . .  - . . . .  

Fig. 25a and b. Structure of the [BgH9] 2- Ion; a = diagrammatic representation of the numbering 
scheme; b = structure including bond distances and angles) 

I 
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4.3.5 T h e  N = 10 Class ;  [B9H9] 2 - ,  BsH12, [B7H12 ] -  a n d  B6Hlo2L 

T h e  s t r u c t u r e  o f  the  [BgHo] 2 -  ion  is t h a t  o f  a t r i c a p p e d  t r i gona l  p r i sm w h i c h  has  

C2v s y m m e t r y  exact ly  a l t h o u g h  it m a y  be  r e g a r d e d  to possess  idea l ized  D3h 

symmetry127);  Fig.  25 also shows  the  b o n d  d i s t ances  a n d  angles.  

T h e  p r ed i c t ed  s t ruc tu res  for  BAH12, a nido-borane in t e rms  o f  e l ec t ron  c o u n t i n g ,  

are  o b t a i n e d  by  the  r e m o v a l  o f  a 5- o r  6 - c o o r d i n a t e  ver tex  f r o m  [B9H9] 2 - ,  i.e., 

(a) or  (b)  in  Fig. 26 ;  however ,  the  o b s e r v e d  s t r u c t u r e  o f  BsH12 in the  sol id  s ta te  is 
the  arachno-structure s h o w n  in Fig. 27128). S o m e  b o n d  d i s tances  a n d  ang les  are  

g iven  in T a b l e s  7 and  8. 

I t  is n o t e w o r t h y  t ha t  the  p red ic t ed  nido-structures for  BAH12 are  n o n - i c o s a h e d r a l  

w h e r e a s  the  o b s e r v e d  s t r u c t u r e  m a y  be  c o n s i d e r e d  to be  der ived  f r o m  a n  icosa-  

h e d r o n .  A p p a r e n t l y  the  c r o w d i n g  o f  b r idge  h y d r o g e n s ,  as seen in Fig. 2 6 a  a n d  b, 

m i t i ga t e  in  f avo r  o f  the  m o r e  o p e n  arachno-like s t ruc tu r e  s h o w n  in Fig. 27. 

Table 7. Bond Distances in BAH12 

Atoms Distance in A Atoms Distance in/k Atoms Distance in A 

BI--H I 1.18 Ba--H 12 1.35 
BI--B 3 1.71 B3--B s 1.68 
B1--B 7 1.79 B 3- -B* 1.83 
B~--B 2 1.84 B3--H 9 2.01 
B2--H 2 1.13 B4--H 4 1.12 
B2--B s 1.72 B~'--H 9 1.27 
B2--B '* 1.81 B4--B 5 1.80 
B3--H 3 1.11 BS--H 5 1.11 

BS--H t° 1.28 
BS--H 9 1.51 
BS--B 6 1.72 
BS--H I2 1.32 

Table 8. Selected Bond Angles in BsH12 

Angle Degrees Angle Degrees Angle Degrees 

HI - -BI - -B  3 123.8 H2--BZ--B ~ 123.3 H9--B*--B 5 55.4 
H t--B1--B 7 120.6 H2--BZ--B 1 118.2 H9--B4--B 2 104.4 
H ' - - B I - - B  2 113.5 B3--B2--B 6 59.9 H9--B4--B 3 78.5 
B3--BI--BS 58.9 BS--B2--B ~ 61.6 B1--B4--B 5 109.0 
BZ--B 1 - -B  7 108.6 BS--BZ--B 7 107.4 B1--B'*--B 2 61.4 
Ba--B1--B '* 68.9 BS--B2--B I 110.6 BI--B'*--B 3 56.2 
B3--B1--B2 113.6 B4--BZ--B 7 113.2 BS--B'*--B 2 56.9 
BT--B1--B ~ 104.8 ~ B 2 - - B  1 58.9 BS--B'*--B 3 119 
BV--B1--B 2 60 Ba--B 3-B1 60.6 B2--B4--B 3 109.2 
H2--BZ--B 5 122.3 BS--Ba--B 4 108.4 Ht°--BS--H 9 87.1 
H3--B3--H12 112 BS--B3--H 9 107.3 HI°--BS--B 6 46.9 
H3--B3--B s 134.3 BI--B3--B4 60.8 HI°--B~--B / 101.5 
H3--B3--B 1 138.7 H4--B'*--H 9 109.2 HI°--BS--B 4 115.8 
Ha--B3--B a" 116.7 H4--B'*--B 1 123.8 Hg--BS--B 6 113.3 
H3--B4--H 9 112.5 H 4 - - ~ - - B  5 114 H9--BS--B 2 99.1 
HIZ--B3--B8 50.3 H4--B4--B 2 126 Hg--BS--B * 44.2 
HI2--B3--BI 104.2 H4---t~'--B 3 118 HS--BS--H x° 113 
Ht2--B3--B4 114.9 H9--B4--B 1 117 HS--BS--H 9 108.5 
HS--BS--B 6 130.6 HS--BS--B 4 110 B6--BS--B * 108.4 
HS--BS--B 2 136 B6--BS--B 2 60.2 B2--BS--B ~ 62.8 
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H \H 

a 

U 

b H 

Fig. 26a and b. Possible nido-Structures for BsHIz 

/. 8-. 

H" ~'H 

Fig. 27. Molecular Geometry and Numbering Scheme for BsH12 (terminal hydrogens are numbered 
the same as their parent borons and the four bridges are numbered 9 through 12 starting with the 
4,5-position and counting clockwise around the structure) 

The parent  arachno-BvH13 species has never been observed although its conjugate 
base, [BvHI/]-  , has been prepared by the addi t ion of  BH 3 to [B6H9]- by Shore 
and coworkers lz9,122). The proposed structure of  the species is consistent with one 
obtained by the removal of  atoms B 1 and B z from [B9H9] z -  in Fig. 25 or  by the 
insertion of  a BH3 group into a B- -B  bond of  the [B6H9]- ion as shown in Fig. 28. 
The structure in Fig. 28 is consistent with b o r o n - l l  and proton N M R  da ta  122~ 
al though the solid state structure is not  yet available. The structure proposed  is 
similar to that of  [(CO)4FeBvHIz ] -  whose structure is known and is shown in 
Fig. 29121). 

H~" B~ ~H'~ B---- H 
H~ B \H~ B~"-~,~HH H 

Fig. 28. Proposed Structure of the 
[BvHI2 ]- Ion 

-I 

,~¢~_/,__B~-, B /0 

0/C -4 0 

Fig. 29. Structure of the [(CO)4FeBvH12] - 
Ion (hydrogen atoms omitted) 
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The species B6HIo[P(CH3)3]2, prepared by Shore and coworkers, has been 
characterized structurally by X-ray crystallography 7s). The structure, which is 
shown in Fig. 7, establishes the species as a derivative of the hvpho-class of boranes 
and is consistent with a structure obtained by the removal of three vertices from 
the [B9H9] 2- ion. The framework of the six boron atoms closely resembles the 
equatorial belt of an icosahedron. Presumably the difference between this structure 
and that of  B6H12 is that the former is more flattened and open than the latter 
whose detailed structure is not available. The bond distances in B6Hlo 2 P(CH3) 2 
are consistent with those in other boranes. The range of B--B distances is 1.745 to 
1.841 ,~. and within the triangular faces, B - -B- -B  angles vary from 57.4 to 62.8 ° 
with an average value of 61.6 °. The B - - H  bonds vary between 0.99 and 1.19 A, one 
hydrogen bridge is symmetric with B - - H ,  distances of 1.23 A while the other is 
asymmetric with B--H~ distances of 1.05 and 1.29 A. Dihedral angles between the 
triangular faces are not provided, however, the angles B1--B2--B 3 and B6--BS--B 4 
which are 122.8 ° and 123.8 ° , respectively, give an indication of the flattened nature 
of this hypho-structure. 

4.3.6 The N = 11 Class; [BloHlo] 2-, [B9H12 ] -  and BsH14 

The structure of [closo-B~oHlo] 2-, which is shown in Fig. 30, is that of a bicapped 
Archimedian antiprism 3°). The boron framework may be inscribed in a prolate 
spheroid with semi-axes a = 1.88 and b = c = 1.43 A 13o). The bond distances 
and angles are quite normal for this type of structure. 

The species nido-BgH13 is unknown and Williams 7°) has pointed out this is not 
surprising when one studies the predicted structure. Removal of a 6-coordinate 
equatorial boron atom from [BloHlo] 2- generates a nido-structure with a puckered 
five-membered face in which the placement of four bridge hydrogens is difficult. 
The removal of a proton from this structure relieves this bridge crowding yielding 
an acceptable structure. Todd and coworkers 131) reported the 11B N M R  spectrum 
of [B9H12 ] - which is consistent with the predicted nido-structure for [B9HI2 ] - which 
is shown in Fig: 31. The carborane isoelectronic with B9H13 , i.e., C2BTHll, does 
not have the problem of hydrogen bridge crowding and thus an X-ray diffraction 

5 

2 

Fig. 30. Boron Atom 
Positions and Numbering 
Scheme for the [B10Hlo] 2- 
Ion (hydrogens omitted) 

H / 

- [  

Fig. 31. Proposed Structure for the [B9H~2 ]- Ion 
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study of C2BvH9(CH3) z indicates the expected bicapped Archimedian antiprism 
structure with the 6-position removed 13z). The structure shows very little deviation 
from the closo-structure, i.e., the remaining vertex positions occupy essentially 
the same positions as they would in C2BTH 9. 

The unsubstituted nido-carborane C2B7H 11 exhibits an N MR spectrum indicating 
a structure similar to that of the dimethyl species, in terms of vertex positions, but 
the hydrogen positions are different 133). Apparently there is a BHE group and 
only one bridging hydrogen. 

The arachno-species BsHx4 is known although there is little structural information 
available. The only structural data available are those from NMR spectra 134) which 
suggest that species has the expected arachno-structure shown in Fig. 32. 

Neither the hypho-B7H~s species nor its isoelectronic analogues are known. 

4.3.7 The N = 12 Class; [BllHll] 2-, BloH14, n-B9H15, i-B9Ht5 and BsH16 

The structure of [closo-Bl~H~] 2- has not been determined however its structure 
is assumed to be the same as that of the isoelectronic species B9C2Hx 1 whose structure 
has been shown to be an octadecahedron with C2v symmetry 136~ as shown in 
Fig. 33. Bond distances are quite normal for carboranes. N M R  spectra of solutions 
of [B~lHH] z-  indicate that the species is fluxional~37~; it is suggested that the 
species undergoes a low energy internal framework rearrangement involving a Csv 
intermediate structure. 

! 

Fig. 32. Proposed Structure of 
BsH14 (terminal hydrogens omit- 
ted) 

2 

Fig. 33. Atom Positions in 
B9C2Hg(CH3)  2 (vertex positions 
only are shown) 

The structure of BIoH14 is that predicted tbr the nido-species derived by removing 
the unique 7-coordinate vertex from [B11HH] 2-. The structure 138"139), shown in 
Fig. 34, has the four bridge hydrogen atoms symmetrically disposed on the open 
surface. Boron-boron and boron-hydrogen distances are normal, the hydrogen 
bridges are unsymmetrical, with shorter distances towards the center of the molecule. 

arachno-B9H~5 exists as two isomers. Removal of a highest coordination vertex 
from the open-face of BloH14, i.e., B 5, or removal of B ~ and B 4 from [BllH~l] 2- 
yields n-B9Hxs which is shown in Fig. 35 1,o) 

The structure may also be considered to approximate a fragment of an icosahedron, 
derived by the removal of three connected boron atoms not forming an equilateral 
triangle, although this description is confusing in the context of this discussion. 
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, ,  \ 
~\,- . ._~/.~I"~ B,~ H 
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Fig. 34. Structure of B~0Hl, 

! .l:lm---/-I~HU" 
[ _"AL'B" z ) 

Fig. 35. Molecular Structure and Numbering Scheme 
for n-B9H15 (terminal hydrogens bonded to B 1 through 
,9 are similarly numbered; H l° is bonded to B a and 
the bridge hydrogens are numbered H H to H ~5 starting 
at position B3--B 4 and moving clockwise around the 
structure) 

Again  bond distances and angles are quite normal  for boranes. The disposit ion 
of  the BH z group relative to the remainder  of  the structure which resembles BsH12 
may be seen by comparing the bond angles BS--B'*--B 3 (115.3 °) and B4- -BS- -B 6 
(122.1°) 141). The resemblence of  the structure without the BH 2 group, to BsH12 
has chemical significance since n-B9H12 is known to lose BH 3 to form BsHIE 23). 
The bridge hydrogens between B 5 and B 6 and between B 7 and B 8 are a lmost  sym- 
metrical ly placed between the respective boron a toms whereas the bridge hydrogens 
between the B8 unit and the BHz group are unsymmetrical .  The respective distances 
are B 4 H 11 = 1.17A and B3--H 11 = 1.39 A, i.e., the bonds  between the BH 2 
group and the bridge hydrogen are longer than the bond between the same bridge 
hydrogen and the B8 framework. 

i -Nonaborane(15)  is obtained by the removal  of  a low coordinat ion number  vertex 
from BloHt4 i.e. B 6 or  B 9. The structure has been described as being derived by the 
removal  of  an equilateral triangle of  boron a toms from [B~EH~2] 2-  al though this is 
inappropr ia te  in view of  our current views and is more  correctly described as arising 
from the removal  a toms B t and B z from [BuHH] z - .  Al though a structure deter- 
minat ion  has not  been made for i-B9H~s, N M R  data  14z) are consistent with the 
structure described above and shown in Fig. 36. This structure is very reasonable 
since i-B9H15 is prepared by pro tona t ion  of  [B9H14]-, and since the posi t ions of  
the boron a toms in [B9H14 ] -  are the same as those proposed  for i-B9Hxs. The struc- 
ture of  [B9H14 ] -  has been described by Greenwood and coworkers 81). 

H 
~ B -~--------C:- H H 19/iB 12 

B B: I -a 
\ [ ~Bs~'/l 

Fig. 36. Proposed Boron 
Positions in i-BgH15 

Fig. 37 a. Molecular Structure of 1,3-(CH3)2C2B7HI1 ; b Numbering 
Scheme 
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The structure of the carborane 1,3-(CH3)2CzBTHxl has been determined 43) and is 
the same as that proposed for i-B9H15. The structure, shown in Fig. 37, again is 
derived from the formal removal of vertices numbered 1 and 2, in the [B~IHa~] 2- 
closo-polyhedron. 

A species with the formula BsH16 has been prepared but structural information 
is unavailable 143). 

4.3.8 The N = 13 Class; [BI2H12] 2 - ,  [B11H13] 2- and [BloHt4] 2- 

The structure of [closo-B12H12] 2- is that of a slightly distorted icosahedron as 
shown in Fig. 38. Several structural determinations using X-ray diffraction were 
performed between 1960 when Wunderlich and Lipscomb a~) first determined the 
structure and 1976~44~; however, the best data available are from a very recent 
structural determination by Shoham, Schomburg and Lipscomb ~45~. This structure, 
which was determined in an X-ray diffraction study of [BlzHlz] 2- [N(C2Hs)3H+]2, 
reveals a very small range of B---B distances with a mean value of 1.781 _+ 0.002 A. 
This is probably due to removal of  distortion in the previously determined structures 
of alkali or alkaline earth metal salts by distribution of the positive charge over 
several atoms in the [N(CzHs)3H] + cation. 

Of the various possible nido-boranes containing eleven boron atoms, i.e., BHH15 
and its derivatives, only [B11H14 ]-  and [Bl~H13] 2- have been positively identified. 
The species BllH15(1,4-dioxane) z has been prepared~46); however, the correct 
electron count including two electrons per dioxane molecule places it in the 
hypho-class, isoelectronic with B~I H19. Structural data are not available for [Bx x Ha4 ]-  ; 
however, Lipscomb 74~ suggested a structure based on replacement of a BH group 
in [B~zHIE] 1- by a H 3 triangle perpendicular to the molecular axis. The structure 
of the isoelectronic [BllH~3] z-  has been determined and it is the expected nido- 
structure with the open face containing non-adjacent bridge hydrogens as shown in 
Fig. 39147). Bond distances are quite normal. The open face is not quite a regular 
pentagon as expected owing to the presence of the bridging hydrogens. Thus, bond 
distances are BS--B 9 = 1.80 A, BV--B s = 1.89 A and B7--B 11 = 1.82 A and bond 
angles a re  B S - - B 9 - - B  1° = 108 ° B T - - B S - - B  9 = 109 ° and B S - - B T - - B  11 = 107 °. 

H 

[ 

H 

_ 

~ B . I ' t  

Fig. 38. Structure of the [BI2H~2] 2- Ion 

_ 

Fig. 39. The Structure of  [BlIHI3] 2- 
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arachno-BtoH16 is unknown; the well characterized BloHl6 is the (r-bonded 
conjuncto-borane involving BsHs units bonded as the 1,1-, 1,2- and 2,2-isomers 148). 
The isoelectronic anions [BloHts]- 149) and [Broil14] z-  are also known and since the 
latter is well characterized, it will be described. The structure of [arachno-B~oH~4] 2- 
has been determined by X-ray diffraction ~5~) to be very similar to that of  B~oH~4 as 
shown in Fig. 40. 

_ 

~ 9  H 
o HIOJ \ ,, H 

f "  

° " y e - "  " 
Fig. 40. The Structure of [BtoHv,] 2- 

The structure indicates two hydrogen bridges disposed symmetrically between B v 
and B s and between B 5 and B 1° and also endo-hydrogens o n  B 9 and B 6. It is not 
significantly different from B~oHa4. In view of the usual properties of related nido- 
and arachno-boranes this is surprising. Presumably the presence of the two bridge 
hydrogens and the endo-hydrogens serves to maintain the tight cluster almost as 
effectively as the four bridge hydrogens do in B~oHt4. The [Broil14] 2- cluster is 
somewhat more open than BloH14 and this is indicated by the following comparison 
of the two structures. The bonds B~°--B 5, B6--B 7 and B2--B 6 tend to be shorter 
in BloH14 than in BloH~4-, the distances being (in A) 1.97, 1.88; 1.76, 187 and 
1.72, 1.76, respectively. The angles at the 6.9 positions, i.e., BS--B6--B T are 105.3 
and 103 ° respectively in B~oH~4 and [B~oH~4] 2-, again consistent with a slightly more 
open cluster for the latter: 

4 .4  B o r a n e s  C o n t a i n i n g  M o r e  than T w e l v e  B o r o n  A t o m s  

Almost all the known borane structures may be described in terms of fragments 
of polyhedra containing 5 to 12 vertices. This section deals with species which may 
be considered as joined fragments of boranes containing 12 or less boron atoms. 
Such species have been referred to as conjuncto-boranes and may include those 
joined by a single bond ((~-bonded conjuncto-boranes which will be covered in 
Section 4.5), species sharing an apex (commo-boranes) and species either sharing 
and edge (i.e., two adjacent boron atoms), a triangular face or a four-atom face. 

It is not necessary to consider the icosahedron as the largest closo-polyhedron 
from which other boranes are derived. Lipscomb 55) has described hypothetical 
closo-boranes [B,H]  2- where n = 13 to 24. Furthermore, several examples ofmetallo- 
boranes and -carboranes are known. Callahan and Hawthorne 152) have described 
several closo-metallocarboranes containing 13 and 14 vertices and Maxwell and 
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Grimes ls3) have prepared 11-13 atom nido-cages by the insertion of transition metal 
atom moieties into carboranes. Recently, 13 and 15-vertex nido-carboranes have 
been prepared by Hosmane and Grimes 15.) by the oxidative fusion of carboranes 
and borane anions. 

The material is arranged by increasing number of boron atoms in the species. 

4.4.1 Tridecaborane(l 9), B 13H19 

The structure of B13H~9 155) is that of a conjuncto-borane consisting of a hexaborane 
and a nonaborane fragment sharing two boron positions. The structure is shown 
in Fig. 41 a with the numbering scheme in the topological representation in Fig. 41 b. 
The structure involves the atoms B 3 and B 9 being shared between 6 boron and 9-boron 
units. The 6-boron unit, B3--B13--BlZ--B 11--B9--Bl° with four bridging hydrogens 
is structurally identical to B6Hto with the B--B bond of the latter forming part 
of a 9-boron species, B3--B4--BS--B6--BT--BS--B9--BX--B 2. The arrangement 
of the latter is similar to n-B9H 5 except for the arrangement around the BH 2 group 
in n-B9H15. (An alternative view of the molecule, suggested by Lipscomb and 
associates 156), .considers it to be a conjuncto-borane involving 8-boron and 7-boron 
units sharing a pair of boron atoms.) B 9, which is seven-coordinate, does not have a 
terminal hydrogen atom as is the case with other seven-coordinate borons in 
conjuncto-boranes. 

H 

• I .,,B4P " \ 

H / ~ ' ~  B~ ' 
H 

B5 ......-- H 

___B3J I \  , / \  2 / t \  
I\o  \ / \ t .  B ~ o / "  _ \ J .~..a" 

/\ 8. ,. 

~H ~ 
Fig. 41a. The Structure of B13H19; b Topological Representation of BI3HI9 

4.4.2 Tetradecaborane(18), B14H18 

The structure of B14H18 has not been determined; however, it has been deduced 
from its N M R  spectrum and from a consideration of its mode of formation from 
B16H20 and from analogy with BtsH22 157). The proposed structure is that of  a 
conjuncto-borane with BloH14 and B6HIo cages sharing a pair of boron atoms 
(B 5 and B 6 in BIoHI,, B 2 and B 3 in B6Hlo ). The structure is shown in Fig. 42. Note 
that the shared atoms do not have terminal H's. 
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4.4.3 Tetradecaborane(20), B14H2o 

The structure of B14H2o, which is shown in Fig. 43, is that of two BsHlz fragments 
fused at the B3--B s position ass). The bond distances and angles are normal and 
this is predicted in calculations reported by Lipscomb ~56), which suggest that the 
fusion should not distort the bonding of the B s fragments. The two fragments 
have their open faces cis to each other giving the molecule virtual Czv symmetry. 
The four boron atoms in the center portion of the molecule are almost planar. 

Fig. 42. Proposed Structure of B14Hts Fig. 43. The Structure of B14Hzo 
(terminal hydrogens are not shown) 

4.4.4 Pentadecaborane(23), B15H23 

The structure of B15H23, as deduced from its boron-l l  N M R  spectrum 159), is 
that of a commo-borane involving a B9H13 cage sharing a boron atom with a 
BTHll group. The shared boron atom essentially replaces a proton in the [B6Hll] + 
ion ~ts shown in Fig. 44. 

H 

Fig. 44. Proposed Structure of BIsH23 

4.4.5 Hexadecaborane(20), B16H2o 

The structure of  the B16H2o molecule has been determined by single crystal X-ray 
diffraction to be that of a conjuncto-borane involving the fusion of a B1oH14 cage 
with a BsH12 cage 16°). The formal fusion is along the BS--B 6 edge of BloH14 and the 
B3--B 8 edge of BsH12 with the two fragments opening in opposite directions. The 

198 



Systematization and Structures of the Boron Hydrides 

structure is shown in Fig. 45a and a topological representation in Fig. 45b. 
The molecule is not significantly distorted from the original structures BloHt¢ 
and BsH~2. 

\ /7<-rr°m'¢  "-" 

, 7 

\ 
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B - - B  

dG/ \ /I 
H~ 

Fig. 45a. Structure of Bt6H2o; b Topological Representation of B16H2o (terminal H's omitted) 

4.4.6 n-Octadecaborane(22), n-BlsH22 

The n-BlsH/2 molecule, as determined by single crystal X-ray diffraction ~6n, is 
centrosymmetric, possessing six bridging hydrogens, and has the geometry of two 
B~oHI¢ cages sharing a common BS--B6; B6--B 7 edge as indicated in Fig. 46. 

H , 

J9 H H 

• ~ ~ - I~ /~  ~ m ~ " ~  " h " 7 ~ \  
u , ~ , > ' ~ , ~ - ~ - . ' .  1 5 , ~ . ~ P \  ~ .  4 
' - ' -  ~ |  ~,,o. ~5" \ l _ t  ? . . ~ , ~  ~ "-.-~--~-' " ~ -  H 

H H 

7 8 H H--B\ B-- 

H, - -2B~BT- .B~  h/B--.B" 
r--, tu H B:-- B~ II~B--.B u-- 

IN I,o \ l zm 
H - - B - - B - - H  

Fig. 46a and b. Molecular Structure; a and Topological Representation; b of n-BtsH22 

4.4.7 i-Octadecaborane(22), i-BIsH22 

The structure of the species i-BlsH22 162) is very similar to that of n-BasH22 except 
the molecule possesses a two-fold axis and not a center of symmetry. The molecule 
has two 10-boron units from BIoH14 sharing a common B6--B 7 edge such that the 
two halves of the molecule open in opposite directions giving it a two-fold axis. 

4.4.8 Icosaborane(16), B2oH16 

The structure of BzoH16, as determined by single crystal X-ray diffraction and 
shown in Fig. 47, represents that of the the only well characterized derivative of  a 
closo-borane with more than 12 vertices. The structure may be considered as two 
BloH14 cages fused at the open faces, with the loss of all bridge H atoms and the 
loss of  the terminal H atoms on the four B atoms which join the cages. This is not so 
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H.H H 

?/ 

Fig. 47. Structure of B2oH~ 

satifactory, however, since the 10-boron units are partially collapsed from the original 
BloH14 geometry. A more satisfactory description is that the structure is obtained by 
the fusion of two nido-twetve-boron cages sharing four common atoms or the 
fusion of two closo-thirteen-boron cages each missing a vertex atom, the four 
coordinate atom, and joined at that face. Lipscomb 55~ has described such closo- 
species for which, as mentioned above, there is much experimental precedent in 
metalloborane chemistry. 

4.4.90ligomeric cIoso-Borane Anions 

There are several species which are essentially formed from the coupling of 
[BloHlo] 2- cages sometimes followed by subsequent reduction of the coupled 
product. The octadecahydroicosaborate(2--) ion, [B:oHls] z- ,  consists of two 10- 
boron units, very similar to [BloHlo] 2- species, linked by B--B interaction among 
one pair of adjacent apical and equatorial B atoms from each 10-boron unit 163). 
There are no hydrogen bridges and each of the apical borons involved in the inter- 
action has a terminal hydrogen atom displaced slightly away from the opposite 
cage. An isomer of the previous species exists, 2,2: 6,6-di-g-hydro-bis[octadecahydro- 
decaborate], for which preliminary X-ray data suggest that the ion possesses a 
plane of symmetry 164). Two [BIoHg]- units are linked symmetrically by two hydrogen 
bridges between pairs of equatorial borons. 

The species octadecahydroicosaborate(4--), [B2oH18] 4 -,  yields NMR spectra which 
suggest that it exists as two [B~oH9] 2- units sigma bonded with boron-boron bonds 
yielding the 1,1-, 1,2- and 2,2-isomers 165). The ion nonadecahydroicosaborate(3--), 
[B20H19] 3-, gives infrared spectra and NMR data consistent with a structure in- 
volving two [BloH9] 2- moieties bridged by a proton 165' 166~ 

Analogous species derived from the [B12H12] 2- ions exist. [B24H23] 3- is analogous 
to [B2oH19] a-,  above 167), and [B4aH45] 2- presumably exists as four B12 units linked 
by three hydrogen bridges 167c). 

4.5 Sigma-Bonded conjuncto-Boranes 

4.5.10ctaborane(18), BaHia 

Low temperature X-ray data and NMR spectra for octaborane(18) suggest that 
the species exists as 2,2'-(B4H9) 2 168,169). 
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4.5.2 Pentaborane(9)yl-pentaborane(9),  (BsHs)2 

The species BloH16 has been shown to be two BsH 8 moieties bonded by a single 
boron-boron bond. All three possible isomers, 1,1 '-(B 5 H 8 )2, 1,2'-(B 5 H 8 )2 169.171 ) and 
2,2,_(BsHs)2 169.172) have been identified by N M R  spectrometry although detailed 
structural data are not available. 

4.5.3 Bidecaboran(14)yl Species, (BloH13)/ 

The icosaboranes(26), B2oH26 , which have been known for several years, have 
been shown to be the bidecaborane(14)yl species, i.e., two BloH13 cages joined by 
a single boron-boron bond. There are eleven distinct geometric isomers of  this 
species of  which four should exist as enantiomeric pairs 1731. Using the numbering 
scheme for B1oH14, the possible isomers include 1,1', 1,2', 1,6', 2,2', 2,6', and 6,6'. 
The isomers involving monosubsti tut ion at the 5, 7, 8 or 10 position on B1oH14 
represent enantiomeric pairs since these positions are chiral. This leads to geo- 
metrically distinct isomers 5,1', 5,2', and 5,6' which are paired enantiomerically 
with the isomers 7,1', 7,2', and 7,6', respectively. The 5,5'- and 7,7'-isomers con- 
stitute a geometrically distinct enantiomeric pair and the 5,7'-isomer is also geo- 
metrically distinct, being the unique mesodiastereoisomer of  the 5,5' and 7,7' 
enantiomeric pair ~74). 

Four  species have been identified. The 6,6'-species has been identified by detailed 
bo ron- l l  and proton N M R  spectral measurements 173). The 2,2', 2,6' and 1,5' 
isomers have been studied by single crystal X-ray diffraction and detailed structural 
data are available. The 1,5'-species is unsymmetrical  175). The conformations of  the 
2,2'- and 2,6'-isomers may be defined in terms an eclipsed conformation of  C2v 
symmetry for the former and of  Cs symmetry for the latter 176). Thus, the actual 
conformations are defined by the torsion angle 118 ° for B6--B2:B2' - -B6 '  in the 
2,2'-isomer and 92 ° for B6--B2:B6'----B 2' in the 2,6'-isomer. These torsion angles 
represent rotations from the eclipsed conformat ion about the boron-boron bond 
between the two B~oH13 moieties. In all three molecules whose structure is known 
in detail, all boron-boron bonds involving one of  the cage-linked atoms are slightly 
longer than the other boron-boron distances and are also slightly longer than the 
corresponding distances in B~oH14, otherwise the bond lengths and angles are very 
similar to those in B1oH14. 
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